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Introduction

In condensed matter physics, recent experiments on non-equilibrium dynamics of quantum systems
have unveiled many novel insights [1-4|. In conjunction with conventional problems not fully under-
stood yet in this field, they are raising many exciting questions. In the following, three of them are
presented:

Far from equilibrium, so called prethermal plateaus have been observed, where the system is in a
metastable, long-living state [5-7]. Key topics are the properties of such prethermal states, the typical
time-scales limiting such a plateau and the conditions under which they can be reached.

An important second point is the question of thermalization, i.e. systems which relax and thermal-
ize, and can be described by a thermal distribution function in the long-time limit. The question of
thermalization is somewhat clearer for open systems, in particular for systems coupled to an external
heat bath. However, even in open systems, memory effects may occur, leading to a significant slowing-
down of thermalization. For isolated systems however, thermalization is an open and widely discussed
question, see for example Ref. [8] and references therein. Integrable systems are known to never reach
a thermal state, after being driven out of equilibrium [9]. However, it was also found, that isolated
systems can relax to a steady state, which can be described by generalized Gibbs ensembles in the
long-time limit [10].

And thirdly, there is the interplay of non-equilibrium dynamics and universality. Universal dynamics
near a (quantum) critical point is well established in the Kibble-Zurek protocol [11, 12|, where a sys-
tem is adiabatically driven from the disordered into the ordered phase. In this scenario, the correlation
length remains finite at each finite time, causing topological defects in the ordered phase. The number
of those defects can be predicted with the quench-rate and universal equilibrium exponents [13, 14].
The basic argument in those predictions is, that at the beginning the system can adiabatically follow
the change of the tuning parameters relative to the critical point. When the correlation time is of the
order of the inverse quench rate, the system falls out of equilibrium by freezing out, i.e. the corre-
lation length stays finite. The Kibble-Zurek scaling was for example observed in Ref. [15]. However,
derivations from this prediction have been observed for fast quench rates [16]. In Ref. [17] it was
shown, that the assumption of freezing out is not quiet valid, but that the correlation length continues
to grow with a dynamical exponent. The concept of universal dynamics has also been reported for
quasi-adiabatic relaxation close to a quantum critical point in Ref. [18], where the power-laws are given
by equilibrium exponents. Both are examples for universal dynamics near equilibrium. On the other
hand, the opposite protocol, the quantum quench, is a topic of many recent studies. In a quantum
quench, the system is initially prepared in the ground state of a Hamiltonian H;. At time ¢ = 0 some
parameters are instantaneously switched, such that the time evolution is governed by a new Hamilto-
nian H. A further open question is, if the quantum-classical mapping, well established in equilibrium
also holds in an out-of-equilibrium setup [19-22]. Experimentally, such a quench can be performed by
pump-probe experiments, where the system is exposed to a laser beam. Pump-probe experiments have
been realized, in order to seek for far-from equilibrium superconductivity [3, 23, 24]. Of special interest
are pump-probe experiments, with an induced energy of order twice the Bardeen-Cooper-Schrieffer
gap [25]. Other quench protocols in combination with phase transitions have also been reported in spin
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Figure 1: Dynamics of the order parameter ¢(t) after a quench from the ordered phase to the
quantum critical point. (a) for @ > 0 and (b) for @ < 0. The time-scale t* is the crossover
time scale, separating the prethermal regime from the adiabatic long-time limit. Here,
B is the equilibrium order parameter exponent, v the correlation length exponent and z
the dynamical exponent. As we will show in this thesis, the new exponent 8 cannot be
expressed in terms of equilibrium critical exponents.

chain systems |7, 26| and cold atom gases |2, 27].

All three points have in common, that they are effects which originate from an interacting many body
system. Thus, it is necessary to go beyond a mean-field approximation to find answers in those sce-
narios. This makes it necessary to develop new methods to predict the time evolution also in strongly
correlated systems far from known equilibrium states.

In this thesis, the dynamics after a quantum quench to a quantum critical point (QCP) are ana-

lyzed to address those three points. This work is inspired by Janssen, Schaub and Schmittmann who
found universal, prethermal dynamics after a quench in a classical system with white noise [28|. The
extension to classical systems with colored noise was made in Ref. [29]. In this thesis, the question of
post-quench universality is answered in open quantum systems [30, 31], as well as for nearly isolated
systems. For perfectly isolated systems after a quantum quench, a non-thermal fixed point was found
by Mitra et al. in Ref. [32].
Here, we address the question, under which conditions universal dynamics after a quantum quench
can be expected, see table 1. We speak of universal dynamics if for example, the order-parameter
dynamics can be described by an universal power-law in time. Two main regimes are distinguished,
the prethermal regime, at intermediate times after the quench, and the long-time limit, where certain
systems relax to the QCP. The main ingredient for non-equilibrium criticality is the light-cone growth
of the correlation length:

() oc /3. (1)
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This algebraic growth with the dynamic coarsening exponent z; leads to power-laws in the order-
parameter dynamics and the Green’s function as well. In this thesis, the implications of these power-
laws are analyzed at intermediate time-scales after the quench, in the prethermal regime and in the
long-time limit. For clarity and to give the basic motivation for this thesis, the time evolution of the
order parameter is discussed here, see also figure 1. In the prethermal regime, the power-law of £ in
Eq. (1) affects the dynamics of the order-parameter ¢:

ot < t*) o t? (2)

with a new, universal exponent . This exponent is calculated explicitly in this thesis. It turns out,
that this exponent can be positive or negative for open quantum systems, depending on the external
bath. For a positive exponent, the prethermal regime is characterized by the growth of order after a
quench. This regime is limited by the cross-over timescale t*, which will be shown to depend on details
of the quench protocol and can be tuned to large values by performing a weak quench. In the long-time
limit, equation Eq. (1) leads to a power-law decay to equilibrium in the order parameter:

Bt > t*) oc t P2 (3)

In this limit, the non-equilibrium exponent € enters in the universal relaxation amplitude, while the
power-law in time is given by known equilibrium exponents 8, v and z. This universality can be ob-
served in open quantum systems, while the question of thermalization is not answered yet for isolated
quantum systems. In the long time limit a non-thermal distribution function n(t,w) can be introduced,
which is a generalization from the fluctuation-dissipation theorem. In table 1, an overview of the re-
sults is given for different kinds of systems as well as for the two different time regimes. Three kinds
of systems are considered. The open system is coupled to an external heat bath and the dominant
dynamics are given by relaxation processes via this external bath. Those systems equilibrate per con-
struction, as the energy is not conserved. However, the power-laws in the long-time limit lead to a slow
down of thermalization. Here, an universal prethermal regime can also be found. Perfectly isolated
systems may thermalize due to some internal relaxation process, but this question is still open. Here,
the considered dynamics are dominated by the ballistic, non-interacting term. The limit of a deep,
i.e. a very strong quench, was considered by Refs. [32-34|, where universality near a non-thermal fixed
point was reported. Here, also the limit of a weak quench is considered, where the system is already
prepared near the QCP. Nearly isolated refers to systems with small coupling to some external heat
bath. This coupling is chosen such that it is irrelevant in the sense of scaling and renormalization, but
still guarantees thermalization to the QCP in the long-time limit. In those systems, power-laws with
a non-universal exponent have been found at intermediate times after the quench. In the long-time
limit, the system equilibrates with a universal power-law given by the equilibrium exponents. Higher
order scattering processes of the order-parameter field could possibly also be captured by such a bath
coupling, however with thermalization to a finite temperature. This finite temperature should then be
determined by the energy induced by the quench. If this is the case, universal relaxation can be found
in the isolated system as well, if the finite temperature is not high, i.e. the system thermalizes near
the QCP. However, in none of the scenarios of the isolated or nearly isolated system, the result found
by the quantum-classical-mapping can be confirmed. The post-quench scenario seems thus to be an
example where this mapping does not work.

In contrast to previous work in [30-34], the methods presented in this thesis to derive non-equilibrium
universality are more general and can be applied on different models. This is done in chapters 5 and 6.
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Table 1: The existence of out-of-equilibrium universality after a quantum quench. Colored capi-
tal letters designate the answers found in this thesis. In other cases the corresponding
reference is listed.

prethermal | long-time limit

Open quantum system, chapter 5 YES YES
Perfectly isolated system, section 6.1

deep quench yes [32-34] ?

weak quench NO ?
Nearly isolated system, section 6.2 NO YES

equation of motion three time contour

Sec. 3.5.1 Sec. 3.1

long time
expansion of GK
Eq. (4.28)

bare Keldysh fct g
Eq. (3.60) and App. A

large N
Eq. (4.67)

memory function M

Eq. (3.63) inverse correlation length

deep quench
expansion of M
ec. 3.5.3 and App.

evaluation of
the key integral
App. C-E

short time expansion
of GF/K Sec. 4.1.3

\4

long times:
(7) aging Sec. 4.1.1
(¢7) non-thermal distribution fct <&
Eq. (5.38)

prethermal regime
> new exponent 6
Egs. (4.40), (5.12), (5.52), (6.24)

Figure 2: Roadmayp through the calculations done in this thesis.

The non-equilibrium framework are the equations of motions to derive the bare Green’s
functions and the three-time-contour to include interactions (blue bubble). From this
starting point, the large-N equation and the renormalization group (RG) equation are
derived in an out-of-equilibrium version. Both lead to an equation for the inverse corre-
lation length r(t), which is solved self-consistently. Therefore, the bare Keldysh-function
in the scaling limit of a deep quench is necessary, as well as the long-time expansion, de-
rived with a Dyson equation. The final solution for r(t) is given in Eq. (4.87). The two
limits in time, large and intermediate times after the quench, are analyzed, and the final
results are applied on different systems: open and isolated systems at zero temperature
and classical systems at finite temperature.




In addition the classical limit can be easily reproduced, see section 5.6. The higher generality is re-
flected in more abstract calculations. To guide the reader through this jungle, a roadmap with references
on the corresponding sections and equations is given in figure 2. The order of the thesis is the following:

In chapter 1 the equilibrium properties of a system near a critical point are reviewed. Three meth-
ods to treat quantum critical systems are presented, the renormalization group (RG), the large-N or
saddle point approximation and the quantum-classical mapping. The extension of those methods to a
non-equilibrium setup is one goal of this thesis.

In chapter 2 a scaling ansatz is used, to motivate the time evolution of the order parameter in Eq. (2),
the correlation length and the Green’s functions in the prethermal as well as in the long-time limit.
Further, there is a discussion about the different time and frequency scales of diffusive and ballistic
dynamics.

In chapter 3 the quantum-field theoretical framework to confirm this scaling behavior with a real-time
evolution is presented. Therefore a three-branch contour is introduced. An important point, to build
up the perturbative expansion, is the knowledge of the bare, post-quench Green’s functions. Here a
memory ansatz is derived, to calculate those functions after the quench protocol.

In chapter 4 the RG and the large-N equation are derived for the quench to the QCP. Both equations
lead, in the appropriate limit, to the same result. Further, a general solution of this equation is derived.

In chapter 5 the post-quench dynamics of an open system are analyzed, and the non-equilibrium
exponent 6 is evaluated. The scaling ansatz from chapter 2 can thus be confirmed and 6 is evaluated
for different kinds of bath-spectrums. Its impact on the Green’s functions, the order parameter and a
non-thermal distribution function in the long-time limit are analyzed. It is shown as well, that with
the methods presented here, the known classical limits can be reproduced.

In chapter 6 the post-quench dynamics of an isolated system and a nearly isolated system are ana-
lyzed. Here, results from the third method, the quantum-classical mapping, are derived for the isolated
system and compared to the result from the real-time dynamics. In no scenario the result, found by
the mapping can be confirmed.
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Chapter 1

Universality in equilibrium near a quantum
critical point

Condensed matter systems can undergo a transition between different phases. Such a transition is driven
via tuning of a parameter e. g. by changing temperature, applying pressure or varying a magnetic field.
Already Paul Ehrenfest classified two common types of phase transitions, first and second order. A first-
order phase transition is characterized by a discontinuity in the first derivative of the free energy F' with
respect to some thermodynamic variable, e. g. the pressure. A second-order phase transition according
Ehrenfest is characterized by a discontinuity in the second derivative of F. Modern classification
schemes use the same nomenclature, but they distinguish between phase transitions with latent heat
and continuous phase transitions [35]. An example for a first-order phase transition is the melting of
ice. At the transition temperature, both phases, the solid and the liquid, coexist. As a consequence, the
correlation length & stays finite in the system. Passing through the phase transition, the system either
releases or absorbs energy, leading to a discontinuity in the entropy, i. e. the latent heat. In contrast, the
second-order phase transition is continuous. Examples are magnetic, superfluid and superconducting
transitions. Those systems are characterized by the continuous emergence of a symmetry-breaking
order parameter. At the transition point, the system is in one phase, with infinite correlation length
and zero order parameter. Near the phase transition, the system is characterized by strong correlations
and large fluctuations. If the transition is controlled by thermal fluctuation, one refers to a classical
critical point. In many cases, the temperature is the controlling parameter that drives the system
through the critical point. At temperature 7' = 0, those thermal fluctuations freeze out. The system
is now characterized uniquely by quantum fluctuations, originating from [cp, H ] # 0, where ¢ is the
order parameter. They can also lead to a second-order phase transition. The parameter configuration,
separating two such phases, is called QCP. It corresponds to a singularity in the ground state. Control
parameters for driving the system from the symmetric into the symmetry broken phase are for example
doping, applying pressure or electrical fields.

The divergence of the correlation length has a fundamental consequence, which makes systems in the
vicinity of a critical point especially interesting: It implies that those systems are scale invariant, i.e.
specific microscopic length scales as the lattice constant and other material parameters are insignificant.
This leads to a very particular behavior of many thermodynamic variables. Their growth (or decay)
with respect to the distance to the critical point can be described with universal exponents. For
example the heat capacity grows with an universal exponent near the classical transition point. This
universality in combination with the long range order of the fluctuations and the correlation length




1 Universality in equilibrium near a quantum critical point

¢ allows to describe critical systems with a phenomenological field theory, the ¢*-theory. Here, ¢ (z)
are local fields, where the lowest order terms of the action in a gradient expansion are kept. By this
approximation, only the long wavelength fluctuations, important for the phase transition are included.
This leads to a @*-interaction term. Note that the long-range character of the fluctuation and the
strong correlations prevent a simple perturbation expansion. With two different methods, the RG
and the large-N expansion, one can include this ¢*-interaction term to obtain the critical exponents
beyond a simple mean-field expansion. In this thesis, the post-quench dynamics of a ¢* model will be
analyzed. There exist also higher order phase transitions, which are continuous, but have no symmetry
breaking order parameter, like the Berezinskii-Kosterlitz-Thouless (BKT)-transition. Those kinds of
phase transitions will not be considered in this thesis.

This chapter is organized as follows: In the first section the ¢*-model and the Hamiltonian is intro-
duced. For later convenience, two different kinds of systems are introduced: the closed (or isolated)
system and the open system which is coupled to an external bath. In section 1.2 the spirit of scaling
is presented. In section 1.3 and 1.4 two different methods for analyzing a system near a critical point
are presented. In the last section the classical-quantum mapping is summarized, where a quantum,
d-dimensional problem is mapped on a (d+ z)-dimensional classical problem. Where z is the dynamical
exponent, introduced in section 1.2. For example, for z = 1 the time is treated like one additional
dimension. This method is well established in thermal equilibrium. We will discuss to what extend it
can also be used for the description of the out-of-equilibrium dynamics.

1.1 The ¢* model

To describe critical phenomena, the ¢* model is commonly used. Here, ¢ (z) = (¢1(z),...,¢n (z))
are N component continuous scalar fields. The Hamiltonian reads
1 u(ep - )2
Hs—/<W2+(V¢)2+To¢2+w—h-¢)- (1.1)
2/, 2N

Here, rq is the bare mass term and wu the interaction parameter. The field h is an external field which
couples to the order parameter. The vector-field 7 (z) is the canonically conjugated momentum to
@ (x). They obey the commutator relation

{‘Pl (z),my (95’>] = id0y0 (96 - 36/) . (1.2)

In this thesis, the reduced Planck constant A is set equal to one. The Hamiltonian Hg alone describes
closed systems as e.g. cold atom systems [1, 2] where the quench protocol can be easily performed.
Condensed matter systems are however generally in contact with an environment, e.g. via phonon
coupling. Examples for experimental realizations of quantum phase transitions described via the *
model are superfluid-insulator transitions in the Bose-Hubbard model, experimentally realized with
cold atom gases [36]. Here, both cases can be studied, the isolated and the diffusive system. A bath
coupling can be realized by considering two different species of atoms, where one acts like the heat bath.
Another example are dissipative nanowires near the transition point to the superconducting state [37].
See also Ref. [31] for the experimental realization in the quantum dimer antiferromagnet T1CuCls,
which can be driven through a quantum phase transition via changing the pressure [38] or an external
magnetic field [39]. Such an environment can be included into the model by adding an external heat




1.1 The ¢* model

bath. The full Hamiltonian of such an open system consists of three parts:
H = Hs; + Hy + Hg, (13)

where

1 2 2~72
J
Hgy :ch/xj-cp. (1.4)
j x

The part Hj describes the bath of harmonic oscillators. A single bath mode j is characterized by the
canonical momentum operator P;, the position operator X; and the frequency 2;. The operators X;
and P; fulfill the Heisenberg-commutator relation:

X, P =iy (1.5)
Operators from different modes commute. Further, they commute with the system operators ¢ and 7.

The part of the Hamiltonian Hg, describes the coupling between the system and the bath, where c;
is the coupling between mode j and system. It will be shown explicitly in section 3.2 that an effective
description of the bath can be achieved with the retarded bath Green’s function 7 in Fourier space:

c2

nw) == (w+10j)2—§22' (1.6)

In this thesis, we assume that the bath is characterized by the low frequency dependence of the imagi-
nary part of n, and by the exponent a:

Im n(w) =ywlw|* telwl/we, (1.7)

Here, the cutoff w. is used to control high frequencies [40]. The damping parameter « controls the
coupling between the system and the bath. For a = 1, Eq. (1.7) describes an Ohmic bath, for a > 1 a
super-Ohmic and for @ < 1 a sub-Ohmic bath [40]. The real part of  can be obtained via Kramers-
Kronig relation,

on(w) = nw)—n(0),

— (- cot <“;‘> + isign (w)) W] (1.8)

The zero-frequency value 1 (0) = yaw?/(27) depends explicitly on the bath cutoff w. and the chosen
cutoff procedure. However, as we will see, it merely shifts the bare mass rg, and thus the the non-
universal location of the critical point. It does not affect the critical exponents which are independent
of specific bath configurations v, w. and the regularization scheme.

Critical exponents do however depend on the choice for the bath exponent «. In chapter 3, the




1 Universality in equilibrium near a quantum critical point

Table 1.1: Nomenclature of some critical exponents

Correlation length E~orv
Susceptibility X ~ or—7
(p(or,h = 0)) ~ |or|?
(67 = 0, R)) ~ [B]'/°
Correlation function G(k) ~ kd==n

Order parameter

analytic continuation to the Matsubara axis is needed, to include the effects of finite temperature. For
completeness it is given here:

M g
It can be obtained via Kramers-Kronig w — iw, and is valid for frequencies that are small compared
to the bath cut off w,.
Note, that all three kinds of baths are at temperature 7' = 0 non-Markovian, while in the classical
limit fluctuations of the Ohmic bath are described in terms of white noise.

1.2 Universality, scaling and critical exponents

The existence of only one diverging length scale leads to a power law behavior of physical parameters,
as for example the susceptibility, the order parameter and the correlation length [35]. In table 1.1, the
notation of some of those exponents is presented. Here, dr refers to the distance to the QCP and h is
an external field, which couples to the order-parameter (). To avoid problems with dimensionality,
the variables in the table should be understood as dimensionless quantities. In general, one has to
distinguish between the exponents for §r > 0, where the system is located in the symmetric phase and
exponents for §r < 0, where the system is in the symmetric-broken phase. In cases of interest in this
thesis, the exponents are the same in both phases, therefore this distinction is not made here. Only
the non-universal proportionality constant will depend on the phase.

Experimentally, it turns out that the value of the respective exponents can be identical, even if the
underlying phase transition is of different nature. For example, near a classical critical point in three
dimensions, the specific heat exponent is found to be near 0.1 for the liquid-gas transition as well as for
the easy axis antiferromagnetic transition. This again is a consequence of the scale invariance, where
no typical length scale exists due to the divergence of £&. Depending on the value of those exponents,
the phase transition can be classified in different universality classes. In particular, the universality
class depends on: the dimension d of the system, the number of components N of the order-parameter
field and, for quantum systems, the dynamic exponent z. The dynamic exponent connects time and
length under scaling, especially the correlation time

T o Or~ " o €5 (1.10)

It turns out, that in addition to z, only two of this set of critical exponents are truly independent,
implying the existence of scaling laws between different exponents. Those scaling laws can be derived
by using thermodynamic relations and very few assumptions about the free energy F' and the correlation




1.2 Universality, scaling and critical exponents

function G. One assumption is, that the correlation function can be expressed by using a scaling function
at T = 0:

1
G(k,or,w) :ng(bk,byér, b w). (1.11)

Here, b is some positive parameter which can be chosen freely. The exponents 1 and y are universal.
In the literature, 7 is also referred to anomalous dimension. The parameter y is the scaling exponent
of the distance to the QCP, determined below. The function f, is also called the scaling function of
G. The scaling form of Eq. (1.11) can be motivated from the Ginzburg-Landau theory or from the
mean-field expansion of the ¢*-model of section 1.1, where the correlation function reads

G(k,W) :<Q0(]€,W)Q0(—k, _w)>
_ 1
T+ k2 + 2w?/F

(1.12)

Now all lengths and times are rescaled by x — bx and ¢t — b~ %t. This corresponds to rescale the
momentum k and the frequency w according to k — k/b, w — b*w. After the rescaling procedure, the
correlation function reads:

G =b?f(bk, b*6r, b *w). (1.13)

Comparing Eq. (1.11) with Eq. (1.13) yields the mean-field values n = 0 and y = 2. Further, a
connection between y and v can be made. For this b is fixed to b = 6r~ /¥, such that the second
argument of the scaling function in Eq. (1.11) is equal to one. Using that the scaling function depends
on a product of k&, one obtains

v=—. (1.14)
Y
With the mean-field value y obtained above, it holds v = 1/2.
To demonstrate the power of using scaling functions, one scaling law is derived explicitly:
(d+2)v=20+~. (1.15)

This law can be obtained by assuming a similar scaling form for the free energy, like in Eq. (1.11),
F(or,h) = b4 F (bl/”ér, har—yh> . (1.16)

The prefactor b~ originates from the fact, that the free energy is an extensive quantity, and thus has
to scale with the volume. The prefactor b=% is a consequence of the system being in equilibrium, i.e.
the time independence. Thus this prefactor emerges if time or frequency are rescaled. This is not the
case for classical systems, where per construction only the zeroth Matsubara mode is kept. Further,
y = 1/v is used, for rescaling the mass term. For rescaling the field h, the exponent y; is introduced.
Setting b'/”¢ = 1, one finds

F(6r,h) = gr/ (@) p (1, hér’”yh> . (1.17)




1 Universality in equilibrium near a quantum critical point

The order-parameter can be obtained via the first derivative of ' with respect to the external field,

=orV (2" B (1, 1) . (1.18)

By comparing this with (¢) oc dr® in table 1.1, the scaling relation for B can be derived. Similar,
considering the second derivative of F' with respect to h yields for the susceptibility exponent ~:

J=v(2 ). (1.19)
The critical exponents have to fulfill simultaneously:

(d+2v= 28+~ (1.20a)

v= v(2-n). (1.20Db)

With those three relations, it can be shown that indeed only two of the five exponents in table 1.1 are
independent. Those cannot be determined within a scaling analysis, but by applying a concrete model,
for example a Landau analysis, if the Ginzburg-Landau criterion is fulfilled. A scaling law containing
the dimension d is also called hyper-scaling. Within a mean-field calculation, the hyper-scaling laws
are only fulfilled for d < 4 — z. The reason for this will become clear in section 1.4.

In the next chapter, the scaling of the order-parameter is of particular importance for our analysis.
In equilibrium, the order parameter can be expressed by the following scaling function

Goq (07, 1) = b= goq (01/707,67/7) (1.21)

By setting ér = 0 and b = h_l’/(ﬂ‘s), it can be checked that ¢eq (h) o h'/%. Alternatively for h = 0 and
b = dr¥, that this scaling form indeed obeys the scaling relation given in table 1.1.

1.3 Renormalization group

There exist many different renormalization schemes. In this thesis the Kadanoff-Wilson scheme, also
called the momentum shell RG is used [35, 41]. The basic idea of this renormalization scheme is to take
advantage of the scale invariance at the critical point. Scale invariance at the critical point implies that
the action remains the same under rescalation of all lengths x by some factor 1/b. Instead of expressing
the order-parameter field ¢(x,t) in space, it is commonly Fourier-transformed to momentum space k
with momentum cutoff A. The momentum shell RG analyzes how the parameter set (r,u) changes
under the following procedure: The first step consists in integrating out modes with momentum k in a
small shell with thickness A/b near the momentum cutoff A. The remaining modes have a new cutoff
A/b. In a second step, every momentum k — bk is rescaled such that the action has again the old cutoff
A but with modified parameters r’ and u/. For infinitesimal small shells, or b ~ 1+ with 0 < [ < 1,
one obtains differential equations for the parameter flow of (r(l),u(l)). The fixed point is reached, if
(r,u) remains unchanged under the RG procedure. The action is thus self-similar under scaling. This
corresponds to the system being right at the critical point. The flow equations describe how the system
reacts near the fixed point. A second-order phase transition has two eigenvectors in the (r, u) plane, one
pointing to the fixed point, one pointing away. The corresponding eigenvalues determine the universal
exponents. It turns out, that the exponents are strongly sensitive to the dimension d and the dynamic
exponent z. In the following, this procedure is presented in detail near the QCP at temperature T' = 0.




1.3 Renormalization group

1.3.1 RG equations at zero order

The first step in the RG is to split ¢ in slow(<) and fast(>) modes

or(kt)  for [k < Afb,
>

o7 (k1) for Afb < |k| < A. (1.22)

@l(’@ t) = {

Inserting ¢ into the action S, one can split .S into three parts. One part containing only slow fields
S<(¢<), one only fast fields S~ (¢~) and a mixing term d5(¢<,»~). At the lowest order in a pertur-
bation in 4.5, one ignores the mixing term. This expansion is justified for a small coupling constant u,
which will be shown below. The remaining integral over the fast fields is Gaussian, thus the fast fields
can be integrated out. It remains the action for the slow modes,

AJb
%=Amﬂﬁ%w%%wﬁ%m

Afb Afb
+i / / /5(k1+k2+k3+k4)5(w1+w2+w3+w4)
2N k1 w1 ka wa
x o5 (k1,wi)p; (b2, w2) @5 (ka, ws) @5 (ka, wa), (1.23)

where the sum is taken over 4,5 = 1...N. Now, momentum and frequencies are rescaled, such that
the old cutoff A is reobtained. By this procedure, the parameter r, u and = become b-dependent.
Momentum and frequency k and w are rescaled according to

k — k' =bk, (1.24)
w— w =b*w. (1.25)

For a closed system, the dynamic exponent reads z = 1. For an open system, z can be determined by
analyzing the two different dynamic terms in the Green’s function Gy:

Gol(k,w) = ¢ 2w? + k% + 7 + iqw|w|*! — ycot <7r2a> |w]®. (1.26)

For clarity, the velocity c is explicitly written in front of the ballistic term, in this section. For the rest
of the thesis, ¢ is set equal to one. Rescaling k and w like in Eqs. (1.24), (1.25) and pulling b=2 out of
G~ yields

Gl (K, ') =b? <b22262w'2 + K2 0P bW W T — by cot <7T2a> |w'|°‘> . (1.27)

Since b > 1, the ballistic term grows stronger than the dynamic term for o > 2. In this case, it is
convenient to choose z = 1 and consider only the ballistic part, since v(b) = b>~*%y flows to zero. In
the other case, @ < 2, one chooses z = 2/« such that 7 remains unchanged under RG and the inverse
velocity ¢~! flows to zero. For a = 2, there are logarithmic divergent terms, dominating the ballistic
part ¢ 2w?. For o > 2 the ballistic term is irrelevant and the dynamics are dominated by the coupling
to the bath.

Going back to the action, the fields need to be rescaled:

o(k) = ¢'(K') = b Po(k). (1.28)
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e

Figure 1.1: One loop corrections for r (left) and u (right).

The scaling-exponent p of the fields will be determined below. Putting everything together, the action
reads after one rescaling procedure

A
§)) =pie-20-2 / / (k)G (K o r(b), e(b), 1()) oL (K o)

pldtiz=dpy, 4 A / / ’ ’ / / / /
+/ / / / 6<k:1 + ko +k3+k4)5(w1+w2+w3+w4)
2N R A
x i (ker', wh) i (ka', wo) @' (ks', wy) s (ka', w)y). (1.29)

At the fixed point it holds S{, = S. This implies that the coefficient in front of the quadratic term must
vanish. This yields for the field exponent

_d+z—2

. (1.30)

By substituting b = 1 + [, where [ is a positive and small parameter, one can exponentiate r(1), u(l),
¢ 1(1), v(I) and the flow equations for the system parameters read

d
di; —or, (1.31)
du

d -1
izz =(1—2)c L, (1.33)
d
d—;y =(2 — za)y. (1.34)

Under the RG procedure, the mass (1) will grow exponentially. For d > 4—z, the interaction parameter
u flows to zero, making this mean-field description possible. For d < 4 — z however, interactions are
getting more and more important under the RG procedure. Here, the assumption of neglecting the
mixing term 0.5 is no longer valid. The dimension d,. = 4 — z is called the upper critical dimension,
the parameter € = 4 — z — d measures the distance to d .. In the Kadanoff-Wilson RG, € is the small
parameter controlling the perturbative expansion.

1.3.2 RG equations including first order corrections

The mixing term 4.5 can be included in a cumulant expansion. At lowest order this yields

/ Dy e85 ) L1 - (58)> + % (1057 ~ 135)>2) (1.35)
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where ()~ denotes the average over the fast modes. Further, starting with the RG flow in the symmetric
phase, 6S contains only terms that are quadratic in ¢~ and <. If the RG starts in the ordered phase
or for a finite external field h, also terms with odd exponents in ¢~ , < can occur, but after averaging
over fast modes, they will modify the RG flow of the external field and not the mass and the interaction
parameter. The diagrammatic pictures are given in figure 1.1. The first diagram corresponds to (§5)~
in Eq. (1.35) and thus to a fluctuation of the slower fields. Physically, the second process in figure 1.1
corresponds to two slow fields, which can be excited by scattering processes for some short time to
two fast modes, before relaxing again. Analyzing (§5)~ leads to a correction of the mass . Here, one
has to sum over all possible combinations for k;. For a N-component vector field, there are 2(IN + 2)
possible combinations. Further, one uses

(pi(k1)pj(k2)) =0ij0(k1 — k2)G (k1). (1.36)
This yields for the average of the fast modes

05)7 = 2V +2) [tk . [ @kt (k)7 (k) (D6 B (137)
The quadratic term can be simplified in the same manner. Note that all non-connected diagrams drop
out due to the —(5S>>2, such that only diagrams of the type in figure 1.1 remain. Here, there are

8(N + 8) possibilities to permute the eight different arguments. This yields:

2

5 (827 = 68)°%) =2

SV ) A>/de(k,w)G(—k,w)

X o5 (k1', wh) i (k2', wh) @) (ks', ws) @) (ka', w)). (1.38)

From this one can read off the flow equations at the one loop level:

>
% =2r + (N +2) uKd/ dkkd_l/de(k,w)/l, (1.39)
k
du 2 ” 2
o Seuu (N +8) Ky dk | dw G=(k,w)/l. (1.40)
k

Above the upper critical dimension, only one fixed point (r,u) exists: the Gaussian fixed point (0, 0),
which is stable with respect to u. Below the critical dimension, this fixed point is unstable with respect
to u, but a second fixed point at (r*,u*) emerges, with

eN+2 5
R —— 1.41
r svasd (1.41)
1 edA°
P —— 1.42
VSN IRE, (1.42)

for a closed system. For z £ 1, i.e. an open system, it holds:

2(N +2)e

= m/ﬁ—i (1.43)
N deNeny~2/* T 1
u :(N 822 = K, [COS (z ] . (1.44)
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These fixed points are called Heisenberg fixed points. The values for (r*,u*) are obtained up to first
order in an expansion for small e. This fixed point is stable along the direction of one eigenvector eg
with eigenvalue es < 0, but unstable with respect to the eigenvector e; with eigenvalue e; > 0. This
implies that small derivations from ea grow exponentially under the RG flow with e;. Thus, e; and e
determine the universal exponents. By linearization of the flow equations around the Heisenberg fixed
point, one finds

77:0+O(62), (1.45)
1 N+2e¢

_1 € 1.4

=3 N+ss (1.46)

The remaining universal exponents can be obtained by using scaling laws.

1.4 Large-N equation

This method is also called the self-consistent field, Hartree, or random phase approximation [35]. The
basic idea is to replace one scalar product (¢ - ¢) in the interaction term u(¢ - ¢)? by its expectation
value (¢ - ¢), and to determine this expectation value self-consistently. This yields to an effective mass
ro — r with:

1
_ d
r—ro+u/d k/dww2+r+k:2—|—577M(iw)' (1.47)

Before deriving this equation in more detail, note that already here one can read off the role of the
dimension and the correlation length exponent v. The phase transition takes place at r = 0, resulting
in the critical value for the bare mass:

1
=y [ d% [ d . 1.4
To= U / / Yo 1 k2 + oM (iw) (1.48)

Below two dimensions, the integral is divergent at the lower boundary. This implies that fluctuations
prevent a phase transition, see also the Mermin-Wagner theorem [42].

With the self-consistent equation, the correlation length €2 = r can be expressed as distance to the
critical point,

A
1 1
—92 * d—1
=r — K, dk | dwk -
13 r—rg+u d/o / w <w2+€2+k2+577M(iw) w2+k2+677M(iw)>

A d—1
k
=roro ey d/o dk/dw (W? + &2+ k2 + oM (iw)) (w? + k2 4 onM (iw))

(1.49)

The occurring integral is convergent for €72 — 0 in the denominator above d,. = 4 — z dimensions. In
this case, it can be shown that the interaction term is small, and ¢ ~2 ~ r — r*. Thus above the upper
critical dimension, the mean-field exponent ¥ = —1/2 is reobtained. Below d,. the integral is divergent
for €2 — 0 or r — 0 in the nominator. However, if the system is either ballistic or purely dissipative,
it can be evaluated with I'-functions. Neglecting the first term r — r§ in Eq. (1.49) yields

1 (r—r*)fﬁ. (1.50)
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1.5 Quantum-classical mapping

At d = 4 — z, the mean-field result is reproduced again, but with additional logarithmic corrections.
Below d,. fluctuations modify the critical exponents.

In the remaining section it will be shown, that the Hartree approximation is exact in the limit of
an infinite number of components N. Therefore, the interaction term is decoupled via a Hubbard-
Stratonovich field A:

—u(pp)?/(AN) o0 Nu2\2—)
e W\ x DAe TN A =Aee, (1.51)
—ioco
Here, the normalization constant is skipped. The remaining action is Gaussian in ¢, such that the
order-parameter field can be integrated out, with an effective mass r = rg + A,

Zoc/DgpiD)\exp (—NuQ/dw/dx/\Q(x,w)>
X exp (—/dw/dd:c <r0+k2+w2+77(w)+)\>go-<p>

oc/D)\exp (—Nug/dw/dx)\2(x,w) —Nlog((G(w,ro—i—)\)))) . (1.52)

In the limit N — oo the integral can be evaluated by using the saddle point approximation. This gives
the self-consistent equation:

1
A=4u [ A% : 1.53

“/ W+ k2 + A+ () (1:53)
By identifying the Hubbard-Stratonovich-field A with the effective mass r, the same equation as in 1.47
is found, which has to be solved self-consistently. The 1/N-expansion is a complementary ansatz to
RG, valid near the upper critical dimension, but for arbitrary N.

1.5 Quantum-classical mapping

With both methods presented in this chapter, the RG and the 1/N expansion, it is possible to solve
classical as well as quantum system for the simple p*-model. There exists a relationship between
quantum and classical critical systems, which is well established in equilibrium: the quantum classical
mapping or Euclidean mapping. It is based on the simple observation that one can replace the dimension
d in a classical system by (d+ z), to obtain the correct values for the critical exponents of the quantum
theory. This correspondence was already noticed in the 1940s by Feynman and shown explicitly for
example for the Ising model in Ref. [43]. It can also be seen in an explicit path-integral formulation.
Performing the T" — 0 limit in the Matsubara sum in the action, leads to an integration over frequencies.
The basic idea of the mapping is to treat the frequency integration as supplementary z-dimensional
integral over space, such that one obtains a d + z-dimensional classical theory [44]. In the real-time
path-integral formalism, presented in chapter 3, this corresponds to analytic continuation from times
t to imaginary times 7 = it. This path-integral approach is done in detail in section 6.3 for the post-
quench dynamics. At this point, the analysis is therefore kept on the simple observation, that the basic
integral in the 1/N expansion and in the first order correction of the mass in the RG flow,

/ddk;/de(q,w) = /ddq/dw k2+r+’1w|2/zf(z), (1.54)
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can indeed be evaluated by substituting &’ = |w|"/# and zk’*~'dk’ = dw. Here, the function f was
introduced to treat the isolated system with z =1 and
1) =c?, (1.55)

at the same time, with z > 1, where

£(z) = 7. (1.56)

With the substitution one obtains:

1
d d*l z—1
[tk [ awlaw) o [ttt

1
= [ @47 —— 1
/d kk2+r' (1.57)

The Green’s function in the last line is nothing else, than the Green’s function of the classical (d + z)-
dimensional problem. The same argumentation can be applied to the first order correction of u in the
RG.

As it was pointed out in Ref. [44], there are already for the equilibrium situation many reasons why
this quantum-classical mapping should be applied with care and one also needs a separate theory for
the full quantum problem. Some concerns are:

e The geometry of the classical theory with z # 1, when one space direction scales differently, may
be quiet special and artificial.

e A further problem can be, that the quantum phenomena have no classical analogy. An example
in this thesis is the prominent role of boundary conditions and Heisenberg-commutator relations
of the quantum system, which are not present in the high-temperature limit, see section 3.5.

e Sometimes, the back-transformation from imaginary to real time causes some problems if the
dynamics and transport quantities are analyzed.

Thus, even if the mapping appears very simple and natural, it should be explicitly checked. Neverthe-
less, at least for the p*-model in equilibrium, this mapping works and leads to a great simplification,
as for example the value of the universal exponents can be directly obtained by substituting d by d+ z.
As it was shown in Refs. [21, 22|, this mapping can also lead to the correct results for z # 1 in more
complex systems. It is therefore of great use, to check if such a mapping is possible, as it is very simple
and instructive.
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Chapter 2

Scaling after a quench towards the
quantum critical point

While the first chapter concentrated solely on equilibrium criticality, the goal of this chapter is to
perform a scaling analysis far from equilibrium. Scaling out-of-equilibrium is well known in the Kibble-
Zurek limit, where a system is driven slowly through a QCP [11, 12]. Here, scaling after a complemen-
tary out-of-equilibrium protocol is analyzed, the quantum quench. Experimentally, after a quantum
quench the system can reach states that are not accessible in equilibrium [3]. The dynamics cannot be
captured within the Kibble-Zurek approach [16], but also non-equilibrium scaling has been observed
recently in cold atom systems [45].

To perform a quantum quench, the system is prepared in the ground state |¢;) of the initial Hamilto-
nian H;. Here H; is the Hamiltonian of a ¢*-model, introduced in section 1.1, given by the parameter
configuration R; = (7, hi,u;). The parameter r; stands for the initial mass, h; for the initial, external
field and w; is the initial interaction parameter. By instantly switching some parameters, e.g. applying
a magnetic field or pressure, at time ¢t = 0, the time evolution after the quench is governed by a different
Hamiltonian H, with a new parameter configuration R = (r¢, h, u), such that

o()) = e H1)py). (2.1)

By applying this quench protocol, the system instantly falls out of equilibrium. Quantum quenches can
be realized experimentally for example with cold atom systems [2|. Of particular interest is the quench
to the QCP, where the final parameters are given by R, = (r*,0,u*). After this quench protocol, the
interplay between criticality and out-of-equilibrium dynamics can be studied in different time regimes.
An important time regime is for example the long time limit. If the system is completely isolated,
energy conservation after the quench implies, that it will never reach the QCP. If it thermalizes, it will
rather end up in the critical cone at finite temperature, see the pink arrow in figure 2.1, but it might
also reach a non-thermal steady state, which cannot be illustrated in this equilibrium phase-diagram.
The question if and how such systems thermalize is still open. The situation is clearer for the open
system, where the energy of the critical subsystem is not conserved. Due to the contact to the quantum
bath, the system will thermalize and be located right at the critical point for infinite large times, see
the blue arrow in figure 2.1. However, interaction effects in combination with criticality will lead to
coarsening and a significant slowing down of thermalization, as it will be shown explicitly in chapter 5.
Aging effects are well known from spin glasses and disordered systems [46-49)].
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Quantum critical

lassical critical region

<
Tro,c 0, To

Figure 2.1: Three different quench protocols in the r — T plane. The red region indicates the
quantum critical cone, the green region the classical phase transition. The blue arrow
symbolizes a quench without energy conservation, thus for an open system which can
indeed thermalize to the QCP. The pink arrow is a quench with energy conservation
fort > 0, thus the system might end up in the quantum critical region. The red arrow
stands for a classical quench which can be treated with the methods of a quantum-
classical crossover and has been analyzed recently in Refs. [28, 29].

The influence of the QCP is also expected to affect the dynamics far from equilibrium at intermediate
time scales, due to an universal grow of the correlation length with

E(t) o t1/%a (2.2)

where Z; is the dynamic coarsening exponent of £. In equilibrium the power law of £ was given with
respect to the distance or (or h, if the distance is controlled by an external field h) to the QCP, and thus
the power laws in observables are power laws with respect to 07 (h). Out of equilibrium, a very similar
behavior can occur at intermediate times after the quench, in the so called prethermal regime. Here,
universality in the correlation length in time will lead to a power-law in time of the order-parameter ¢,
the retarded function G® and the Keldysh function G¥, defined as (see also section 3.2):

iGE (K, t,1) =0(t — t")6;;{[i(k, 1), 5 (k, t)]-) (2.3)
iGK(k‘,t,t/) :5ij<[g0i(k‘,t), ng(k‘,t,)]+> . (2.4)

These power laws are described by a new, universal exponent 6, which is independent of the equilibrium
universal exponents. Especially the following scaling form holds for the order parameter ¢(t) = |(p(t))|:

(1) oc 7. (2.5)

Depending on the sign of 8, the order parameter can also grow after a quench to the QCP, see Fig. 1.
The exponent 6 turns out to have a large impact on the Green’s functions, whose scaling forms are
given in Egs. (2.23), (2.24). Those simple scaling forms of £(¢) and ¢(t) will be confirmed by an explicit
time evolution of the order parameter field and the expectation values in section 5.2. As this evolution
is quiet technical, the main idea of post-quench universality is drawn here, motivated by generalizing
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2.1 Ballistic versus diffusive dynamics

a<2 a9

O ,tmic t,’y tL O f;mic {:’y {
ballistic regime overdamped regime overdamped regime ballistic regime

~w Wy 0 w W, 0

Figure 2.2: The order of the two different dynamic regimes depends on the bath exponent o < 2.
The time-scale separating those two regimes 1s t, A@=2) " Only for times larger
than the microscopic timescale tuyic, the ¢* model can be applied, this corresponds
equally to some cutoff frequency.

the scaling arguments to an post-quench scenario.

This chapter is organized as follows: Before going into details of the scaling analysis, the hierarchy
of the different timescales is introduced and discussed. One main question is whether the dynamics are
characterized by a dynamic exponent z = 1 or z # 1. The order of both regimes is discussed in sec-
tion 2.1 for different bath-exponents . This discussion is probably also important for closed systems,
where it is suggested that due to interactions the system could act as its own bath and thermalize. In
section 2.2, the scaling analysis is performed for the order-parameter dynamics. In the same spirit, the
scaling form of the correlation functions is extended to an out-of-equilibrium version in section 2.3.

2.1 Ballistic versus diffusive dynamics

In section 1.1 the Hamiltonian for the ¢* model was introduced, where ¢(k,w) is the order-parameter
field. The bare, retarded propagator gf(w, k) = &;;([¢i(k,w), pj(—k, —w)]-) of an isolated system has
a very simple form:

1
gigo(w, k)= (—w2 + K2+ 7‘0) . (2.6)

Here, the dynamics are purely given by the ballistic term w?, and the only time scale which separates
long and short times is the mode depending eigenfrequency w,% = k%4 ry. Coupling the non-interacting
system to an external bath leads to a more complex picture of the different regimes. Now, the bare
propagator is given by

-1
T
gﬁ)en(w) = <w2 —k? — g +iyw|w|*! = y|w|¥ cot <2)> . (2.7)

The trivial shift of the bath spectral function n(w = 0) is again already included into the bare mass
To, see also section 3.2. There are two different dynamic regimes. If o < 2 and for small frequencies,
the dynamics will be dominated by the coupling to the bath. This corresponds to large times. For
short times, or large frequencies, the ballistic term is controlling the dynamics. The timescale ¢, which
separates both regimes is given by the damping coefficient v and the bath exponent «,

oy, (2.8)
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which follows directly from comparing the ballistic term w? with n(w) o< yw®. For w, = 1/t, both
terms are equal. Via scaling or RG-flow arguments, it is possible to treat the dynamics at times t < ¢,
as purely ballistic, and at times ¢ > ¢, as purely diffusive. Further note that ¢, is inversely proportional
to 7, leading to short ¢, for large friction parameters, and large ¢, for small . The characteristic mode
frequency is still given by k% + 7, which can be part of either the ballistic (k% +7 > w.) or the diffusive
(K2 4+r < wy) regime, depending on the parameter configuration r,v,« and the mode k. This turns
out to be a crucial point for the post-quench Keldysh function in section 3.5. The impact for the open
system is discussed in section 5.1 and in section 6.2 for the isolated system. If o > 2, the hierarchy
of both regimes is reversed, leading to a dominantly diffusive regime at short times and a dominantly
ballistic regime in the long time limit. In this limit, ¢, is proportional to the damping coefficient ~.
The special case o = 2 has a divergent real part in n(w) and is therefore very different from the usual
z = 1 problem of an isolated system. It will not be considered in this thesis.

If the ¢*-interaction is included, the situation is even more complicated, as at least one further time
scale will appear. In a perturbative expansion in 1/N, beyond the first order level, finite frequency-
dependent terms can be generated. Those terms will lead to a further time scale ti,;. If the system is
strongly coupled to an external bath, and interactions are kept small, by some controlling parameter,
there is no need to include this new time scale, as any further time-depending term will be overruled
by the finite bath-damping 7. For a scaling ansatz like in Eq. (2.2), only the bath-dominated diffusive
regime will be of interest. Higher order terms have however a strong impact for the dynamics of an
isolated system. They can be effectively treated like the bath-spectral function 7. Therefore, this is
also referred to as an internal bath or that the system acts like its own bath. Even for systems, where
this is not possible, it is important to keep in mind, that the ballistic regime will be either cut off by #i,¢
or set in after iy, depending on the concrete frequency dependence of this higher order interaction term.

Further time scales are given by the different cutoffs of the system, the inverse momentum cutoff
ty = A~!, and for an open system, the inverse bath-cutoff ¢,, = w_!. To make any scaling ansatz like
in Eq. (2.2), it is not only necessary to be in the corresponding dynamic time regime. It is reasonable to
be beyond those short-time scales, which are named t¢,,;c in this section. The hierarchy of the different
tmic for an open system in combination with ¢, is discussed in section 5.5.

A last remark on the nomenclature of ballistic and diffusive dynamics. Without interactions, only
the closed system is described by ballistic dynamics. On the other hand open systems are always
governed by diffusive dynamics. Including interactions and especially scattering processes between dif-
ferent modes of the order-parameter field ¢ (k) will always lead to non-ballistic dynamics in the closed
system. To make a difference between the two types of dynamics, ballistic refers to the dynamics dom-
inated by w?, and diffusive to the dynamics dominated by 1. Thus, for the open system and o < 2 the
short-time dynamics can be ballistically dominated. Besides for a closed system, if interaction effects
can be approximately captured by 7, some time regimes are dominated by diffusive dynamics.

2.2 Post-quench scaling of the order parameter

As discussed in section 1.2, the order parameter in equilibrium obeys the scaling relation,

Geq (07, 1) = bP/" b (bl/ s bf%/l’h) : (2.9)
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2.2 Post-quench scaling of the order parameter

where 07 is the distance to the critical point and h an external field. Out of equilibrium, the order
parameter will not only depend on the final configuration &r¢, he, but additional arguments will emerge.
First, the order parameter will obviously depend on time, which scales via

t— b2t (2.10)

with the dynamic coarsening exponent zg, which can in general differ from the equilibrium dynamic
exponent z. Like the equilibrium dynamic exponent, z; connects typical time and length scales, and
can be given by the coupling to the external bath. If the coupling to the bath is the dominant part of
the dynamics, it is given up to leading order in both, RG and 1/N, as zq = 2/a. On the other hand if
the ballistic term 97 dominates the dynamics, it is given as zg = 1. Note, that in both cases zq = z is
still the same as its equilibrium value, introduced in Chapter 1. This does not hold for the correlation
length, where Z; can take different values in the intermediate and the long time limit.

Second, the order parameter will also depend on the initial configuration dr;, dh;. This suggests to
introduce a general scaling relation

6 (6, R (1), B (1) = 07776 (b7, Ry (b) , R (b)) - (2.11)

Here, the short-hand notation with the parameter set R and Ry was used. They scale as
Ry (b) = (0"76re, /") (2.12)
Ry (b) = (6611, 5%/ 1y ) (2.13)

The scaling form of both parameter sets, the final and the initial, will be discussed in detail below.
In Ry, the scaling dimension of the order parameter ¢ and the final parameter dry and hy take their
equilibrium value. This is a reasonable assumption if the system is coupled to an external bath, as
thermalization is expected in the long time limit. For an isolated system the question of thermalization
is still open [8, 10]. This question is discussed in chapter 6. In R; a new exponent « is introduced.
This is justified as follows: There is no reason why in a quench protocol, the initial parameter set
R; should also scale with its equilibrium exponents. In fact, similarities with critical surface scaling
suggest to introduce one new exponent k [50-52|. Via a simple scaling analysis, it is not completely
clear why only one new exponent is sufficient to describe the scaling of both, initial distance dr; and
initial field h;. It is motivated by the critical boundary scaling, discussed also in section 6.3.2. Here, the
presence of some finite surface order is sufficient for the emergence of a new exponent at intermediate
length scales, irrespective of how this ordered surface is achieved, by a finite surface field or by a
spontaneous order. The existence of only one exponent is also a result of the explicit analysis of the
time dependence of ¢ and the Green’s functions, whose time dependence is derived in chapter 4 and
applied for the open system in chapter 5. The fact that one new exponent occurs, can be understood
in the RG picture in section 4.2, where the fixed point is now given by the so called deep quench limit.
The deep quench corresponds to an infinite large quench amplitude, which can be achieved by either
performing a pure mass quench dr; — oo or a field quench h; — oo or both. Interestingly, in this limit
the system is independent of the quench amplitude and details of how this quench was performed, see
also section 3.5.3. This leads to only one supplementary exponent.

Going back to the scaling ansatz in Eq. (2.11), one can now consider a critical quench, with dr¢ =0
and hy = 0. To keep the discussion simple and as no further informations are stored in the scaling of
hi, also the initial field is set equal to zero. Thus the scaling equation reads

6 (t,6r;) =b 2" (b*Zt, b“/”5ri> . (2.14)
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2 Scaling after a quench towards the quantum critical point

To analyze the short and long time behavior of the order parameter, the parameter b is chosen such
that ™%t = tmic. Here tyic is the largest microscopic timescale of the system. With this microscopic
timescale, a scaling function ¥(z) can be introduced

]
¢ (t,0r) oc t™ vz W(t/t"). (2.15)
The time t* = tmicéri_ * corresponds to the typical crossover timescale, which separates the prethermal
regime from the adiabatic relaxation at large times. For times ¢ > t*, one expects ¥(x > 1) — const,
such that the leading term decays adiabatically. It can be described by a power-law with equilibrium
exponents

¢ (t>t7) oct P2, (2.16)

This power-law decay with equilibrium exponents is characteristic for the adiabatic long-time limit,
where the correlation length grows with a scaling form & o t'/%. Thus the order-parameter dynamics
can also be expressed in terms of &:

B(€) o PV (2.17)

Note, that also if the exponents are the equilibrium ones, still memory effects of the initial state can be
stored in the amplitude, which is a result of the explicit time evolution, see section 5.4.1. This effect
is also known to occur in classical systems. Critical fluctuations slow down thermalization and lead to
aging effects, where the system exhibits the memory over large time scales.

For times ¢t < t* in the prethermal regime, one expects the order-parameter to scale like in the
pre-quench setting with ¢ o 57“{3 . Thus the expansion of the scaling function must obey ¥(z < 1)
2"8/(v2)  This yields for the time dependence in the prethermal regime

ot < t*,0r;) oct(F=1)B/(v2), (2.18)

In chapter 5 and 6 the value of k will be determined for z = 2/« and z = 1 respectively. With Eq. (2.5)
a connection between 6 and the scaling exponent of the initial configuration can be made, it holds

0=(k—-1)8/(vz) . (2.19)

It turns out, that k strongly depends on z, and varies around 1, such that for some z an increasing
order parameter in the prethermal regime is possible, while for other (p(t)) decreases slowly. As k ~ 1,
the crossover timescale t* is given roughly by the initial correlation length & oc r;” ! This implies that
t* diverges for small quench amplitudes, and thus the prethermal regime can be extended to arbitrarily
long times. Note however, that this does not imply, that the order parameter can grow to infinitely
large values, as it is not possible with this simple analysis to gain any insight on times smaller than
tmic. Using these scaling arguments, it can be shown that there must be some collapse of the order
parameter,

0
t .
¢(tmiC) S; éi ( ];:C) ) (220)
such that ¢(t*) is of order of the initial magnetization ¢;. For the time dependence of the correlation
length this break-down can be seen, with an explicit time evolution. The result is, £(t*) ~ &, and
as & grows after the quench, one can conclude that also the correlation length breaks down in the
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microscopic time regime right after the quench.
This discussion is not restricted to a mass quench ér; — dr¢, but can easily be extended to a field quench
h¢ — hy at or = 0. The crossover tlme scale t* separating the prethermal and the quasi-adiabatic regime

is now determined by t* o< h; B‘S”. However, the time dependence of the order parameter ¢ < t*and
t > t* are the same as in Eq. (2.18) and Eq. (2.16) respectively.

2.3 Scaling of the correlation functions

In this section the equilibrium scaling form will be extended to an out-of-equilibrium version. In
equilibrium, it is not necessary to treat the correlation function G¥ and the response function G
separately, as they are connected via the fluctuation-dissipation theorem (FDT). However, out-of-
equilibrium this theorem does not hold, making a separate analysis of both functions necessary.

In equilibrium, for a system coupled to an external bath and large time scales deep in the diffusive
regime, the established scaling form reads:

ch (k,t,t) — 77116155l (kz (t_t’)), (2.21)

K (k; ¢ t) k2 _— <k( )) (2.22)
R/K

Feg' ™ (x) are the equilibrium scaling functions. If the dynamics are dominated by the bath coupling,
the scaling function, as well as its arguments have a dimensionality of y~2/2. This factor is not
explicitly written here, to keep the discussion general and to include also the closed system or ballistic
dominated dynamics. Note that the scaling dimension k7%~ is the same for the the response as the
correlation function at the QCP. Near a classical critical point, they differ by a factor k=%, due to the
proportionality to temperature of the Keldysh function.

Out of equilibrium, one expects that G and G¥ now depend on both time arguments ¢, and on
the initial configuration. The simplest extension of the scaling form in Eq. (2.21) and Eq. (2.22) is to
include the ratio ¢/t

G (k,t, t’) - <t>0 FR(kZH/t/) (2.23)

t k2—z—n

/ K z /
GK (k t t) <:,>9 W (2.24)

The scaling function FR/K(z t/t') is finite in the limit ¢ — 0, such that possible singularities are
included via the exponents 6, 6’.

To show a relation between the new exponents s, # and 6’ and to obtain their value is task of
an explicit analysis of the post-quench dynamics. This analysis will be performed in the subsequent
chapters.
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Chapter 3

Out-of-equilibrium quantum field theory
for quantum quenches

In this chapter, the quantum field theory (QFT) is introduced in a way suitable to describe quantum
quenches. For a real-time analysis of an out-of-equilibrium setup, the Schwinger-Keldysh formalism
is an useful framework [53-55|. It can be applied to describe various protocols of systems driven out
of equilibrium. There are many general introductions to this topic [56, 57|. The main idea of the
Schwinger-Keldysh formalism is to double the number of degrees of freedom, such that fluctuation and
dissipation of a system can be treated separately. This doubling results in the so called two-branch
contour along the time-axis. To include quantum and thermal fluctuations of the initial state it can
be extended to a three branch contour, where the third branch goes along the imaginary axis. Here,
the three branch-contour will be directly applied for the quench protocol, introduced in section 3.1. In
section 3.2 the QFT is derived along the three branch contour. In section 3.3 the FDT is presented.
In time translational invariant systems, it connects fluctuations and dissipation via the distribution
function. Section 3.4 gives a short introduction to double Laplace-transformations. This is a natural
language to describe post-quench correlation functions, where both time arguments have to be larger
than zero.

An important point, which cannot be overestimated, is the knowledge of the non-interacting Green’s
functions. In equilibrium, this knowledge is in the most cases trivial. For systems that are out-of-
equilibrium, it is a complicated task on its own due to boundary conditions, imposed by the quench
protocol. For quantum quenches further challenges arise, especially for the system coupled to a bath.
Here, the ground state expectation values are a highly entangled mixture depending of the system
and the bath and none of the expectation values can be neglected. This is qualitatively different from
classical systems. The Heisenberg uncertainty leads to a further complication, as now some initial
expectation values are divergent in the limit of infinite cutoff parameters. Those divergent terms have
to be treated carefully. We show that, in the end, they add up to zero. Nevertheless, the knowledge of
those bare correlation functions is crucial to build up a perturbative expansion. After a quench to the
QCP, the typical energy scales of the pre-Keldysh function determine also the different time regimes.
The equal-time, post-quench Keldysh function determines the value of the non-equilibrium exponent
0. As the free Keldysh and retarded Green’s function have a high impact on the main results of this
thesis, they are derived in detail in section 3.5.
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3 Out-of-equilibrium quantum field theory for quantum quenches

28 YM
Quench at
t=0 O+
p_ t

Figure 3.1: The three-branch contour with the quench performed at t = 0.

3.1 Quench protocol

To drive the system out of equilibrium the following protocol is used: Initially, the system is prepared in
the ground state of an Hamiltonian Hj, with parameters R; = (7, ui, hj). At time ¢ = 0 the parameter
set R is switched to achieve its final value Ry = (ro¢,us, hy), which is located right at the quantum
critical point. The change of R(t) takes place on a typical timescale 75. To speak of a quench, one takes
the limit 7, — 0. This leads to the time evolution given in Eq. (2.1). Experimentally, 7, is limited by the
concrete experimental setup. In numeric simulations and even in purely theoretically considerations,
it is sometimes necessary to consider small but finite quench times. To apply the quench limit, it is
sufficient that 75 is of order of the microscopic time scales, given by section 2.1 and 5.5. For shorter time
scales the considered ¢*-model, which is only a long wave-length description of the actual quantum
mechanical system, is not valid. Hence to compare with an experiment or a numeric simulation, the
requirement of switching instantaneously is not too meaningful. Thus, the quench-protocol can be
described by

R(t) = Ri 4+ 0(t) (Rf - Ri) , (3.1)

with the Heaviside step function 6 ().

3.2 The three-time-contour formalism

To describe an out-of-equilibrium set-up the closed-time-contour is of great use. It can be extended to
the three branch contour, to include interactions and thermal fluctuation’s of the initial state. This
was originally done by Ref. [58] and by Ref. [59]. The concrete application for a quench protocol in a
bosonic-system is presented in this section and in Ref. [31].

The partition function is defined as [56],

~ Tr (Ucp)
Tr (p)
where p is the initial density matrix. In a quench protocol the time evolution for ¢ > 0 is governed by

the finial Hamiltonian Hi. U, is the corresponding time-evolution operator along the closed time or
Schwinger-Keldysh contour SK, see the two horizontal branches in figure 3.1. U, is given by

(3.2)

Usk (t,t') = eTHi(t=t) (3.3)
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3.2 The three-time-contour formalism

where the minus sign refers to the forward branch and the plus sign to the backwards branch in time.
The initial state at ¢ = 0 is characterized by the ground state ‘\Ilo> of Hj, thus it holds for the initial
density matrix

pi = |Wo) (Yol . (3.4)
More general, for finite initial temperatures it can also be written along the Matsubara contour
pi = ie_ﬂHi (3.5)
1 Zl 9 :

with the inverse temperature § = 1/7, and the pre-quench partition function Z;. Evaluating the
expectation value of some operator O at time ¢ yields

1 :
(O(t)) = (e iUsk (0, 1) OUs (£, 0)) (3.6)
To handle the time-ordering from i — 0 — t — 0 one can introduce a three branch contour C, see

figure 3.1, with the time ordering operator T along this contour. The expectation value of the operator
O thus reads

B tr (Tce’ifc ds H(s) O (t))

(O(t)) = o (Tce—ifc . (S)> (3.7)

On the right hand side, the operator O is written with a time argument, to clarify at which point of
the time-ordering it has to be inserted. In the denominator the property 1 = U(0,¢)U(t,0) of the time
evolution operator was used, to write the initial partition function Z; as partition function Z along the
full contour C:

Z =tr (TC exp(—i/(jdsH)) . (3.8)

In the same way, a two-time correlation function G(¢,t") = —i(T.(t)¢(t')) can be written as
1 .
G(tt) = —itr (Tce_‘fc dSH(s)cp(t)go(t')) . (3.9)
In this section, the spatial arguments of the field ¢, as well as the component index [ = 1,..., N are

suppressed for easier reading. In quantum field theory, those expectation values are determined with
the method of a generating functional along the contour C:

W [h] = / DpDXel SleX]=1 1, Je dth(t)¢(®) (3.10)

with the action of the p* model coupled to an external heat bath, introduced in section 1.1. This action
consists of three parts,
S, X] =585 [@] + S [X] + Sa [, X] . (3.11)

The t € C is a short hand notation for the time-integral along C. S refers to the action of the system

Ss :% /x,tec {(at‘P (t>)2 —ro ()@ (1)’ = (Ve (t))2 - u2(]ff)cp (t)4} , (3.12)
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3 Out-of-equilibrium quantum field theory for quantum quenches

and Sy to the bath

s, :% EJ: / . ((atxj 1) - 22X, (t)2> . (3.13)

S describes the coupling between system and bath

Sw==3¢ [ X)-e). (3.14)

The action is Gaussian in the bath coordinates X. Thus, they can be integrated out. The effects of
the coupling to the bath can be captured exactly by a self-energy

At -ty =3¢ (8 +2) a1, (3.15)

J
which is non-local in time. This self-energy enters in the bare propagator
Gol=-— (a,? +rolt) — v2) St —t) + At —t') (3.16)

of the system. The effective action thus reads

1

Stel =3 [ el6; ()el) - 3

4N z;teC

(- cp)2 . (3.17)

In the Schwinger-Keldysh formalism, the four possible arrangements of ¢, along the +-contour are
arranged in a 2 X 2 matrix, to handle the time integral in a more compact way. Here, this structure is
extended to a 3 x 3 matrix, as also the Matsubara axis for the initial state is included [59]:

iGM G< G<
G=| &> 6T G< |. (3.18)
G & aT

The individual matrix elements are discussed in detail in the following. The first element is the Mat-
subara Green’s function of the initial state

aM (7’ - 7") =— <T790M (1) om (T’)> : (3.19)

Here, T; is the time-ordering along the imaginary axis form i3 — 0 and (1) = e™ige Hi, The
bare propagator along the Matsubara axis is given by

g’ (7‘, T’) = [(63 — 7o, + VQ) § (7‘ - 7") + M (7‘ - 7'/>:| o : (3.20)

The subscript i refers to the initial mass r;. The bath-spectral function n(7) was given in Eq. (1.9).
The system prior to the quench is in equilibrium, thus giM is time-translational invariant. The Fourier

transform reads 1

M _
G W) = e T A T ()

(3.21)
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The mass 79; = 70, — n™(0) contains already the trivial shift due to the external bath, but no renor-
malization due to interaction effects, and is therefore called bare mass in the following.

The Green’s function G= describes the coupling across the quench. Without interactions, this coupling
originates from two main effects. Firstly, memory effects stored in the heat bath. Secondly, from the
concrete regularization chosen to write down the generating functional and to describe the quench.
For an isolated system, only the second point leads to cross quench correlations. With the Heisenberg
representation ¢ (t) = el Hitpe ™ Hit they are formally given by

G< (T, t/) —i <¢M(7)¢H(t')> , (3.22)
G> (T, t’) :i<¢H(t')¢M(7)> . (3.23)

The functions in the remaining 2 x 2 block are the usual Green’s functions of the Schwinger-Keldysh
formalism, with the time ordering operator T; (anti-time ordering operator 7;) along the real time
branch. They read

a7 (t,t’) =i <TtgoH(t)goH(t )> , (3.24)
el (t,t’) - i< }goH(t)goH(t')> : (3.25)
G> (t,t') - <ng(t’)<pH(t)> : (3.26)
G< (t,t’) - —i<g0H(t)90H(t')>. (3.27)

Those four Green’s functions are known to contain redundant information. It is convenient in the usual
Schwinger-Keldysh formalism to rotate to the quantum-classical basis, with

clg _

oyt = \}i (ﬁz + wﬁ) : (3.28)

After this rotation there are two independent Green’s functions, the retarded function G® and the
Keldysh function G¥. Here, the rotation matrix for the 3 x 3 matrix block reads

-1 0 0
1 1
L=] 0 i v (3.29)
0 %
where the sign of the first element was chosen such that detL = 1. This yields
GM V2GS 0
L7'GL=| —v2G> GK @GR |. (3.30)
0 G4 0

The two relevant Green’s functions along the horizontal branch are given by

GR <t,t’> = —if (t — t’> <{¢H(t), ¢H(t’)} _> (3.31)
oK (,;y) - —i<[goH(t),<pH(t’)L> . (3.32)
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3 Out-of-equilibrium quantum field theory for quantum quenches

G measures the response of the order parameter at time ¢ caused by an external field h. This function
has a retarded structure ¢ < t, with both time arguments after the quench. The advanced Green’s

function is given by
GA (t,t’) =if (t’ — t) <[(pH(t),g0H(t/)} > (3.33)

and contains thus the same informations as G®(t,#') = GA(#',t). Causality implies two important
relations, G®(t,t) + GA(t,t) = 0 and GR(t,t) — GA(t,t) = —i [56]. Those are important in chap-
ter 4, where they lead to a simplification for the number of Hubbard-Stratonovich fields, and for the
out-of-equilibrium version of the RG flow equations. While the retarded Green’s function contains infor-
mations about the spectrum, the Keldysh function G¥X measures also order-parameter configurations.
In addition to those usual Green’s functions, correlations across the quench are taken into account
via GS. Note that those cross-quench correlation functions couple only to the quantum component
¢4 in the inverse Matrix G~!. For a non-interacting system the Matsubara fields s can be formally
integrated out. They couple only to the bare Keldysh Green’s function g%, thus only this function
contains pre-quench information and displays memory effects. Those can be formally captured by

t ot
gk = / / dsds’ gf(t,s)M(s, s )g™(s',t') . (3.34)
0 Jo

Here, the memory function M includes the effects of the pre-quench system. More details to the
memory function, and a simple way to calculate it, are presented in section 3.5.2 below. The bare
retarded function ¢ (t,#') does not couple to the pre-quench fields, thus it is given by the equilibrium
value of the final parameter configuration R¢. Especially g% depends only on the difference of the time
arguments, thus its Fourier transform reads

1
9f (k,w) = —

w2 —To 5 — k24 dn(w) (3.35)

Again, the trivial shift due to the bath coupling is taken into account via 7oy = ro s —7(0). Including
many-body interactions will however lead to aging in the retarded function as well.

3.3 Fluctuation-dissipation theorem

In equilibrium, there is a strong link between fluctuations and the response of a system to an external
force, called fluctuation-dissipation theorem FDT. A short derivation is given in this section, for more
details see for example Refs. [35, 40, 60].

In thermal equilibrium the Green’s functions depend only on the time difference t—t’ of their arguments.
Therefore it is convenient to express them into Fourier space

o0

GI/E (5, w0) = / dt < GRIK (1 p). (3.36)
—0o0

The FDT states that the equilibrium fluctuations are proportional to the imaginary part of a response

function:

w

K = 2i coth
G (k,w) = 2icot ST

> Im G®(w, k). (3.37)
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A first version of the classical FDT was derived by Einstein, when he analyzed the Brownian motion [61].
Thereby he noticed a connection between the diffusive constant D in Fick’s law with the inverse mobility.
The full quantum version was given by Callen-Welton in 1952 [62]. This form can be derived from the
general structure of the Keldysh contour [56]. In general, even in an out-of-equilibrium situation the
following relation holds

GE(k,t,t') = FoGRF+GAo F, (3.38)

where o stands for the convolution in time. This relation follows from the Hermitian property of the
Keldysh function G (t,#') = GX(¢',t). This version is sometimes also called generalized FDT in the
literature [41], even if, far from equilibrium, the function F' is not given by the Bose-Einstein distribution
function np. In this thesis, FDT refers explicitly to the relation in Eq. (3.37), like in Ref [56].

Note, that for ' — oo in the classical system a prefactor of 27'/w emerges. Thus, the scaling dimension
of GK and G will differ by the characteristic frequency. In contrast, in the quantum limit T — 0,
coth(w/(2T)) — signw, and GX and G have the same scaling dimension, but different parity with
respect to w.

In section 5.4.2 it is shown explicitly that in the quasi-adiabatic long time limit for an open system a
relation like in Eq. (3.37) holds between G and G¥, and thus the Wigner transform of the function
F' is given explicitly.

3.4 Double Laplace transformations

Laplace transformations are the natural framework to describe retarded time evaluations in equilibrium,
as all times have to be larger than zero. A natural generalization to non-equilibrium situations are
double Laplace transformations. Here, the Laplace transformation (LT) of the function d(w) is defined
with exp(iwt) as

oo
d(w) = / dt @O (t) (3.39)
0
The infinitesimal small 0™ is introduced to keep the LT of d finite. The advantage of performing the

LT with exp(iwt), is the simple inverse transformation, if d(w) is a retarded function, , e.g. it has no
poles in the upper half of the complex plane. In this case the inverse transformation reads:

o0
1 .
d(t) = 2i / dw —Im d(w)e ™", (3.40)
o ™
This relation can be verified by using Kramers-Kronig relations for d(w) and ﬁ =—i fooo dt el oz,

Of further importance is the double LT, as in the post-quench system the Green’s functions depend in
general on both time arguments ¢,¢' individually. The double LT is defined as

f(w7w/)_/() dt/o At IO HON £y (3.41)

To derive the post-quench Keldysh-function, one also needs the double LT of the pre-quench Keldysh
function. This function describes a system in equilibrium, thus G¥(¢,') = G (|t — #|). The subscript
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3 Out-of-equilibrium quantum field theory for quantum quenches

i is kept here, to make clear, that this relation is a property only of the initial, equilibrium Green’s
functions. The double LT of the Keldysh function obeys:

GiK (q,w) + GiK (q,w’)

3.42
w—+w 410 ’ (3.42)

GiK (q,w,w') =i

with GF (¢,w) being the Laplace transform of the equilibrium Keldysh function G (|t — ¢/[) of the
initial state. This relation is obtained by using the definition of the LT and performing a variable
transformation G (¢,#') = GE (|t — #|), to use the equilibrium properties of G¥.

Below, not only the double LT of the initial, equilibrium Keldysh function is needed, but also the
simple LT of GE (|t — #/|). Using the initial Keldysh function g/ given by the FDT in Fourier space
(see section 3.3) yields:
GE(k,t) =1 / T otn (22 ) tm GR(k, €) (3.43)
: =i —e — | Im G; €). .
P e T 2T A
In the quantum limit 7' — 0, the coth (ﬁ) can be replaced by sign(e). Inserting the FDT into the
Laplace-transformation of G¥ (k,t) yields

t
GE (k) = / dt HONGE (1 1)
0

- /oo de sign(e)Im Gf(k, €) . (3.44)
oo ™ w—e+1i0T
By using the identity 6(w —¢€) = —%Imm, the imaginary part of GiK is found:
Im GE (k,w) = sign(e)ImGE(w). (3.45)
The real part is given by a principal value integral
> de w—¢€
Re GX(k,w ——/ —SineImGiR ke . 3.46

To avoid worrying about this principal value integral, one can use the following trick, to bring the
Keldysh-function in a more convenient form. Consider the Kramers-Kronig relation for the retarded
Green’s function

> de Im GE(k,€)
R o i )
Giw) =~ /_OO T w—e+i0t (3-47)

With this relation the sum and the difference of Gip‘ and GiK can be derived:

> de Im GE(k, €)
Gi'(k,w) + Gi* (k,w) 2/0 p S 2 (3.48)
> de Im GE(k, €)
Gl (k) = G by 2 [~ S TETES (3.49)
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3.5 Bare post-quench correlation functions

Thus, for w > 0 one uses the differences of those two functions, while for w < 0 the sum. In both cases,
the remaining integral has no poles. Written in a compact way for all w one finally finds

GE (k,w) =sign (w) (GiR (k,w) — gi (k, w)) , (3.50)

with the real and finite function g¢;

* de Im GiR (k,e)

This is the Laplace transformed version of the FDT at T = 0. Together with Eq. (3.42), it is now
possible to express the double LT of the equilibrium Keldysh function in terms of the retarded function
and the temperature.

3.5 Bare post-quench correlation functions

In this section the bare, post-quench Green’s functions are derived. The knowledge is fundamental
to build up any perturbative approach where interactions are included via for example a Dyson equa-
tion. Evaluating the post-quench correlation function analytically, often boundary conditions for a free
harmonic oscillator are used to derive the bare or full post-quench Keldysh function, like in Ref. [63].
However, it will be shown, that also small derivations from the free harmonic oscillator in the initial
state can lead to a completely different post-quench Keldysh function. Therefore in this section, a more
general method for obtaining ¢% is presented . The quench protocol is introduced in section 3.1: a
parameter-quench at time ¢ = 0 from R; = (ry, hi, 0) to the finial parameters R = (1, h,0). In this
section v = 0 as only the bare Green’s functions are considered. For a post-quench system the bare
retarded function is unchanged compared to its equilibrium value as it has no memory of the pre-quench
system, see also Eq. (3.35). Again, it is convenient to express ¢ in Laplace space:

1
Cwdn(w) —k2—ry

gt (k,w) (3.52)
The subscript f refers to the final mass ry, while the subscript i refers to the initial mass, as in this
section the distinction between pre and post-quench mass is crucial.
The derivation of the Keldysh function is more challenging. In this section the Heisenberg equations
of motion (EOM) are used to obtain an analytic expression for g. One could also try to directly
derive the bare Keldysh function with the framework given in section 3.2, but there one has to face
a technical subtlety: the regularization. Especially one must keep in mind, that the time steps along
the Keldysh contour must be small compared to any physical timescale, including the quench time
7. Hence regularization problems can occur, as known for example from the bath-regularization Itd
versus Stratonovich [56] in classical non-equilibrium dynamics. The three-branch contour is however
useful in chapter 4 to include interaction effects. To use a kinematic equation or a quantum Boltzmann
equation is neither constructive, as it is not possible to include the boundary conditions in a simple
way. Further, it is not guaranteed that a scale separation between total and relative time is valid and
thus a gradient expansion of the Wigner transformation is not possible. To avoid this subtleties and to
gain more physical insight, the Heisenberg EOM are used in this section.

This section is therefore organized as follows, first the EOM for the vector-field ¢ are derived for
the post-quench problem in section 3.5.1. With this solution and a memory-function ansatz the bare
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3 Out-of-equilibrium quantum field theory for quantum quenches

Keldysh function is derived. The general structure of the memory function is derived in section 3.5.2.
The memory function is also evaluated for the quench from a free harmonic oscillator in appendix A.3,
to show that the results given in Ref. [63] can be reproduced. In section 3.5.3 the memory and the
Keldysh function are evaluated in the deep quench limit, which is an essential ingredient for critical
quenches.

3.5.1 Equations of motion for ¢
The EOM for the bare vector field is given by

(3? + 7ot + k2> o (k,t) = /000 dsn(t—s)p (k,s)+E(k,t) +h(t). (3.53)

An external field which couples to ¢ is denoted by h. The source operator E(k,t) is given in terms of
the initial bath operators X? =X (k, t= 0) and P? =P; (k,t = O):

E(k,t) =— Z cj <X(]]» (k) cos (th) + %P? (k) sin (Qﬂf)) : (3.54)

J
It can also be expressed in terms of the bath spectral function 1 and the pre-quench state ¢;:
0
E(k,t) = —/ dsn(t — s)e;(k, s). (3.55)
—00

Technical details how to obtain this result are given in the appendix A.1.
Eq. (3.53) can be formally solved via Laplace transformation, yielding

¢ (k,w) =F (k,w) gf (k,w). (3.56)

Here, the force operator F' is introduced, as well as the retarded Green’s function gﬁ. The Green’s
function g%t is given in Eq. (3.52). One can double check, that this is indeed the correct retarded Green’s
function also given in Eq. (3.35), by using the definition as anti-commutator of ig® = ([0, ¢o]_). The
force operator F' is defined as

F (k,w) =m (k) —iwe; (k) + E (k,w) + h(w). (3.57)

Here, the subscript in the operators ¢ and 7r indicates, that those operators are evaluated at time ¢ =0
by their pre-quench value. Inserting this formal solution for the vector field ¢ in the definition of g%,
one can express the bare Keldysh-function as commutator of two force fields:

19" (k,0,0) =01k ), 05 (k)] ) (3.58)
=05 [Filk, ), Fy(k,)] of (k. )f (k') (3.59)
=M;(k,w,w)gf (k,w)gf (k,w') . (3.60)

In what follows, the force-force commutator is also called the memory function M;(k,w,w’), as only via
this function pre-quench informations enter in ¢’¢.
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3.5 Bare post-quench correlation functions

3.5.2 Memory function for g%

To obtain the memory function, two basic approaches are used, that lead to the same result. Firstly, by
evaluating explicitly every expectation value, which occurs in the force-force commutator, e. g. ([¢, ¢]-),
([¢, Xi]-), and so on. This procedure is long and tedious, as some of those expectation values diverge
with the bath cutoff. For example ([m,7]_) is divergent, as well as parts of the momentum-bath-
momentum expectation value (m, P;). However, in the final result all those divergences cancel, such
that the memory function itself is well defined in the limit of A — oo and w. — oo. This way is
presented in the appendix A.2. The second approach is easier. Note, that M is given uniquely by
the initial pre-quench expectation values at time ¢ = 0, thus in a state where the system is still in
equilibrium. Therefore, it is also possible to determine M for an equilibrium system without quench.
Here, the final parameter configuration is given by R;. In this scenario the double Laplace transformed
Keldysh function must have the same formal structure

giK (k:,w,w') = M, (k:,w,w’) giR (k‘,w) giR (k,w') , (3.61)

where the subscript i denotes that ¢’ is given by the initial parameter configuration R;. In this no-
quench scenario, giK is the LT of the equilibrium Keldysh function. Also note, that the structure
M g™ in Laplace space looks very similar to the usual Fourier expression of the Keldysh function,
g% = ¢g%g"¥] "¢, Indeed, M is nothing else than the inverse Keldysh component for a quench
problem, which one would naturally obtain if the Matsubara-fields in section 3.2 are integrated out.
Within the large- N approximation, one can show, that this structure also holds for interactions at the
one-loop-level, and probably also beyond.

The crucial point is now, that the memory function in Eq. (3.61) must be exactly the same function
as in Eq. (3.60) in the limit of an infinitely fast quench. This is a consequence of the retarded Green’s
function ¢’ taking instantaneously its final, equilibrium form. This immediately yields,

K K ! -1 -1
w4 ) [ )] o) (3.62)
where the double LT equilibrium Keldysh function of Eq. (3.42) was used. This is exactly the same
result that has been obtained by evaluating directly the pre-quench expectation values in appendix A.2.
Using the result of Eq. (3.50), the initial Keldysh function is found to be,

giK(k:,w) =sign (w) (glR (k:,w) — g (k,w)) , (3.63)

with the real and finite function g;

M;i(k,w,w") =

B ® de Im gt (k:, e)
gi (kaw) = 2/0 ?W (3.64)

Inserting this result into Eq. (3.62), the final result for the memory function is given by

sign (w) n (w,w’,wi) + sign (w’) n (w’,w,wi>

N
M(k,w,w') = w+ W +i0t ; (3.65)
with the initial frequency w; = Vk2 + r; and
n(w,ow) = gl (ko) = gilkw)gf (k,w) " gl (k) (3.66)

This function n is evaluated explicitly for the quench in an isolated, non-interacting system in ap-
pendix A.3 and in the following section in the limit of a large quench amplitude.
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3 Out-of-equilibrium quantum field theory for quantum quenches

3.5.3 Deep quench expansion

The deep quench limit is of significant importance for quenches to a QCP. To achieve scale invariance
and universality, it is necessary that the post-quench Keldysh function, or at least parts of it, obey a
scaling form. Therefore, it is not only necessary, that G¥ is given in either the diffusive or the ballistic
dynamical regime, but also that it is independent of the energy scale w; given by the quench amplitude.
In this section, the limit of an infinite large quench amplitude w; — oo is taken, which corresponds to
a Taylor expansion for small 1/wj in the memory function M. It will be shown, that this deep quench
expansion yields for the equal-time Keldysh function G¥:

K L k- 2-2/a ~(1) R R wi2_4/ak_4+3z @)

G* (k,t,t) = Wf (k*t) 4+ w; Cygit(k,t)get(k,t) + t—QCO‘ . (3.67)
The first term is the scaling part g%, with the scaling function f¥ given in Eq. (3.73). By including
interactions, this term will lead to the universal post-quench dynamics. Its impact is analyzed in
chapter 4. The second term wiQ -2/ O‘Cél) gR(k7 t)gR(k, t) is irrelevant in the deep quench limit for av < 1.
For a > 1, this term is divergent, but it is shown in appendix B.1 that this first order term does not
affect the effective mass r(t) near the upper critical dimension d,c = 4 — z. The coefficient C’(gl) is given
in Eq. (3.78). The last term in Eq. (3.67) is irrelevant in the limit w; — oo for av < 2. It does however
play a crucial role for the isolated system, see section 6.2. The coeflicient Cg) is given in Eq. (B.28).
In this section, the function n defined in Eq. (3.66) is explicitly analyzed in the deep quench limit,
to derive Eq. (3.67). The conditions for the deep quench limit and technical details are discussed in
appendix B. Let us start with the function g;(k,w) in the limit w; — oo and with over-damped dynamics
n(w) which are large compared to the ballistic term. In the following, the subscript i is dropped for
easier reading, and only introduced, when a difference between initial and final mass is necessary. In
this scenario, g can be expressed with the scaling form

6 (v lw) (3.68)

Ga<2(Wi,w) =

S
S -

where the scaling function ¢(z) is given as

9 [ 1 2/z

bplx)=—2 [ dy L . (3.69)
x + 2

0 Y (1 + cot §y2/2> + y4/%

It holds ¢(0) = —1 for all z, which allows to perform the scaling limit w;j — oo. This also holds if the
dynamics are given in the ballistic regime. In this case, the retarded Green’s function is just the sum
of two é-functions, making the evaluation of g for z = 1 straightforward:

1 1

wi w| +wi”

Goallistic (W, wi) = — (3.70)
The subscript ballistic means, that this result holds strictly only for the non-interacting, isolated,
pre-quench system. The first non-vanishing term in an expansion in w; ! would be g(w,wj = 00) ~
—w; 24 O(w;” 3), like in the diffusive regime. Inserting gi = —w; 2 into the function n leads to the
deep-quench result

2

naq(w,w’, k) = w — n(w'). (3.71)
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Substituting this back into the memory function and performing the inverse LT, one can show, that it
leads indeed to a scaling form of the Keldysh function

1

Gee (ks 8) = -5 F1 (K71), (3.72)
with the scaling function
> sign(y)ndaq(y, ¥', 1) + sign(y')naq(v', v, 1
(@) = [ ayay SEl DRI ML 0D g gy (s

The retarded scaling function reads for the isolated system:
iy =0+~ (3.74)
and
FHy) =772 (1 + cot(2ma)ly|* + isignyly|*) ", (3.75)

for the diffusive system with o < 2. This is the first term on the right hand side in Eq. (3.67).
However, in the function n, the function g will be multiplied with wi4. This makes it necessary to go
beyond the zeroth order in an expansion for small w, 2/ “lw] for a > 1, or for small w/w; in the ballistic
regime. The next order terms of this expansion in g generate the other terms in Eq. (3.67). To include
higher order terms, the function g must be analyzed in more detail. Here, the case o < 2 is considered:

( ) 2/00 de 1 I -1
wi,w) = — m
G 0 T lw|+e ez—w?—l—n(e)

“rde 1 “de 1 1
~2 — Im +2 — Im 3
o T |lwl+e w, T lw|+e €2 —w? +107F

The low frequency integral € < w refers to the diffusive regime, the high frequency integral € > wy to
the ballistic regime. For a > 2 the order of the two dynamic regimes is inverted, leading to a ballistic
dominated part at low frequencies, and a diffusive dominated part at high frequencies. For both integral
parts, the scaling function reads

9

(3.76)

w? +7(e)

$(z) ~ —1 +|z|CV, (3.77)
with
O(wi — wy) in the ballistic regime,
o) — - -1 (3.78)
¢ 21/ Jo  dyy? <(1 + coth(2mar))? + x2°‘> in the overdamped regime.

The dimensionless variable x is given by w/wj in the ballistic regime, and /ey / w? /% in the diffusive
regime. In the diffusive regime, the limit of large w, was taken, to send the upper bound of the integral
to infinity. This is a reasonable limit, for o < 2 and times ¢ > t,, where the ballistic part can be
ignored. In appendix B.1, the inverse LT of those terms is performed, yielding

g (k, t, )l CW gl (k) g (R, 1) (3.79)
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in the equal-time Keldysh function. It is also shown, that those first order terms have no impact on
the effective mass 7(t) oc [ d%k g (k,t,t), for all dynamic exponents z near the upper quantum critical
dimension dye = 4 — z. Thus, for @ < 2 the deep quench limit can be taken in r(t), even if the bare
post-quench Keldysh function has divergent terms in the limit w; — oo.

For a > 2 and for the ballistic dominated part of g, it is necessary to include second order terms

proportional to w; 4/

They contribute via

. The time dependence of those second-order terms is derived in appendix B.2.

k74+3z

2
GK( )(kvtat) = ngQ)(wiv/y) X Ta

(3.80)
in the equal-time Keldysh function, where c? (wi,y) is given in Eq. (B.28). The impact of those terms
is discussed for both dynamic regimes separately, in section 5.1 for the open system and in section 6.2
for the isolated system. For the diffusive systems z # 1, they do not affect the scaling form of the
effective mass 7(t) = at=2/%, as those terms lead to corrections in r(t) going with ¢t=2. However, they
have a strong impact for z = 1.

It is important to note, that the deep-quench limit corresponds to times t, ¢’ > t; = (’y/wiz)z/ 2 see
also section 5.1 for the open system and section 6.2.1 for the isolated system. Thus for times larger
than ¢; the deep quench limit can always be taken, even if the quench amplitude is nominally not large.
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Chapter 4

Non-equilibrium dynamics in post-quench
systems, general formalism

With the QFT along the three branch contour and the bare Green’s function derived in the last chapter,
the effects of the p*-interaction term can now be studied. Especially, it can be shown, that including
interactions leads to aging of the Keldysh as well as the retarded Green’s function. After a quench to
the QCP, the ¢*-interaction leads to an inverse correlation length, which obeys scaling:

r(t) = ﬂ%. (4.1)

Here z is the dynamical exponent given by z = 1 for the isolated system and z = 2/a, with the
characteristic bath-exponent «, for the dissipative system. In analogy to the equilibrium field theory,
this inverse correlation length will be called effective mass in the following. This effective mass modifies
the Green’s function at intermediate times after the quench, where GF/K obeys the following scaling
form

R(K) n_ L [t o) R(K) (1.2 4
GOk tt) = 5 (5 F Kt )t) (4.2)

This form was motivated in Egs. (2.21) and (2.22) in chapter 2. Here, this form can be derived with
the Dyson equation, see section 4.1.3 under the assumption of Eq. (4.1). The singularity for ¢ — 0 is
uniquely captured by the exponent 6. It holds for a quantum system 6 = ¢’, in contrast to classical
systems [28, 29|, where ' = 6 —1 for z < 2 and ¢ = 0 —2/z for z > 2. A further result from the Dyson
equation is the connection of the light cone amplitude a of Eq. (4.1) with the dimensionless exponent
0. In addition, in the quasi-adiabatic long-time limit the thermalization is significantly slowed down
by the presence of interactions, see section 4.1.2:

/
G E (k,t,t) = GRIE (k,t — 1)+ (T) CR/IE (gt —t). (4.3)

This result is only meaningful if the system is known to thermalize, as it is based on the assumption
of equilibration to the QCP for ¢, — oco. For a non-interacting system, thermalization takes place
exponentially fast. Including interactions leads to a power law in the absolute time ¢ + ¢’ via the effec-

tive mass given in Eq. (4.1), while the coefficient Cf'/ K relaxes exponentially with the relative time ¢ —¢'.
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The goal of this chapter is to calculate the universal exponent . Therefore a combination of the
methods presented in chapter 1 with the out-of-equilibrium formalism of chapter 3 is used to derive
an out-of-equilibrium version of the RG (see section 4.2) and large-N equations (see section 4.3). The
discussion here is kept as general as possible, the application to the two models, the open and the
isolated p*-model, and a detailed discussion with physical implications is given in the chapters 5 and 6,
respectively. Inspired by the similarity between the RG and 1/N equation, it is shown explicitly in
section 4.4 that both methods indeed lead to the same result for a, if the system is self-similar after
the quench. With a combination of both methods, i.e. a simultaneous expansion in € and 1/N and
by including the long-time behavior in Eq. (4.3), it is possible to derive the scaling form of the time-
dependent mass r(t) in Eq. (4.1). The amplitude a is given by the equilibrium fixed point «* and the
difference between the out-of-equilibrium Keldysh function and its equilibrium value, making 6 indeed
a truly new universal exponent.

4.1 Dyson equation

In this section, the y*-interaction term along the two-branch contour is considered. At this point, it
is possible to neglect the effect of the Matsubara branch, as the one-loop correction has only one time
argument. Thus correlations across the quench are not included via the interactions, but only via the
memory of the external bath. This naive physical argumentation will be confirmed in section 4.3 by an
explicit calculation along the three-branch contour.

After the Keldysh rotation, the interaction term along the real-time contour reads

N 00
Suilel =g O [ da /0 at o5, 0@, 8) (& (2, )65 (@,8) + 93, O, t)) . (44)

Z?]:

Due to doubling the degrees of freedom by introducing two independent fields ¢4, now two types of
vertices occur, ulgog’lcpq and u;z,goclapg. However, including only one-loop corrections, as it will be done
below, only the vertex u; enters, therefore this difference is not made in this section. In the following,
the component index [ of ¢ is omitted for better reading. A natural way to include this interaction
term is to use the Dyson equation. Therefore the self-energy is introduced, which reads up to first
order:

0 0
() = ( 0 u(N +2) [d% G (k,t,t) ) ' (45)

In general, also components with /4 can occur, but at one-loop they cannot be generated, due to the
causality G®(x,t,t) + GA(x,t,t) = 0. The self-energy ¥ has the same causal structure as G~*. With
this self-energy, the full Green’s functions can be written as

G(k,t,t") = g(k,t,t') + /ds g(k,t,8)8(s)G(k, s, t), (4.6)

where g refers to the bare Green’s function matrix and G to the full Green’s function matrix. Both
have the usual bosonic structure [56],

K R GK @R
g—(ZA g())andG—(GA 0 ) (4.7)
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4.1 Dyson equation

In this section, only Green’s functions with the final bare mass ro ¢ are considered, thus, the subscript f
is dropped in the following. The Dyson equation can also be interpreted graphically by using Feynman
diagrams:

—_ -2 - ___ +_--L== (4.8)

- + --@— + @==— (4.9)

where the double lines stands for the full or dressed Green’s function and the single lines for the bare
Green’s function, the dashed lines for the quantum and the plain lines for the classical fields. Thus
Eq. (4.8) stands for the Dyson equation of GF and Eq. (4.9) for the Dyson equation of G¥X. As the
advanced Green’s function does not include further information, in the following only G* and G¥ are
considered. This approach is especially useful, if an expansion in the self-energy and thus in a small
interaction parameter w is justified. In a non-equilibrium set-up, it may be useful, to expand around a
known stationary state GX_, (k,0) by introducing

r(t) =%(t) —r, (4.10)
where

r=u(N + 2)/dd/<: GE . (k,0), (4.11)

is the effective mass of the full stationary state. This leads in the Dyson equations to corrections up to
first order:

GE(k,t,t") = GE  (k,t,t') + / ds GE . (k,t,s)r(s)GE . (k,s,t'), (4.12)

GK(k7 t? t/) = Ggat(kv t7 t/) + /dS (Ggat(kv tv S)T(S)Gigat(k7 S, t/) + Ggat(k7 tv S)T(S)Ggat(kv S, t/)) .
(4.13)

This expansion turns out to be useful to obtain the long-time limit of the quench problem, where the
stationary state is given by the equilibrium Green’s functions at the critical point.

The expansion in the self-energy fails in the prethermal regime after a quench to the QCP, if the
effective mass obeys scaling in Eq. (4.1). In this case, a simple expansion in a small effective mass is
not justified, but it still gives some insight how the amplitude of the effective mass should be interpreted.
Especially it gives a relation between a and 6, see Eq. (4.40).

4.1.1 Solution of the equation of motion at large times

In the long-time limit the open system is expected to thermalize. Under this assumption the Dyson
equation can be used to build up a perturbative approach around the equilibrium state |peq) and the
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4 Non-equilibrium dynamics in post-quench systems, general formalism

equilibrium Green’s function Geq. Note, that neither |peq) nor Geq corresponds to the bare system but
to the full interacting system. In the language introduced above, the ¢'¥/%-functions are given by the
full equilibrium correlation functions. Here, the control parameter of the perturbative expansion is the
effective mass r(t) which approaches zero for ¢ — oo, when the system is equilibrated. An equivalent
expansion in 7(t) can be performed within the EOM for the field ¢, leading to the same results. This
is the way followed in this section. This ansatz is not fruitful, for an isolated system where it is not
clear to which final state it might equilibrate. This is also discussed in chapter 6. Note, that in this
section, it is not necessary to assume the scaling form of r(¢), but that the aging effects in Eq. (4.3)
follow from the assumption of thermalization to the QCP.

The equations of motion for the vector field ¢ in the limit of large times can be written as

t
(af +r(t)+ k2) o (k1) :/ ds on(t — s)p(k, s), (4.14)
—00
where it was used that the quench is performed to the QCP, thus 7eq = 0. The long-time limit enters
by sending the lower limit in the convolution integral to —oo without making a difference between
pre- and post-quench order parameter fields. At intermediate times after the quench the pre-quench
part ff’oo dson(t — s)e;(q, s) must be treated as an inhomogeneity to the differential equation. In the
long-time limit it can be neglected, since dn(t — s) decays fast enough for large arguments. This is
the reason why in the following the lower limit of the integral will be ignored. At large times after
the quench the time dependence of the effective mass will vanish r(¢ — oco) = 0. This yields for the
equilibrium part

(8,52 + k2) Poq (k1) = /lt ds on(t — 8)peq (K, s) (4.15)

—00
Note, that in general ¢, is not the solution of the interaction free problem, but of the full system in
equilibrium with the effective mass at the critical point req = 0.
Around this solution ¢, the perturbation ansatz will be build up, where the small control parameter
is the amplitude a in the time-dependent mass r(¢). Thus one expands the field via

ok, 1) = peg s 1) + 01 (K, 1) + O(a?), (4.16)
where ¢, (k,t) are corrections linear in a. Inserting this ansatz in the equation of motion immediately
yields

t
ok t) == [ dsGE k.t = )r(s)peq(bs). (417)

where GE (t — ') = =10(t — t')([peq (1), Peq(t)])-

4.1.2 Keldysh function at large times

With the solution of the equation of motion given in the section above and the definition of the Green’s
functions, the relaxation to equilibrium of G® and G¥ can be analyzed. As the equilibration of the
equal-time Keldysh function is of special interest, this function will be determined in detail. As sketched
in the previous section, it is possible to expand around the equilibrium functions, which will be reached
in the limit ¢ — oo. The Keldysh function G¥ will be determined up to linear order in r(t), like the
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4.1 Dyson equation

order parameter field . It is not necessary to assume the scaling form of r(¢) in Eq. (4.1), but only
thermalization to the QCP. However, to derive this scaling form below, an expansion in small a is
necessary, therefore Eq. (4.1) is used for r(¢), and a is the small parameter controlling the expansion.
Up to linear order in a, the Green’s function GX reads:

Gk, t,) = G (k,t —t') + 6GK (k t, t’) + O(a?). (4.18)

Inserting ¢ = @eq + 1, where the component index is suppressed again, this yields for SGE,

5GE (k.t.t) == 5 ((er(k ). a1} + ([01(ks ), el )2

¢ #
R K R K
=— / ds Geg(k,t — 5)7(5)Gog(k,s —1') — / ds Geg(k,t" — 5)7(5)Goq(k, 5 — 1), (4.19)

where the definition of the equilibrium Keldysh function was used. The same result can also be obtained
directly for the Dyson equation given in Eq. (4.13). This expression can be simplified by expressing the
equilibrium Green’s functions in Fourier space. For the retarded Green’s function there is, due to the
special LT introduced in 3.4, no difference between LT and Fourier transformation. So the correction
to the equilibrium function reads

. dw dw’ i (—t t ilw—w) (t—s
oGy (artst') =i / o |GE )| G0 / ds r(s)e () 0)

. dw dw’ R K —iw! (t—t' v —(w—w')(t'—s
-1 [ S e e e [ dsr(e e )

To evaluate the time integral for ¢,¢ being the largest scale of the problem, while ¢ — ¢’ is small, the
following approximation can be made: Note that in general the integrand of s is highly oscillating
except at the upper boundary. Therefore, the integral can be expanded around the upper boundary ¢

/t ds e (@) (t=s),. (s) =~ ir(t) . (4.21)

w—w

Further, as t,t' are both large, but the difference between both times is small, it holds approximately
that r(t) ~ r(t') ~ r((t+t')/2), in the long time limit, where (¢) — 0. The frequency integration over
w can be done by using the Kramers-Kronig relation:

GR(k,w') = i][ d—wm, (4.22)

T ow—w
where f refers to the principal value integral. This finally yields

dw

GK (k:,t,t’) = Gli(k,t 1) + 20 (¢ +1)/2) | 5

GE (w)GE (w)em =1, (4.23)

First note, that for r(t) = at—2/% first order corrections lead to §GX which decays with a power law,
thus critical fluctuations lead to a significant slowing down of thermalization. This effect is also called
aging. In the long-time limit it is possible to separate the time dependence of the relative time ¢ — ¢/
and the absolute time, passed since the quench. In the following, the equal time correlation function
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4 Non-equilibrium dynamics in post-quench systems, general formalism

plays an important role. Therefore the coefficient for ¢ = ¢’ is analyzed in more detail. The integral
f dw GR )GE ( ) can be expressed in terms of the RG fixed point value of u*

-1
* € dw R K
= ——— A A . 4.24

This integral can also be evaluated using the FDT

dw dw 1 sign(w)2iImn(w)

271 w2 + n(w) + k2 (w? + Ren(w) + k2)2 4+ Im n(w)?

GR ok, w)GK(k w) =

(4.25)
In the dissipative scaling limit where n(w) > w? one finally finds
dw 1 2(2—2)sin®?(n/z)
GR k,w)GE (k : 4.26
(k@) Geg (K, w) = k4—zryz/2 4sin(rz/2) (4.26)
And in the limit n(w) < w? it holds
dw R K 1
. 4.2
G Gk w)Gog (k,w) = 53 (4.27)

In both cases, the quasi-adiabatic limit of the equal time Keldysh function can be brought to the form

K
GX(k,t,t) ~ GE (k,0) + 2ir(t) ljﬁ -, (4.28)
with the coeflicient
oK _) 7 (2 — 2)sin*/?(n/2) /(v*/?4sin(nz/2)) for z > 1, (4.29)
= 1/2 for z=1. ’

The coefficients are positive for both types of dynamics, z # 1 and z = 1, which is important for our
later discussion. Note that CX approaches zero for z — 4. This is to be expected, as the upper critical
dimension vanishes in this limit.

A similar discussion can be made for the retarded Green’s function. The final result is
Gk, t,t') = GE (k,t — ') + 2ir ((t +) /2) CR(k,t —1). (4.30)
Here, the coefficient is given by CE(k,t) = [ § deR k,w) GK(k: w)e Wt

4.1.3 Logarithmically divergent terms at short times

In this section the scaling ansatz for the effective mass

a

r(t) =5 (4.31)

will be used to show a relation between the amplitude a and the universal exponent 6, introduced
in chapter 2. The Dyson equation leads to logarithmically divergent corrections to the bare Green’s
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functions. This has two key implications: Firstly, one cannot use a simple expansion in the interaction
parameter, as those corrections will grow at sufficiently long times, making any initially small param-
eter large. Better approaches are to formulate an out-of-equilibration version of the RG-equations or
to use a 1/N expansion, as it is done in sections 4.2 and 4.3, respectively. Secondly, it still gives a
beautiful interpretation of the light cone amplitude a, as a new universal exponent, as predicted by
the simple scaling analysis given in chapter 2. Especially, it shows that § = 6’ in the scaling function
ansatz of G and G¥. This is in contrast to the classical systems [28, 29] and the dynamics in the
isolated quantum system [33, 34, 64], where it holds #’ = 6§ + 1. The difference 1 between 6 and ' in
those systems can be traced back to the fact, that the temperature (for classical systems) or the quench
amplitude (for the isolated system) are the largest scale of the system, and the dynamics are dominated
by the low-frequency range. The quantum post-quench Keldysh function has however a scaling part,
independent of the quench amplitude. Thus the known quantum result, that response and correlations
have the same scaling dimension, holds also out of equilibrium.

Using the Dyson Egs. (4.12) and (4.13) and the scaling ansatz for 7(t) yields for the corrections §G*/ %

to the bare functions g™/
t
R N R _ a R )
oG, (k, t,t ) ~ /tmic dsg (k, t s) 82/Zg <k, s—t ) , (4.32)
t
K A R . a Kk ’
G, (kr7 t,t ) ~ /tmic dsg (k:, t 5) 2779 (k:, st ) . (4.33)

Here, the lower boundary tn;. indicates that the scaling ansatz can only be used for times larger than
some microscopic time after the quench. Both times ¢ and ¢’ have to be larger than this microscopic
timescale. The set of Egs. (4.32) will be analyzed in the short-time limit of each mode k, thus ¢t < k™.
Without loss of generality, it is further assumed that ¢ > #. First, the time dependence of G is
analyzed in this short-time limit. The condition ¢ <« k™% corresponds to large frequencies w > k* in
Laplace space. In this regime, the bare function is entirely given by the dynamic part

1
R ~ 4.34

for the open system, if w < wy and a < 2. For the closed system it is given by:
gk, w) ~ —. (4.35)

Note that it is a natural consequence of the limit w > k?, that ¢t is independent of the momentum k.
In both cases, the back-transformed function reads

gF(k,t) = Ct?/*71, (4.36)

with C, = —sin(7/z)/(7['(2/%)) for z > 1, and C; =1 for z = 1. Inserting this ansatz in Eq. (4.32),
one finds

2 N\
6Gf (,1,1') =aC?2 /t s gl ;(/S ‘) . (4.37)

/

41




4 Non-equilibrium dynamics in post-quench systems, general formalism

This integral can be evaluated analytically. It holds for the leading term in an expansion t > t':

t
SGR (k t, t’) ~ a2 log 4 (4.38)
Thus, in the limit ¢ > #' the zeroth order and first correction of the retarded Green’s function reads
t
GE (k:,t,t’) =g (k:jt — t’) <1 + 6 log e ) , (4.39)
with
0=—aC.,. (4.40)

This result implies, that first, G® displays aging effects, e.g. depends on both time arguments sepa-
rately. The scaling form in r(t) leads to a logarithmic correction in the retarded Green’s function. If
6 < 1, the logarithm can be exponentiated, leading to a scaling form introduced in Eq. (2.21), with
exponent #. Note, that # is indeed dimensionless, for both dynamic regimes, the closed as well as
the diffusive. In the latter case, z # 1, the amplitude ¢ must have the dimension 7 in the ansatz
for the time-dependent mass in Eq. (4.1). Including higher order terms in the Dyson equation, makes
it possible to go beyond this first order result. It leads to higher powers of the logarithm, with ap-
propriate coefficients, making a reexponentiation possible also for larger values of 6. Including the
k-dependence of each mode, makes the analysis more complicated. However, in the relevant regime
k™% >t > t' > tyic, the logarithm is the dominant term.

The same analysis can be performed for the Keldysh function in Eq. (4.13). Like for the retarded
Green’s function, the hierarchy ;. < ¢ < t < k™% is considered here. With the memory ansatz,
presented in section 3.5, the short-time behavior of & (k,t,t') can be evaluated. In the deep quench
limit, the double LT Keldysh function reads:

K . sign(w) <w2 + 5n(w)) + sign(w’) (w’2 + (517((»’))
g (kw,w) =i w4+ w +10t

gR(k:,w)gR(k,w/) ) (4.41)

The limit ¢ > ¢ corresponds to w’ > w. Again, either the ballistic or the overdamped regime is
considered. In both cases, is w?/? > w?/%. Thus, only this leading term can be kept in the memory
function. It cancels with gf*(k,w’), such that the bare Keldysh function can be simplified to:
i
g5 (k,w, > w) ~ ng(k',w) : (4.42)
Using that the back-transformed function of |w’|~!
as for the retarded Green’s function in Eq. (4.36):

g5 (k,t) ~ C,t2/* 1, (4.43)

is a constant, one obtains the same time dependence

As the Keldysh and the retarded Green’s functions obey the same short-time behavior and the cor-
responding Dyson equation differs only in the bare values of those functions, one can immediately
conclude that the scaling form is the same, thus § = ¢’. This is in contrast to the scaling form after
a classical quench or a quench protocol in an isolated system like in Ref. [64], where the bare Keldysh
function vanishes in the limit ¢ — 0 with ¢?/#. Including interactions does not change this behavior.
In a quantum system, the scaling part of the free Keldysh function is a constant in the limit ¢ — 0,
including interactions leads thus to a divergent contribution for small ¢#'. This divergence is cutoff like
for G® by some microscopic timescale.
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chl,a ¢cl,,8 ¢cl,a ¢q,ﬁ qu,a ¢q,,8 qu,a ¢q,,6’
N

¢cl,a ¢q,,8 ¢Cl,a ¢q,,8 ¢Cl,a ¢q,,8 ¢q,0z ¢q,6

Figure 4.1: Four different types of wvertices, which must be treated separately in an out-of-
equilibrium RG. The index cl/q refers to the classical or quantum field, o/B to the
component of the vector. All those vertices can be generated, if one starts the RG with
the usual cpglnpq and goclcpg vertices. Note that the generation of a vertex type of the
form ‘PE,QWZ,/B under the RG flow, is impossible due to causality. In the classical limit,
only the first vertex 9021%1 1s relevant under the RG flow.

¢cl,a qu,ﬁ ¢C1,0¢ qbqﬁ ¢cl,a @bq,ﬁ

¢Cl,a ¢q,,8 d)cl,oz (Z)q,ﬁ ¢cl,a ¢q,,8

Figure 4.2: Three examples for the generation of a new vertex type during the RG flow. This
generation is only possible out of equilibrium, where the FDT does not hold. In equi-
librium at temperature T = 0, the sum of those three diagrams is zero.

4.2 Renormalization group equations

To derive the out-of-equilibrium version of the RG-equations, one starts in full analogy to the equi-
librium momentum shell RG presented in section 1.3.2. Supplementary to the equilibrium RG, now
new parameters emerge: the initial configuration Ry = (7, u;, h;). For simplicity, only a mass quench
R; = (r1,0,0) is considered in this section. This formulation for of the RG equations for a quench to the
QCP was presented in Ref. [30]. To start the RG, we need the action along the two branch-Schwinger-
Keldysh contour. The non-interacting part Sy reads

Sol¢] :/((;I;j/ooodtdt/

Ak g od( 0 [QR}_I () ) (el ) )
X (SO 1( k1), ¢%( k,t)) {QA:|_1 (ot 1) {QK}_I (et 1) ( (k. t') ) (4.44)

with the bare post-quench Green’s functions ¢* and ¢, calculated in section 3.5. Information about

the quench are captured uniquely in the Keldysh function, ¢ is the same as in equilibrium. The
interaction part reads

Sulel =7 [ s [~ deefe0plwn) (@ 0600 + (e p@n) . (4a5)
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3
For the RG flow one must generally treat the two different vertex types (goq)g @ and 9 (g0d> sep-
arately, as they flow differently under RG. Further, every possible combination of vertex types should

4—n
be included, with u,, ((pd) (gpq)n, with 1 < n < 4. In figure 4.1 the four possible vertex types are

depicted. Even if such a vertex like for example us is not included initially, it can be generated out-
of-equilibrium by one-loop corrections under the RG-flow, see for example figure 4.2). For a detailed
analysis of the out-of-equilibrium flow equations for the different u;’s see for example Ref. [65]. In this
thesis, the out-of-equilibrium flow equations for the different interactions parameters are not considered
in detail. Below, it will be shown that the time dependence for u enters at least at order €2, resulting
at this level of perturbation theory in the unchanged equilibrium results for u(t) = w*. Therefore,
different vertices are not introduced here to keep the notation as simple as possible.

To apply the momentum shell RG concept, one formally integrates out fast modes with momentum in
a shell with thickness A/b around the cutoff A. In the next step, the slow modes are rescaled according
to

k — k' =bk, (4.46)

t—t =b""t, (4.47)

PV s VAR 1y =b T GV bk, bR, (4.48)

In general, the scaling exponent of the quantum and classical fields have not to be the same. Here,
p is chosen such that p = d_§_2 for both fields, to obtain the results for the equilibrium quantum

critical point at large times. Compared to Eq. (1.30), z has to be replaced by —z, as here the fields are
expressed in time-space and not by their frequency dependence. The flow equation for r; can be read
off in the bare Keldysh function. The leading term for large r; reads

"= (4.49)

independently of the value of z. The initial mass r; is thus strongly relevant and grows rapidly under
the RG flow. Its fixed point value r’ = oo is the justification for the deep quench limit. With this
rescaling procedure the zero order results are obtained for r and u, where both parameters now depend
on the time and the initial mass

't 1)) =bPr (b7, b Pr), (4.50)
u'(t, 7)) =bu(bt, b 2ry). (4.51)
The parameter € = 4 — d — z again indicates that below the upper critical dimension, first order terms
have to be included, as u flows away from the Gaussian fix point. One-loop corrections to r can be

included with the same diagrammatic language as in equilibrium, however, now the Green’s function
is time dependent.

r’ (t,ri) =b%r (bzt, b_27“i> +u

N+2 [~ d%
i / : el (b—%,k,t,t). (4.52)

2 2m)
The flow equation of u is more complex, as each vertex must be treated separately. However, the one-

loop correction has a similar structure as in equilibrium, it is a convolution of two Green’s functions
with a prefactor of u?, e.g.

> Qg
o () =bA0 "y — g2 / _GR(t,1)GE (b—%,k,t’,t) T (4.53)
(2m)
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where the dots refer to terms which can be generated from different types of vertices. Here are two
remarks: First, the time dependence of r and w is a consequence of the broken time invariance due to
the quench. In the following an € expansion around the QCP with its fixed point values (7*, u*) will be
performed. Since the time dependence of u is at least of order €2 it will be ignored. In section 4.4 it is
shown via a different approach that this assumption is indeed valid and u(t) approaches its equilibrium
value u* exponentially fast. Therefore u is replaced by its equilibrium fixed point value

. 1 for a closed system,

A ) 1-2/2

(N +8)K, 1 s [cos (”;)] for an overdamped system.

*

(4.54)
2(2—=2)

A second remark concerns the initial mass. In general r is now also a function of the initial mass r;.
Here, the deep quench limit r; — oo is taken in the Keldysh function. As it was shown in section 3.5
this limit is well defined for z > 1 and near the upper critical dimension d,. = 4 — z. In the remaining
section, the initial mass r; will be dropped in the argument of r, the deep quench limit in the Keldysh
function is taken. A more detailed analysis how to take and interpret the deep quench limit in the
isolated system is given in chapter 6.

By introducing a small parameter [ via b >~ 1 + [, the shell integral can approximately evaluated.
Further, only the scaling part of the Keldysh function
1
k2fz
will be considered. This scaling part is responsible for the scaling form of the Green’s functions, and only
this part will create log-divergent terms, as discussed in the next two chapters. With this simplification

the scaling equation can be written as

GE(k,t) = FE (k*t) (4.55)

(1) = ey (eth> + (N + 2)Kqu* A2 FE (A*)1. (4.56)
From this equation the flow equation for the mass can be derived
d dr(t
d% = 2r(t) + 2t :li) + (N + 2)Kqu* A°FX (A7) . (4.57)
At the fixed point it holds %l(t) = 0, leading to a linear, inhomogeneous, first order differential equation
for r*(t),
* dT‘*(t) * 12 K z
2r*(t) + A==+ (N 4+ 2)Kqu* A°F* (A°t) =0, (4.58)

with the solution

(-0 (N DK
r - t2/z - Zt2/z

t
/ At = FE(A7Y) (4.59)
to

Here a is an integration constant, which will be evaluated below. Note that if the system is coupled to
the bath, it will equilibrate and the scaling function F'¥ approaches its equilibrium value F¥ (00) = Felé
at large times. Within a perturbative RG approach a long-time decay of the mass fixed point should
not emerge, and r* should reach its fixed point value r7, = (N + 2)Kju*e exponentially fast. This
results in a condition for the integration parameter a:

a= (N—|2—ZQ)u*/0°° dz <FK () — Fe[é) o (4.60)

From the condition for a the value of the universal short-time exponent 6 can be derived.
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4.3 Large-N equations

In this section the large-/V expansion, presented in section 1.4 is extended to the three-branch contour,
introduced in section 3.2. The action along the three-branch contour can be evaluated within a saddle
point approximation, which becomes correct in the limit N — oco. The controlling parameter in this
expansion is the inverse number of field components 1/N. The strategy for deriving the self-consistent
equations is the same as in equilibrium, however now with the HS-transformation performed along
the three-branch contour. Instead of introducing one Hubbard-Stratonovich field, one field p; for
each branch j = M, +, — of the contour is necessary. After the Keldysh rotation one thus obtains
p = (pu, pe, ,oq)T. The same must be done for the order parameter field h, which is now a vector along
the contour h = (has, he, hg)T. After integrating out the fields (¢ar, ¢c, ) along the contour, this
leads to three effective masses (rar,re,74) for each contour respectively. Performing the saddle point
approximation, nine saddle point equations are found. Those equations are coupled, not only due to
the external bath, but also due to the ¢*-interaction term. This derivation is done in detail in Ref. [31]
and is therefore not repeated here. The final result is the following:

Along the Matsubara axis the self-consistent equations for the field hj; and the effective mass rj; are
given by,

”

rv =To,i T+ El(f)%w—l-ulG,{w (JI,T;.T,T) R (4.62)
with the Matsubara-Green’s function GA_/} = w3, + 1+ k? + n(wnr), derived in section 3.2. This
set of equations, which has to be solved self-consistently, is the usual equilibrium result. It is, as
causality implies, independent of the post-quench system. From those equations one obtains the known
equilibrium exponents h oc 677, with 8 = 1/2 and & oc 67" with v = 1/(d + z — 2) below the upper
critical dimension d,.. Above d,. all exponents take their mean field value.
For the post-quench system, only the classical component of the effective mass r. and the field A, is

non-zero, while for the quantum components only the trivial solution hy = r, = 0 is possible. This is
again a consequence of causality. For the classical components of field and mass one finds

he = / dt' GE-1 (t, t/) e (#) + b / i (i7,t), (4.63)
r(t) =Fof + %gbz (t) + giGﬁ( (z,t;2,1). (4.64)

Here [ 17 (i T, t) is the coupling across the quench due to the external bath. G2 is the retarded function,
which now, due to the time-dependent mass also displays aging effects:

Gﬁ_l(t, t' k) =— (af +r(t) + k2> S(t—t)+nit—t). (4.65)
The Keldysh function is given by

G (L k) :/ Rt 5,80 My (s, E)GA(S', . ) (4.66)

This function has still the same structure as in Eq. (3.60), but now, the bare Green’s functions as well
as the memory function have to be replaced by the dressed ones.
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By expressing the final mass 7o ¢ via the equilibrium Keldysh function Gég and using the critical point
property r¢ = 0, the large-N equation can be brought to a more convenient form

r(t) = g /k (GK (re,t, k) — Ggg(o,t)). (4.67)

This equation has the same structure as the RG result in Eq. (4.60). By using the scaling form of
GE(r,t, k), one can show that both equations indeed result in the same condition for a. The relation
of the RG and the large-IN equation is discussed in the next section.

4.4 Connection between RG and large-N

The time-dependent mass equations obtained via RG in Eq. (4.60) and 1/N in Eq. (4.67) look very
similar. Indeed, it can be shown via scaling arguments, that they lead to the same value for a, of course,
taken in the appropriate limit N — oo and near the upper critical dimension. Taking the scaling form
of the Keldysh-function yields for Eq. (4.67):

i) =5 [ (6¥nt.b) - GE0.1)

k

uKd At 2—z—¢ K K

This equation is in the limit ¢ — 0 identical to the condition for a, derived via the RG-flow equation for
the fixed point 7*. The basic ingredient is the assumption of a scaling form G¥ (k, t,t) = k=2t* K (k*t).
The goal of this section is to explicitly derive the RG flow equations, starting from the self-consistent
equation obtained in the large-IN limit. This is instructive, as it allows to derive a flow equation for
u which shows that w(t) approaches its equilibrium fixed point value exponentially fast. It further
highlights once more the scaling connection between momentum and time and the role of reaching a
stationary state for large times.

The large-N Eq. (4.64) for a quench starting in the symmetric phase reads:

” A ad
T(t):ro,f+2/ (gwl;diGK(r(t),k,t,t). (4.69)

In this section, the short notation 7(t) = r; and for the equal-time Keldysh function G¥(ry, q,t,t) =
G®(r¢,q,t) is used. Further, as the deep quench limit can be taken in the Keldysh function, the
irrelevant parameter 7, !is skipped in the argument of the effective mass. In the RG spirit, the
momentum integral is split into a spherical zone with slow modes with |k| < A/b and a thin shell with
fast modes A/b < |k| < A. The thickness of the shell can also approximately be expressed via the small
parameter [ = logb. This yields

A qdg Afb - qdge
/ (QW)diGK(’Ft,kht) :/ (QW)diGK(Tuk,t)+Kd/1diGK(Tt,/l,t)l (4.70)

Note, that the Keldysh function G¥ (1, A, t) is evaluated at the cutoff k = A. Ast > A1, it is possible
to use the long-time expansion derived in section 4.1.2. This corresponds equally to a Taylor expansion
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of GK around r(t) = 0, yielding

A qd
~ Us9—2-d d°k . k(g /
7“<t)—7"0,f+2b / (271)le (r(t),k,t)
d 0iGE (r, At
+@ iGK(o,A,t)Jrla(w r(t) |1
r=0

o 0275 A G (1), R, 1) + AN G (0, 4,8) 1

. (4.71)
AiGKE (r, At
|- u ACEAY
In the last line, the expansion for small [ and
A J3d
-~ u 2—2—d d k . K I /
r(t) = rog + 50 / e (r (t ),k,t> , (4.72)

was used, to write the self-consistent equation in a more convenient way. Now, every term can be
rescaled according to the appropriate scaling law, especially b*r(b*t) = 7/(t'). As 1o will become time
dependent under this procedure, one needs to write ro ¢ = 79(t). For the same reason, it is also necessary
to consider u = u(t). It holds

brog(t) + “pi=d== [ 4dgi G (¢ (t'), g, t') + “DKa1%5 GK (0, A, 1)1

() = () KaAd i GE (r A1)
L- 2d 87“7 : |7":0l

. (4.73)

At this point, it is possible to derive the flow equations for the different parameters r(¢) and u(t). For
the time-dependent mass the differential equation of section 4.2 is obtained:

dr or uK /e

U
/R TA

1GE(r(t), A,t), (4.74)

where again only terms up to linear order for small [ have been included. For the rescaled interaction
parameter the scaling equation is given by:

PN () s
1 _ uKdAd 0i GK(T,A,t) l
2 or
r=0
2(t)KgAT 01 GE (r, A, t
oty 4 U )2 o & (‘g: A (4.75)
r=0
This results in a flow equation for u
du(t) du u? (1) KgA? 0i G (ry, A, t)

= eu(t) + E'Zt + 5 o By (4.76)

At the fixed point it holds % = 0, which leads to a nonlinear differential equation for uw*(¢). This
differential equation can however be solved by using the long-time expansion for G¥ (s, A,t) which was
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4.5 Formal solution for the time-depended mass r(t)

derived in Eq. (4.23). The assumption for the long-time expansion tA* > 1 is always fulfilled in the
@*-model, as A~ is one of the microscopic timescales, below which the model is no longer valid. The
final result of the long-time expansion is

GE(ry, A, t) ~ GE(0, A, t) + 2ir(t)cx, (4.77)
with the coefficient cx = [ %Gg(w)Gg(w). Inserting this result into Eq. (4.76) one finds
eu*(t) + ;t 2t —u*? (D) KgA%eK = 0. (4.78)

Before writing the solution for u(t), it is helpful to note, that the equilibrium fixed point Usy =

¢/ (KqAYCH) fulfills this non-linear differential equation. The differential equation has the general

solution
€ 1

= KdAdCK 1+ e—eate/z/(chKAd)a

where « is an integration constant, which has to be fixed by the boundary conditions. An open system
will thermalize due to the coupling to the external bath. In this case, one expects u*(t — c0) = Ugys
which is only possible for &« — oo. For any finite «, the time dependence t=¢/% will lead to u*(t = 00) =
0. Thus, with a@ — 0o, v* must reach its fixed point value on microscopic time-scales, which is only
possible for an exponential fast decay right after the quench. In contrast to the differential equation
for r(t) no further conditions and constraints are stored in the differential equation for w. Thus only
one new exponent is sufficient to describe the post-quench dynamics. The interaction parameter will

reach its equilibrium value exponentially fast on timescales smaller than %,,;..

u* () (4.79)

4.5 Formal solution for the time-depended mass r(t)

In this section, the RG-Eq. (4.60) and the self-consistent Eq. (4.67) for the time-dependent mass r(t)
will be solved. To handle both cases at the same time, the appropriate limit of small € and N — oo is
taken. The extension to finite IV is straightforward. The result of this section is:

o CKCO€ 1
r(t) = 5. 12 (4.80)
With the coefficient
dw
CK = Q—Ggl(w)Ggg(w), (4.81)
w
which is an universal coefficient from the fixed point value of u* and
o0
Co = /0 da 2?71 (i (2, 1) — iFefg) . (4.82)

The universal constant Cy is the difference between the bare post-quench Keldysh function and its
equilibrium value. The emergence of the factor guarantees that the exponent 6 is indeed new in the
sense that it cannot be expressed by equilibrium exponents. The result also shows that 6 is universal,
as it can be expressed uniquely with dimensionless integrals over scaling functions. Being proportional
to the distance € to the upper critical dimension justifies a controlled expansion in r(t), as it was done
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4 Non-equilibrium dynamics in post-quench systems, general formalism

e.g. in the Dyson equation. And finally it shows, that the scaling ansatz is indeed a self-consistent
solution to the post-quench problem.

To solve the equation

uKq [* 3—z—¢ [ MK K

r(t) = =5 /0 dk k (1G (k,t,t) — lGeq(k:)> (4.83)
self-consistently, one further expansion is needed, an expansion for small €, hence near the upper critical
dimensions. Since the interaction parameter u is of order €, see also section 4.4. At the first glance,
it would be sufficient to expand the Keldysh function around 7(t) = 0, and thus replace G¥(q,t,t) in
the integral by its bare value g® (¢, t,t). This integral is exponentially convergent for any open system.
For discussions of an isolated system see chapter 6. But already the simple long-time expansion with
the Dyson equation shows, that thermalization is significantly slowed down by interactions, leading
to corrections going with GI(k,t,t) ~ r(t)k=#T2. Such corrections generate 1/e-terms under the d-
dimensional momentum integral,

A
1 1 —€ —€

where kg is some lower cutoff, introduced below. Multiplied with ur(t) those corrections are also linear
in € and have thus to be included. Thus, up to first order in a controlled e-expansion, one has to
include not only the bare post-quench Green’s function, but also the first order corrections from the
long-time limit. As the long-time expansion is well controlled for ¢ > k*, and for short times the
Green’s functions are independent of the momentum k, see section 4.1.3, no further terms can generate
1/€ under the integral. Here, it is useful to interpret large times, as k > t~1/% which leads to a natural
lower bound of the momentum integral. Thus, by expanding GX(k,t,t) = g (k,t,t) + GE(k,t,1),
where G{( contains only first order terms generating 1/e under the integral, one can solve the equation
for the time-dependent mass self-consistently

_uKd > 3—z—e [: K K UKdT(t) —e 71/2 -
(1) =2 /0 Ak (i (k1) —iGEk0)) + T (A () ) s

This equation must hold for all times after the quench. Thus, the time dependence of terms going with
r(t) and with some different time dependence, the momentum integral over g (k, ¢, ¢) —iGE (k,0) and
r(t)t~¢/*  have to cancel separately. This leads to two different conditions, which have to be fulfilled
at the same time, one for the interaction parameter and one for the time-dependent mass. Note, that
this form is completely general and holds for both dynamic regimes. It is only based on the assumption
of thermalization in the long time limit. In Ref. [30] and Ref. [31], the scaling form of the Keldysh
function was used, to extract those two conditions. Going over to the scaling form, makes it more clear,
which terms have to cancel, but it is not necessary to solve the 1/N-equation in full generality. For the
RG solution it is however elementary to be near the deep-quench fixed point.

The condition for the interaction parameter is fixed by the long-time expansion of the Dyson equation:

cre°
Ky

u =

(4.86)

This is again the equilibrium fixed point value v*. It shows, how strongly the assumption of equilibration
at large times is related with the fixed point value of u*. Within the large- N approach, it is not necessary
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4.6 Comparison of the developed non-equilibrium methods

to tune w to this precise value u* to observe non-equilibrium scaling. u = u* is a consequence of using
the long-time limit of G¥X and an e-expansion.
The time-dependent mass is given by

cKetE/z

r(t) = =5 /Ooodkk326 (igK(k,t,t)—iGg(k,O)). (4.87)

As mentioned above, it is not necessary to assume in the 1/N equation a pure scaling form in g¥.
Neither it is necessary that the deep-quench limit is well defined. In contrast, the amplitude depen-
dent parts are still relevant in the prethermal regime, for the closed as well as for the open system.
However, using only the deep-quench scaling part of the bare post-quench Keldysh function, derived in
section 3.5.3, one can introduce a dimensionless constant

Co :/ da 2%/ (ifK(m)—iFjg) : (4.88)
0
And one finally finds
. CKC()e
r(t) = 52 (4.89)

The physical implications of this effective mass are discussed in the next two chapters for two different
models.

4.6 Comparison of the developed non-equilibrium methods

Three different methods have been presented in this chapter to analyze the post-quench dynamics of
an interacting system. The Dyson equation and thus an expansion in a small self-energy is a useful
approach to obtain the long-time limit of the Green’s function. Essential is however the knowledge of
this final, equilibrium state. With this approach, it was shown that also in the quasi-adiabatic long-time
limit the Green’s function displays aging effects. Those aging effects originate from the thermalization
to the QCP, independently of the assumed decay in time of r(¢). For short times, this approach fails,
as the scaling solution rg. leads to logarithmic corrections, and thus more effective methods must be
developed to sum up those logarithmic singularities in a controlled way. We presented two such methods,
the extension of the RG and the large-N method to the non-equilibrium post-quench dynamics. The
result in the RG leads to

a (N +2)Kqu*eA? /t
t

At ¢ (PR () - Fl)

:t2/z B 212/7 .
_a (N+2)KdU*6A4_Z ! 1 2=z K 1oy K
S it /to ar' 175 (G (A1) — G (4,0)) (4.90)

The parameter a is an integration constant. Here, a scaling form for the Keldysh function is used,
GE(At,t) = A722FE(A%t), to make the connection to the large-N result visible:

U d
r(t) = 2/|k<A (gﬂl;d (GK(rt,t, k) — Gg(o,t)) ) (4.91)

Both equations lead to the same condition for a, by taking the appropriate limit N — oo and ¢ < 1, if
G obeys a scaling form. It is important, that it is not necessary to assume a scaling form r(t) = at=2/%,
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4 Non-equilibrium dynamics in post-quench systems, general formalism

On the contrary this effective mass is an explicit result of the post-quench dynamics. Thus, it is also
possible to calculate the dynamics for systems where the ansatz for r(t) is less clear from scaling
arguments, for example at the upper critical dimension [31]. It is also not necessary to know the full
solution of the EOM with r(¢), but we present a method how to include the effective mass perturbatively,
by paying attention to the generation of 1/e terms. The price is to perform also an e-expansion in the
1/N equation, which is in general not necessary. Here however, complications arise from the interplay
of the coupling to the bath and the time-dependent mass. Thus the full solution for the equation of
motion for ¢ is not known, making a further expansion in a small interaction parameter v and thus
small 7(¢) necessary. The final result for the effective mass reads:

€/z oo
r(t):CK;t /0 dk k3= (iggg(k,t,t)—iag(k,O)). (4.92)

Where g¥ refers to the part of the Keldysh function which obeys scaling, thus where the deep-quench
limit can be performed. This equation is evaluated for the open system in chapter 5 and for the isolated
system in chapter 6.
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Chapter 5

Post-quench dynamics in an open system

In this chapter, the post-quench dynamics of an open system are analyzed. Therefore, the result for
the inverse correlation length r(t), derived in the previous chapter in Eq. (4.80), is evaluated explicitly.
Here, the p*-model is coupled to an external bath of harmonic oscillators (see section 1.1). Due to this
external bath, the system can dissipate the energy induced by the quench. The bath is expected to
stay in equilibrium at zero temperature for all times after the quench, thus the QCP is reached in the
limit ¢ — oco. In this chapter, only z > 1, and thus bath exponents a < 2 are considered, as only for
those kinds of baths the equilibrium dynamics are dominated by the diffusive term.

The non-equilibrium dynamics of an open system quenched to the QCP are analyzed in Refs. [30, 31].
Especially, it will be shown, that the scaling form of the effective mass,

ree(t) o tV/7 (5.1)

allows to analytically determine the time dependence of the order parameter as well as the Green’s
functions in two different time regimes: the prethermal regime at intermediate times and a quasi-
adiabatic decay to equilibrium. The basic ingredient to obtain the effective mass in Eq. (5.1) is the
deep-quench limit. The conditions for taking this deep-quench limit is discussed in section 5.1. It
will be shown, that this scaling term is always present for times larger than some microscopic time
scale. However also quench-amplitude dependent terms emerge, which lead to a ballistic growth in the
correlation length in the prethermal regime. In section 5.2 the Heisenberg equation of motion for the
order-parameter () (t) are derived. This equation is evaluated in both time regimes. In the prethermal
regime the scaling form, postulated in chapter 2 is confirmed. Especially, the order-parameter dynamics
are given by

(e)l) o t’, (5.2)

with universal exponent 6, which is connected to the light-cone amplitude a by Eq. (4.40). The value
of the 0 can directly be evaluated with Eq. (4.80). For an Ohmic bath we find analytically 6 = €/4,
with € = 4 — d — z. The general z-dependence of f can be evaluated numerically and is depicted
in figure 5.2. The implications of the universal exponent 6/¢ in the prethermal regime are discussed
in section 5.3. For the long time dynamics the known equilibrium exponents are recovered in the
order-parameter dynamics, with 6 entering in an universal amplitude. Such effects are also known in
classical systems [66]. Further, it is possible to extend the FDT in the quasi-adiabatic long time limit
to calculate time depended corrections to the Bose-Einstein distribution function npg. In section 5.5
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5 Post-quench dynamics in an open system

g

3

4 t; t

Figure 5.1: The growth of the correlation length £(t) after the quench. For timest < t; = wi_ZWZ/Q,
the correlation length £ grows approzimately with a light-cone (blue dashes), while for
t > t;, in the long time limit, & grows approximately with the predicted scaling form
tY/% (green dots).

the hierarchy of the different short-time scales is discussed. In the last section 5.6, the classical limit is
taken, where the results from Refs. [28, 29| are recovered. This limit is not only a double check for the
results in the quantum limit, but is also instructive to understand the difference between classical and
quantum quenches.

5.1 The deep quench limit and the correlation length

The bare post-quench Keldysh function is the essential ingredient for analyzing the post-quench dy-
namics, as its equal time value g% (k,t,t) determines the effective mass r(t). To obtain the scaling
form

""sc(t) = at_2/z ) (53)

with quench amplitude independent coefficient a, it is necessary to take the so called deep quench limit
in g%, where the quench amplitude w; is formally sent to infinity. In this limit, there are terms in
g% (k,t,t), which are independent of the quench amplitude and independent of w; < w,. Those terms
generate the scaling form of ry(t). But in the expansion around w; L' 0, there are also terms in
g™ (k,t,t), which are relevant and strongly dependent on the quench amplitude. At short times after
the quench, those terms can be larger than the scaling solution and thus determine up to leading order
r(t). They are analyzed in appendix B, where it is shown, that for times ¢ > t; = w;” Z4%/2 the deep-
quench limit can always be performed, without divergent terms for w; — 0. In this limit, the correlation
length, £(t) o< 7(t)~1/2 is given by its scaling form:

E(t>t) ot/ (5.4)

For times smaller than ¢; second order corrections emerge supplementary to the scaling part in r(t),
which is still present. The prefactor of those corrections can be larger than the light-cone amplitude.
The time dependence however of those dominant terms goes always with

E(t<ty) oxt, (5.5)

independent of z. The time-evolution of ¢ is presented in figure 5.1. By comparing the time-scale t;
with the time-scale limiting the prethermal regime t*, it can be shown, that ¢; < t*, at least for positive
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exponents # and small quench amplitudes. Thus somewhere in the prethermal regime, the time evolution
of the correlation length changes its power-law exponent. On the other hand, the scaling form is always
present, which generates the power-laws in the order-parameter and in the Green’s functions. In the
remaining chapter, only the impact of the scaling form r¢.(¢) will be considered.

5.2 Order parameter dynamics, general formalism

In the sections 4.2 and 4.3, only quenches starting in the symmetric phase with (¢) = 0 have been
considered. In Ref. [31] we derived the 1/N-equations in great detail along the three-branch con-
tour. They include already the effects of a finite initial order parameter (¢) = ¢;. To include a finite
order parameter within the RG-equations, one needs to consider a supplementary flow equation for
o(t) = (p(t)), leading to a differential equation in time for the order parameter dynamics. Here, only
the 1/N equation is considered, as the extension to finite N is straightforward, if G¥ (k,t,t) obeys a
scaling form.

A finite initial order parameter can be achieved by either switching off an initial, external field h; at
t = 0. Or by an initial mass parameter r; < 0 located in the symmetric broken phase. Both protocols
lead the same result within the deep-quench limit. This is similar to the classical, critical boundary
scaling [50, 52|, where there exists a analogy between the ordinary phase transition with finite external
field and the extraordinary phase transition. In this section, the general formalism to describe such
a quench protocol is derived. A spatially homogeneous order parameter ¢(z) = ¢ is considered. It is
evaluated in the prethermal regime in section 5.3.2 as well as in the quasi-adiabatic long time limit in
section 5.4.1.

Consider the 1/N-equations for a quench starting in the symmetric phase, with finite initial magne-
tization ¢;. In this case, the 1/N-equation is modified by a supplementary term:

r(t) =ros + ug / GE(q,t,t) + %&(t}. (5.6)

The order parameter obeys the following 1/N-equation:

0 ¢
o[ dsbntt—s) = r(0) = [ dsdnte = 0(s) - 5Pl (5.7)
—0o0

For times ¢ > t., the second derivative can be neglected compared to the bath spectral function 7.
First, the effective mass in Eq. (5.6) is analyzed. The bare post-quench Keldysh function G* defined
via the anticommutator of ¢(¢), is unchanged compared to the Keldysh function for a quench starting
in the disordered phase. Thus, it can be obtained by exactly the same methods, as presented in
section 3.5. Further, it can be evaluated in the same manner like for a quench with ¢; = 0, where the
Keldysh function is expanded for small r(¢). Including also terms from the long time limit yields

z </
r(t) = 5 6%() +uf/ (9% (k. t.1) = GEB)) + Er(0) |1 - (A t) . (5.8)

q ,yz/2
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5 Post-quench dynamics in an open system

This equation is fulfilled for all times after the quench if

up =u’, (5.9)

. . €/z
(£) =ragm(t) + K (7 ﬂ) (1), (5.10)

2Ky t

where 74y, (t) is the effective mass for a quench starting in the symmetric phase, derived in section 4.5.
The value of u is not affected by the quench direction. But the finite order parameter ¢(t) changes the
effective mass by a supplementary term. This effective mass can be inserted into Eq. (5.7), to obtain
a non-linear differential equation in time for ¢(¢):

CKG'YZ/Q ,Yz/Q
2K,

0

€/z ‘
3(t) — s — 8)o(s) — 0?7 = ¢ s —5). .
) (1) /O ds 61t — $)6(s) — O2(t) = & / dsdn(t—s). (5.11)

t -0

T'sym (t) ¢(t) +

This differential equation can be solved approximately in two limits, in the prethermal regime at inter-
mediate times and in the quasi-adiabatic long time limit where r(¢) ~ 0. Note that the supplementary
term does not change the scaling solution 74 (t) = at~2/# in the prethermal regime, if ¢?(t) # t¢/(*)¢=2/=,
This will be confirmed in the next section for the prethermal regime. In the quasi-adiabatic limit,
¢ o t~(2+9/(22) turns out to be the only non trivial solution.

5.3 Prethermal regime

In this section, the prethermal regime is analyzed for the open system for quenches starting in the
disordered as well as in the symmetric broken phase. The quench direction does not affect the scaling
form of the effective mass, as well as the scaling form of the Green’s functions. This effect is like
in equilibrium, where the exponents are found to be dependent only on the absolute value of the
distance to the critical point and independent of the system being in the ordered or disordered phase.
In the prethermal regime, the dynamics are described by a new, universal exponent 6, which will
be determined for different dynamical exponents z > 1. The implications for the Green’s functions
are shortly summarized, as they are derived in detail in section 4.1.3. Further, the order parameter
dynamics are analyzed for a quench starting in the symmetric-broken phase.

5.3.1 Determination of the exponent

The non-equilibrium exponent § = aC, is given by (see section 4.5),

0 = cxCoCre, (5.12)
with the different coefficients:
sin(7/2)
c, = - /2 5.13
/) 1)
_ s 2/2
_ Z/2z(2 z)sin® (7 /z) u
K= 4sin(mz/2) ’ (5.14)
Co :,71—2/2/ da 2?71 (i 5z, 1) - iFelé) . (5.15)
0
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Figure 5.2: The value of the universal exponent 0 for different z.

The three coefficients will be discussed separately. The first one, C, enters from the short-time evo-
lution of G®. It is the factor connecting the light cone amplitude a with the universal exponent 6,
see Eq. (4.40). This coefficient is the same for the classical, as well as for the quantum system. The
factor cx originates from the long-time expansion of the ultra-fast modes k < A, which equilibrate on
timescales tmic. It also fixes the interaction parameter u to its fixed point value u*, see Eq. (4.29).
The coefficient Cy is given by the difference between post-quench and equilibrium Keldysh function,
expanded around 7s.(t) = 0, see Eq. (4.82). The subscript sc indicates that only the part of the Keldysh
function is taken which obeys scaling.

Note that due to the interplay of the three coefficients, 6 is indeed independent of v and thus dimen-
sionless.

The integral in Cy can be evaluated numerically for 1 < z < 4 and is analytically calculated for z = 2 in
appendix C, see also Refs. [30, 31]. The result for /e is depicted in figure 5.2, for z = 2 one explicitly
finds 6(z = 2) = €/4. The z-dependence of 6 is very particular. For example, the exponent 6 vanishes
for z — 4. This is due the upper critical dimension being 4 — z, thus z = 4 corresponds to evaluating
a zero-dimensional system. At z = 4 there is a sign change in the long-time coefficient c¢. For the
classical system c& decays monotonically to zero with increasing z, see also figure 5.5.

Note that for sub-Ohmic bath spectra, z < 1.8, there is a sign change in the exponent. This sign
change is due to the coefficient Cy, as the other two coefficients are positive for all z. This is due
to quantum oscillation in the scaling function F%(t). The sign change indicates a crossover from a
damped oscillator behavior to overdamped dynamics. Such an effect is not present for a quench to the
classical critical point, where the post-quench dynamics are always overdamped.

5.3.2 Order parameter dynamics and Green’s functions

The naive scaling argumentation in chapter 2 suggested that the order parameter grows in the prether-
mal regime with ¢(t) oc Y. This picture can be confirmed by inserting the scaling solution re(t) =
at=%/% in the equation of motion for ¢ in Eq. (5.7). In the prethermal regime, this equation can be
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#(t)
&i

— E - -

Figure 5.3: Order parameter dynamics in the prethermal regime for 8 > 0 (blue) and 6 < 0(red
dots). In the prethermal regime, ¢(t) grows/decays with t°.

simplified to:

0

7 olt) - / ds dn(t — 5)¢(s) = & / ds dn(t — s) + /O " dsd(s)d(t—s).  (5.16)

tmic —00

The assumption of neglecting the ¢3-term, which also enters due to the effective mass given in Eq. (5.10),
and which renders the differential equation non-linear, is only reasonable for small ¢. It will be justified
below. As the scaling ansatz for r(t) is only valid beyond the microscopic time scales, the time evolution
on very short times is taken into account by introducing ¢! = ¢(tmic).

The equation 5.16 can be solved via LT. It reads

§ = 0wofe) = [l o — o)+ of 1) (5.17)

—oo w
where gf'(k = 0,w) = én(w). The LT has been introduced in section 3.4. To obtain this form, it
is crucial to recall that the bath spectral function n has a retarded structure with n(¢ < 0) = 0.
Also note, that there is no regularization problem at the lower boundary of the time integral ds, as
n((t —s) — oo) = 0, due to the bath cutoff. This equation can be solved by an expansion for small

amplitudes a in ¢(w) ~ ¢o(w) + ap1(w). As a is of order €, this expansion is justified near the upper
critical dimension. Inserting this expansion in Eq. (5.17) yields:

¢o = ’5 (5.18)
apy :/00 dw’ r(W)do(w — W)g(k = 0,w). (5.19)

Transformed back into time-space, this yields

t
o(t) = ¢ + 8! / ds g"(t, 5)

tmic

ya
g2/z"

(5.20)

This integral is similar to the one obtained in the short-time expansion of the Dyson equation for g*.
It has a dominant contribution which is logarithmically divergent

6(t) ~ ¢! (1 +0log -+ ) . (5.21)

mic
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As 0 is a small parameter and by including higher order corrections, which also show logarithmically
divergent behavior with appropriate coefficients, the logarithm can be exponentiated:

¢(t)=¢i< ! )0- (5.22)

tmic

Note that 6 is the same exponent as in the Green’s functions G*/X. It is given by Eq. (5.12), which
was evaluated above. For positive 8, the order parameter grows after a quench to the QCP, while it
decays for § < 0, or z < 1.8, see figure 5.3. Still the exponent 6 is of order € and thus the effect of
growing/decaying of the order parameter is small, therefore it is not in contradiction with the language
of a prethermal plateau, used in literature [5].

Further, note that ¢ is indeed small, thus the assumption of neglecting the p3-term is indeed valid.
And the time dependence of ¢ is such that it will not affect the scaling-part of the effective mass, going
with re(t) = a/t??

The time dependence of the Green’s function has already been evaluated within the Dyson equa-
tion in section 4.1.3. As it was shown above, the time dependence of ¢(t) will not affect the scaling
form of the effective mass, and thus does not change the generation of logarithms in an expansion in
7(t). The main result thus remains unchanged:

0
GR/E (k1,4 = ! <t> FR/K<th,t’/t), (5.23)

o k2—z \ ¢

where the scaling function F/%(z y) is well defined in the limit y — 0. This result was obtained
for t > ¢ and in the short-time limit of mode ¢ < k*. It was used, that in the quantum limit, the
singularity for # — 0 is captured by the same exponent 6, in contrast to the classical limit.

5.3.3 Timescales of the prethermal regime

The emergence of the prethermal regime in ¢(¢) is characterized by different timescales. To apply the
p*-model, it is necessary to be at times larger than the microscopic timescales ¢, which are discussed
in section 5.5. It is limited from above by the cross-over time-scale t*. A scaling argumentation for the
order of t* was given in chapter 2, in this section, t* is derived from the order parameter dynamics and
is compared to t;.

One basic assumption to solve the order parameter differential Eq. (5.7), was that the ¢-term in
the effective mass can be neglected. This is reasonable for small ¢. The smallness of ¢ is guaranteed
by a small initial ¢;, thus a small quench amplitude, and the collapse of the order parameter right after
the quench. This collapse follows from the result of the correlation length, which recovers at t* to its
initial pre-quench value &;.

The order parameter grows for z > 1.8, making at some time ¢* the assumption of neglecting the ¢3-
term in the differential Eq. (5.16) no longer valid. The timescale t* can thus be defined if the quadratic
term in the effective mass is of the same order as the term originating from the Keldysh function. In
the case of an open system with z > 1 it was argued in section 5.1 that only the scaling form is a
relevant contribution to r(t), thus ¢* is defined via

€/z
a 120\ 2 CreY? (72
s = (07) T ( I (5:24)
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5 Post-quench dynamics in an open system

At this point it is useful to recall, that ¢ has in this picture the dimension of . Considering the
dimensionless part @ = a/+, one finds

v/ (Brovz) (5.25)

1

2‘d|Kdt»2y€ z/(24+220—¢)
- <CK,Y2/z—1+e/2 >

The order parameter ¢ = ¢(tmic) is related to the initial order parameter, via some coefficient, describ-
ing the break-down. By performing a weak quench, the crossover timescale t* can be tuned to large
values. Note that taking the mean-field values of the exponents, § = 0, one finds the main proportion-
ality 7 o< gb;"z/ P This is the value of the time-scale t;, where the time dependence of the correlation
length changes. Thus, for positive 0, it holds ¢; < t*, while for negative 6 t; > t*. This implies, that for
negative exponents, the correlation length grows ballistically in the complete prethermal regime and
that the dominant part of the effective mass decays with ¢=2.

5.4 Adiabatic regime

With the solution of the time-dependent mass, it is also possible to obtain the quasi-adiabatic relaxation
to the QCP at large times, where the system thermalizes. Corrections to the equilibrium values are
the dynamics described by the equilibrium exponents, similar to the Kibble-Zurek protocol. However,
interaction effects lead to a slowing down of thermalization and thus to aging. The non-equilibrium
exponent € enters as universal amplitude of those aging coefficients [31]. It is also possible to connect
the long-time expansion of the retarded and the Keldysh-Green’s functions. This results in an extension
of the FDT, with a time-dependent distribution function n(¢,w).

5.4.1 Aging in the order parameter and the Green’s function

At large times, the order parameter is expected to relax to zero for a quench right to the critical point.
Thus, for times larger than t*, the order parameter varies only slowly in time, making it possible to
neglect the time derivatives of ¢(t) in Eq. (5.7):

/dt’ nt —t)o(t) =~ ¢(t) /OOO dt'om(t—t)=0. (5.26)

The inhomogeneous part ¢; ff)oo dsdn(t — t') may also be neglected, as n(t) decays to zero for large
times. With those assumptions the order parameter equation of Eq. (5.7) reduces to

r(t>t")é(t) = 0. (5.27)

For a non-trivial solution, the effective mass must be equal to zero. This yields for the order parameter
dynamics

1
o _ 20K, S 2—e)/(22)
Pt > t") = (672/21%/26[() t

AN
:<2a/1 ) 1B/ w2) (5.28)

u*,}/e/2
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Figure 5.4: The correction on(t,,w) to the Bose-distribution function np, depending on frequen-
cies and for different dynamical exponents z.

where the time dependence of ¢ was expressed via the large-N value of the equilibrium exponents 3
and v, and the dimensionless light-cone amplitude a@ = a/+ was used. This form confirms the scaling
argumentation of section 2. A further insight of this argumentation is, that the universal amplitude
a/v enters with the coefficient u*, leading to an universal relaxation amplitude.

Within the Dyson equation, the long-time limit of the retarded and the Keldysh Green’s functions,
was derived in section 4.1.2. For times ¢,t’, where both times ¢,t" are larger than the mode time k™2,
but the time difference is still small, t — ' < k™%, the result was:

GE(k,t,t") =GE (k,t — ') — 20 (t — t’) r (t ; tl) CRt—1t), (5.29)
K / K / [t ok /
GE (o, ') =G (k,t — ') — dir ( . ) CK ket — '), (5.30)
with the coefficients
CR (e, 1) = / j—:Re R (koo)lm GE (k,w)e 1 (5.31)
CK (I, 1) = / ;—:Re GE (ke 0)GE (I, w)e ! (5.32)

For a quench from the disordered phase, the scaling solution r(t) = at=Y (%) can be used to express
the corrections to equilibrium via the large- N or RG values of the equilibrium exponents. For a quench
from the ordered phase, the solution of the order parameter equation suggests either ¢(t > t*) = 0 or
r(t > t*) = 0. In the first case, the same result as for the opposite quench direction is obtained, but
at the cost of a trivial order parameter for ¢ > t*. In the second case, the relaxation in the Green’s
function seems to go faster for ¢, > t*, making it necessary to include higher order corrections in the
order-parameter dynamics, to see derivations from equilibrium.

5.4.2 Fluctuation dissipation theorem

The similarity between G and G¥ in the long-time expansion suggests to seek for a FDT-version out-
of-equilibrium with the distribution function n(¢,w) depending on time [31]. We recall the equilibrium
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5 Post-quench dynamics in an open system

FDT:

GE (k,w) = 2i coth <2°"T> Im G& (k,w) . (5.33)

To generalize the FDT to the post-quench regimes, the absolute time t, = (¢ + t')/2 is introduced.
Further, the Wigner-transformation of Egs. 5.29 and 5.30 is performed. By expressing Ggg(k,w) by
Ggl(k,w), one finds

K —o; w R R
G, (k,tq,w) =2i coth <2T> [1 —2r(tq)Re Geq(k‘,w)} Im G, (b, w). (5.34)

This form implies that GX can also be written

> 2i Im n(w)

2
[/{:2 +7(ts) + Re n(w)} + [Imn(w)] 2

GE (k, to, w) ~ coth <w , (5.35)

2T

where an expansion around a small mass r(t) is used. This result demonstrates that the limit ¢, > k=7
and t — t' < k™% corresponds indeed to the limit of a quasi-adiabatic relaxation. Further, one can use
Eq. (5.29), to introduce a distribution function n(t,,w):

GE (k, o, w) =2i coth (2‘“;) [1 + 2r(tq)Re ijg(k,w)] Im GE(k, ta, w) (5.36)
=2i [2n(te,w) + 1] Im GF(k, te, w) . (5.37)

With the Bose function np, the post-quench distribution function can be written as n(tq,w) = np(w)+

on, where the correction to equilibrium is given by
]432
os(Z) + sin (=) ] (5.38)
z) w2

w 6T (2/z)

on(ty,w) =coth | — | ————=-~

() = ot (57 e
Note that this result was obtained in the limit ¢, > k% > ¢ — ¢'. This implies that (wt,) %% < 1,
as well as ﬁ < 1, thus the dominant contribution for z # 2 originates from the cosine part, going
2/z

with én oc w?/?. For the Ohmic bath holds én oc w?. This slow algebraic decay shows that the system is
non-thermal and a time-dependent temperature cannot be introduced, as in this case the decay would
be exponential. The amplitude of dn is proportional to the non-equilibrium exponent 8. Via 6 the
sign of dn can change. It is positive for z 2 1.8, indicating that for Ohmic and sub-Ohmic baths
there is even at large times after the quench an increased number of excitations. For super-Ohmic
baths dn becomes negative, showing that the density matrix is non-diagonal in the energy basis. Those
off-diagonal terms come from quantum coherence and prevent an interpretation of dn as distribution
function. The frequency dependence of dn(t,,w) is depicted in figure 5.4.

5.5 Hierarchy of different short time scales

The post-quench dynamics are not only characterized by t., tin; and k2 + rg, introduced in section 2.1,
but also by some microscopic time scales. In this section, the damping coefficient v was assumed to be
large, thus ¢, also plays the role of a short time scale. One further time scale is the momentum cutoff A,
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5.6 Classical limit

corresponding to the time ¢4 = A~'. Below this time, the assumption of a ¢*-model is not reasonable.
For an open system also the bath cutoff w. plays a role, with its corresponding timescale ¢, = 1/w,. In
this section, the hierarchy of those microscopic time scales is discussed. Note that in contrast to the
timescales limiting the prethermal regime, they do not depend on the quench amplitude.

To assume a spectral function n(w) o< w®, one must clearly be at frequencies lower than the bath cutoff
we, or alternatively at times larger than ¢.. Thus, for the post-quench dynamics derived in this thesis,
t. must be one of the smallest timescales.

The scaling form for the effective mass can only be obtained for timescales beyond ty, defined via

to =72 /A% (5.39)

For times smaller than ¢y the long-time expansion of the mode on the cut-off shell is not possible. The
timescale to corresponds further to A% ~ 'ytg/ *. where the largest possible momentum contribution A2
is of the order of the damping term. Clearly it is

to > te, (540)

as else the assumption of the low-frequency dependence of n would not be possible. This condition can

be translated into
w2/ > A2, (5.41)

This indicates that even the largest momentum contribution A% has to be smaller than the largest
possible damping term.

This hierarchy can be brought into combination with ¢, the timescale after which (for o < 2 or z > 1)
the ballistic term w? can be ignored and the dynamics are purely dissipative. t, was defined as

z

t’Y = ’)/ 2(z—l) (542)

and can be made small by considering a large damping coefficient . Obviously, it is ¢, > t., as else
again the assumption of the low-frequency dependence of 1 would not be possible. This indicates

Yw?? < W2, (5.43)

Combining this condition with Eq. (5.41) yields
A < we. (5.44)

This condition is reasonable, as it implies that for all modes the assumption of the low-frequency
dependence of 7 is possible. It also implies that t4 > t.. The prethermal regime considered in this
section can only set in after (t.,t,%0,ty). t. was identified to be the smallest timescale. It follows that
ta always lays between tg,t,. Ast, is the only cut-off independent timescale the following hierarchy is
reasonable

wo <ty <ty < Ly (5.45)

In this section only timescales where the bath dominates the dynamics have been considered.
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Figure 5.5: (a): The value 6./¢. in the classical limit, (b): Comparing /€ for different dynamical
exponents z in the quantum (red curve) as well as in the classical (yellow curve) limit.
Note that e = 4 — d — z in the quantum limit, and e. = 4 — d in the classical limit.

5.6 Classical limit

With the quantum field theoretical framework derived in chapters 3 and 4, one can also reproduce the
results for a classical system quenched to the critical point. The results were obtained by Janssen,
Schaub and Schmittmann in Ref. [28] for an Ohmic bath and by Bonart, Cugliandolo and Gambassi in
Ref. [29] for colored noise. In this section the main steps to reproduce this known results are presented
shortly. The key difference arise from the bare post-quench Keldysh function and its equilibrium value.
The logarithmic correction of the retarded Green’s function at short times due to the presence of a
scaling form of the effective mass, as well as the large- N analysis and the order parameter dynamics can
be analyzed in exactly the same manner as for the quantum system. Especially, r¢(t) = aat~%/# has the
same time dependence for the classical as well as for the quantum system, but with a different amplitude
ac1. Before determining a. self-consistently, one short recall, how the crossover from quantum to
classical dynamics is taken in equilibrium within the RG-approach. At finite temperatures, one further
scale has to be considered: the flow of the temperature T, leading to the following flow equation
d7T(l)
dl

Thus, temperature is relevant under the RG-flow and grows to larger values. The first order corrections
to r and u are given by a frequency integral over the uG* (A, w) and uGF(A, w)GE (A, w), respectively.
In equilibrium, G¥ is given by the FDT, where temperature enters via coth (w/(QT)). If the temper-
ature is the largest scale in the system, the coth can be expanded for small arguments, leading to a
prefactor of T'/(2w), at each point, where the Keldysh function enters. To handle the relevant parame-
ter T, one can introduce a new interaction parameter g(I) = u(1)T'(I), and consider its flow under RG.
This is the usual procedure to describe the crossover of quantum and classical dynamics. It leads to
the following flow equation for g

d—g:(4—d) C PN+ 8Ky [ dkFG (ko — 4

1 9—9 (N +8)Kq (k,iwy, = 0). (5.47)
Note that now the upper critical dimension is 4, independent of z. Thus, the small parameter control-
ling the expansion is €. = 4 — d for a classical system in equilibrium.

= 2T. (5.46)
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5.6 Classical limit

The quench to a classical critical point can be performed analogously to a quantum quench by sud-
denly changing the mass parameter, the interaction parameter or an external field, such that the final
parameter configuration corresponds to the parameters of the critical point. The difference now is that
the external bath is and stays during the whole time evolution, at some large but finite temperature
T. The classical limit is taken by considering T" as the largest scale of the system. Consider now the
1/N-equation, obtained for the effective mass r(t) in Eq. (4.85) near four dimensions:

uKg [ —ee (; : TuKqgr(t) (. A
K €c

This equation has been obtained under the assumption of equilibration for the fast modes. This
assumption is still valid, however, the equilibrium Green’s functions are given now at finite temperature
T, leading to a prefactor

© dw 1
&L(2) :4k4/ = GE (h,w)GE ()

oo 2T W

~1, (5.48)

in the long-time expansion. Here, the FDT was used to express G¥ = i4T/wImG*(w). In contrast to

the quantum problem, c}é has no z dependence, leading to a z-independent fixed point value of g*. It

also affects the bare post-quench Keldysh function ¢, which turns out to be also proportional to 7.

In analogy to the quantum-classical crossover, this suggests to introduce a new interaction parameter

g = Twu. The control parameter of the expansion is now €, which is small near the classical upper

critical dimension dy,. = 4. For the 1/N-equation to hold at all times, one can derive a condition for g:
. €cl /€l

=gt=—" 5.49
9=9 (N +8) K%t (5.49)

And for the time-dependent mass:

1 1€c1/z o) . K L AK
r<t>=c%il/ / dk Ko (19 (k. t.1) 1Geq<k7o>>
0

T

cl

_ k¢ 2/2—1 ( ¢K _
_QZtQ/Z/dxx (foﬁl(x) 1). (5.50)

The temperature will cancel out for the equilibrium part, as well as for the post-quench Keldysh
function. The scaling form of the bare Keldysh function g’ (k,t,t) = 2Tk™? folfd(x), was used, to
explicitly derive the integral. To obtain this Keldysh scaling function, one can directly solve the
Heisenberg EOM and evaluate the corresponding expectation values. This is easier as in the quantum
case, because in the high temperature limit only the zeroth Matsubara mode has to be considered
and thus no divergent terms occur. The memory function and thus the post-quench Keldysh function
is evaluated in appendix D. It holds for the difference between the post-quench and the equilibrium
Keldysh functions:

K _ K K
0G™ =g" (k,t,t) — Gy (K,0,0)

:%%Eg/z <— sin(m/z) [kzt/’yz/zr/z> , (5.51)
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5 Post-quench dynamics in an open system

with the Mittag-Leffler function E,(x). This function is positive for all times, since for positive z the
Mittag-Leffler function must be real. The integral in Eq. (5.50) can now be evaluated, see appendix D.
One obtains the known result for the exponent:

N +2 d(2/z)

0o = mm%l 5

(5.52)

with d(«) =2 [;° da E2(—x). The dependence of ) (2) is depicted in figure 5.5 for the classical as well
as for the quantum system. Note that the small parameter is ¢, = 4 — d for the classical system and
€ = 4 — d — z for the quantum system. Both prefactors take however the same value for the Ohmic
bath z = 2 with 6/e = 0., /eq = 1/4. This seems to be a coincidence, as the prefactors cg?) and Cy
take different values for an Ohmic system at T = 0 and in the high temperature limit. Two major
differences occur. Firstly, the quantum value vanishes for z > 4, in contrast to the classical system
where 0(z — oo) — 0. This is due to the upper critical dimension being z-dependent only for the
quantum system and vanishing for d — 4. This is reflected in the vanishing coefficient of v*, and thus
in #. This effect enters via cg, which determines the fixed point value of ©* in the quantum limit and g*
in the classical limit. The coefficient cx strongly depends on z for T'= 0, and is a constant in the high
temperature limit. Secondly, the classical value for 8 is monotonic with z and positive for all z. For the
quantum value of 0(z), the curve is not monotonic. A maximum for z &~ 2.1 occurs. For z < 1.8 the
sign of the exponent changes. The sign change enters via Cjy, where due to quantum oscillations also
negative values are possible, again in contrast to classical systems, where §GX and thus Cy are positive
for z > 1. Also note that in the classical limit the correlation length is always given by &(¢) o 1/,
Here, there are never divergent terms for w; — 0o, independently of the bath exponent and the order
of limits.
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Chapter 6

Post-quench dynamics in an isolated
system

With the results of chapter 4 it is possible to analyze the dynamics of a closed system after a quench
to a critical point. Such an analysis was already done for the quench to a non-thermal fixed point in
Refs. [33, 34, 64]. In this chapter the picture is completed by analyzing also the weak quench limit and
studying the effects of a small but finite coupling to an external heat bath. Those results are compared
with the results obtained by an Euclidean mapping.

Compared to the post-quench dynamics in the open system, two main differences occur: First, due
to energy conservation it is impossible for a perfectly isolated system to reach the quantum critical
point after a quench, and the question if and how the system will thermalize is still open [8, 10].
The question of thermalization will not be addressed here. Second, due to the missing relaxation
processes induced by an external bath leading to overdamped behavior, the dynamics will show oscil-
lations [9, 67]. Post quench dynamics in isolated systems have been realized recently in cold atoms
systems [27, 45, 68]. Here universal scaling functions have been observed already short times after a
quench. The question is, whether this is an universality class of a non-thermal fixed point [69], or
whether the non-equilibrium scaling is influenced by the underlying QCP. In the first case, it cannot
be assumed, that the quantum-classical mapping will give the correct results. In the second case, the
mapping might work. The post-quench dynamics for an isolated p*-model was analyzed theoretically
and numerically by Refs. [33, 34, 64]. The Hamiltonian is given by Eq. (1.1). They used the following
quench protocol: The system was prepared initially in a non-interacting ground state with some finite
mass. At t = 0 the interactions are switched on and the mass was quenched to a critical value. By
making the scaling ansatz for the effective mass,

r(t) = t% (6.1)

they observe scaling functions and a new universal exponent 6 on intermediate timescales, and deter-
mine the light cone amplitude a self-consistently. The quench amplitude w; plays the role similar to
a temperature in the quantum classical crossover. Due to this similarity, this quench protocol corre-
sponds to a quench to a non-thermal fixed point. It is briefly reviewed in section 6.1.1 with the methods
derived in chapter 4. In section 6.1.2 it is shown, that pre-thermal scaling cannot be found if a weak
quench near the QCP is performed.
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6 Post-quench dynamics in an isolated system

A further question is the influence of some small but finite contact to an external environment, as
condensed matter systems are in general in contact with some environment. By analyzing the bare
post-quench Keldysh function, one result of this thesis is that even a small damping rate of the initial
state has a high impact on certain time regimes. This scenario is analyzed in section 6.2 for different
bath exponents « and time regimes. The advantage is here, that the oscillations are naturally cut off
by the finite damping rate. Thermalization to the QCP can be enforced in the long time limit. For the
effective mass, the scaling solution of Eq. (6.1) is confirmed, but with a quench-amplitude depending
prefactor a. This implies that quantum fluctuations are always strong and recover the memory of the
initial state.

In the last section 6.3, the universal exponent 6 is determined via the Euclidean mapping approach.
The result is compared with the real-time result for an isolated and a nearly isolated system. For the
isolated system, the Euclidean mapping completely fails. This is reasonable, as the system is quenched
to a non-thermal fixed point, not reachable in equilibrium. For the nearly isolated system the method
recovers the universal part of the light-cone amplitude a, but fails to predict the dominant non-universal
part. This shows, that there is no analogy between out-of-equilibrium quantum fluctuations and ther-
mal fluctuations. In quantum systems memory effects can be restored over large timescales. This seems
to be an example where the mapping does not work and care has to be taken when applying it to the
post-quench scenario.

6.1 A perfectly isolated system

A basic ingredient to solve the 1/N and RG equation self-consistently was the assumption of thermal-
ization in the long-time limit or equally for the fast modes near the cutoff £ < A. Those modes, which
are near their equilibrium value, lead to corrections of order 1/¢ in the large-N equation and a scaling
form can be assumed. With those corrections two conditions could be extracted, one fixing the inter-
action parameter u to its fixed point value u*, and one for the time dependence and the coefficient in
the effective mass r(¢). If such thermalization terms do not exist, such a long time expansion cannot be
performed. It is not clear, whether this also implies that a straightforward expansion in G¥ = ¢& +G{<
is possible in the integral determining the effective mass.

However, like in Ref. [33] the full system can be analyzed analytically, assuming that r(¢) obeys the
scaling form:

r(t) = <. (6.2)
The corresponding Heisenberg equation of motion for each mode reads
(af Ty 'r(t)) o(k,t) =0, (6.3)

with the solution
o(k,t) = A(k)VtJo(kt) + B(k)VtJ_o(kt). (6.4)

Here, « = y/1/4 — a. A and B are operators, whose expectation values have to be fixed via boundary
conditions. J,(z) is the Bessel function of the first kind, which has the following long and short time
expansion

/T (14 «) forz <1,

Jal@) = { cos (v — an/2 — n/4) (2/(7z))/? forz > 1. (6:5)
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6.1 A perfectly isolated system

To determine the expectation values of the operators A and B, the Keldysh function is needed. This
Green’s function can be determined with the anticommutator of ¢:

1GE (K, t,t) = < [@(k, t), o(k, t’)] +>
VT (k) (Kt <A2(k)> VI T (kt) o (k) <B2(k)>
+ Vit (Ja(k:t)J,a(k:t') n J,a(kt)Ja(kt')) <[A(l~c), B(k)]+> . (6.6)

Similarly, the retarded Green’s function can be obtained from the commutator of ¢. To fix the boundary
conditions, the Keldysh function plays the more prominent role, therefore the retarded Green’s function
is only quoted below in Eq. (6.12). Choosing as boundary conditions the ground state of a free harmonic
oscillator with the initial frequency w? = k? + r;, like in Ref. [63], yields

FGE (ot = 0) = 2wi1(k) , (6.72)
(1605, 0), ok, O] ) =22 (6.7)

([(k,0), &(k,0)] _) =1i. (6.7c)

Here ¢(k,t) = Oyp(k,t) . Note that those boundary conditions are only correct for a non-interacting
initial state. Experimentally, this protocol can be achieved for example in cold atom systems by
performing the quench from ground state and switching on the interaction at ¢ = 0. One problem
with those boundary conditions is, that within the time regime 0 < t < A~! the p*model is not
applicable. This problem does not occur in the open system, where the final state for ¢ — oo is given
due to equilibration with the heat bath. Thus, for the open system, the boundary conditions are fixed
at ¢ = oo, and not at the boundary to the non-accessible microscopic time regime. In the isolated
system, the problem can be approximately solved by fixing the boundary conditions at ¢t = A~! [33],
and ignoring what might have happened within this short-time regime immediately after the quench.
Using the short-time expansion of Eq. (6.5) and simultaneously expanding o ~ 1/2 — a for small a
yields

, 11y KA gyae | KTVPR(BR(R)) 2([A(k), B(K)],)
1G4 AT = I'(3/2—a) AT I'(1/2+a) A F(3/2—a)F(1/2++a)A 1

(6.8)
1—2a 2
([p(k, 0), p(k, 0)]1) ~ ’m

The expansion in small a is motivated in the next subsection. For modes & far from the cutoff A, terms
going with 1/4 and higher orders can be neglected. Using the boundary conditions of Eq. (6.7) yields

wi(k)A~2°T? (3/2 — a)

A% 4 O(a). (6.9)

(A%(k)) ~ R : (6.10a)
(B2(k)) :AQakl_Z:lz (%/ 2-a) (6.10b)
([A,B]_)~T' (1/2—a)T (3/2+a) . (6.10c)
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6 Post-quench dynamics in an isolated system

The set of equations, obtained via those boundary conditions can be analyzed in the limit of a deep
or a weak quench, which will be done in the next two subsections. It corresponds to the boundary
conditions found numerically in [33].

6.1.1 Deep-quench limit: Scaling near a non-thermal fixed point

In the limit of a deep quench r; — oo, the k dependence of w; = v/r; + k2 can be neglected. Keeping
only the leading order in rj yields for the Green’s functions
) VHAT2T? (3/2 —a
iGN (k,t, 1) =¥ 2k2(2a ) V2t T (kt) Jo (Kt | (6.11)
vV k2tt!
2k sin (7o)

i GR(k, t,t') =0(t —t) (Ja(kt)J_a(kt’) - J_a(kt)Ja(kt’)) . (6.12)
The retarded Green’s function depends on the light-cone amplitude a, but not on the quench amplitude
ri. Indeed, the approximation w; ~ /7i is not necessary to obtain the retarded function. This is a
direct consequence of the anticommutator ([¢(k,0),¢(k,0)] ), and thus ([A, B] ) being independent

of wi. By using the short-time expansion of .J,(z) it can also be shown, that G(t, ') fulfills a scaling
form like in Eq. (2.23) with exponent # = 1/2 — a ~ a. However, r; enters as prefactor in the
Keldysh function. This form suggests to handle the quench-amplitude depending prefactor /7 like
in the quantum-classical crossover. Thus, a perturbation theory is built up with small parameter
g= \/EA_Q‘TQ (3/2 — a) u and \/EAQG is treated similar to a high temperature T'. Note however that
the scaling dimension in k of GX o k?>72¢ is for a # 0 different to the one of a classical, thermal
Keldysh function Ggi eq(kst=10) T/ (k%). This directly shows the limitations of the analogy between
the quench amplitude and the temperature, as it would require a mode-depending temperature Ty ~
\/EA_QakQ“. This is not reasonable for the concepts of statistical physics. One should rather interpret
the scaling form of G¥ and G as a scaling near a non-thermal fixed point. In Ref. [33] the full solution
of Egs. (6.11), (6.12) was used, to determine the parameter a self-consistently. In the first paper this
was done within a non-equilibrium RG-approach, in the second with a non-equilibrium formulation of
the 1/N expansion. Alternatively one can also perform an analysis similar to section 5.6. All three
methods find in a simultaneous expansion in € and 1/N:

a=, (6.13)
with € = 4 —d, like for a classical system. The method derived in section 4.5 combined with section 5.6
will be shortly applied on this model. At three points the argumentation has to be slightly modified:
First, the scaling form for a = 0 suggests to perform the expansion around the upper critical dimension
dye = 4, similar to the quantum-classical crossover. As mentioned above, this results in an expan-
sion for small g = \/EA_Q‘TQ (3/ 2 - a) u. Second, in contrast to the post-quench dynamics in open
systems, a turns out to be of order e. The non-thermal scaling dimension k272 in Eq. (6.14) must
be kept also in the bare Keldysh-function. The long-time expansion must also be performed around a
Keldysh-function which obeys this non-thermal scaling form. Together with the d-dimensional integral,
this leads to terms going with t=2+¢72¢. And last, compared to the classical diffusive system, also the
integral in Cp, determining the exponent is highly oscillating. Those oscillations can be handled by
introducing some cutoff procedure e, where x = kt is a dimensionless variable and 7 is a damping
constant. The limit 7 — 0 can be taken after evaluating the integral determining the constant Cy. The
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6.1 A perfectly isolated system

first two points are of purely technical nature. They reflect the fact, that the system is near a non-
thermal, but still classical-like fixed point. Those points will modify the coefficient cx of the long-time
expansion. The last point, contains the assumption about some infinitesimal damping process which
obeys a scaling form. This might only occur in higher order in 1/N, as it corresponds to an imaginary
term going with ink/w in the retarded Green’s function.

For the post-quench Keldysh function in Eq. (6.11) the following scaling form can be introduced,

A720T2 (3/2 —
G (k,t,t) = Vi 2k2_(2a/ 2 FE(kt), (6.14)

where the function FX(z) = 7TZL‘J12/27G(ZL‘) is the light-cone depending scaling function. For the bare

value a = 0 of the scaling function, one finds
FE(z) =1 — cos(2z). (6.15)

Note, that this function does not equilibrate for ¢t and hence x — oo is not time-translational invariant,
but highly oscillating. Equilibration can be enforced by a cutoff scheme that was mentioned above,

FoKn(x) =1—e "cos(22), (6.16)

and taking the limit  — 0 at the end of the calculation.
The equation for the effective mass is given by:

A
r(t) = Z/ dk kA1~ 2+2a (i FX(kt) — 1F£(0)) , (6.17)
0
where the coefficient g = 21\/771/1*2“1“2 (3 /2 — a) was introduced. Eq. (6.17) can be solved by expanding
FX for small a near d = 4— e dimensions. One has to keep the 1/ divergent first-order terms generated
from the long-time expansion. By expanding the Bessel function in FX for kt > 1 one finds for the
long-time limit of the scaling function:
Koo\ a sin(2z)
F%(x) —l—cos(2x)—@—a
The sin(2x)-part does not contribute near d = 4 dimensions, while the contributions with sin(z)/x or
cos(2x)/z? will not generate 1/e under the k-integral, as those terms converge. The same result can

be obtained by evaluating the Green’s functions around the thermal value given by GX (k,t,t) =

thermal
iA—2e12(3/2— .. .
VT 2k2—2(a/ %) and determining the long-time constant ¢, = [ dw GF(w)GE _  (w).

For the constant Cj one finds in d = 4 — ¢ dimensions:

Co :/Ooodx (iFéK(x) —iFCfg)

+ asin(2zx) — %;2 cos(2z) + O(a?). (6.18)

oo
=— / dz x cos (2z) (6.19)
0
This integral does not converge, but with Folfn one finds
o
Co = — lim dzx cos (2z) e
n—0 0

=+ : (6.20)
=+ _
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6 Post-quench dynamics in an isolated system

Inserting F' of Eq. (6.19) into Eq. (6.17) and using the result of Eq. (6.20) yields

A
ru)=57fﬂ—%+ﬁ+g‘/ dk ki-5+2e
16 82 J,

/t
g —2—2a+e€ ga e—2a
=—t —= | (At —1. 21
16 * 8(e — 2a)t? {( ) } (6.21)

By comparing this result with the ansatz r(t) = a/t* one finds for g and a:

g=g" =84%/2, (6.22)
azi. (6.23)

There is also a second solution a = €/2 with € = 3 — d. This solution can be found with the scaling
function in Eq. (6.18), where now the term sin(2z)/x enters, while the cos(2x)-part vanishes. This
leads to terms going with ¢! and ¢t =2 in the effective mass. However, this results in a fixed point value
for g* = 84 which does not vanish at the upper critical dimension. Therefore no controlled calculation
seems possible for this solution.

Thus, the exponent 6 reads

N +2¢q

—_— .24
N+84" (6:24)

with the classical e =4 — d.

6.1.2 Weak quench limit

Instead of analyzing the deep quench limit of Eqs. (6.7), the scenario of a very weak quench can also
be considered. In this limit, only very slow modes are affected drastically by the quench. Most of the
k modes do not sense the quench directly, but only via the effective mass r(t). Physically, this corre-
sponds to a slightly perturbed system, which is still near its equilibrium values at the QCP. However,
those boundary conditions lead to a contradiction with the ansatz r(t) = a/t? in the equation for the
effective mass, thus, in this case no universal post-quench dynamics exists. This result is in contrast to
the quantum-to-classical crossover, described in Ref. [70] using numeric simulations.

In the limit of a weak quench w; ~ k, but with an effective mass going with r(t) = a/t?, the boundary
condition for A and B are given by:

<A?(k»z:%k?aAfﬂar2(3/2-a), (6.25a)
(BZ(k»::%k‘Q“A?“F(1/24—a), (6.25b)
([A,B] ) ~T' (1/2—a)T (3/2+a) . (6.25¢)

Two remarks are in order. First, the expectation value of the anticommutator of [A, B] is unchanged,
thus, it will lead to the same retarded Green’s function as in Eq. (6.12). This is reasonable, as GF
does not depend on the boundary conditions of the EOM, but only on the effective mass. Second,
(A%(k)) and (B2%(k)) are quench-amplitude independent. Which of them is larger, is not tuned by the
quench-amplitude, but only by the cutoff A and the sign of a.
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6.1 A perfectly isolated system

For a > 0 the B-part of ¢(t) is thus the dominant one. This yields

A%°T? (1/2 4 a)
2k1-2a

GB(k,t,t) = FE(kt), (6.26)

with the scaling function FX,(z) = $J31/2+a(3§). Note, that here the Bessel function J_, enters. This
scaling function has the long-time expansion:

[1— cos(2z)] + £ sin(2x). (6.27)

1
Fa{{B(m > 1) ~ - (1 —cos(2z)) — —

2ma?

Evaluating the equation for the effective mass near d = 3 — € yields

ar (4
r(t) =+ /k dk k' Flp(kt), (6.28)
where the effective interaction parameter @ = uK;I'?(1/2 + a)/7 was introduced. The weak quench
limit can be performed for momentum modes k& > kpi.. The deep quench limit should be taken for
modes k < kpic. Those terms will not generate any singularities near d = 3, as they obey a scaling
form like in Eq. (6.14), but are far from equilibrium. Thus, they will lead to a term going with /7,
which can be neglected in a perturbative expansion for small /7. Inserting the long-time expansion of
the scaling function F, a{(B for modes k > 1/t yields

i ia A—e—Qa _ 756-1—2(1

r(t) = Qf2tet2a | 442 c+2a (6.29)

Here, the same cutoff procedure like in Eq. (6.20) was used. In fact, the supplementary k in the scaling
dimension of G* compensates with the system being near d = 3 dimensions, such that the integrals are
the same. The terms going with asin(2z)/x in FX vanish at the upper critical dimension and with an
exponential cutoff scheme. By comparing this with the ansatz r(t) = a/t?, the values of @ and a are
determined:

i =u? (6.30)
a=——. (6.31)

The value of a < 0 is in contradiction with the above assumption. The same analysis can be done with
the assumption of negative a and thus the A-part in the Keldysh function being the dominant one. In
this case, the self-consistent equation leads to a positive value a = €/4, thus again to a contradiction
with the assumption. The second solution, a = ¢/2 leads also to a contradiction, as it requires a
log(A/t)-depending interaction parameter u. To conclude, only the solution a = 0 seems reasonable,
and thus no post-quench universality exists in the limit of a weak quench near the QCP. The solution,
found numerically in [70]| suggests an exponent 6 = €¢/4, with the quantum € = 3 — d, in the limit of a
weak quench. This result seams not to include the full solution of the EOMin Eq. (6.4) with the two
Bessel functions.
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6 Post-quench dynamics in an isolated system
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Figure 6.1: The hierarchy of the two different dynamic limits in Laplace space. The crossover
time scale is given by t, = ~A/(@=2) = For times in the ballistic regime and ti1,tia
one finds the bare Keldysh-function given by the boundary conditions in 6.10 and the
implications discussed in section 6.1. For times in the diffusive regime, one recovers
for any quench-amplitude t; ; with j = 1,...,4, the post-quench dynamics discussed
in chapter 5. In section 6.2 times in the ballistic regime, but t; in the diffusive regime
s analyzed.

6.2 Nearly isolated systems

The boundary conditions of Eqgs. (6.7) correspond to a non-interacting initial state. It was shown in
the previous section, that under those conditions, one can quench the system to a non-thermal fixed
point, but it is not possible to see non-equilibrium universality influenced by the QCP. Therefore it
seems necessary that the system thermalizes to the QCP. However, as it was shown in section 3.5,
the initial Keldysh function has a strong impact on the post-quench dynamics. Even an infinitesimal
small damping rate can lead to a completely different behaviour of G¥ in certain time regimes, where
the boundary-conditions of Eq. (6.7) fail. Therefore, in this section some small, but finite damping
is assumed to be present in the pre-quench state. Such damping can originate internally from higher
order scattering processes or externally from a coupling to a heat bath. In the latter case, it is clear,
that the system will thermalize to the QCP, and the Hamiltonian is the same as in chapter 5, but now
with ballistically dominated dynamics. This case will be considered in the following. Probably also the
internal bath can be treated with those methods in certain time regimes, but this is not the subject of
this thesis.

6.2.1 Different time regimes

Before going into detail, a short reminder of the hierarchy of the time and frequency scales is pre-
sented. The hierarchy of the different regimes was also discussed in section 2.1, here this discussion is
combined with the result for the post-quench Keldysh function derived with the memory ansatz in sec-
tion 3.5. The influence of a bath can be included by adding the bath-spectral function into the Green’s
function, as it was introduced in section 1.1. The bath exponent « plays a crucial role for the order
of the different dynamical regimes, while the coupling strength ~ defines the typical crossover frequency.
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6.2 Nearly isolated systems

For o < 2 the dynamics of the system will be at first in the microscopic regime, where the (-
model cannot be applied. Then, they will be dominated by the ballistic term, and for times larger
than ¢, o ~1/(@=2) they will be dominated by the diffusive term. By considering a small bath coupling
constant ~ this crossover time can be tuned to large values, and it is thus not reasonable to include it
into the set of microscopic timescales. In chapter 5, the dynamics are analyzed for times being deep in
the diffusive regime. Still the typical timescale of the initial Keldysh function w; can be independent
of the considered dynamic regime either in the ballistic or in the diffusive regime, see figure 6.1. For
the scaling solution of the effective mass in Eq. (4.87), it has no impact if ¢; < ¢, with ¢; = 1/w; and
thus it has no influence on the value of the exponent #. However, in both cases second order terms of
the deep-quench expansion in g;, going with ¢~ were found, see appendix B. For ¢; > t, the amplitude
of those terms is large, leading to a light-cone growth of the correlation length. For ¢; < ¢, the second
order terms of the bare Keldysh function lead to a term going with t=2 but with a quench-amplitude
independent prefactor of the effective mass. This term is smaller than the scaling solution and has thus
a negligible impact on the correlation length.

For a > 2 the order of the ballistic and the diffusive regime is inverted. Thus, after the microscopic
regime, the system first undergoes dynamics dominated by the coupling to the bath, and at large times
after the quench the dynamics become ballistic. In this case, a small bath coupling ~ leads to a short
diffusive regime. The deep quench limit in the post-quench Keldysh function must be taken carefully,
if the typical frequency w; < w, starts within the diffusive dominated regime. For the solution of the
effective mass, second order terms in Eq. (B.1) going with (vwia*z)Q/ @/t play an important role, as
they are dominant in the deep quench limit. For w; < w, one finds again for the Keldysh function the
result of Sotiriadis and Cardy in [63].

In both cases, a < 2, those corrections have no effect on the scaling solution and thus they have
no effect on the value of the exponent 6 for times in the overdamped regime. In this section, the
dynamics within the ballistic regime are analyzed. If the timescale w; lays also in the ballistic limit,
one finds the post-quench Keldysh function which fulfills the boundary conditions given in Eq. (6.7),
see also appendix A.3. This limit is analyzed in the previous section, where a non-thermal fixed point
is found, but no universality near the QCP. Therefore, the post-quench Keldysh function is considered
now, where w; > wy lays in the diffusive regime, see also appendix B. For o < 2 this corresponds to
wi € wy and for a > 2 to wi > w,.

For any value of both parameters, the system will thermalize to the QCP for large times after the
quench.

6.2.2 Self-consistent solution without second order terms of the deep quench
expansion

As it was argued above, the post-quench Keldysh function will be given with w; in the diffusive regime,
which will be explained below. Recall first, that the memory function in Eq. (3.65) was given by

sign (w)n (w, W', wi> + sign <w’> n (w’, w, wi)
w+w +i0t

M(w,w') = , (6.32)

with

-1 -1 -1

gF(wi,w’) . (6.33)

n(www) = g™ w) " - gtk w)g"wi,w)
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6 Post-quench dynamics in an isolated system

The function g;(k,w) arises from the LT-version of the FDT. It reads:

Fdos 1 Im n(w’)
gi (wivw) =2 — 5 .
0o 7 |wl+w (—w?+Ren+w?)?+ 2w

(6.34)

This function can be evaluated within the deep quench limit, presented in section 3.5.3 and the ap-
pendix B. In the appendix, in Eq. (B.8) (for a < 2) and Eq. (B.9)(for @ > 2) it is shown that the
integral in g; can be split into the two dynamic regimes. We speak of w; in the diffusive regime, if
wi < wy for a < 2 or wi > w, for a > 2, thus if the main contribution in g; originates from the diffusive
part of the integral.

Taking the deep quench limit w; — oo (but still for v < 2 with wj < ws), one finds

1 Yelw| A (g
gi (wi,w) = o2 —1+ o2l D - L Ca
1 i « i

+... 0. (6.35)

The coefficients c&l) and c(o?) are given by the first and the second terms in a Taylor expansion of the

integral in g;:

© dg xa72
D=2 = 6.36
K /0 7 (14 cot(2ma)w®)2 + 2o’ (6.36)
© dr xaf?)
@ =2 = : 6.37
Ca /0 7w (1 + cot(2ma)x®)? + 22 (6:37)

The first term in Eq. (6.35) in the brackets refers to the zero order term, the second to the first order
and the last to the second order term in an expansion in 1/wj. The solution for r(t) originating from
the first order term will be discussed below. It will be shown, that this term leads to a scaling form
of the effective mass going with t~2. The contribution from the first order term vanishes here, as the
system is at the upper critical dimension, see also appendix B.1. The important second order term is
discussed in section 6.2.3.

Evaluating the function n with the zeroth order term yields

n(0(w;, w) = —w?

—in. (6.38)

With this result one finds for the memory function

sign(w) (—w2 - in) + sign(w’) (—w’2 — in’)

MO (ew,f) = w + W’

(6.39)
This memory function is completely independent of the quench amplitude w;. Due to the presence of
the bath, the system is expected to thermalize to the QCP. For v > 2 the dynamics in the long-time
limit will be dominated by the ballistic term. In this case it is reasonable to assume that the Green’s
functions will equilibrate with the scaling form GQ{K(k, t,t') = k_lFéZ/K(k(t —1t')). This form suggests
in contrast to section 6.1, that also out of equilibrium, the scaling form for GX is given by:

GE(k,t,t) = k' FE (kt). (6.40)
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6.2 Nearly isolated systems

This scaling form can be derived from the memory function, by assuming n to be infinitesimal small and
introducing dimensionless variables y = w/k for the inverse Laplace transformation. With Eq. (6.40)
the results from section 4.5 can directly be applied. One finds

1

- 2/z—1 (i 1K - K
C’O:/O da 2/ <1f (x,l)—lFeq):Z (6.41)

The integral is evaluated in appendix E. By solving the self-consistent equation for all times, it must
hold for the fixed point of the interaction parameter

ut = — A, (6.42)

This is the fixed point of the ballistic system. The effective mass in the large-IN limit is given by:

2¢ €
With a(© = €/2, one finds for the exponent 0:
00 = % (6.44)

with € = 3 — d. The index (9 refers to the fact, that only the zeroth order contribution of the deep-
quench expansion is kept. By using the RG scheme, one finds for an arbitrary N-component vector

field ¢:
0(0) . N + 2 €

T N+82°

This solution will be modified by second order terms, which are derived in the next section.

(6.45)

6.2.3 Full solution for the effective mass

In the same way, the influence of the second order term of the deep quench expansion in Eq. (6.34) can
be analyzed. This second order term results in a further term in the bare Keldysh function:

. 2 1 il 102
2 —4/a _ sign + sign ikt ikt
GK( )(k‘,t,t’) ——w? 4 N2 1cg)/dy/dy'Img(y)hrng(y’) & y|y‘y y;g vy e ikt eIkt
(6.46)

Here, g(y) = (y?>+1+7) ! is the scaling form of the free retarded Green’s function and 7j(y) = k~2?n(w).

To demonstrate the impact of this term, the large-N equation for the effective mass is considered.

However, the influence of this term can also be analyzed for the RG equations. Note that second

order terms always go with ¢~2, thus vanish in the limit ¢ — oo and does not affect the coefficient cx

of the long-time expansion. Performing the k- integral over G¥ (2)(k,t,t’ ) leads to a supplementary

t-dependent term:

A1 AK®) (e 2p2ock) o n_ signyly|* +signy'|y’|”

/0 dk BTG (kytt) = / dy dy Img(yﬂmg(y)(y+y’+i0+)(y+y’—10+)2 .

(6.47)
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6 Post-quench dynamics in an isolated system

Here, it is used the fact that the system is at the upper critical dimension d = dyc = 3 — €. The e-
dependence is important for the time dependence, but not in the integral over dimensionless variables,
where it was set to zero. The integral is finite for the reason of symmetry and thus this term does not
vanish like the one originating from the first order term. Including this term into the effective mass,
with the solution of the zeroth order term derived above, yields:

r(t) = 2—; (1 + (wf‘*)m X C> . (6.48)

Here,

o sign yly|? + signy/|y/|?
C =2 /_OO dy dy’ Im g(y)Im g(y/) T gg/ —zi/-’Zy(‘)+)(y i yzi ’—yi|0+)2’ (6.49)
is a constant under the scaling procedure. This effective mass has a light-cone form, where the am-
plitude consists of two parts: an universal, quench-amplitude independent part, and a part containing
informations about the specific bath parameters and the quench amplitude. To determine which term
is larger, consider first @ > 2. The condition that the initial Keldysh function was given within the
overdamped time regime corresponds to wi > w,. Using w, o A1/2=®) thus immediately yields

(W?—Q)Q/a > (’y’y_l>2/a — 1. (6.50)

Thus, this term is dominant over the 1 originating from the zeroth order term. This can also be
derived from Eq. (B.9). The correction of the deep-quench expansion arises only for w; > w,, else
the post-quench Keldysh-function is given by the result of Sotiriadis and Cardy in [63] and one finds
the non-equilibrium universality discussed in section 6.1. The same analysis can be done for a < 2.
This case is more delicate from the point of view of thermalization and fixing the boundary conditions,
as the relaxation regime is located after the ballistic regime, see figure 6.1. Ignoring this point, it
must hold w; < w,, such that the Keldysh function is determined within the diffusive regime. This
immediately yields that also in this case it holds ’ywio‘_2 > 1. The bath-depending contribution is thus
always relevant, as it requires that for the damping term holds yw{* > wiz. Per construction it holds
(’wa"_Q 2 > 1 for any positive value of a. This reflects that the influence of the bath is essential
to build up a scaling form of the effective mass near the QCP. Thus the second, quench-amplitude
dependent term always dominates the universal, quench amplitude independent part. If the parameter
condition yw® > w? can be reached in the prethermal regime, this implies, that the non-equilibrium
exponent # is non-universal. It implies also for @ > 2 that in the quasi-adiabatic long-time limit, the
order parameter relaxes with a w; dependent amplitude to its equilibrium value. Thus in contrast to
the dynamics dominated by the bath, the memory of the initial state configuration is still present even

on very large time scales. Further for o > 2 the memory never gets completely lost.

6.3 Failure of the Euclidean mapping

In this section the critical exponent # will be calculated via a mapping to a (d+ z)-dimensional, classical
boundary-layer problem. This mapping of the post-quench dynamics was recently discussed and used
in Refs. [19, 20]. This mapping is well established in equilibrium, where it is indeed possible to treat
quantum fluctuations like z supplementary dimensions of a classical system. However, it is known, that
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1

Figure 6.2: The Fuclidean mapping. The Keldysh contour in real times is analytically continued
to imaginary times Ty 3.

the analytic continuation and integral-path deformation which are typically done in such mappings can
lead to wrong results due to singularities in the complex plane. At least for quenches going beyond the
critical point, e. g. from the ordered in the symmetric phase, such singularities are known to emerge [26].
On the other hand, if such a mapping works, the time dependence of the operators can much easier be
evaluated. This was checked by evaluating the dynamics for d = 1 [19]. Here, an example is presented
where the Euclidean mapping does not work, because quantum fluctuations restore the memory of the
initial state even in the presence of a small coupling to a bath.

6.3.1 Euclidean mapping

The quench protocol is performed in two steps. Initially, the system is prepared in the ground state |p;)
of an initial Hamiltonian Hj. At time ¢ = 0, the parameter set in the Hamiltonian is suddenly switched,
such that the time evolution is governed by a new Hamiltonian H. Here, H is the Hamiltonian of an
isolated ¢*-model,

1 - p)?
H:2/ <7r2+ (V¢)2+ro¢2+W—h-¢> : (6.51)

For simplicity and to keep the notation as simple as possible, here only a scalar field ¢ is considered.
The extension to a N-component vector field is however straightforward. The Hamiltonian given above
yields for the time evolution of the initial state

lo(t)) = e M r) . (6.52)
The expectation value of a physical operator O reads
(O@t) = (wile MO e |gs) . (6.53)
Instead of analyzing the time dependence of (O(t)), one can also perform the limit to the imaginary
time 7 = —it¢, and analyze the Euclidean operator (O(7))g:
(O(M)E = (pile” "0 | ). (6.54)

Note that as usual, H consists of a kinetic part T = %fx #2 and a potential part

1

V= 2/1» <r¢2 +(Ve)? + ugb4/2) . (6.55)
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6 Post-quench dynamics in an isolated system

The evolution of the operator will be sketched below, this analysis was also done in detail in Ref. [19], and
the desired real time expectation value will be obtained by an analytic continuation (O)(t) = (O(—it))g.
To start, the Euclidean partition function Z(7) is evaluated:

Z(7) = (pile™ ") (6.56)

With the usual steps of evaluating functional integrals, the time axis 7 is discretized into N small
time steps 07 = 7/N. At the same time, the time evolution can also be split into small parts e HT =
e 0TH  ¢=9TH After each exponential, an 1 is inserted in form of the eigenstates of the scalar field
operator ¢: 1 = [dyj|p;){p;|, with j = 1,...,N. The expectation value (¢;|e’™ |p;1) can be
evaluated by Taylor-expanding ™ in the limit of small §7 (or equally N — co). The expectation
values of the potential part of the Hamiltonian can be directly evaluated, as it contains only the scalar
field operator ¢. The remaining expectation value of the kinetic part can be evaluated by inserting
1 = [dmj|m;)(m;|. By using the scalar product between ¢ and m, reexponentiating and finally taking
the continuum limit N — oo, one finds

2(7) = [ DoDr(plotre S olr = 0}l (6.57)
with the action
Slp, ] = / /0 " (—irdyp + Hig, 7)) . (6.58)

To obtain the expectation value (O(7)) g, one needs to apply the above logic twice. This leads to a two
branch contour along the imaginary axis, similar to the Schwinger-Keldysh contour along the real axis.
The expectation value thus reads

1 . . . .
O(t _ . 1H(t+16)0 —1H({t—1d)|, .. 7 6.59
OW)s = Zggele ‘ o) (659
where ¢ is some parameter to distinguish between both contours. At the end, the limit § — 0 must be
taken. It is convenient to introduce two times 7; = —i(t+1i6) and 79 = —it+9 to handle the differences
of the real part of 71 /5. The expectation value thus reads
1 _
(O(11,72))E = m(@ﬂe 120etm ;). (6.60)
To evaluate this expectation value, one further simplification is made by assuming 7y /5 to be real. This
is only true for ¢ = 0, but any finite time only leads to a shift along the imaginary axis for 7. This
simplification allows to write

1
9] — Je=Hm20) —Hlml) . , 6.61
(Olr e = g teile 0 ) (6.61)
and to discretize the imaginary time axis. Here, it is split into time steps with 7 = 71/N1 = 72/N»
and the time axis is discretized according to d7; = 7 + m(m —71), with 7 =0,..., N1 + N,. By
evaluating (p;]€°™|p;41), taking the continuum limit N; + Ny — oo and performing the integral over
7, one finds

1

(O(r1,m2)) B = Z(%)/Ds0<301|80(72)><s0(ﬁ)!¢i>6S[“"]<30(0)!0|80(0)>- (6.62)
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bulk ordered, bulk and surface disordered
surface disordered

ordinary transition ¢ >0~
special transition ¢ =0

bulk ordered,

surface ordered surface transition

extraordinary transition ¢ < 0 | bulk disordered
surface ordered

»

T. T

Figure 6.3: Different types of phase transitions depending on the surface parameter c. The bulk
phase transition takes place at T = T, and is affected of the surface-universality class.

The operator O is evaluated at 7 = 0, at the discrete time step d7n, = 0. The action S is given as

Slp] = ;/a:/nm dm ((6790)2 +rp? + (ch)2 + 12L<p4> . (6.63)

Note that at this point, the restriction of 7; to be real with j = 1,2 is not necessary. It was a simpli-
fication to build up the path integral. Compared to the usual field integral, the boundary conditions
at 71 and 72 enter via (¢(71)|¢i){(¢i|e(72)). Such a boundary condition can be enforced by adding the
following term into the action:

C
Sboundary = Z / (24)02(.%,7']') - hiQD(-f,Tj)) . (664)
j=127%

The constant c is here given by the initial mass of the pre-quench state, and h; is given by an initial
external field. The form in Eq. (6.64) is useful to make a connection with critical boundary scaling. The
structure of Shoundary can be obtained equally with the assumption that the initial density, pi = |¢i) (il
can be written in a Gaussian form

(elpile!) = exp [— [ (56m - npem) - | (gso'?(x,m)—hiso’(x,m))]. (6.69)

Via scaling arguments, it can be shown that indeed only terms up to quadratic order in ¢(7;) in
Shoundary are relevant. Consider further terms going with us,/ne™(7;), and n > 3. The cubic term
can be eliminated by shifting it into the p*(7;) term, but powers going with n > 4 are irrelevant above
d = 2 dimensions.

6.3.2 Critical boundary scaling
The total action of Eq. (6.63) and Eq. (6.64),

Stot = S[SO] + Sboundarya (666)
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corresponds to a (d 4+ 1)-dimensional field theory with two boundary conditions along one space direc-
tion [52, 71]. Thus the quench to the QCP in real time corresponds to critical boundary scaling near
surfaces. The bulk at the critical temperature T, and the influence of boundary conditions on the
surface is analyzed. In this section the surface criticality, relevant for the quench problem, is shortly
reviewed. The first assumption which is made, is that the distance between the two opposite surfaces
71 and 7o is sufficiently large to treat them separately and to neglect interference effects between them.
This assumption may be not valid for bulk-critical systems, where the correlation length £ diverges and
thus the condition |73 — 73| > £ is not fulfilled. Nevertheless, under this assumption it is possible to
concentrate on one semi-infinite system, where the surface criticality is analyzed in detail in Ref. [50].
The notation of this section and nomenclature of the exponents is the same as in Ref. [52].

The Lagrangian of one surface is up to some constant given by,

Lilp(ry)] = 5 (o = ma)” | (6.67)

where my = h/c. For one bulk universality class, three different universality classes are possible for
the bulk-phase transition at T' = T, see figure 6.3. These universality classes depend on the the value
of ¢. If ¢ > 0, this corresponds to a reduced critical temperature on the surface, thus the bulk can be
ordered, while the surface is already disordered. Under the RG-flow ¢ is a relevant parameter, flowing
to infinity. This transition is called ordinary transition. If ¢ < 0 or some finite field h; is applied on
the surface, the situation can be reversed. This corresponds to an enhanced critical temperature on
the surface, where the bulk can be disordered, while the surface is still ordered. In this case, the bulk
transition is called the extraordinary transition. The case ¢ = 0 refers to the special phase transition.

The universal exponents with respect to the distance to the surface are independent of the bulk
exponents but depend on the type of surface transition. The ordinary phase transition is characterized
by the fixed point ¢ = co and ¢! is a dangerously irrelevant parameter in the RG-sense. For the bulk
magnetization m, the following scaling form is assumed

m(r,r,hye) = b~ (070 A 6 (6.68)

where r is the distance to the bulk critical point and 7 the distance to the surface. 5 and v are the
bulk exponents whose nomenclature is given in table 1.1. The surface scaling exponents A; and ¢ are
the corresponding exponents of the external field h; and the suppression on the surface due to ¢ > 0,
respectively. The scaling dimension of the distance to the surface is the usual length-rescaling factor
b=!, where b is some freely chosen parameter.

For the quench problem, the interesting protocol is ¢ > 0 for a quench starting in the disordered
phase. This corresponds to the ordinary phase transition. If the quench starts in the ordered phase,
¢ < 0, and the quench protocol corresponds thus to the extraordinary phase transition. An initial finite
magnetization can also be achieved by ¢ > 0 and a finite external field h; on the surface. As the origin
of the finite order on the surface should not matter [50], it was argued that the extraordinary expo-
nents can be obtained as well from the ordinary exponents with a finite field h;. This argumentation
was partially confirmed for the exponents by a 1/N expansion, but the singularities of some scaling
functions suggest more care [72|. For the analysis here only the universal exponents play a role, so the
extraordinary phase transition will not be discussed separately.

Further, for the quench to the QCP, this corresponds to the bulk being critical with r = 0. As ¢! is
a dangerously irrelevant parameter, one can introduce instead of ¢ and h; a scaling form containing the
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relevant field h = hy/c¥. Here, y = (A — A9™d)/® is the scaling exponent of h, A the surface-field
exponent of the special transition, and A$™ the surface-field exponent of the ordinary transition. The
magnetization behaves as

m(r,0,h) = b=/ m (b*lf, pATY/ ”ﬁ) . (6.69)

By setting b~'7 = 1, one can express the magnetization depending on the distance to the surface and
obtains a new scaling function Y (7/&,) = m(1, 721"/Vh):

m(r,0,h) = TPV (1/¢), (6.70)

with the length x;, = h=v/AT . Similar to the scaling in chapter 2, on large length scales 7 > &, one

expects the magnetization to be independent of &, thus Y (z >> 1) — const. This leads to a decay of
the magnetization with the bulk-exponents g and v:

m(r) o< 777, for 7> &, . (6.71)

In the other limit 7 <y, one expects a strong influence of the surface field hi. As the susceptibility
dm/Oh[;_,, is finite on the surface, one can Taylor expand Y (z) for small arguments, which immediately
yields

m <T,0, iL) o T(A?rd_ﬁ)/”ﬁ, for 7 < & . (6.72)

Making the connection to the quantum-quench problem and the notation introduced in chapter 2, the
non-equilibrium exponent 6 can be directly read off

0= (A —B)/v. (6.73)
The value of A$™ is given in Ref. [52] in an ¢ expansion
1 4—-N
Aord - - 74
LT3 TN+ 8)° (6:74)

with e =4 — (d+ 1) = 3 — d, where d is the dimension parallel to the surface and thus the bulk has the
dimension d + 1. Together with the known bulk exponents

1 N+2
v —5 + mé, (675)
1 3
= = 6.76
b= aw+9)© (6.76)
it holds for 6 N 42
f=——" ¢. 6.77
2N +8)° (6.77)

This is the same result one would obtain by assuming equilibration to the critical point and using
simultaneously the time-dependence of the Cardy-Sotiriadis post-quench Keldysh function:

GH (k,t,t) = % (1 — cos (kt)) . (6.78)

However, it was shown in this thesis, that this kind of Keldysh function can not be obtained after a
quench to the QCP. Within neither the deep nor the weak quench limit the scaling form of G¥ is the
same as in equilibrium. Including the effect of a small, but finite damping leads to a non-universal
part in 6 which is always dominant compared to the universal one. This non-universal part cannot
be reproduced within the methods of critical boundary scaling. The post-quench scenario is thus an
example where the dynamics cannot be reproduced with a simple Euclidean mapping approach.
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Table 6.1: Results for the post-quench dynamics in isolated or nearly isolated systems
No bath: Full solution for the EOM of ¢ with ansatz r(t) = a/t>.
Fixing boundary conditions at times t = A~! after the quench,
this leads to the Cardy-Sotiriadis result for the bare g’€.
Deep-quench limit: | Non-thermal fixed point, prethermal universality, see A. Mitra et al.
0 = ¢/4 in the limit e < 1 and N — oo.
Weak-quench limit: | Contradiction for a, no prethermal universality near the QCP.
With bath: o > 2 Knowledge of the final, thermal state at { = oo.
Thermalization to the QCP, oscillations are naturally damped.
Effective mass can be obtained approximately in the limit of small €.
Relaxation to equilibrium with universal exponents.

wi < Wy No w; independent terms, Cardy-Sotiriadis result for the bare g¥.
Prethermal universality only for the deep quench limit, see above.
Wi > Wy No prethermal universality, as 6 is found to be:

0=¢€/2 1+<’wa‘72)2/a><0 ,

C is given by Eq. (6.49).
Euclidean mapping: | § = €/2, this result was found in none of the presented scenarios.

6.4 Summary

In this chapter the post-quench dynamics of an isolated and a nearly isolated system are analyzed.
Taking the deep-quench limit in the isolated system, without considering higher order scattering terms
or finite coupling to some external heat bath, leads to prethermal universality near a non-thermal fixed
point. The methods used to describe this non-thermal fixed point are similar to the quantum-to-classical
crossover, where the quench-amplitude acts like the temperature. The upper critical dimension is found
to be four, like in a classical, critical system. However a major difference to the classical scenario is the
non-thermal scaling dimension of the Keldysh function. Those kinds of systems have been analyzed
in great detail by A. Mitra and A. Gambassi et al., here their results have been reproduced with the
methods developed in this thesis. The question of universality in the long-time limit is not well defined
here, as without any further terms or assumptions, those systems will not thermalize.
In the limit of a weak quench, we could not find prethermal universality, since the assumption of a
scaling form in the effective mass leads to a contradiction. This is in contrast to numeric simulations
reported in Ref. [70].
Considering the influence of some small, but finite damping, which is irrelevant in the sense of scaling,
the power-law decay to the QCP is found in the long-time limit. However, also in this scenario, no
universal prethermal regime exists, as the self-consistent solution for the exponent 6 has always a
relevant, quench-amplitude or bath-coupling dependent term. This also implies, that even in the quasi-
adiabatic limit, the amplitudes will be non-universal, in contrast to the behaviour found in dissipative
systems. Thus, in none of the presented quench protocols, it is possible to reproduce the results obtained
by the Euclidean mapping, which predicted an universal, short-time exponent with 6 = (3 — d)/2.
The main results for the isolated system and the different systems and quench protocols are summa-
rized in table 6.1.
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Conclusion

In this thesis, the dynamics after a quench to the QCP are analyzed for the isolated system as well as
for a system coupled to an external heat bath. The central point is the out-of-equilibrium version of
the large-N equation in Eq. (4.67):

r(t) = & / dlk GE, (k, 1,1) (6.1)
2 Jixj<a

This equation can be solved self-consistently. To find non-equilibrium universality it is essential that
the Keldysh function G¥ is scale invariant. This scale invariance implies that G* must be taken in a
limit, where it is independent of the quench amplitude wj. In general this is not the case on intermediate
timescales after the quench. In an open system, the system needs time to dissipate the induced energy
to the heat bath. In an isolated system energy conservation implies that the system will heat up, if it
thermalizes, by the amount of the induced energy. We showed, that in the deep-quench limit, w; — oo,
a part of the Keldysh function is scale invariant for open systems. The opposite limit of a weak quench
leads to a contradiction in Eq. (6.1), i.e. there is only the trivial solution r(t) = 0. By expanding the
bare Keldysh function in this deep-quench limit, it was shown, that parts of the inverse correlation
length obey scaling;:

a

ree(t) = 572 (6.2)

with an universal amplitude a, and the dynamic exponent z. This scaling form causes many physical
results, which are summarized in the following.

In the open quantum system in chapter 5, the scaling form of r(¢) leads to an universal, prethermal
regime. Here, the order parameter grows with a new, universal exponent 6:

ot < t*) o t?. (6.3)

The exponent 6 also captures the singularities in the Green’s functions for ¢ > t':

0
t\? 1 .
GE(k,t,t') = (ﬂ) = FER(kt, 1 /1), (6.4)
GK k A t ’ 1 FK Lt t
( 7t7t)_ P k2—2 ( t7t/t)' (65)

In contrast to classical systems, the singularity ¢/t for ¢ — 0 enters in both, the retarded and the
Keldysh Green’s function with the same exponent. An other difference to classical systems is the leading
term of the correlation length £(¢) oc r~1(¢). In an open quantum system, the correlation length grows
with a light cone in the prethermal regime, and the scaling part is only a small correction to this
ballistic light cone. Furthermore, the z-dependence of 6 is particular and reflects the quantum nature
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not only by taking into account the upper critical dimension, z < 4, but also negative exponents are
possible. Those negative exponents are due to quantum oscillations, where the bare scaling function
5 (k*t) shows damped oscillations in time for z < 2, while for larger z some crossover to overdamped
dynamics can be observed. The z-dependence of # is given in figure 5.2. For an Ohmic bath we found

_N—l—26

= N84’ (6.6)

with € = 4 — d — 2. The time-scale t*, limiting this prethermal regime is given by the inverse quench-
amplitude and can thus be tuned to large values for weak quenches.

In the limit of large times, the universal relaxation to equilibrium was confirmed. In the long-time
limit, the inverse correlation length is only given by the scaling part r(t) = at~2/?. The relaxation to
the QCP leads to aging effects in the Green’s functions with adiabatic decay instead of an exponentially

fast decay to their equilibrium values Géz/ K,

/
GE(k,t,¢') =GE (k,t — ') — 2i6 <t - t’) r (T) CR(t —t), (6.7)
K ! K ! . t+t/ K /
GI (k,1,) =GI(kt — ) — i (25} CF ko 1) (6.8)

The coefficients CF/K are given by a convolution of the equilibrium Green’s functions. Thus, the
aging amplitude is given by the coefficient a and therefore by the non-equilibrium exponent 6. In
analogy to the FDT in equilibrium, the retarded and the Keldysh Green’s functions can be connected
by introducing a time-dependent distribution function n(w,t). The aging effects lead to a correction
on to the usual Bose-Einstein distribution function ng, given by:

n(w,t) = coth (;’T) W [cos (Z) + 7“']5’22/Z sin (Z)] . (6.9)

This correction shows the non-thermal nature of this relaxation process, as it is not possible to intro-
duce an effective, time-dependent temperature. Also, for negative exponents, this leads to a negative
on, making an interpretation as distribution function impossible. To conclude, in the adiabatic limit,
thermalization is slowed down with an algebraic decay and with 6 entering as universal amplitude.

The isolated quantum system is analyzed in chapter 6. Here two different kinds of systems have
been distinguished, the perfectly isolated and the nearly isolated system. In the perfectly isolated
systems no contact to an external bath is considered, and the initial state at time ¢ = 0 is the ground
state of the non-interacting Hamiltonian. This point is crucial, as even small corrections due to inter-
actions of the initial state can have large impact in certain time regimes after the quench, and thus
completely change the dynamics in the post-quench Keldysh function. The methods developed in this
thesis in chapter 4 can be straightforwardly extended to this scenario. Here an important point are
the boundary conditions when the equations of motion are solved. In contrast to the open system,
which thermalizes by construction, those boundary conditions have to be fixed for the isolated system
at a microscopic timescale after the quench. We confirmed the result of [32-34] in the limit of a deep
quench. In contrast to the open quantum system, this deep quench limit corresponds not to a quench
to the QCP, but to a non-thermal fixed point. As argued above, the Keldysh function depends strongly
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on the quench amplitude wj. Similar to the quantum-classical crossover, the quench amplitude can
be interpreted as temperature, however a k-mode dependent one. The universal dynamics due to this
fixed point are also characterized by an universal, prethermal regime with 6 = €./4, with the classical
value € = 4 — d. Like in the open system, 6 characterizes the growth of the order parameter, as well
as the singularities in the Green’s functions in the prethermal regime. In the long-time limit it is not
clear if and how this system thermalizes.

In analogy to the quantum-to-classical crossover, also the limit of a weak quench w; — 0 was analyzed.
Here, we find a different result than in [70]. The boundary conditions in the limit of a weak quench
lead to a contradiction in the equation for r(¢). Thus, we conclude that no prethermal universality can
be found for the perfectly isolated system.

We also introduced the nearly isolated system, where the dynamics are dominated by the ballis-
tic term but with a supplementary small but finite coupling to an external heat bath. The diffusive
dynamics due to the bath are chosen such that they are irrelevant in the sense of scaling. However, this
bath coupling guarantees the thermalization to the QCP, which seems crucial to observe a prethermal
regime influenced by it. With small damping in the Keldysh functions, but ballistically dominated
dynamics, we found that the value of # consists of two parts, an universal one and a quench-amplitude
dependent one. The quench-amplitude dependent part is always large compared to the universal one.
This non-universal part originates from the deep-quench expansion of the Keldysh function. Therefore,
no prethermal universality exists and this deep-quench expansion fails. However, due to the bath, it is
possible to recover the algebraic decay to equilibrium with equilibrium exponents 3,v and z. In con-
trast to the diffusive dominated dynamics of the open system, the aging amplitude is now non-universal.

The results for the isolated system have been compared to the result from the quantum-classical
mapping or Euclidean mapping. Here the time is treated like a supplementary dimension, and the
quench protocol corresponds to a classical surface problem. The corresponding universality class pre-
dicts an exponent

_N+2€

- = Ad
N +82 (6.10)

with € = 3 — d. This result was found in none of the considered scenarios of an isolated system.
Therefore, this seems to be an example where the quantum-classical mapping does not work. However,
to understand why this mapping fails, why the deep-quench expansion of G¥ is not possible, and how
the energy induced by the quench dissipates into the bath, further studies are required. It would also
be interesting in this context, to include higher order terms of the 1/N expansion and check if they
could be treated like an external bath, to gain a better understanding of the process of thermalization.
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Notations and conventions

Here we present a list of notations and conventions used throughout this thesis.

1.

We use units where i = kg = ¢ = 1, where h is the reduced Planck’s quantum, kp is Boltzmann’s
constant and c is the velocity of light.

The symbol [, i denotes the d-dimensional integration over momenta:

/ _/dd"C
k a 2T '

The volume of the d-dimensional unity sphere is given by

_ @) 6

Kj=— "t .
47 9ndf2(2r)d

. In order to distinguish between bare and full Green’s- and scaling-functions, functions including

interaction effects are denoted with a capital G, whereas bare functions with a small g.

The Pauli matrices are defined as

1 0 0 1
00 =170 = 0o 1) O = Tg = 1 0/
0 —1 1 0
==l o) 77 o -1)°

where the symbol o refers to the microscopic spin of the electron and 7 refers to pseudospin.
The commutator [-,-] and anticommutator {-,-} are defined as

[A,B]:= AB—BA, {A,B}=AB+ BA,
for two operators A and B.

The Bose-Einstein distribution function is denoted by

1

np(e) = ——.
(€) exp,f;B‘jﬁ—l
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Notations and conventions

8. In this thesis different types of Green’s functions occur. Here, we distinguish between three kinds,

the retarded function G and the Keldysh function G¥. Regarding the Laplace transformation
of the equilibrium Green’s function Gég and the fluctuation-dissipation theorem, a supplementary
function g occurs, compared to the usual FDT given in Fourier space. This function is called g
and given by a principal value integral over GF.

Further, to distinguish between bare and full Green’s functions, full Green’s functions are written
with a capital GE/E | and the bare ones with a small g%/ . The function g is considered only for
the free system.

All three Green’s functions depend on two time arguments ¢ and ¢/, a mode k and a mass r. To
make the initial Green’s function more clear, they have a subscript i, which means they should

be evaluated with the initial mass r;. Further subscripts are Gfa/ K for the equilibrium Green’s

functions and GR/ K

stat » for a stationary, non-thermal state.
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Next we present the basic notation used in this thesis:

T temperature
t time
d dimension
dyc upper critical dimension
k momentum
n(w) bath spectral function
Q bath-exponent characterizing the spectral function
z dynamical exponent
v correlation length exponent
I6; order-parameter exponent
0 non-equilibrium exponent
@ bosonic order-parameter field
(t) time depended effective mass
A momentum cutoff
We high frequency cutoff of the bath
Wy = y1/(2=2)  frequency separating the ballistic from the diffusive regime
ty = ~1/(@=2) " time separating the ballistic from the diffusive regime

U interaction parameter
N number of components of the bosonic field
~ approximately
x proportional
~ asymptotic
Re and Im  real and imaginary part
P principal value
d(x) delta function
0ij Kronecker delta
I'(x) Euler Gamma function
O(x) Heaviside step function
sign(z) signum function
E,(z) Mittag-Leffler function
Jo(z) Bessel function of the first kind
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Appendix A

Bare Keldysh and memory function

In this appendix some more details are given concerning the bare post-quench Keldysh and memory
function.

A.1 Derivation of the bare equations of motion for

We are considering the model introduced in section 1.1, with H = H;+ Hy + Hg,. Here, the interaction
parameter is set to zero, u = 0, as the EOM for the bare order-parameter field are derived. Further,
the component index is omitted in this section for better readability. To solve the Heisenberg equation
of motion, we need the commutators between the different systems and bath-operators. The only
non-vanishing commutators are:

[g@,?’(’] =i and [XZ,PJ} = 15” (Al)

Next, we use the Heisenberg equation

L0A
Yot

to determine the time evolution of the different operators:

= [A, H], (A.2)

%p(k,t)

j
0 (k,t
8(752) =k t) = Y P, (A.4)
j
0% X;
2 = Q?Xl - CiSO(k’a t) ) (A5)
2 p.
885 =— 2P, — c;m(k,t). (A.6)

Here, the frequency w is given by w? = r 4+ k?. The mass term 7 is in general a function of time:
r = r(t), due to the quench, but also if interaction effects are included via a time-dependent self energy.
We want to solve those coupled differential equations under the condition that at time t — —oo, we
couple the system and the bath. The differential equation for the bath coordinates X; can be solved
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A Bare Keldysh and memory function

by introducing a Green’s function Gy:

(02 + Q2)Gy(t) = 6(1) = G(t) = eg) sin(Qt). (A7)
If follows
X;=- /t dt' G(t — t")e;p(t)
;oo
/ ar & Q sin (Qi(t - t’)) o). (A.8)
The lower integration limit is ¢ = —oo, where we couple the system to the bath. At times ¢ < 0 the

system and the bath are in equilibrium, with the pre-quench mass r;. At ¢t = 0 the quench is performed.
We are only interested in the dynamics after the quench, therefore we want to shift all lower integration
limits up to zero. To do so, we have to introduce the initial values of the bath operators X;(t = 0) = X 2-0
and P;(t = 0) = P?. It holds:

0 t
X, = — / dt f% sin (Qi(t - t’)) ot — /dt’ % sin (Q (t—t )) o(t')
e 0

0

_ / dt’%(sin(@it)cos(—ﬁit’)+cos(Qit) sin(—Qt'))p(t') — / dt’%sin (Qi(t—t’)) o(t')
0

A A

t
pY
/dt — sm i(t—t )) (') 4+ X2 cos(Qut) + ﬁz sin(€;t). (A.9)
0 (2

Next, this result can be used to derive the equation of motion for ¢:

2
(0 +r(t) + K)p(k,t) = Y / dt' S-0(t — ¢')sin (Qj(t - t’)) ok, t') = XY cos(t)
j J j
PO
- Z ch—jj sin(§2;t)

- /dtn p(k,t) +Z(1). (A.10)

Here, we introduced the function
E(t) = = > ¢ (XY cos(Qyt) + PJ [ sin(Qt)), (A.11)
J
which contains the memory of the bath about the pre-quench state X; and P;. The spectral function
n(t) of the bath is given by:

n(t) = —G(t)/(%ru/n(w/)sin(w/t). (A.12)
n(w) is given by Eq. (1.6).
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A.2 Derivation of the memory function by explicitly analyzing the force-force anticommutator

A.2 Derivation of the memory function by explicitly analyzing the
force-force anticommutator

In this section, the expectation values in M (w,w’) = d;;( [Fl(k, w), Fj(k, w’)} ) are evaluated explicitly.
+
F' is given by

F (k,w) =m; (k) —iwe; (k) + 2 (k,w) , (A.13)
0
E(k,t) =— /_ dsn(t — s)p;(k, s) (A.14)

In this section, the external field h is set equal to zero, to simplify the calculations. Further, the
component index of ¢ and 7 is skipped, as only one component enters in the memory function due to
the Kronecker d;;. Inserting the explicit form of F' into M yields

M(w,w') = ([m, m]4+) — wo'{[@i, @i]) + iwei, mi]+) +iw'([m, ¢il4)
+Hiw([Ew), pil+) + ([E(w), m]4) + iw(les, E@)]4) + {[m, E()])
+{[E(w, E(W)]4). (A.15)
As those expectation values are taken in equilibrium, of the pre-quench system, they can be evaluated

with the Matsubara technique, where it holds for two bosonic operators A and B,

o0

(A(0)B(0)) =i / ey () (G" (e +16) — G —i0)

—00

=T G(iwn), (A.16)

Wn

with the corresponding retarded Green’s function iGR(¢, ') = 0(t — t')([A(t), B(t')]-) = iGA(¥',t) and
the Matsubara Green’s function G(iw,). np is the Bose-Einstein distribution function. This yields for

the zero-time expectation values in <[Fl(k, w), Fi(k, w’)] )
+

1

i3 :TE —, A7
(i) —~ w2 + wi 4+ M (iwn) ( )
w + M (iwy,)
i TE , A.18
(mimi) wZ + w? + M (iwy,) ( )
—w
i :TE L A.19
i) — w2 + w? + nM (iw,) (4.19)

The expectation value of (77) is divergent in the limit of an infinite large bath cutoff w.. The term in
the last line vanishes, as G(iwy,) is a symmetric function in the sum. The LT of Z must be performed
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A Bare Keldysh and memory function

with some care. It holds

{

[1]

(@)¢) =T 3 Glion) oy (n(w) ~ 7 (1)) (A20)

w,

@)m) = =T Y Gliwn) = (n(w) =0 (w)) , (A.21)

[1]

{

ww' — w?
(EW)RW)) = gvlw.ef) + T 3 Clisn) E w%)(w,z”z 7y 1) = 0" )| [n(e) = 0 Gion)
! (A.22)

The function v(w,w’) is the double LT of the Keldysh component of the bath-spectral function. The
expectation values of (Z(w)m) are also divergent in the limit of an infinite large bath cutoff w.. Taking
the anticommutator, all terms can be inserted into M. This yields

M(w,w') =v(w,w') + 2T Z G(iwn,) (wl2 + M (iwy,) — ww' —i(w + w’)wn>

W — W2 .
FA Y Glen) Z 5 (@) =0 (i)
n
—w'w —w?

+2T Z G(iwy) (n(w’) - nM(iw/)>

2 2
—w; tw

ww' — w2
+273 " Gliwn) o E Al 2 7 [1w) =0 (iwn)| (@) =0 (iwa)| - (A.23)

To bring the memory function in the desired form, it is necessary to transform all terms to the common
denominator ((w — iwy,)(w’ + iwy)) ™. This term can be simplified:

! —1<1+1). (A.24)

(W —iwp) (W +iwp) wHw \w—iw, W —iw,

Further, one uses

GR_I(w) = —w? +w? 4 nw). (A.25)
This yields
Gliwy) [ 1 1 1, -1
no__ /
M(w,w") =2T gn R <w—iwn +w’—iwn> G" (w)GT (W) (A.26)

With the LT of the Keldysh function

GKw)y =21y Gliwn (A.27)

. )
w — 1w,
n n

one finally finds the result in Eq. (3.62).
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A.3 The bare post-quench Keldysh function in the limit of Sotiriadis and Cardy

A.3 The bare post-quench Keldysh function in the limit of Sotiriadis
and Cardy
In this section the bare post-quench Keldysh function obtained by the boundary conditions in Eq. (6.10)

is derived via the memory ansatz. If the system is initially a non-interacting, purely ballistic system, g
is given by

1 1

stic(W, wy) = — ————— A.28
gbalhstlc( ) ws ‘w| n Wi ( )
This follows directly from evaluating the function g and using Im g% (w;,w) = 750 (w — wj). Inserting
this result into n gives:
n(w,ow1) =g"(wie) " = glenw)g(wiw) gt w)
_ ] (w’2 W io+) . (A.29)
Wi
Inserting n into the memory function yields
/ 1w (w’2 —w?+ iO+) + o' <w2 —w?+ iO+>
M ) —
(w0, 01) Wi w+ w4 210t
w2 /
_ Wi tww (A.30)
Wi

Note that M is real and has no poles. Thus the back-transformation of the Keldysh function can
straightforwardly be performed by

dwdw’ . I
G (1,1') =i / S T g, )Tmg (g, ) M (w0, )1t

1 s / : ’
=— @ (M(wf,wf,wi)e fwp(tH) 1 M(—wy, —wfjwi)el“’f(t"'t)
*M(wf’ —wr, Wi)e_iwf(t_tl) + M(iwﬁ Wi, Wi)eiwf(t_t/)> . (A.31)

Evaluating the memory function and using the exponential expression for the cosine one finds the result:

2 2 2 2

GE(t,t) = i ;uf cos (wf[t + t']) _ 4 —H;f cos (wf[t - t’]) . (A.32)

WiW§ 2wiw;

This result was derived by Sotiriadis and Cardy in Ref. [63] by using the boundary conditions at ¢t = 0
of a free harmonic oscillator with eigenfrequency wj.
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Appendix B

The deep quench expansion

The post-quench, bare Keldysh function was obtained via the memory ansatz presented in section 3.5.2.
Typically, at finite times after a quench the Keldysh function will depend on the quench amplitude
wj for the isolated as well as for the open system. However, to achieve a scaling form, it is necessary
that the bare Keldysh function g% (k,t,t') does not depend on any further energy scale than k*. In
chapter 3.5.3, the relevant limit of an infinite large quench amplitude is considered. A crucial role plays
the function gj(k,w), which arises as supplementary term of the FDT in Laplace-space. It is shown,
that the memory function M is independent of wy, if only the zeroth order term in an expansion in 1/wj
in g; is considered. However, second order terms in this expansion are relevant in section 6.2. Details
of the expansion w; — 0o of g; are considered in this section. The final result of this expansion is

2 A3
gi(wi — 00, w) = — = (1 + "ﬂ oW+ 2 c® 40 <<w/wf) )) . (B.1)
w; w;

i

The coeflicients C’C(yl)/ @ and the exponent 2’ are derived in this section, as well as their impact on the
effective mass, given in Eq. (4.87),

€/z oo
r(t):cK;t /0 ak K (ig" (k. 1,6) ~ 1GE (h,0)) (B.2)

The memory function M can be obtained from the function g; via Eq. (3.65) and Eq. (3.66):

sign (w) n (w,w’,wi) + sign (w’) n <w’,w,wi>
w+w +i0T

n(w,ww) =g ko) = ik, w)gl(k,w) g (k)

M(k,w,w') = ; (B.3)

- (B.4)

With those equations, the Keldysh function can be obtained via G¥ (w,w’) = M (w,w)gf(w)g®(w').
Let us start with the function g;(k,w), arising from the FDT version in Laplace space:

*de 1
; =9 — Im GE(e) . B.

This function is analyzed in the deep quench limit w; — oo. The pre-quench Green’s function GiR does
not obey a scaling form, but still the integral can be split approximately into the two dynamic regimes.
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B The deep quench expansion

For v < 2 the function ¢ is given by:

oy [0
ik, w) =~ _
g o 7 |w|+ e (w?+ vcoth (2ma) e*)? + 4262
> d 1 —0*
+2/ £ s, (B.6)
wy T W[ e —wl)?+ 0t
and for a > 2:
“rde 1 -0t
i(k,w %2/ —
gi(k, w) o 7wl +e(e—w?)?+0t?
*de 1 —ve
= . B.7
+ /uJV 7 |w| + € (w? + v coth (2ma) €¥)2 4 2e2 (B-7)

By using the property of the Dirac delta function §(x) = mlim._ge/(e2 + 22), the integrals can be
simplified further, yielding for o < 2:

() 2/“’W de 1 —ye* 20( ) 1 (B.8)
i(k,w) ~ — - 20(w — wy) ——— :
G o 7 |w|+e€(w?+ycoth (2ma) e¥)2 4 2e2 T w| +w;’
and for a > 2:
1 *de 1 —ve*
(ko w) ~ — 20(wy — w)———— ce . B.9
gi(k ) (W —w) |lw| + wi * /wW T |w| + € (w? + vy coth (2ma) €%)2 4 y2e2 (B-9)

The two cases w; > w, and w; < wy will be discussed in the following for a < 2.

Consider first w; — oo, where the quench amplitude is the largest scale of the system. In this case,
the integral part fjj is the dominant contribution in g. In this integral, the limit w, — 0 can be
approximately taken, keeping in mind the correct order of the limits. This can be seen explicitly, here
for a < 2. If wi > w,, the first integral on the right hand side in Eq. (B.8) reads

/w'Y de 1 e
0o T lwl+e (W? + 7y coth (27a)) €*)? 4 ~2e2

2y [“rde €2/*
~N T

wlfo mlwl+e

(B.10)

A further approximation can be made by neglecting the w-dependence in the integral, as only frequencies
w < w, are considered, and the integral is convergent at the lower boundary. Thus this term is,
multiplied with wi4, some non-universal constant which decays exponentially fast in the post-quench
Keldysh function. The scaling-form important terms going with yw?/# are not generated by this integral.
For a > 2, i.e. a dynamic exponent z = 1, only the second integral on the right hand side in Eq. (B.9)
can contribute, thus here no further terms occur.

With those approximations, in the deep quench limit, a scaling function g = ¢(|w|/w?)/w? can be
introduced. Note, that this scaling form has a counter intuitive dynamical exponent, 2z’ =1 for a < 2,
as here the dominant part in Eq. (B.8) originates from the ballistic dominated contribution for w; — co.
For o > 2, it holds 2z’ = 2/, as the dominant part in Eq. (B.9) is the diffusive one.
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The highest order term in an expansion for |wlw? < 1 yields

—_

lim ¢i(k,w) =~ (B.11)

wj—00 :12
for all z and a. The universal exponent 6 is determined with this scaling part in appendix C and E.
However, higher order terms have to be considered, as the function g will be multiplied with wi4, see
also sections B.1 and B.2.

The condition for w; being the largest scale of the system is a strong one, especially if weak quenches
are considered. In the RG-sense it will always be fulfilled for o < 2 after some time t;, see section B.3.
A scaling form of the effective mass can already be expected below this time-scale, due to the properties
of g. Now, the scaling form of g for wi < wy is analyzed. First consider the case o < 2. For w; < wy,
the function g reads:

“rde 1 —ve
- ~ 2 — . B.12
9l w) /0 7 |w| + € (w? + v coth (2ma) €¥)2 4 2e2 (B-12)

The upper boundary of the integral can be sent to infinity, as w, is now the largest scale of the system.
This yields
z
9w, w) ~ M (B.13)

wj

Thus, the scaling function of g has the same dynamic exponent as the system dynamics. This scaling
function reads

9 00 1 y2/z
o(x) = —W/ dy EI— 3 : (B.14)
0 Y Y (1 + cot ng/z> + y4/z
Again, ¢(0) = —1, leading to the scaling form in the memory function. Higher order terms in the

expansion for small v%/2|w| Jw? < 1 have to be included, as they are multiplied with w. The first
order corrections have no impact at the upper critical dimension, for the same reason as in section B.1.
Second order corrections are now important as well, as they go with
,Yw12—2z > "YZW?Y(I_Z)

> 1, (B.15)
where w, = ~#/(2(==1)) has been used, as well as z > 1, thus the exponent of w; is negative. Note
however, that the time dependence of those second order terms goes with ¢~2, and thus does not affect
the time dependence and the coefficient of the scaling form. For systems with o > 2, only the ballistic
part of the integral has to be considered, as the integral w%’odee_llmGiR leads to a constant which decays
exponentially in time in the post-quench Keldysh function. In this order of limits, the function g reads

1 1

wi wi + |w|’

g(wi,w) =~ (B.16)

Inserting this function into the Keldysh function, and performing the inverse LT, one finds the result
derived by Cardy and Sotiriadis in Ref. [63] and in section A.3.
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B The deep quench expansion

B.1 First order terms at the upper critical dimension

In this section, w; is the largest scale of the system. If this condition is not fulfilled, one has to take
the appropriate other limit, by inverting a < 2.

Performing a Taylor expansion for large quench amplitudes w;, it is shown in section 3.5.3, that the
scaling function in g(w,w;) = ¢(|w|w?')/w? reads:

dlz) ~ —1+ @C&U , (B.17)
w:

1

1 for the closed, non-interacting system,
o) — 1 for a < 2,

-1
2y [ dyyo? ((1 + coth(2ma)z®)? + :z2°‘> for o > 2.
(B.18)

Note, that again, the ballistic limit 2’ = 1 is given for @ < 2, while the overdamped limit 2’ = 2/«
corresponds to a > 2. In this section, corrections in the Keldysh function due to this first order terms
are calculated. It will be shown, that those terms have no impact on the effective mass r(t) near the
upper critical dimension. Inserting the first order correction, proportional to C’&l) , into the function ¢
yields
gV (wi,w) = 2|f2| O, (B.19)
w.

1

In n the function g will be multiplied with [¢%]~*[¢}|~'. Thus, the leading correction to the deep-quench
result reads

n(l)(w,w', wi) = — wflg(l)(wi,w)
=lwlw?2*CM) (B.20)

For o < 2 this term is relevant in the limit w; — oco. The correction to the memory function from this
part,

MO (w, ') = %272/040(1)

o 0

(B.21)
is independent of w and w’. The Keldysh function originating from this term can be evaluated directly:
Gkt 1)) = ! CO g  (k, t)g R (k, ). (B.22)

To consider corrections of this term in the effective mass, the k-integral over Gg)(k,t,t’ ) is needed.
Here, the dimension is directly expressed by d = dy. — € = 4 — z — €. Further, as only the bare retarded
function enters, one can use the scaling form ¢f(k,t) = k=22 fR(k*t) to rewrite the k-integral as
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B.2 Second order terms at the upper critical dimension

integral over time. This yields

/ ARG (k. t,1) =Kqwi >/ *C1 () / dk K> g" (k, t)g" (k. t)

K2 2oc) poo
_Hawy ~ Ca” / dz FR(z)FB(x)
0

zt

k4_d
=Ka— /dt’ Gkt 1), (B.23)
The integral over time of G’g)(k:,t', t') can again be expressed by using the double LT properties of

K .
G(1)-

iy 0o 0 Juwdw’ _ .

/ dt' G (k,t' ) =wi Cc(vl)/ dt// Z;} Img® (k, w)Img" (k, w')e i+ =00
0 —00 ™

_w?*Q/ac(l) i

- «

oo d d /
ﬂlmg}z k,w)Imgf(k, ' B.24
A2

;-
oo 4w w—+w

This integral vanishes since it is odd under the transformation w — —w, W’ — —w’. In summary, the
deep quench limit can be taken because the system is near the upper critical dimension and in this case

terms with G¥ o w?fz vanish under the integral in a controlled e-expansion.

B.2 Second order terms at the upper critical dimension

For the second order terms the correction in the scaling function ¢ in g reads

2 o] :L,af?)
¢2(y)=—2|y‘/0 dx(l (B.25)

T _1_1.01)2 +x2a’

if g is given in the diffusive regime, and

P

pa(y) = ——=, (B.26)

Wi

if g is given within the ballistic regime. Thus in ¢ this leads to a second correction

2
w
9,0 = ~L2 0P e, ) (B.27
i
with the constant
o) B 1 if wy is in the ballistic regime, .
o (wi7) = 2y2/ I I dx% if wj is in the diffusive regime. (B.28)

Multiplied with wi4 in the function n this term results in a second order correction

n® (w, ) = —|ww? 20 (w1, ). (B.29)
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B The deep quench expansion

Note, that this second order term is always important if g; is determined in the overdamped limit, since
it holds yw?® > w?. The back-transformation of this term into the Keldysh-function yields

dwdw’ sign(w)|w|? + sign(w’)|w’|?
b o) gt ) ()

s Y
e 1wte lwt'

9oy (b, 1,1) =w? ™2 CP (wi, ) /

w~+w
(B.30)

By using the scaling form of ¢t it can be expressed as

- - dydy’ sign 2‘i‘Sl n |2 —1 —ig?t
aisy (k. t,t") =0 2C (wi, 1)k 4+3z/37jrgylmg(y)1mg(y) & ylyy+yg VIVE gt g-igr
(B.31)

In the effective mass, the k-integral over gg) (k,t,t') is needed. Like for the first order term, the integral
is evaluated at the upper critical dimension. This yields

w2 2zC( )

i,y) [ dydy sign(y)|y|? + sign(y')|y'?
A% g (ke ) =2 (@i, 7) / Im g(y)Im g(v/' . (B.32
/ 9(2)( s Uy ) th - ﬂ_Q g<y) g(y ) (y + y/ + 10+)(y + y/ _ io+)2 ( )

This integral is finite. It can be brought on the form

dydy sign(y)|y|? + sign(y')|y'?
/ mg(y )Img(y)(y+y "4+10%)(y + ¢/ —i01)?

dydy (y* +y?) dydy’ N )
-[ / tm () 1m g(s') =) = 7 L gt gy L

(B.33)

where f is the principal value.
Interestingly the time-dependence of this term goes like the scaling solution of the ballistic system with
t=2 even for z # 1.

B.3 Time-scales of the deep quench expansion

The deep-quench limit can be taken after a various number of different times, depending on the expo-
nent o and the function g, as well as the interplay of the different parameters v and w;. In this section
those time-scales are summed up.

From the RG-flow, the time-scale trg can be derived, and it follows w; > w,. In this time regime,
the deep-quench condition, w < w; for o < 2, is per construction always fulfilled. Therefore the flow of
wi(l) is considered (here for a < 2):

wy = wiel . (B.34)
I* can be expressed by a time, using tre = tmice ? . This yields

Wi _Z

o
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B.3 Time-scales of the deep quench expansion

The dependence of tgg of the quench-amplitude corresponds to the mean-field value of the cross-over
timescale t*. Thus, beyond the prethermal regime, the deep-quench limit can always be taken.
For times within the prethermal regime, one has to consider the deep-quench conditions

’yz/2|w|/wf < 1. (B.36)

This corresponds to times t > w;z*yz/Q. Also note, that wj = \/k% + 19, thus for modes near the
cutoff or with v*/2k=*t > 1, the deep-quench condition is always fulfilled, and the limit (with some
corrections arising from the slow modes) can be taken already on microscopic times.

For o > 2, one must include the flow of 7, and thus w,(l) = w,(I = 0)e!. Both frequencies flow
equally under the RG. The deep quench condition in the ballistic part reads:

1
t>—. (B.37)
wi
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Appendix C

Derivation of the integral in C, for the open
system

The amplitude of the effective mass and thus the value of the exponent 6, are determined by the coefhi-
cient Cy in Eq. (4.82). In this chapter the key integral in Cj is evaluated for the open quantum system,
discussed in chapter 5. The integral in Cy can be evaluated numerically for z > 1 and analytically for
z = 2. Here, we show how to bring the integral in Cy on a scaling form, see Eq. (C.20). This enables
the application of numerical analysis, and the explicit evaluation of the integral for an Ohmic bath.
The final result for 4 is depicted in figure 5.2.

The effective mass is given by Eq. (4.87),

CKétE/z

r(t) = %5 /Ooodkk?’—z—f(igK(k,t,t)—iGgg(k,o)). (C.1)

To determine the key integral
I(t) = / ak K= (ig" (. 1,1) ~ 1 G (K,0)) | (C.2)
0

one can use the scaling properties of g% (k, t,t) and the equilibrium Keldysh function Ggf](k‘, 0), to write
this as integration over time:

I(t) =t~z A== 1 (k) (C.3)
(k) = / dt12=2)/ / ds / ds' 6M (s, ") g kst — 8)gR (k. t — 8'). (C.4)
0 0 0

By evaluating the integral I(k), the coefficient Cy = k*~*I(k) can be obtained.
The bare post-quench Keldysh function in I(k) can be written as

g (k,t,t) = / ds/ ds' M(s,s',w) g™ (k,t — s)g%(k,t — 5'), (C.5)
0 0

where the memory function introduced in section 3.5.2 was used. Using this memory function, to
express the equilibrium Keldysh function, one finds

(k) = / dt12=2)/ / ds / ds' M (s, 5 )g" (k1 — 8)g" (e, t — ) (C.6)
0 0 0
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C Derivation of the integral in Cy for the open system

with M (s,s") = M(s,s',wi) — M(s, s, k). To calculate the t-integral, the retarded Green’s function is
expressed as integral over frequencies, yielding

dw do’ R R / > > / N iws+iw's’ > (2—2)/z ,—i(wtw’)t
I(k)=— 5—Im g (k, w)Im g™ (k,w’) ds ds"dM (s, s')e det e .
T 0 0 0
(C.7)

The integral over ¢ can now be calculated analytically:

0 . / I'(2
/ dt t(2—z)/z€—1(w+w )t (/’Z)Q/z ) (08)
0 (1(w + w’))

The integral over s, s’ in Eq. (C.7) leads to the double Laplace transform of 6 M. Thus, it follows

) = L 3/) / A A P (k)T gk, )M (0, (C.9)

i2/z T

The difference of the post-quench memory function and its equilibrium value can be evaluated with the
explicit form given in Eq. (3.65). By using this explicit form and the LT of the equilibrium Keldysh
function, §M can be written as follows:

signw on(w,w’) + signw’ on(w’, w)

M (w,w') = P , (C.10)
with
on(w,w =n(w,w’,w) — n(w,, k). (C.11)
The function n was derived in Eq. (3.66), which yields
dn(w,w' =[g"(wi, )] ™ = g(w,wr) g™ (w1, )] g (wi,w)]
—[g" (k] = glw, k) g™ (k, )] Mg (R, w)] 7 (C.12)

Here, to achieve a scaling form in the Keldysh function, only the zeroth order term in the deep-quench
limit w; — 00 of g(w, wj) is considered. As the integral is evaluated explicitly in the over-damped limit,
the w? in ¢ can be neglected. With this approximations, én reads

on(w, ') = K = n(w) = () + glw, k) (K = n(w)) (8 = n()) . (C.13)

At this point, it is useful to change over to dimensionless variables y(/) =~/ 2(,u(/)/ k*. It holds

on(w,w') = k2ou (’yZ/Qw//fZ,'yz/Qw’/kz) . (C.14)
Here, the function p is introduced, which can be split into two parts
1y, y") = 0paly,y') + ms(y,y) | (C.15)
where
Oy y') =1 = h(y) = h(y) (C.16)
ota(y ') =6(y) (1 = b)) (1= 1)) - (C.7)
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The function ¢ is the scaling function of g(k,w), given in Eq. (B.14). The function
h(y) = [y|**(= cot(m/z) + isigny) , (C.18)

is the dimensionless version of n(w). Note, that du; is symmetric in y,y’. To write the integral in Cj,
the scaling function of the retarded Green’s function is needed, given as

1
R
= C.19
() ) 1 (C.19)
In total, Cy reads
L(2/2) [ dydy' g R 1
Co =5 [ g m )t 1) ——

X [(Signyﬂigny’)wb(y?y’) + sign ydpa(y,y') + signy'dpa(y', y)| - (C.20)

This integral is real, as h(—y) = h*(y), where h* is the complex conjugate. This integral can be
evaluated numerically for z > 1. For z = 2 it is also possible to derive the result analytically. Therefore,
parts of the integral originating from u, refer to I, and parts from puy to I.

Explicitly for z = 2, the imaginary part of f% reads

mfRy) = —2 | C.21
w ) = (c21)
and the scaling function ¢ of g:
1+ 2[y[In y|
¢y) = —— vy (C.22)

Firstly, the integral part I, is evaluated:

[:—/Oodydy’ y Yy 1
b oo T2 L2149yt
2
__2 (C.23)
™
And the part of I,
; __4/00 dydy’ y V)
a o ™ 1+y214y2y+y
o / / —q/
_4][ dyc21y vy__y P(y)(y y)’ (C.24)
o m 1+121+y? (y—y)?

where in the last line, { stands for the principal value integration. The first integral gives 2/(37), while
the second leads to 1/(3), such that in total I, + I, = —1/7. This finally yields for the exponent:

_ N+2e

0(z=2)= Nisi (C.25)
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Appendix D

Classical limit of the integral in C|

The amplitude of the effective mass and thus the value of the exponent 6, are determined by the
coefficient Cy in Eq. (4.82). In this appendix, the key integral in Cj is evaluated for the open classical
systems, discussed in section 5.6. Those results have been reported by using a different approach in
Ref. |28], for an Ohmic bath and in Ref. [29] for colored noise.
The first step, is to derive the classical limit of the bare, post-quench Keldysh function, or

SGE (K, t) = g% (k,t,t) — GE 1 (K,0,0). (D.1)

eq,cl

Therefore, the classical limit in the memory function is taken. It is straightforward, as only the zeroth
Matsubara mode has to be kept, see Eqs. (A.17-A.22), yielding

n(w)n <w’ )
M(w,w') =v(w,w’) = 2T + 2T ——5— (D.2)
wiww
where the w? terms have been neglected compared to . The function v(w,w’) is the double LT of
the bath-Keldysh part, which can be obtained via the FDT. The equilibrium memory function at the
critical point can be obtained by replacing w; with k. Thus, the difference of the post-quench and the

equilibrium memory function reads in the deep quench limit:

2T pw)n(w)

M (w,w') = T R— (D.3)
And the difference of the corresponding Keldysh functions reads:
2T [*° dwdw’ NwW)N(W) i(wiw

By introducing § f¥ (k*t/v*/?) = k2 /(2T)6GX (k,t,t), the integrals can be expressed with dimensionless
variables,

> dydy’ h(y)h(y) 1 L e iy
5 K — I I iy iy'x D.
@) /oo m A ) R 100 . (B5)

with h(y) given in Eq. (C.18). The two integrals over y,y’ are the inverse LT, with imaginary fre-
quencies, as introduced in section 3.4. Performing the LT with iw, it was convenient to evaluate the
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D Classical limit of the integral in C

integrals of the quantum problem, where the back-transformation with the retarded Green’s functions
was straightforward. Here, to avoid taking care for the real and imaginary part of h, it is easier to
substitute y — iy. The bath spectral function n has already been calculated along the imaginary axis
in Eq. (1.9), and thus one part of the integrand can be written as

Z/Q/z/sin (71'/2’) 1 1 ‘ o ;
Y 1+ y2/#/sin (77/,2) = ; ; (‘ S (77/2) Y ) ) (D.6)

where 1/(1 + y~2/*sin (m/z)) was formally expanded. The back-transformation of y=#~1 is given by
2P, yielding

o dy . (=1)7 sin’ (n/2)
55 (x) = /100 ¢ yz MERPIE
j

(— sin (7/z) xz/z)j
- ; T (j2/z+1)

=3, (= sin(n/2)a¥) , (D.7)

with the Mittag-Leffler function Eq(z) =}, 27 /T (aj + 1). Inserting this result into Cj in Eq. (5.50),
yields

1

_ 2/z—1p2 (o 2/z
Co 227/dx1: E < sin(mw/z)x )

Y 2
=1t / dr B*(—z) . (D.8)

The coefficient C, = —sin(n/2z)/(7I'(2/z)) is the same as in the quantum limit. With c¢x = 1 in
Eq. (5.48), one finds:

N +2 d(2/z)

T N84 (2/2) " (B3)
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Appendix E

Derivation of the integral in C for the
ballistic system

The amplitude of the effective mass and thus the value of the exponent 6, are determined by the
coefficient Cj in Eq. (4.82). In this appendix, the key integral in Cj is evaluated for the nearly isolated
system, discussed in section 6.2.2. To evaluated the integral in Cp, one can follow the steps presented
in the first appendix of Ref. [30]. The same notation is used here as in Ref. [30]. One needs to calculate
the integral I(k), which determines the exponent §. Therefore the difference between the initial and
final memory function is needed:

IMw,w") = M(w,w')— M(w,w)
sign(w)on(w,w’) + sign(w’)dn(w’, w)
= , (E.1)
w+ w
with
5n(w>w/) = ni(waw/) - nk(w7w,)
—k? + w? 4 in(w)) (=k? + W + in(w))
W WPk oo (
w® —w"” + in(w) — in(w') + EED
= pg(w,w) + pp(w,w’). (E.2)
1e and pp are defined as
pa(w,o') = —w?—w?+k —inw) —in(w), (E.3)
: (=F +w? + in(w))(=F* + w” + in(w'))
= . E.A4
Mb(waw ) k(|w\ + k‘) ( )
Inserting dn in Cjy yields
o = kj /°° dw dw’ ImGF(w)ImG R (W) sign(w)on(w,w') + sign(w)on(w, w’)
0 i2 ) o T2 (w+w —i01)2 w+w +i0t '
(E.5)
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E Derivation of the integral in Cy for the ballistic system

First the integral over pu, is evaluated in detail. p, is symmetric in w,w’, so only terms with signw =
sign w’ contribute

43 [ dwdw' w2 g (w, W)
I, = — it _ A AN A et R
2 Jy 72 4k25(w k) — k) (w+ w3
. Ha(k, k)
T
= 4l (E.6)
= +g- .

To perform the integral over py it is useful to note that p,(+£k,w) = pp(w, £k) = 0+ O(~). Hence,
the part of the integral with sign(w) = sign(w’) is zero in the ballistic regime and only the part with
sign(w) = —sign(w’) can contribute via the singular term 1/(w + w')3. By analyzing the p,-part of M
one finds:

s, ) T sim(w)n, o)
b w+ W

(k% + 0% + in(w)) (K + w2 + in(w)) I + Toee)

k w+ W
(k2 + w? + in(w)) (—F + w? + in(w)) i8nw) (Gl — w1
k w+ W

(—k* + w? + in(w))(—k* + w” + in(w")) sign(w) (|w'] — |w])
(IwHk)(l [+ k) w+
)

_ R+ Fin(w) (=R + W + in(w)) (B.7)
k(lw] + F)(l'| + k) '
For w = k, w’ = —k this yields with in(w) = iw0™
. + _- +
S My (ks —k) = 6My(—k, ) = RO IROT) (E.8)

4k3

This choice for the bath exponent corresponds to an Ohmic bath. Per construction, the infinitesimal
imaginary part from the Laplace transformation has the same units as n/w. For a different type of
bath, the infinitesimal element of the LT has to be adapted correspondingly, leading to the same result.
Inserting into I yields:

k3 [ dwdw' 72 , O My (w,w")
k2Kt 1
4 4k (—i071)?

1
= —. E.9

: (£9)

The integral over pyp is also +%, so in total it holds:
1
00:Ia+lb:Z. (E.10)

This yields for the non-equilibrium exponent 6 = €/2.
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