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Chapter 1

Introduction

Neutron scattering is one of the most important, versatile and powerful tools in solid state physics. It is not only used to examine crystal and magnetic structures but also to study their excitations in solids. In the last few years inelastic x-ray scattering became another important technique to complement lattice dynamical investigations with inelastic neutron scattering. In the present work both methods have been used to investigate the phonon renormalization in lanthanum cobaltate $\text{LaCoO}_3$ and iron-based superconductors of the $\text{AFe}_2\text{As}_2$ ($\text{A} = \text{Ba, Sr}$) family. Moreover two further neutron scattering techniques, neutron diffraction and neutron resonance spin echo spectroscopy, were used to study additional aspects of the investigated systems.

The second chapter briefly introduces the basic concepts of neutron scattering and the techniques used in this thesis. Furthermore it gives a short overview on lattice dynamical calculations which provided important support for planning, analyzing and discussing the scattering experiments on $\text{LaCoO}_3$.

The third chapter is devoted to the lattice dynamical investigations in lanthanum cobaltate. $\text{LaCoO}_3$ exhibits two crossovers at $T_{\text{SS}} \approx 100 \text{ K}$ and $T_{\text{MI}} \approx 500 \text{ K}$ observed in various physical properties such as thermal expansion and electric susceptibility. Both crossovers are assumed to be connected to the spin state evolution of the cobalt ions from a low spin to a high spin configuration. Due to the different spatial extent of the corresponding electronic wave functions the crystal lattice is directly affected by the population of high spin states and the expansion of the $\text{CoO}_6$ octahedra around such excited cobalt atoms. It was proposed that the two different spin states form a dynamic short-range order which manifests itself in a breathing-type distortion of the crystal lattice. The second crossover is believed to be caused by a melting of this order. All experimental work on inelastic neutron scattering including the temperature dependence of the phonon energies was accompanied by lattice dynamical calculations. Besides acoustic and optic phonon modes the mean square displacement of the atoms was studied with neutron and x-ray diffraction.
Chapter 4 addresses the phonon renormalization in iron-based superconductors of the AFe$_2$As$_2$ (A = Ba, Sr) family, with partial substitution of Fe by Co, or Ba and Sr by K and Na. One of the major issues is the relation between lattice dynamics and nematicity, where the latter manifests itself in a structural/nematic phase transition closely connected to magnetism yet setting in at a transition temperature higher than that of long-range magnetic order. The nematic phase does not show a static magnetic order but the magnetic fluctuations have a preferred direction. The results from the inelastic neutron and x-ray scattering experiments in Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ in the framework of this thesis served as the starting point for a theoretical model. The model was developed with R. Fernandes (University of Minnesota) and J. Schmalian (Karlsruhe Institute of Technology, KIT) describing the anomalous behavior of the phonon dispersion by introducing the nematic correlation length $\xi$. Furthermore the neutron resonance spin echo measurements on the same system were used to investigate the temperature dependence of the phonon lifetime. This study yields the first evidence for a damping mechanism in iron-based superconductors which is similar to that in conventional superconductors, e.g. electron-phonon coupling. The last part of this chapter shows first inelastic x-ray measurements on several hole-doped 122 systems.
Chapter 2

Experimental methods

The bestowal of the Nobel Prize in Physics in 1994 to C. G. Shull and B. N. Brockhouse for their pioneering contributions to the development of elastic and inelastic neutron scattering [1] showed how important this technique had become in science but the beginning of the success story started a lot earlier. Shortly after J. Chadwick discovered the neutron in 1932, its ability to be Bragg diffracted by solids was shown [2]. With an upcoming new generation of high-flux reactors starting in the 1970s the limitations of the early days by the low neutron flux could be overcome, and even inelastic scattering studies became possible. The theory and specific techniques of neutron scattering are widely discussed in several books [3, 4, 5]. Therefore only the basics of neutron scattering will be discussed in Chapter 2.1 and the instruments and methods used for this study will be described in Chapters 2.3 to 2.6.

2.1 Basics of neutron scattering

Neutron scattering is one of the most important and versatile methods in many different fields such as biology, material sciences or solid state physics. The physical properties of the neutron (Table 2.1) make it possible to study not only structural but also dynamic and magnetic properties of matter and especially condensed matter [3]:

- De-Broglie wavelength of $\lambda \approx 2\,\text{Å}$ for thermal neutrons (Table 2.2): The inter-atomic distances are about the same size and this leads to interference effects that enable structural analysis.

- Charge neutrality: the interaction between the neutrons and the scattering material is quite weak which leads to a large penetration depth. Therefore neutrons can be used to study the bulk properties of the sample.

- Several excitations in condensed matter are energetically in the same region as
thermal neutrons ($E \approx 25 \text{ meV}$): using inelastic scattering phonons and magnons can be observed.

- Magnetic moment: neutrons interact with magnetic atoms and therefore can be used to observe magnetic structures and excitations.

Table 2.1: Basic Properties of the neutron [3].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>$m = 1.675 \times 10^{-27} \text{ kg}$</td>
</tr>
<tr>
<td>Spin</td>
<td>$1/2$</td>
</tr>
<tr>
<td>Charge</td>
<td>0</td>
</tr>
<tr>
<td>Magnetic moment</td>
<td>$\mu_n = -1.913 \mu_N$</td>
</tr>
</tbody>
</table>

The most common source of neutrons for science are fission reactors. Neutrons coming directly from the core of a reactor have to be moderated, otherwise their energy would be too high to study condensed matter properties. For cold neutrons liquid $\text{H}_2$ or $\text{CH}_4$, for thermal neutrons heavy water and for hot neutrons a hot massive block (for example graphite heated to $T \approx 2400 \text{ K}$) could be used to select a range of the neutron wavelength suiting the desired purpose (Table 2.2).

Table 2.2: Approximate values for the range of energy, temperature and wavelength for three types of sources in a reactor [3].

<table>
<thead>
<tr>
<th>Source</th>
<th>Energy $E$ (meV)</th>
<th>Temperature $T$ (K)</th>
<th>Wavelength $\lambda$ ($10^{-10} \text{ m}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold</td>
<td>0.1 - 10</td>
<td>1 - 120</td>
<td>30 - 3</td>
</tr>
<tr>
<td>Thermal</td>
<td>5 - 100</td>
<td>60 - 1000</td>
<td>4 - 1</td>
</tr>
<tr>
<td>Hot</td>
<td>100 - 500</td>
<td>1000 - 6000</td>
<td>1 - 0.4</td>
</tr>
</tbody>
</table>

In the following the scattering mechanisms that are most important for this work and the coherent effective cross-sections are briefly described.

**Elastic scattering at atomic nuclei**

The differential cross section for elastic scattering at a crystal lattice with a multi atomic basis from the initial state $| \mathbf{k}_i \rangle$ to the final state $| \mathbf{k}_f \rangle$ is given by

$$\left( \frac{d\sigma}{d\Omega} \right) \propto \sum_{\mathbf{G}} \delta(\mathbf{Q} - \mathbf{G}) |F(\mathbf{G})|^2$$

with the static structure factor

$$F(\mathbf{G}) = \sum_j b_j e^{i\mathbf{G} \cdot \mathbf{r}_j} e^{-W_j}.$$  

(2.1)

(2.2)
2.1: Basics of neutron scattering

\[ Q = k_f - k_i \] is the scattering vector and \( G \) a reciprocal lattice vector. The Laue condition for crystal diffraction is represented by the delta function in Equation 2.1, which is equivalent to the Bragg condition for constructive interference between lattice planes \( \langle hkl \rangle \)

\[ \lambda = 2d_{hkl} \sin(\Theta). \] (2.3)

In Equation 2.2 the structure factor \( F(G) \) describes interferences between different atoms \( j \) with the coordinates \( r_j \) inside the unit cell, with the scattering length \( b_j \). The Debye-Waller-factor \( \exp(-W_j) \) describes the reduction of the intensity of the diffraction reflexes due to thermal displacements \( u \) from the equilibrium position of the atoms. For small displacements one can write

\[ W = \frac{1}{2} \langle (Q \cdot u)^2 \rangle. \] (2.4)

Inelastic scattering at atomic nuclei - Phonons

In general the differential scattering cross section for inelastic scattering can be written as

\[ \frac{d^2\sigma}{d\Omega_f dE_f} = N \frac{k_f}{k_i} S(Q, \omega) \] (2.5)

with the scattering function \( S(Q, \omega) \). The fluctuation dissipation theorem connects it with the imaginary part of the dynamical susceptibility \( \chi(Q, \omega) \):

\[ S(Q, \omega) = \frac{\chi''(Q, \omega)}{1 - e^{-\omega/k_B T}} \] (2.6)

For the creation respectively annihilation of a phonon of a certain phonon mode \( s \) with the polarization vector \( \vec{\xi}_j \) of the atom \( j \) with mass \( m_j \) it is given by

\[ \chi''(Q, \omega) \propto \sum_{G,q} \delta(Q - q - G) \sum_s \frac{1}{\omega_{q,s}} |\mathcal{F}(Q)|^2 \cdot \left[ \delta(\omega - \omega_{q,s}) - \delta(\omega + \omega_{q,s}) \right] \] (2.7)

with the dynamic structure factor

\[ \mathcal{F}(Q) = \sum_j \frac{b_j}{\sqrt{m_j}} \left( Q \cdot \vec{\xi}_j \right) e^{iQr_j} e^{-W_j}. \] (2.8)

The expression \( \delta(Q - q - G) \) in Equation 2.7 pays respect to the conservation of momentum

\[ Q = k_f - k_i = G + q. \] (2.9)
The conservation of energy for the creation or annihilation of a phonon is given by 
\[ \delta(\omega - \omega_{q,s}) - \delta(\omega + \omega_{q,s}) \]. Only the components of the polarization vector parallel to the scattering vector \( \mathbf{Q} \) contribute to the scattered intensity because of the scalar product \( \mathbf{Q} \cdot \mathbf{\xi}_j \) in Equation 2.8. With the Equations 2.5, 2.6, 2.7 and 2.8 the integrated phonon intensity becomes

\[ I_E \propto [n(\omega) + 1] \cdot \frac{|\mathbf{Q} \cdot \mathbf{\xi}_j|^2}{\hbar \omega} \cdot e^{-2W(Q)} \]  

(2.10)

for phonon creation and a fixed final energy in the measurements. The phonon intensity that can be observed in the experiment varies as the square of the scalar product of the polarization vector \( \mathbf{\xi} \) and the scattering vector \( \mathbf{Q} \). That is why phonon measurements are typically carried out at the highest scattering vectors \( \mathbf{Q} \) that can be achieved within the experimental limits. The result is a minimization of magnetic scattering contributions due to the decreasing magnetic form factor with increasing \( Q \). [3]

The Bose Einstein distribution leads to the prefactor \( n(\omega) \). Due to the thermal occupation of phonons with an energy \( E = \hbar \omega \) with increasing temperature the integrated phonon intensity also increases with

\[ [n(\omega) + 1] = \frac{1}{e^{\frac{\hbar \omega}{k_B T}} - 1} + 1. \]  

(2.11)

The intensity ratio of phonon creation (\( \hbar \omega > 0 \)) and annihilation (\( \hbar \omega < 0 \)) is described by the detailed-balance condition [5]

\[ S(-\mathbf{Q}, -\omega) = e^{-\hbar \omega_{q,S}/k_B T} \cdot S(\mathbf{Q}, \omega). \]  

(2.12)

That means that for example at \( T = 0 \) only phonon creation contributes to the measured phonons since no excitations are thermally populated.

**Polarized neutrons**

In the sections above the scattering cross section for unpolarized neutrons was discussed where neutrons are scattered from an initial state \( |\mathbf{k}_i\rangle \) to a final state \( |\mathbf{k}_f\rangle \) regardless of the exact spin state of the neutrons (spin-up \( |\uparrow\rangle \) or spin-down \( |\downarrow\rangle \)). In many cases it is useful to take advantage of the polarization analysis and to get additional information on the observed system or to distinguish between magnetic and nuclear scattering processes. Detailed information on the scattering of polarized neutrons and the scattering cross sections for various scattering processes can be found in the literature [3, 5]. This chapter should just give a brief introduction on the topic.

The following equation describes the beam polarization in the applied field direction normally defined as parallel to the \( z \)-direction:

\[ P_0 = \frac{N_\uparrow - N_\downarrow}{N_\uparrow + N_\downarrow} \]  

(2.13)
$N_{\uparrow}$ is the number of neutrons in the spin-up state ($|\uparrow\rangle$) and $N_{\downarrow}$ the number of neutrons in the spin-down state ($|\downarrow\rangle$). If the spin state of the neutrons is taken into account, the previously considered scattering cross section for unpolarized neutrons 
\[ (d\sigma/d\Omega dE)_{|K_i\rangle \rightarrow |K_f\rangle} \] is split into four different scattering cross sections

\[ |\uparrow\rangle \rightarrow |\uparrow\rangle \]
\[ |\downarrow\rangle \rightarrow |\downarrow\rangle \] non-spin-flip scattering

\[ |\uparrow\rangle \rightarrow |\downarrow\rangle \]
\[ |\downarrow\rangle \rightarrow |\uparrow\rangle \] spin-flip scattering

The main objective of polarized neutron experiments is to determine the polarization dependence of scattering. Another technique is neutron spin echo spectroscopy where the main idea is to use the individual spin precession of the neutrons to monitor possible small energy transfers. It will be discussed in Chapter 2.5.

\[
\frac{1}{2} \left( \frac{d\sigma}{d\Omega dE} \right)_{\text{mag}} = \left( \frac{d\sigma}{d\Omega dE} \right)_{\text{HF}}^{\uparrow\rightarrow\downarrow} - \left( \frac{d\sigma}{d\Omega dE} \right)_{\text{VF}}^{\uparrow\rightarrow\downarrow} \tag{2.15}
\]
2.2 Triple axis spectroscopy

One of the most useful and versatile instruments in neutron scattering is the so called triple axis spectrometer (TAS). It is used to probe excitations and fluctuations in liquid and solid matter in both energy and momentum space. The technique was developed by B. N. Brockhouse and was awarded the Nobel Prize in physics together with C. Shull in 1994 [1, 6]. Due to its unique properties the TAS can be used for both, elastic and inelastic scattering.

Layout of a triple axes spectrometer

In figure 2.1 the schematic structure of the thermal TAS 1T at the Orphée reactor at the Laboratoire Léon Brillouin (LLB) is shown. The three independently rotating and eponymous axes are the monochromator axis, the sample axis and the analyzer axis. Essentially it is possible to reach every point in momentum space at any energy with an appropriate setting of the corresponding angles. The polychromatic neutron beam from the neutron source, typically a nuclear reactor, is diffracted at a given set of lattice planes of the monochromator crystal (1). The Bragg diffraction leads to the selection of a specific neutron wavelength $\lambda_i$.

Starting from Bragg’s law

$$G_{hkl} = 2k \sin \Theta_B$$

(2.16)

the selected neutron wavelength is

$$\lambda = 2d_{hkl} \sin \Theta_B$$

(2.17)

where $G_{hkl} = \frac{2\pi}{d_{hkl}}$ with $d_{hkl}$ the lattice spacing of the planes indicated by the Miller indices $h$, $k$, $l$. $\Theta_B$ is the scattering angle and $k = \frac{2\pi}{\lambda}$ the wave vector of the selected neutron. A higher neutron beam intensity is usually achieved by using several small single crystals with a relatively broad mosaic spread as the monochromator. These are arranged in a way that all the neutron intensity can be focused onto the sample position by an adjustable curvature. Today TASs have monochromators and analyzer with horizontally and vertically adjustable curvatures. The sample (4) is normally mounted on a two-circle goniometer for inelastic neutron scattering. If a cryostat is needed for the experiments the sample is placed in an helium filled aluminum can to ensure a small temperature gradient by providing a good thermal contact to the cold finger. The analyzer crystal (5) is used to analyze the final energy $E_f$ of the scattered neutron beam. A typically measuring method is to keep the final energy fixed and vary the scattering angle of the monochromator crystal in an appropriate way to get the chosen energy transfer $\Delta E = E_i - E_f$. 
Figure 2.1: Schematic drawing of the thermal triple axes spectrometer 1T at the Orphée reactor at LLB at CEA Saclay in France.
Resolution of a triple axes spectrometer

To obtain a higher intensity of the neutron flux, imperfect crystals with a comparatively high mosaicity and beam divergence are used as monochromator and analyzer. The measured signal is a convolution of an instrumental resolution function $R(Q - Q_0, \omega - \omega_0)$ and the scattering function $S(Q, \omega)$ where the instrumental resolution may become the dominant part due to the choice of imperfect crystals. The resolution function is peaked at $(Q_0, \omega_0)$ and decreases for deviations $(\Delta Q, \Delta \omega)$. The shape of the observed spectra is strongly depending on how the resolution function is scanned through the structures defined by the scattering function.

In general, the resolution function can be described by a four dimensional ellipsoid (three dimensions in momentum space and one in energy). If the vertical resolution, i.e. the resolution perpendicular to the scattering plane, is neglected the resolution function can be considered as an three dimensional object, which has a shape that can be described as a flattened cigar. The orientation of the resolution function resolution relative to the dispersion surface will determine the measured peak width in a constant $Q$ scan through a sharp dispersion surface. If the two longer axes of the ellipsoid are parallel to the surface a narrow peak will be measured (focused condition). In the defocused condition, the two long axes are orthogonal to the dispersion surface and the measured peak may be so broad that it is nearly undetectable. Figure 2.2 shows an acoustic dispersion along one direction in $q$. The gray are schematically describes

**Figure 2.2:** Schematic projection of the four dimensional experimental resolution ellipsoid onto the plane defined by $E$ and $q$. The orange line shows a linear dispersion relation such as that of an acoustic phonon. At positive $q$, the two longer axes of the resolution ellipsoid (gray) are parallel to the dispersion and hence in an energy or momentum scan (blue dashed lines) a narrow peak will be measured (focused condition). At negative $q$ the longer axes are orthogonal to the dispersion and the measured peak is broadened (defocused condition).
2.2: Triple axis spectroscopy

a two dimensional projection of the four dimensional experimental resolution ellipsoid onto the plane defined by \(E\) and \(q\). The result of the measurement is now depending on how this projection is scanning through the dispersion. The focused condition is shown on the right side and the defocused condition on the left side in this picture.

**Special problems**

Due to the non-ideal behavior of the various elements of a TAS and the specific sample environment, in both elastic and inelastic scattering, scattering artifacts can be observed. These artifacts often appear as sharp peaks which could be misinterpreted as intrinsic structures. This leads to the necessity of reliably identifying such spurious peaks (so-called spurions) in the measured spectra to extract the physically relevant information. One of the several well understood causes of artifacts is Bragg scattering of higher-order neutrons at the monochromator and analyzer. For a specific scattering angle \(\Theta\) additionally to neutrons with energy \(E\) respectively wave length \(\lambda\) also neutrons with energies \(n^2E\) respectively wave lengths \(\lambda_n\) are Bragg diffracted. Analogous to Equation 2.3 one can write

\[
\lambda_n = \frac{\lambda_{\text{max}}}{n} \quad \text{mit} \quad \lambda_{\text{max}} = 2d_{\text{hkl}} \sin \Theta \quad (n \in \mathbb{N}).
\]  

To suppress higher-order neutrons a pyrolytic graphite (PG) filter is used that allows the passage of thermal neutrons. In figure 2.3 the transmission of a 5-cm-thick PG filter (c axis parallel to the wave vector of the neutrons) for a desired energy \(E(\lambda)\), \(4E(\lambda/2)\) and \(9E(\lambda/3)\) is shown. In most cases the final energy \(k_f\) is kept fixed and the PG filter is placed in between the sample and the analyzer. A very advantageous ratio between transmission in the first order and absorption for higher orders can be achieved for the final energies 14.7 meV and 30.5 meV.

Another cause of artifacts are resolution function effects. When measuring near a reciprocal lattice point \(G\), it is possible that the tail of the resolution ellipsoid ranges through \(G\) and therefore picks up some unwanted intensity and is misinterpreted as an intrinsic signal.

Furthermore there are artifacts caused by the sample environment, such as Bragg scattering by aluminum, which is used for most sample holders, sample cans and cryostat radiation shields. Although the sample can is typically filled with He as an exchange gas, a certain fraction of air can not be avoided. The condensation of these gases can lead to temperature dependent effects of the background.
There are several well understood mechanisms, which will produce scattering artifacts. Some of them are related to higher-order neutrons (harmonics) in the incident neutron beam. An ideal monochromator would select just one unique incident neutron wave vector \( k_i \). In reality, however, Bragg diffraction of a single-crystal is used. From eq. (2.2) it follows that for a specific angular setting \( \Theta_B \) of the monochromator crystal also neutrons are Bragg diffracted by the monochromator crystal with wavelengths 
\[
\lambda = \lambda_{\text{max}} \cdot n \ \text{natural number}
\]
(2.3).

Although the flux of such higher-order neutrons with \( n \geq 2 \) is typically much weaker than that of the first-order wave vector, they can give rise to spurious peaks, comparable to small intrinsic features of the scattering function. There are several filter concepts to suppress these unwanted peaks.

In the thermal energy regime pyrolytic graphite (PG) is by far the most useful filter of higher-order neutrons. The transmission of a 5-cm-thick PG filter, the \( c \)-axis being parallel to the wavevector of the neutrons, for a desired energy \( E(\lambda) \), \( 4E(\lambda^2) \) and \( 9E(\lambda^3) \) [7].

Figure 2.4: Transmission of a 5-cm-thick PG filter as a function of energy for desired energy \( E(\lambda) \) [5].

2.3 Single crystal diffractometer

To study the structural parameters and to determine the overall structure of a crystal, diffraction experiments are often the appropriate technique. The translation symmetry of most crystalline materials allows to obtain the position of all atoms from the position of a all atoms in the unit cell [7, 8]. Thus, the typical aim of diffraction measurements is to determine the atomic positions in the unit cell and the six lattice parameters (the lengths of the lattice vectors \( a, b \) and \( c \) and the angles between those vectors \( \alpha, \beta \) and \( \gamma \)). Moreover the atomic displacement from the resting positions can be observed.

For example x-rays or neutrons can be used as probes in those experiments, depending on the underlying questions. The various types of radiation are differently scattered at the sample. The neutron is scattered by the atomic nucleus in contrast to x-rays which are scattered by the electronic shell. Depending on the available samples there are two different experimental setups: powder diffraction and single-crystal diffraction. For the work presented in this thesis only the latter was used and therefore only this technique will be discussed further. A single crystal diffractometer is quite similar to a triple axis spectrometer (see Chapter 2.2) with the beam passing the monochromator, the sample and the detector (Fig. 2.4). However the analyzer is not needed since the inelastic intensity can be neglected and the overall intensity can be increased.

The measurements shown in Chapter 3.2.2 were carried out on a x-ray diffractometer.
at our institute and on HEiDi, a single crystal diffractometer at the hot neutron source of the Forschungsreaktor München II (FRMII) at the Heinz Maier-Leibnitz Zentrum (MLZ) in Garching, Germany. HEiDi (Fig. 2.4) is a four-circle diffractometer with a large acentric Euler cradle to mount heavy sample environments like cryostats or furnaces [9]. The incident wavelengths can be varied by using three different monochromator crystals at three different monochromator angles which leads to nine possible incident wavelengths between 1.4 Å and 0.3 Å. Furthermore three selectable collimators ($\alpha = 60'$, 30', 15') in front of the monochromator unit can be used for defining the horizontal beam divergence. The sample is mounted in the center of the Eulerian cradle. The scattered neutrons are then detected by a $^3$He single counter.

![Schematic drawing of the single crystal diffractometer HEiDi at the MLZ in Garching][10].

**Figure 2.4:** Schematic drawing of the single crystal diffractometer HEiDi at the MLZ in Garching [10].
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2.4 Inelastic x-ray scattering

Another very important method for observations of lattice dynamics in solids is inelastic x-ray scattering (IXS). In the 1980’s the idea was born that the synchrotron radiation of particle accelerators can be used for that purpose with a really high energy resolution because of the high intensity and brilliance compared to laboratory x-ray sources [12, 13, 14]. Inelastic x-ray scattering like inelastic neutron scattering is also based on triple axis spectrometry. One of the main differences is the typical incident energy of the x-ray radiation \( E_i \approx 20 \text{ keV} \) necessary to cover the wave-vector range of the first Brillouin zone which is roughly six orders of magnitude larger than typical phonon energies. This leads to the necessity of a very good relative energy resolution of about \( \Delta E/E \approx 10^{-7} \). The scattering cross sections described above for elastic and inelastic scattering also apply for x-ray scattering if the scattering length in the Equations 2.2 and 2.8 is replaced by the atomic form factor \( f^0(Q) = \int \rho(r) \exp(iQ \cdot r) \, dr \). A more detailed description of inelastic x-ray scattering and the derivation of the scattering cross sections can be found in literature [15, 16, 17].

The experiments described in this thesis were all carried out at on the high energy-resolution x-ray (HERIX) spectrometer at sector 30 at the Advanced Photon Source (APS) at Argonne National Laboratory near Chicago, Illinois, in the United States. HERIX is a high energy resolution (1.5 meV) four circle spectrometer for inelastic x-ray measurements used for phonon measurements in solids and liquids [11]. In a first step the synchrotron radiation is gathered and monochromatized by the high heat load monochromator [Fig. 2.5(2)]. The resolution afterwards does not suit the requirements of phonon measurements with 1.6 eV yet, so the beam has to pass through another three pairs of monochromators (3) until it reaches the final resolution of \( \approx 1 \text{ meV} \). After
focusing the x-ray beam to a size of around $15 \times 35 \mu m^2$ and deflecting it with bimorph mirrors (4), the x-rays are scattered from the sample (5) into nine analyzer crystals (6) arranged in a horizontal line covering different scattering angles simultaneously. The x-rays with the chosen final energy are focused into nine individual point detectors (7). Inelastic x-ray scattering has certain essential advantages compared to inelastic neutron scattering

- energy resolution independent of energy transfer
- good q resolution
- very small samples can be investigated due to the good focusing of the beam (10 $\mu m$)

and of course also some disadvantages

- small penetration depth
- good energy resolution technically complicated
- weak magnetic interaction
- only a few available instruments.

Depending on the underlying question of the investigations and on the available samples a method has to be chosen between inelastic x-ray and neutron scattering. Both methods are complementary, not competitive.

2.5 Resonance spin echo spectroscopy

Combining triple-axis spectroscopy (see Chapter 2.2) with neutron spin echo techniques (NSE) makes it possible to measure the linewidths of dispersive excitations like phonons or magnons with an energy resolution of down to a few $\mu eV$. To gather some of the data for this thesis the three axes spin echo spectrometer (TRISP) (Fig. 2.6) at the research neutron source Heinz Maier-Leibnitz (FRM II) in Garching was used [18, 19].
Figure 2.6: Schematic drawing of the three axes spin echo spectrometer (TRISP) at the research neutron source Heinz Maier-Leibnitz (FRM II). The neutron guide (1) polarizes the incoming neutron beam from the reactor. After passing the velocity selector (2) the incident energy is chosen with the help of a double focusing graphite monochromator (3). Right before and after the sample (5) two pairs of RF flipper coils are positioned (4) the first pair creates a Larmor precession $\phi_1$ (see text) and the second one a larmor precession $\phi_2$. The analyzer (6) is also made of graphite and for the detection of the neutrons a $^3$He detector (8) is used. The polarization analysis can be done with the help of a polarized neutron guide (7) which is only transparent to one neutron polarization. [20]

Conventional NSE techniques are using the Larmor precession of a polarized neutron beam to determine slight changes in the velocity of incident and scattered neutrons (see also [21]). Neutrons with $k_1$ along the $y$-direction and a polarization along the $x$-direction precess in a magnetic field with the strength $B_1$ and the length $L_1$ (in $z$-direction) by an angle of

$$\phi_1 = \frac{2\omega_1^{(1)} L_1}{v_1}. \quad (2.19)$$
2.5: Resonance spin echo spectroscopy

The Larmor frequency $\omega_L$ is given here as

$$\omega_L^{(1)} = 2\omega_z^{(1)} = \frac{2\mu B_1}{\hbar}. \quad (2.20)$$

The scattered neutrons precess in a second magnetic field with the strength $B_2$ and the length $L_2$ with an orientation in the opposite direction than $B_1$ by the angle

$$\phi_2 = \frac{2\omega_z^{(2)} L_2}{v_2}. \quad (2.21)$$

If $B_1 = B_2 = B$ and $L_1 = L_2 = L$ the precession angle of the neutrons after passing both magnetic fields for energy transfers of $\hbar\omega = m/2(v_2^2 - v_1^2)$ is given by [21, 22]:

$$\phi_{NSE} = \phi_1 + \phi_2 = 2\omega_z \left[ \frac{1}{v_1} - \frac{1}{v_2} \right]$$

$$\approx \left( \frac{2h\omega_z L}{mv_1^3} \right) \omega = \omega \tau_{NSE}, \quad (2.22)$$

where $\tau_{NSE}$ is the spin echo time. The approximation is only valid for small changes in the velocity $v_2 = v_1 + \delta v$ with $\delta v \ll v_1$ (quasi elastic scattering). For neutron resonant spin echo (NRSE) techniques, high frequency spin flippers are used instead of the homogeneous magnetic fields of large coils with the lengths $L_{1,2}$ [23]. The flippers generate two fields, $B_z$ along the $z$-direction is time-independent and $B_r$ is rotating in the $x$-$y$-plane with the frequency $\omega_S$, which meets the resonance conditions:

$$\omega_S = 2\omega_z = \gamma B_z = \omega_L \quad (2.23)$$

where $\gamma$ is the gyromagnetic ratio of the neutron. The amplitude of $B_r$ satisfies the condition

$$\gamma B_r = \frac{\pi v}{d} \quad (2.24)$$

with the neutron velocity $v$ and the coil length $d$ [23, 24]. A pair of these coils can be used to achieve the same precession angle $\phi$ as in a homogenous magnetic field. The energy transfer $\omega$ of dispersive excitations is dependent on the wave vector $q$ of the excitation, therefore $\omega = \omega(q)$. With the $q$ resolution being finite $\omega$ broadens and a spin echo phase $\phi_{NSE}$ can even be measured for excitations with a linewidth of zero. To measure the intrinsic linewidth of phonons, the spin echo phase has to be adjusted to the slope of the dispersion area, i.e. the group velocity $v_g = \nabla_q \omega$. This phonon focusing leads to a constant phase $\phi_{NSE}$ for all scattering contributions along a straight line with the slope $v_g$ (Fig. 2.7). Such a phonon focusing can be achieved by tilting the field boundaries relative to the beam direction [24]. Then all neutrons scattered by a phonon with a linewidth near zero and a linear dispersion have the same spin echo phase.
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Figure 2.7: Focusing conditions for measuring phonons with neutron resonant spin echo techniques (see [18, 21]). The resolution function of the triple axis spectrometer (resolution ellipsoid) defines a region in the momentum and energy space. The high energy resolution is achieved with the spin echo spectrometer. Therefore the lines $\phi_{\text{NSE}} = \text{constant}$ (red lines) have to be aligned parallel to the dispersion area by tilting the field boundaries (phonon focusing).

$\phi_{\text{NSE}}$. For finite linewidths a broadening of $\phi_{\text{NSE}}$ occurs and leads to a depolarization of the neutron beam which is proportional to the Fourier transformation of the spectral line shape. A detailed derivation of the focusing condition, i.e. the development of Equation 2.22 in terms of $v_{1,2} = \bar{v}_{1,2} + \delta v_{1,2}$, can be found in literature [18, 21]. The spin echo time $\tau_{\text{NSE}}$ is determined by the chosen frequencies $\omega_{s(1,2)}L_{1,2}$ and is identical for both parts of the spectrometer before and after the sample. The polarization of the scattered neutron beam after passing the second pair of coils is given by

$$P(\tau_{\text{NSE}}) \propto \int S(\omega) \cos(\omega \tau_{\text{NSE}}) d\omega$$

(2.25)

and is the Fourier transformed of the scattering function $S(\omega)$. When describing $S(\omega)$ by a Lorentzian function with full width half maximum $\Gamma$

$$S(\omega) = \frac{1}{\pi} \frac{\Gamma}{\Gamma^2 + \omega^2}$$

(2.26)

the polarization decreases exponentially:

$$P(\tau_{\text{NSE}}) \propto e^{-\Gamma \tau_{\text{NSE}}}.$$  

(2.27)

As a conclusion the intrinsic phonon linewidth $\Gamma$ can be determined by measuring the polarization as a function of $\tau_{\text{NSE}}$. Resolution effects that lead to a further depolarization of the neutron beam are discussed in [25, 26]. The method of the data acquisition
of such a measurement is illustrated step by step in figure 2.8 for the example of Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$. A triple axis scan is used to determine the phonon energy for a given wave vector [Fig. 2.8(a)]. All angles of the triple axis spectrometer are kept fixed on the positions determined in this first scan during the NRSE measurements. The polarization of a specific $\tau_{\text{NSE}}$ is measured by the variation of the length of the second precession area in the second part of the spectrometer by translation of the second RF coil by small distances $\Delta L$ (b). This results in an oscillation of the measured intensity:

$$I(\Delta L) = I_0 \left(1 + P \cos \left[2\pi \frac{\Delta L + \Delta L_0}{\Delta L_p}\right]\right)$$  \hspace{1cm} (2.28)

where $\Delta L_p$ is the length of the period of the oscillation, $\Delta L_0$ a constant offset and $I_0$ the mean intensity. These measurements of $\Delta L$ range over a period length $\Delta L_p$ (typically a few mm) which is specified by the parameters of the used instrument. The polarization can be determined by fitting Equation 2.28 to the experimental data. This has to be done for at least four different $\tau_{\text{NSE}}$ values to get a reliable set of data. The ratio $\omega_1/\omega_2$ is kept fixed. The intrinsic phonon linewidth can then be determined by fitting Equation 2.27 to the gathered polarization values $P(\tau_{\text{NSE}})$. Under ideal conditions the described technique allows to measure phonon linewidths of just a few $\mu$eV, which has been demonstrated on pure element superconductors Pb and Nb [25, 27].
Figure 2.8: Typically routine of data acquisition for phonon measurements using the NRSE technique for the example of a phonon in Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$. (a) From a regular triple axes measurement the phonon wave vector and the energy for the NRSE measurements can be deduced. The angles of the spectrometer are set to the appropriate positions for the phonon in $q$ and $E$ and will not be changed during the following measurements. (b) The precession field in the second arm of the spectrometer gives rise to oscillations in the intensity at the detector. With Equation 2.28 the polarization for a specific $\tau_{NSE}$ can be determined. (c) With the polarization for various spin echo times $\tau_{NSE}$ and Equation 2.27 the intrinsic phonon linewidth can be found.
2.6 Lattice dynamical calculations

This chapter will give a short introduction to density functional theory (DFT) which has been used to study the lattice dynamics of LaCoO$_3$. A more detailed description of this method can be found in literature [28, 29, 30]. DFT is based on the Hohenberg-Kohn theorem, which states that the properties of the ground state of a system consisting of $N$ interacting electrons can be described unambiguously by the electron density distribution $n(r)$ [31]. It can be shown that there is an universal functional $F[n(r)]$ of the electron density distribution that the functional

$$E[n] = F[n] + \int n(r)V(r)dr$$

(2.29)

is minimized by the correct electron density distribution to the associated external potential $V(r)$. This is under the constraint that the integral over $n(r)$ is equivalent with the total number of electrons $N$. Furthermore the resulting minimum corresponds to the energy of the ground state of the system. With this method the system described by wave functions with $3N$ independent variables can be reduced to a problem with only three independent variables in the electron density distribution. The fact that the functional $F$ is unknown can be solved by the Kohn-Sham equations which project the system on a corresponding system of non interacting electrons [32]. Another assumption made by Kohn and Sham is that each small volume of the system contributes the same amount to the exchange energy as the same volume of an homogeneous electron gas with the same density. This is the so called Local Density Approximation (LDA). If the electron spin is taken into account the electron density $n(r)$ can be written as $n(r) = n_\uparrow(r) + n_\downarrow(r)$ by using the spin densities. Using this Local Spin Density Approximation (LSDA) magnetic ground states can also be described [30]. Although the LDA is quite successful describing weakly correlated electron systems it has some significant weaknesses. Most importantly the binding forces are overestimated by about 20%. The Generalized Gradient Approximation (GGA) avoids this problem by taking the gradient of the electron density distribution $\nabla n(r)$ into account [33, 34].

With the adiabatic approximation the dynamic properties of the lattice can be determined by a linear response of the electronic system to a perturbation due to a displacement of the atoms relative to their position of equilibrium. This expansion of the DFT to the so called Density Functional Perturbation Theory (DFPT) allows the decoupling of responses to perturbations with different wavelengths [35, 36]. This helps to calculate the phonon energies of a desired wave vector $\mathbf{q}$ without the need of using super cells. For metallic systems, where occupied and unoccupied states can be separated clearly for a vanishing electronic temperature, the DFPT can be used directly. To describe the Fermi surface in an appropriate way a huge amount of values in $\mathbf{k}$ space is needed. To get numerical convergence every Kohn-Sham energy level is
broadened by a smearing function

\[ \delta_{\text{sigma}}(\epsilon) = \frac{1}{\sigma} \hat{\delta} \left( \frac{\epsilon}{\sigma} \right) \]  

(2.30)

where \( \hat{\delta} \) is an arbitrary function normalized to one so that it will become a \( \delta \) function in the limit of vanishing smearing parameter \( \sigma \). The resulting density of states is then given by a convolution of the initial density of states with the smearing function.
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LaCoO$_3$

The longstanding scientific interest in LaCoO$_3$ and its related compounds [37] is based on intriguing physical behavior relevant for fundamental research as well as for potential applications, e.g. in spintronic [38] or thermoelectric devices [39]. Furthermore when the high temperature superconductivity in layered cuprates was discovered in 1986 [40] huge interest arose in other 3d metal oxides with a perovskite structure like LaCoO$_3$ cobaltates [41] with its strong electron correlations. Hall marks of cuprates such as stripes [42] and the hour-glass dispersion [43, 44, 45] of magnetic excitations have been observed as well. After decades of study a definite consensus on the question of the cobalt spin state evolution has not emerged. This issue will be discussed in detail in Chapter 3.1.2.

A proposed static order of the different spin states, i.e., low-spin ($S = 0$), intermediate spin ($S = 1$) and high spin ($S = 2$), could not be found experimentally. More recent models suggest that spin states form a 3D checkerboard-type dynamic short range order near room temperature, a so-called breathing mode (due to different sizes of the different spin states). The idea to test this proposal is to explore the lattice dynamical response around the ordering wave vector, which is in the pseud-cubic notation of the perovskite just $q = (0.5, 0.5, 0.5)$.

This idea is based on previous investigation of Michael Maschek in his doctorate thesis on charge order in colossal magnetoresistive (CMR) manganite La$_{1-x}$Sr$_x$MnO$_3$ [46, 47]. In CMR manganites an ordering of Jahn-Teller active Mn$^{3+}$ and Jahn-Teller inactive Mn$^{4+}$ ions yields a characteristic set of oxygen displacements and, for a narrow range of doping values, leads to a checkerboard-type superstructure. It was found that low-energy acoustic phonon modes are sensitive to fluctuations of this type of charge and orbital order even if no superlattice peak can be observed in purely elastic scattering. On the basis of the results on manganites, we investigated phonons at and close to the proposed ordering wave vector of Co spin states, i.e., $q = (0.5, 0.5, 0.5)$ and looked for anomalous behavior primarily as function of temperature across the two crossovers in the range $5 \text{K} \leq T \leq 700 \text{K}$. Furthermore, we investigated Co-O bond stretching
phonons. The atomic displacement pattern of this phonon mimics the proposed one introduced by an 3D checkerboard-type order of Co HS and LS states.

3.1 Scientific background and motivation of the project

3.1.1 Basics

In this section the focus will be on the structural properties and basic physical features of LaCoO$_3$.

The valence formula is La$^{3+}$Co$^{3+}$O$_2$ with the same valence for the rare-earth and the transition element. It was shown that LaCoO$_3$ exhibits a rhombohedrally distorted perovskite-structured lattice [48, 49] (Fig. 3.1). Perovskite compounds share the general formula ABX$_3$ with two cations A and B with a large difference in size (A atoms are larger than B atoms) and an anion X bonding to both cations [50]. The ideal structure is cubic. Depending on the relative size of the ions a slight distortion emerges. LaCoO$_3$ exhibits a rhombohedral distortion visible in a tilt of the CoO$_6$ octahedra at all temperatures investigated in this work [Fig. 3.1(b)]. More details on the structure can be found in Chapter 3.2.2 where the results of the diffraction experiments are shown. The cobalt ions are surrounded by six oxygen atoms which together form CoO$_6$ octahedra that are rhombohedrally distorted along the cubic (111) direction. The angle of the Co-O-Co bond is $\approx 163^\circ$ and the Co-O bond length 1.93 Å [51]. The unit cell can be assigned to the spatial group $R\bar{3}c$, $D_{3d}^6$ [41].

Figure 3.1: Schematic drawing of the crystal structure of LaCoO$_3$. (a) Ideal cubic perovskite structure. (b) Actual rhombohedrally distorted structure.
The lattice of LaCoO$_3$ shows an interesting temperature dependent thermal expansion (Fig. 3.2) [52, 53]. Slightly below 100 K there is a sharp peak in both the thermal expansion of the crystal lattice and the Co-O bond distance. Another maximum for both quantities can be observed above 500 K − 600 K. The temperatures of the maxima correlate with anomalies in the magnetic susceptibility and conductivity [54]. The susceptibility $\chi(T)$ shows two broad maxima at $T_1 \approx 100$ K and $T_2 \approx 500$ K (Fig. 3.3).

**Figure 3.2:** Comparison of the lattice (black squares) and Co-O bond distance (red circles) [52].

**Figure 3.3:** Temperature dependence of the the magnetic susceptibility of LaCoO$_3$ [55]. The solid line shows the contribution of magnetic impurities [41].
The second crossover is associated with a metal-insulator crossover ($T^\sim_2 \approx T_{MI} \approx 500\,K$) whereas the origin of the first peak has remained elusive for decades [56, 57]. It is now widely accepted to be a result of the thermally activated spin-state crossovers of the Co ions ($T^\sim_1 \approx T_{SS} \approx 100\,K$). In literature the crossovers are also often referred to as transitions. Within this work the term crossover will be used due to the broad temperature range of the anomalies in most physical properties. The evolution of the spin states was also object of decade long debates and in the following Chapter 3.1.2 the original and current points of view on this topic will be reviewed.

3.1.2 Original and current point of view on evolution of spin states in LaCoO$_3$

The electron configuration of the Co$^{3+}$ ions is [Ar]3$d^6$. The six 3$d$ electrons have to occupy the available three $t_{2g}$ and two $e_g$ orbitals. For low temperatures LaCoO$_3$ is nonmagnetic ($\chi \approx 0$, see Fig. 3.3) indicating that all six 3$d$ electrons of the Co$^{3+}$ ions are in the $t_{2g}$ orbitals (see Fig. 3.4). This spin configuration has a total spin $S = 0$ and is therefore called low spin state (LS, $t^{6}_{2g}$). In this region the material is a diamagnetic insulator. With increasing temperature other spin states are populated, there are two other possible spin states: the intermediate spin state (IS, $t^{5}_{2g}e^{1}_{g}$, $S = 1$) and the high spin state (HS, $t^{4}_{2g}e^{2}_{g}$, $S = 2$) (Fig. 3.4). The crossovers at around 100 K and 500 K in LaCoO$_3$ are typically associated with gradual crossovers from the LS to excited spin states. However the nature of the excited state which is responsible for the spin state crossover has been under debate for quite some time. Goodenough originally proposed that this is the HS state [57], but other groups like Korotin et al. [58] suggested that this state is rather the IS state based on their local density approximation calculations.

Two possible scenarios were considered to solve the issue of the spin state population for LaCoO$_3$ with increasing temperature. The first one proposes that the IS state does not exist at all and that the two crossovers are transitions from a pure LS state to a mixed LS/HS state and to a pure HS state for high temperatures, respectively. Another possibility that is very popular is the crossover from pure LS states to IS states at $T_{SS} \approx 100\,K$ and then for $T > 500$ from IS states to a pure HS state. The discussion about the spin state issue is still ongoing but there is a lot of evidence that the excited state is the HS state and that the evolution of the spin state is from LS to a LS/HS mix for the crossover at $T_{SS}$. The population of the HS states increases further on heating up to a LS/HS ratio of about 50:50 [38]. The different spin states form a dynamic ordering that is broken at the second crossover at $T_{MI}$. This scenario is supported both by experiment [38, 59, 60] and theory [61, 62, 63]. The different states not only differ in the configuration of their spins but also in the size of the Co$^{3+}$ ions. The radii of the cobalt atoms increase from $r_{LS} = 0.545\,\text{Å}$ for the LS state to $r_{IS} = 0.56\,\text{Å}$ for the
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Figure 3.4: Schematic drawing of the possible spin states of the Co\textsuperscript{3+} ions in LaCoO\textsubscript{3}. There are three different possible spin states: the low spin state (LS, \( t_{2g}^0 e_g^0 \), \( S = 0 \)), the intermediate spin state (IS, \( t_{2g}^0 e_g^1 \), \( S = 1 \)) and the high spin state (HS, \( t_{2g}^1 e_g^2 \), \( S = 2 \)).

IS state and \( r_{HS} = 0.61 \) Å for the HS state, which is a change of more than 10\% from LS to HS. The size of the CoO\textsubscript{6} octahedra is likewise affected and increases with the population of higher spin states of the cobalt ion, since the oxygen atoms are moved away from the HS states towards the LS states. One of the first models by Goodenough \cite{57} assumed a static long-range 3D alternating ordering between LS and HS states. However it could not be observed experimentally.

Theoretically the crystal field, which controls the energy differences between the multiplets and therefore the population of the three different spin states, should be reduced by the spin crossover and the accompanied expansion of the Co-O bond, but it was found to increase with temperature \cite{64}. This feature could be explained by an effective repulsion between the HS sites which results in an attraction between HS and LS sites \cite{62,65,66}. This attractive super-exchange interaction between HS and LS states could be the driving force for the formation of a theoretically proposed dynamically ordered superstructure of LS and HS atoms that is often referred to as spin-state disproportionation [Fig. 3.5(a)] \cite{63}. Furthermore the response of the lattice might act as a positive feedback for the generation of more local moments, e.g. HS states. On the other hand the addition of further local moments gets harder the more local moments are already in the system due to the repulsive interaction between HS sites \cite{64}. This leads to the assumption that there is a short range dynamic LS-HS order in the intermediate temperature region and that there is an energetically most favorable ratio of LS to HS sites roughly around 50:50. It is assumed that the HS and LS sites form a so called checkerboard pattern [Fig. 3.5(b)] in this region which is widely supported by theory \cite{67,63,68}. The second crossover at \( T_{MI} \approx 500 \) K can be seen as a melting of the LS-HS...
order which would also explain the reported anomalous lattice expansion (see Fig. 3.2) due to the breaking of attractive LS-HS bonds. Experimentally a static LS-HS order was never confirmed, but a dynamic order was proposed from the beginning [70, 71]. In this picture the spin states change dynamically between LS and HS and, hence, the size of the Co ions and the CoO$_6$ octahedra fluctuates as well. Due to the favorable alternating positions of LS and HS in a checkerboard-like manner the resulting fluctuations look like a breathing mode where the oxygen atoms all move towards the central Co LS ion or move away/out from the central Co HS ion. In a snapshot, we find that a large Co$_{HS}$-O$_6$ octahedra is surrounded (in 3D) by 6 small Co$_{LS}$-O$_6$ octahedra (see Fig. 3.6 for a 2D scheme).
3.1.3 Previous experimental results on lattice dynamics and spin-state ordering in LaCoO$_3$

The previous section shows that the question of the spin-state ordering has been a focal point on research in LaCoO$_3$ for a long time. Here, we want to present some previous results defining the background and starting point of our study:

- S.M. A. Señarís-Rodríguez, J. B. Goodenough
  
  *LaCoO$_3$ Revisited*
  
  Evolution of spin states defines five different $T$ domains similar to our results [72]

  
  *Spin State Transition in LaCoO$_3$ Studied Using Soft X-ray Absorption Spectroscopy and Magnetic Circular Dichroism*
  
  Population of HS states is closely linked to crossovers [38]

**Figure 3.6**: Schematic drawing of the breathing distortion of the crystal lattice of LaCoO$_3$ for a plane of CoO$_6$ octahedra.
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  *Multi-spin-state dynamics during insulator-metal crossover in LaCoO$_3*
  Physical Review B 90, 081109 (2014)
  Second study on population of HS states [69]

- P. G. Radaelli, S. W. Cheong,  
  *Structural phenomena associated with the spin-state transition in LaCoO$_3*
  Powder diffraction data as comparison to compare with our single crystal diffraction data [51]

  *Ultrasonic Measurement of LaCoO$_3$ - Evidence for the Orbital-Order Fluctuation*
  Elastic constants (closely linked to lattice dynamics) sensitive to crossovers [73]

- Kichizo Asai, Osamu Yokokura, Nobuhiko Nishimori, Henry Chou et al.  
  *Neutron-scattering study of the spin-state transition and magnetic correlations in La$_{1-x}$Sr$_x$CoO$_3$ (x = 0 and 0.08)*
  Polarized neutron study can help to interpret our results [56]

  *Inelastic neutron scattering study of phonons and magnetic excitations in LaCoO$_3*
  Physical Review B 72, 174405 (2005)
  One of the rare INS studies on LaCoO$_3$ [74]

Señarís-Rodríguez et. al [72] studied the magnetic and transport measurements of single phase LaCoO$_3$ and distinguish five different temperature domains:

- $0 \text{K} < T < 35 \text{K}$: Below $T \approx 35 \text{K}$ (see also [75]) LaCoO$_3$ is insulating and all of the cobalt ions in the bulk are LS. Only a few surface atoms are in the HS configuration and give a weak contribution to ferromagnetism.

- $35 \text{K} < T < 110 \text{K}$: Cobalt ions gradually populate HS states on increasing temperature. The ratio of HS to LS ions stays below 0.5 due to the restriction of LS near neighbors of HS sites caused by smaller covalent bonding between different spin states compared to the bonding between equivalent Co sites.

- $110 \text{K} < T < 350 \text{K}$: A population of HS/LS states around 50:50 is stabilized in a proposed dynamically short-range ordered semiconducting phase. The order limits the creation of further HS in this temperature regime.
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• 350 K < T < 650 K: Besides the dynamically ordered semiconducting phase a metallic coexisting phase is formed by the population of IS from the remaining LS states.

• T ≥ 650 K: For the high temperature range a homogeneous (poor) metallic phase contains HS cobalt states in an ordered array alternating with cobalt ions in the IS state.

This model of five different temperature domains explains a number of the physical properties in LaCoO$_3$. For the classification of these domains it is not essential whether the IS state is populated like Señarís et al suggest or the melting of the short-range ordered phase is responsible for the second crossover. In Chapter 3.3 it is discussed how the five suggested domains fit into our model of a LS to LS/HS spin state evolution and to the experimental data.

Several groups focused on the population of excited states. Haverkort et al. [38] used x-ray absorption spectroscopy (XAS) to determine the HS state population as a function of the temperature [Fig. 3.7(a)]. Doi et al. [69] measured temperature dependence of the HS state or IS state population with inelastic x-ray scattering (IXS) [Fig. 3.7(b)]. Both studies show the same behavior. The excited cobalt states are populated above $T \approx 35$ K. On heating towards 150 K the population increases with an nearly linear slope that slows down in the range from 150 K ≤ $T$ ≤ 450 K. Above the second crossover there is no IXS data and the XAS data has quite large error bars but it suggests that the population of excited states exhibits a further increase on heating.

![Figure 3.7](image-url)

**Figure 3.7:** HS population from (a) x-ray absorption spectroscopy XAS data and (b) inelastic x-ray scattering (IXS). The inset shows the fluctuation energy $f$ as a function of the excited state population $p_{\text{HS/LS}}$. 
Another parameter that shows interesting behavior in the temperature range of the two crossovers is the long threefold degenerate La-O bond length (Fig. 3.8). For other perovskites it typically has a very weak and monotonic temperature dependence due to the very sensitive competition between the expansion of the whole lattice (expanding all bonds) and the untilting of the oxygen octahedra (shortening one bond). In LaCoO$_3$ this competition leads to a very high sensitivity of the longest of the La-O bonds with regard to nonthermal lattice distortions (besides normal lattice expansion). Since both crossovers can be associated with an enormous increase of this bond length Radaelli et al. conclude that it is expanding in an anomalous way in the vicinity of the two crossovers. The bond length increases significantly towards the first crossover $T_{SS} \approx 100$ K where it has a local maximum before increasing on heating towards room temperature. On further heating an increase can be observed until $T \approx 800$ K before the bond length drops down again.

Naing et al. determined [73] the effective elastic constant with the help of ultrasonic measurements. Figure 3.9(a) shows the effective elastic constant for the longitudinal and 3.9(b) the transverse ultrasound propagating along [111]. For the longitudinal direction the elastic constant drops down significantly in between $25$ K $\leq T \leq 60$ K before partly recovering until $200$ K before decreasing again for higher temperatures. The single domain and multi domain samples both show a similar temperature dependence. For the transverse direction the elastic constant decreases monotonically on heating although the multi domain effective elastic constant is much smaller. For the single domain the first crossover can be clearly observed in the region $40$ K $\leq 100$ K between two regions with a linear temperature dependence below and above.
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Figure 3.9: Temperature dependence of the effective elastic constant for (a) longitudinal and (b) transverse sounds propagating along the rhombohedral [111]$_R$ direction in single domain and the cubic [111]$_C$ direction in multi domains [73].

As we will discuss in great detail in the chapter on iron-based superconductors (see Chapter 4), the elastic constants are closely connected to the slope of the dispersion of acoustic phonons. This leads to the assumption that the strong anomalies in the elastic constants can also be seen in the lattice dynamics probed, e.g. by, inelastic neutron scattering measurements.

Polarized neutrons were used to determine the temperature dependence of the magnetic scattering in LaCoO$_3$ by Asai et al. [56]. The data shown in Figure 3.10 were taken
Figure 3.10: Temperature dependence of the paramagnetic scattering cross section at \( (1.07, 0, 0) \) with \( E_f = 41 \) and \( \Delta E = 0 \) meV for LaCoO\(_3\). The solid line is a guide to the eye. [56]

at \( Q = (1.07, 0, 0) \) with zero energy transfer \( \Delta E = 0 \). The vertical axis shows the intensity difference between the spin-flipped neutrons scattered in the horizontal-field (HF, parallel to horizontal scattering vector) and the vertical-field (VF, perpendicular to horizontal scattering vector) modes [5]. It increases on heating toward \( T \approx 150 \) K with a broad maximum and is decreasing for further heating above room temperature. The scattering at this wave vector takes place in the vicinity of a Bragg peak. Hence its character tends to be more paramagnetic-ferromagnetic. It will be instructive to compare our results on phonon renormalization in LaCoO\(_3\) with its magnetic properties. Inelastic neutron scattering measurements on a LaCoO\(_3\) were performed by Kobayashi et al. [74] to study the phonon anomaly associated with the spin-state transition. The data were taken at two different temperatures \( T = 8 \) K and 200 K at \( Q = (3 - \delta, 1 + \delta, 1 + \delta) \) with \( E_f = 30.5 \) meV. The wave vectors here and in the following are given in the pseudo-cubic notation if not stated otherwise (for further discussion see section 3.2.1). For \( \delta = 0.5 \) the authors find two broad peaks at around \( E = 13 \) meV and 22 meV and assign the first one as a rotational mode of the oxygen atoms and the higher energy one with a vibrational mode of lanthanum atoms. The temperature dependence of those phonons is described with a softening on heating. For \( \delta = 0.3 \) and 0.4 the phonon softening is visible but not as pronounced as at \( \delta = 0.5 \), a R point.
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Figure 3.11: Inelastic neutron scattering intensities per 1200 k monitor for LaCoO$_3$ at $Q = (3 - \delta, 1 + \delta, 1 + \delta)$ at $T = 8$ K and $200$ K with $E_f = 30.5$ meV. The phonon scattering intensity was corrected by the temperature factor. The solid lines are fits to the data using a Gaussian line shape. The arrows indicate the peak positions of the optical phonons. The dotted lines are the background level.

of the pseudo-cubic Brillouin zone, which is a $\Gamma$ point in the reciprocal lattice for the rhombohedral unit cell due to the Brillouin zone folding.

3.1.4 Key question of our investigations on LaCoO$_3$

The experimental work on LaCoO$_3$ for this thesis focused on inelastic neutron scattering. The basic idea is to indirectly measure a theoretically proposed dynamic short-range order with a proposed ordering vector of $q = (0.5, 0.5, 0.5)$ via corresponding signatures in the lattice dynamical properties, i.e., phonons and thermal displacement parameters.

The occupation of spin states of the Co$^{3+}$ ions in LaCoO$_3$ evolves upon heating from LS to HS. The ionic radius depends on the spin state. The crystal lattice participates in the state mixture by the expansion of the CoO$_6$ octahedra around the larger HS sites. A static LS-HS ordering was proposed in the 1960’s [70] but it could not be confirmed experimentally. More recent [63, 64] studies proposed a dynamic short-range LS-HS ordering which leads to a so-called breathing mode of the lattice due to the different ion sizes. The INS measurements focused on the proposed ordering vector
\( \mathbf{q} = (0.5, 0.5, 0.5) \). Furthermore this INS study is the first to observe effects in the linewidth, e.g. the lifetime of the fluctuations, since previous ones did not have a suitable resolution.

### 3.2 Results

During this PhD thesis we investigated \( \text{LaCoO}_3 \) with inelastic and elastic neutron scattering as well as x-ray diffraction in order to acquire a better understanding of the lattice dynamical properties. A particular focus has been on anomalies possibly related to ordering of Co ions with HS and LS configuration. To this end we performed:

- inelastic neutron scattering at the TAS 1T and PUMA (see Chapter 2.2) in order to determine the phonon dispersion lines, phonon life times and their evolution with temperature.

- diffraction experiments at the neutron diffractometer HEiDi (see Chapter 2.3) and on our lab x-ray diffractometer aiming at the determination of the atomic mean square displacements, which can also be indicators for an incipient or dynamic structural distortion.

The cylindrical \( \text{LaCoO}_3 \) sample used for our investigations was grown by J. F. Mitchell at Argonne National Laboratory using the floating zone technique weighing around 7 g [Fig. 3.12(a)]. Synchrotron x-ray powder diffraction confirmed the pure \( \text{LaCoO}_3 \) phase of the sample. This is supported by our own single crystal XRD discussed later in this work. During our investigation, there appeared a question on the high-temperature behavior of our sample and for that reason we measured also the magnetization in an oven, i.e. for \( T > 300 \text{K} \), to compare it to previous \( \text{LaCoO}_3 \) data. The susceptibility [Fig. 3.12(b)] decreases on heating from 300 K to 1000 K. Around \( T = 600 \text{K} \) it exhibits a local maximum. The behavior of our sample is in good agreement to the previously reported data \cite{55} (Fig. 3.3).
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(a) Sample

(b) Susceptibility

Figure 3.12: (a) Cylindrical LaCoO$_3$ sample before it was cut into pieces for various measurements. (b) Magnetic susceptibility of the sample. The inset shows the data by Zobel et al. [55].

The outline of the remainder of this chapter will be as follows. In Chapter 3.2.2 we will discuss results from our diffraction studies followed by an in-depth investigation of lattice vibrations in Chapter 3.2.3. In our analysis of the inelastic neutron data we relied heavily on \textit{ab-initio} lattice dynamical calculations performed in the theory group of our institute. These calculations were analyzed within this PhD project and will be presented first before the experimental results.

3.2.1 Analysis of the lattice dynamical calculations

In this section the analysis of the DFTP calculations (see Chapter 2.6), which were done at our institute by Dr. K.-P. Bohnen, will be explained in more detail. The calculations were done within the local density approximation (LDA) based on a rhombohedral nonmagnetic structure. Figure 3.13 shows a calculated phonon dispersion of LaCoO$_3$. 
Figure 3.13: Phonon dispersion of LaCoO$_3$ calculated by Dr. K.-P. Bohnen with DFTP calculations using a local density approximation (LDA) based on a rhombohedral nonmagnetic structure.

With the help of the lattice dynamical calculations theoretical predictions of the phonon energies at low temperatures can be made for each energy scan. Using the DFPT calculations the structure factors $F(Q)$ (see Eq. 2.8) for every single wave vector and its specific phonon energies can be obtained. Since it is proportional to the experimental phonon intensity it can be used to calculate the measured energy scans. The intensity $I_{ph}$ for every single phonon is modeled by a Gaussian peak of the form

$$I_{ph} \propto F(Q)/E_{ph} \cdot \exp(-2.776 \cdot (((x - E_{ph})/\Gamma)^2))$$

where $E_{ph}$ is the energy of the phonon and $\Gamma$ its calculated linewidth. The linewidth was calculated using the resolution calculation program rescal. As the calculations in this form do not consider temperature effects they are always compared to the low temperature experimental data and the Bose factor has not to be taken into account. The results of the calculations are shown in the next chapters together with the experimental data. At finite temperatures phonon-phonon and electron-phonon interactions cause anharmonic effects. Generally upon increasing temperature they lead to an increase of the phonon linewidth and a softening of the phonon frequency (i.e. decrease of the phonon energy). Therefore a continuous broadening and softening of the phonons can be regarded as normal behavior.

For the measurements the given reciprocal lattice vector is denoted in the represen-
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(a) Cubic structure

(b) Rhombohedral structure

Figure 3.14: Comparison of cubic model and the actual rhombohedral crystal symmetries for LaCO$_3$. Cobalt atoms are visualized in blue, surrounded by oxygen octahedra in turquoise and lanthanum atoms in gray. (a) Unit cell (blue dashed line) of LaCoO$_3$ in cubic notation. The arrows indicate the four different directions in which the rhombohedral distortion can take place. These four possibilities for the distortion result in the four different twins in the rhombohedral structure. (b) Unit cell (red line) of LaCoO$_3$ with rhombohedral basis. The blue dashed line shows the pseudo-cubic unit cell.

Before calculating the phonon intensity the cubic notation used for gathering the experimental data has to be converted to the rhombohedral notation of the pseudo-cubic unit cell setting of LaCoO$_3$ disregarding the rhombohedral distortion. Whereas the lattice dynamical calculations were done with the actual rhombohedral symmetry. Figure 3.14 shows the comparison of the ideal cubic model and the actual rhombohedral crystal symmetries for LaCO$_3$. Cobalt atoms are visualized in blue, surrounded by oxygen octahedra in turquoise and lanthanum atoms in gray. In Figure 3.14(a) the unit cell (blue dashed line) of LaCoO$_3$ in the cubic notation is displayed. The arrows indicate the four different directions in which the rhombohedral distortion can take place. These four possibilities for the distortion result in the four different twins in the rhombohedral structure. Figure 3.14(b) shows the unit cell (red line) of LaCoO$_3$ with the actual rhombohedral basis. The blue dashed line shows the pseudo-cubic unit cell. Before calculating the phonon intensity the cubic notation used for gathering the experimental data has to be converted to the rhombohedral notation.
with the consideration of all four possible twins (Fig. 3.14). At first the wave vector in the pseudo-cubic notation $Q_c$ has to be transformed into the rhombohedral wave vector $Q_{rh}$ with the following transformation matrix:

$$Q_{rh} = \begin{pmatrix} -2 & 2 & 2 \\ 2 & -2 & 2 \\ 2 & 2 & -2 \end{pmatrix} \cdot Q_c$$ (3.2)

With the first new rhombohedral wave vector $Q_{rh,1}$ the other three equivalent twins $Q_{rh,2}$, $Q_{rh,3}$ and $Q_{rh,4}$ can now be calculated by repeatedly multiplying it with the following twinning matrix:

$$Q_{rh,i+1} = \begin{pmatrix} 1 & 0 & -1 \\ 1 & 0 & 0 \\ 1 & -1 & 0 \end{pmatrix} \cdot Q_{rh,i} \quad \text{with} \quad i \in \{1, 2, 3\}$$ (3.3)

If the fourth twin $Q_{rh,4}$ is multiplied with the twinning matrix the result is again $Q_{rh,1}$. The two operations (Eq. 3.2 and Eq. 3.3) to transform the wave vectors from the pseudo-cubic notation used for the measurements to the actual rhombohedral wave vectors were carried out on all measured wave vectors and are displayed in the following table 3.1.

**Table 3.1:** Measured wave vectors in cubic notation $Q_c$ and equivalent wave vectors in rhombohedral notation including all for twins $Q_{rh,i}$.

<table>
<thead>
<tr>
<th>$Q_c$</th>
<th>$Q_{rh,1}$</th>
<th>$Q_{rh,2}$</th>
<th>$Q_{rh,3}$</th>
<th>$Q_{rh,4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1.5, 1.5, 1.5)</td>
<td>(3, 3, 3)</td>
<td>(0, 3, 0)</td>
<td>(0, 0, -3)</td>
<td>(3, 0, 0)</td>
</tr>
<tr>
<td>(1.6, 1.6, 1.6)</td>
<td>(3.2, 3.2, 3.2)</td>
<td>(0, 3.2, 0)</td>
<td>(0, 0, -3.2)</td>
<td>(3.2, 0, 0)</td>
</tr>
<tr>
<td>(2.5, 2.5, 2.5)</td>
<td>(5, 5, 5)</td>
<td>(0, 5, 0)</td>
<td>(0, 0, -5)</td>
<td>(5, 0, 0)</td>
</tr>
<tr>
<td>(1.5, 1.5, 2.5)</td>
<td>(5, 5, 1)</td>
<td>(4, 5, 0)</td>
<td>(4, 4, -1)</td>
<td>(5, 4, 0)</td>
</tr>
<tr>
<td>(0, 0, 2)</td>
<td>(4, 4, -4)</td>
<td>(8, 4, 0)</td>
<td>(8, 8, 4)</td>
<td>(4, 8, 0)</td>
</tr>
<tr>
<td>(2.5, 1.5, 0)</td>
<td>(-2, 2, 8)</td>
<td>(-10, -2, -4)</td>
<td>(-6, -10, -8)</td>
<td>(2, -6, 4)</td>
</tr>
<tr>
<td>(1.75, 1.75, 2.25)</td>
<td>(4.5, 4.5, 2.5)</td>
<td>(2, 4.5, 0)</td>
<td>(2, 2, -2.5)</td>
<td>(4.5, 2, 0)</td>
</tr>
</tbody>
</table>

It is essential to do the calculations based on the actual rhombohedral structure. This becomes obvious when they are compared with those for a cubic crystal structure and the experimental data (Fig. 3.15). In the experimental data a strong phonon peak at $E_{ph} = 11.85$ meV can be observed which is relatively close to the $E_{ph} = 10.92$ meV predicted by the rhombohedral calculation especially when it is compared to $E_{ph} = 16.24$ meV which is the result of the calculation in the cubic case. Furthermore only the rhombohedral calculation explains the feature around 20 meV in the experimental data whereas the cubic calculation strongly overestimates the intensity of the phonon
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Figure 3.15: Comparison of phonon intensity calculations of LaCoO$_3$ for the pseudo-cubic wave vector $\mathbf{Q}_c = (1.5, 1.5, 1.5)$. In (a) a cubic and in (c) the actual rhombohedral crystal symmetry was used for the calculations. (b) Experimental data at the equivalent wave vector $\mathbf{Q}_e = (1.5, 1.5, -1.5)$ obtained from inelastic neutron scattering.

above 35 meV. Hence, the comparison of the experimental data to calculations based on two different crystal structures for LaCoO$_3$ clearly shows that the calculated phonon intensity based on the rhombohedral structure yields a significantly better agreement to the data than the calculations for a cubic crystal lattice. This particular wave vector is only one example to illustrate the superiority and the need of the rhombohedral calculations which can also be observed for other wave vectors.

Although DFPT calculations only provide information for base temperature they can be modified to simulate a temperature dependence of the phonon energies. Using quasi harmonic approximation with temperature dependent lattice parameters obtained from experiments, the influence of temperature on the peak position of the phonons could be studied (Fig. 3.25). For each temperature, different lattice parameters $a = b = c$ are used for the unit cell on which the calculations are based on (Table 3.2). The relative evolution of the lattice parameters with temperature value is based on the experimental diffraction data by Radaelli et al. [51].

Table 3.2: Temperature dependent rhombohedral lattice parameters $a = b = c$ used for the quasi harmonic approximation. The relative evolution of the base temperature value is according to the experimental diffraction data by Radaelli et al. [51].

<table>
<thead>
<tr>
<th>$T$ in K</th>
<th>0</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>600</th>
<th>800</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a = b = c$ in Å</td>
<td>5.261</td>
<td>5.285</td>
<td>5.298</td>
<td>5.311</td>
<td>5.342</td>
<td>5.372</td>
</tr>
</tbody>
</table>

Figure 3.16 shows the example of the temperature evolution of the energy of one specific
phonon at the wave vector $Q_c = (1.6, 1.6, 1.6)$. The black squares are calculated with the help of the quasi harmonic approximation and the red dots are experimental data. Both data sets show a moderate softening on heating which is, as described earlier, expected to be the usual temperature dependent behavior. In the next chapters the given wave vectors are mostly wave vectors used for the experimental setup. If it is not stated otherwise the vectors have a cubic base and therefore will be written as $Q_c \equiv Q$. Wave vectors in the rhombohedral symmetry for the calculations are still marked as $Q_{rh}$.

### 3.2.2 Diffraction

The basic idea of the diffraction measurements was that the expected dynamic order and the accompanied breathing motion of the lattice influences the mean square displacement (MSD) of the atoms in LaCoO$_3$. The mean square displacement is used to quantify the deviation of a particle from its equilibrium position. Due to thermally activated particle motion the MSD should increase continuously on heating. A fluctuating order corresponds to different positions of an particular atom over time. Hence, the MSD of an atom will generally be enhanced if the fluctuations are too fast to be detected within the time resolution of thermal neutrons ($\ll$ ps). If the fluctuations decrease, so should the MSD.

Small pieces of the sample were used for x-ray ($\approx 125 \mu m$) and neutron (4 mm) diffrac-
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Figure 3.17: Mean square displacement (MSD) of LaCoO$_3$ measured with x-ray diffraction, the cobalt atoms are shown in blue and the oxygen atoms in red. The MSD is shown for two different temperatures, 100 K on the left and 250 K on the right.

To observe the temperature dependence of the movement of the atoms in LaCoO$_3$. The first measurements were done on a x-ray diffractometer together with Dr. Michael Merz at our institute. The rhombohedral crystal structure was confirmed for our sample. The x-ray diffraction was carried out in a temperature range from $T = 100 - 250$ K and the focus was on the mean square displacement of the oxygen atoms. Figure 3.17 shows the MSD of the atoms in the CoO$_6$ octahedra for $T = 100$ K and $T = 250$ K. The cobalt atoms are shown in blue and the oxygen atoms in red. The MSD of the cobalt atoms stays more or less constant for the whole temperature range. The MSD of the oxygen atoms exhibits a strong temperature dependence. For $T = 100$ K the oxygen atoms move mostly perpendicular to the Co-O-Co bonds, which seem quite strong and rigid. On heating, the MSD becomes more and more isotropic and the cylindrical shape at $T = 100$ K gradually changes to a sphere at $T = 250$ K.

To cover the whole temperature range of both crossovers another experiment at the neutron single-crystal diffractometer HEiDi at the MLZ in Garching (see Chapter 2.3) was performed. The measurement was carried out using a closed cycle liquid He$^4$ cryostat for $2.5 \text{ K} < T < 300$ K and a furnace for $300 \text{ K} < T < 690$ K. Dr. Michael Merz (KIT) and Dr. Martin Meven (MLZ) were strongly involved in the measurements and data analysis.

The data analysis was done using the crystallographic program \textit{JANA2006}. It is a program focused on the solution, refinement and interpretation of even difficult structures. It helps to calculate structures from both powder as well as single crystal data measured with X-ray or neutron diffraction. The input data can be a combination of different data sets of different methods.
Figure 3.18 shows the hexagonal lattice parameters $a$ and $c$ obtained from the HEiDi measurements with the help of JANA2006 (red dots). The comparison of both parameters with neutron powder diffraction data by Radaelli et al. \cite{radaelli2007} (black squares) shows clear deviations. The general temperature dependence of both measurements fits quite well, but the absolute values of our data exhibit a significantly larger scattering due to a different resolution of both methods. However, these effects are in a range that is considered typical for the instrument. Furthermore this does not have a large effect on the refinement and the determination of the MSD. In addition to the lattice parameters the bond lengths can also be determined from the diffraction measurements. The temperature dependence of the longest La-O bond by Radaelli et al. \cite{radaelli2007} was already shown in Figure 3.8. Our neutron single crystal data show deviations from those measurements especially in the low temperature region (Figure 3.19). For temperatures higher than room temperature the absolute values agree quite well. To make further comments on the temperature dependence of the La-O in our study more data points are needed.
3.2: Results

Figure 3.19: La-O bond length in LaCoO$_3$ (see also Figure 3.8). The single crystal measurements on HEiDi (red dots) are compared to the powder diffraction data by Radaelli et al. [51] (black squares).

In Figure 3.20 the temperature dependence of the mean square displacement is shown. To determine the MSD a large set of different Bragg peak intensities is measured. Following Equation 2.2 the intensity of the diffraction reflexes is reduced due to thermal displacements from the equilibrium position of the atoms. This reduction is dependent on the Debye-Waller factor $\exp(-W_j)$, with $W \propto \text{MSD} \cdot Q^2$ (see Eq. 2.4). Hence, Bragg peaks with large values for $H$, $K$ and $L$ are preferred. Therefore hot neutrons are suited perfectly for those kind of measurements due to the possibility of large $Q$ transfers.

The upper part of the figure shows a ball stick model of the CoO$_6$ octahedra to visualize the changes with temperature. The most obvious feature is that the MSD of both atoms, cobalt (blue) and oxygen (red) grows monotonously with increasing temperature. Due to an increased thermal oscillations this is expected. Furthermore the shape of the cobalt displacement changes from cylindrical to spherical on heating from $T = 30$ K to 220 K above the first crossover. Graphically, one cannot observe a change in the form of the MSD ellipsoid of the oxygen atoms. To get more detailed information the values of the anisotropic MSD along the main different displacement directions can be obtained from the model and can be graphically drawn against the temperature. The lower part of Figure 3.20 shows those values. The temperature dependence of the MSD is shown. The values $U_1$, $U_2$ and $U_3$ correspond to the three main axes of the
displacement ellipsoids shown above. For all three elements lanthanum, cobalt and oxygen data can be well-approximated by a smooth, e.g., exponential curve for a wide range of temperatures, except for the values measured at $T = 360\, \text{K}$. This leads to the assumption that there is a temperature region connected to the second crossover at $T_{\text{MI}} \approx 500\, \text{K}$ (shaded areas). Furthermore the MSD of cobalt is anisotropic for low temperatures (below $T_{\text{SS}} \approx 100\, \text{K}$) and becomes isotropic for higher temperatures which was originally proposed for the oxygen atoms but can only be observed for cobalt.
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Figure 3.20: Mean square displacement (MSD) of LaCoO$_3$ measured with neutron diffraction. The values U1, U2 and U3 correspond to the three main axes of the displacement ellipsoids shown above.
3.2.3 Inelastic neutron scattering

Low energy phonon measurements at the INS spectrometer 1T

The low energy phonon survey up to 35 meV was done at the thermal triple axis spectrometer 1T at the Laboratoire Léon Brillouin (LLB) at CEA Saclay. A 35 mm long part of the cylindrical sample described in Chapter 3.2 was used for this experiment. The measurements were carried out at a fixed final energy of $E_f = 14.7$ meV in the [1 1 0]-[0 0 1] scattering plane. For the low temperature experiments a small 4 K closed cycle refrigerator system and for higher temperatures a bigger cryostat with an integrated heater which can reach temperatures up to 700 K was used. The collected data points were fitted with several Gaussian functions, one for each observed phonon in each scan. As described in Chapter 3.1.4 the focus was on wave vectors at the zone boundaries along the (111) directions, but also other wave vectors were investigated to look for momentum dependence of phonon renormalization effects for the two crossovers.

At the wave vector $Q = (1.5, 1.5, 1.5)$ a clear phonon peak can be seen at $E_{\text{ph}} = 11.85$ meV, two smaller peaks near 20 meV and another one at over 35 meV [Fig. 3.21(a)]. The peak positions were obtained from a fit consisting of four single Gaussian peaks added up and a linear background. Figure 3.21(b) shows the intensity calculated as described in Chapter 3.2.1 for the same wave vector for comparison. The calculations were carried out for all four twins $Q = (3, 3, 3)$, $Q = (3, 0, 0)$, $Q = (0, 3, 0)$, $Q = (0, 0, -3)$. Since the results for the latter three are identical the sum for all twins is the combination of $Q = (3, 3, 3)$ and three times $Q = (3, 0, 0)$ assuming an equal volume for differently oriented domains. The experiment and the calculation are in reasonable agreement. The peak positions are predicted very well by the calculations as well as the fact that the peak at 11.85 meV is dominating in intensity. The intensity ratio of the peaks around 20 meV does not fit perfectly. One reason might be a slightly unequal distribution of the four different domains. The high energy peak seems to be more narrow in the experiment than in the calculations. This could be due to the incomplete measurement of this peak, the right side was not measured until the intensity was down to the background again. The scan was not carried out to higher energies since at an energy transfer of three times the final energy 3 · 14.7 a strong spurious signal is expected. For higher energies than shown in the experimental data the energy scan could not be evaluated anymore.
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(a) Experimental data

(b) Theoretical calculations

Figure 3.21: (a) Experimental data (black circles) and (b) the calculated structure factor for the wave vector $Q = (1.5, 1.5, 1.5)$. The experimental data was taken at 2.3 K at the equivalent wave vector $Q = (1.5, 1.5, -1.5)$ to avoid a spurious signal present in the original scan. The raw data was fitted with four Gaussian peaks (red line) analogous to the four peaks in the lattice dynamical calculations. The calculations were carried out for all four twins $Q = (3, 3, 3), Q = (3, 0, 0), Q = (0, 3, 0), Q = (0, 0, -3)$. Since the results for the latter three are identical the sum for all twins (black line) is the combination of $Q = (3, 3, 3)$ (red dashed line) and three times $Q = (3, 0, 0)$ (blue dashed line).
For the wave vector \( \mathbf{Q} = (1.6, 1.6, 1.6) \) a peak at \( E_{\text{ph}} = 15.70 \text{ meV} \) can be observed at \( T = 2 \text{ K} \) with a broad shoulder on the right side of the peak [Fig. 3.22(a)]. The peak positions were obtained from a fit consisting of two single Gaussian peaks added up and a linear background. The calculations [Fig. 3.22(b)] were carried out for all four twins \( \mathbf{Q} = (3.2, 3.2, 3.2), \mathbf{Q} = (3.2, 0, 0), \mathbf{Q} = (0, 3.2, 0), \mathbf{Q} = (0, 0, -3.2) \). Since the results for the latter three are identical the sum for all twins is the combination of \( \mathbf{Q} = (3.2, 3.2, 3.2) \) and three times \( \mathbf{Q} = (3.2, 0, 0) \). The experiment and the calculation are in reasonable agreement, although in the experiment the shoulder is more pronounced and at a higher energy than in the calculations. Moreover it looks the resolution of the lower energy peak is somewhat better than of the higher one. This could be the case if the corresponding slopes of the dispersion of the two measured phonons are different. The Gaussian fits were not only used to determine the phonon energy but also the phonon linewidth. Figure 3.23 shows the comparison of those two quantities for both wave vectors \( \mathbf{Q} = (1.5, 1.5, 1.5) \) and \( \mathbf{Q} = (1.6, 1.6, 1.6) \) displayed above. The temperature dependence of the phonon energy (i.e. the peak position) is quite different for the two wave vectors. For \( \mathbf{Q} = (1.6, 1.6, 1.6) \) (red squares) a slight and continuous decrease of the phonon energy of a few percent can be observed on heating from base temperature to room temperature as it was expected (see Chapter 3.2.1). A typical temperature behavior of a phonon is that the phonon energy slightly decreases and the linewidth moderately increases on heating [Fig. 3.23(D)]. While the experimental data at \( \mathbf{Q} = (1.5, 1.5, 1.5) \) (black circles) reveal an anomalous softening of the phonon energy on heating to \( T = 200 \text{ K} \) of over 20% and a normal behavior on further heating to \( T = 300 \text{ K} \). At \( T = 200 \text{ K} \) for this particular phonon the calculations predict a softening of around 5% [Fig. 3.23(d)]. Another difference in the temperature dependence of those two wave vectors can be seen in the behavior of the phonon linewidth. The linewidth of \( \mathbf{Q} = (1.6, 1.6, 1.6) \) (red squares) slightly increases within the error bar on heating as expected. The experimental data were fitted using only free fits without restrictions. All parameters including the intensity evolved constantly and the shoulder of the main peak mentioned above was not a problem. The linewidth of \( \mathbf{Q} = (1.5, 1.5, 1.5) \) (black circles) also increases but not as continuous as at the other wave vector. Here a jump occurs on heating just below \( T = 100 \text{ K} \) in an otherwise linear temperature evolution. Before and after the anomaly the slope is comparable to that of \( \mathbf{Q} = (1.6, 1.6, 1.6) \).
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(a) Experimental data

(b) Theoretical calculations

Figure 3.22: (a) Experimental data (black circles) and (b) the calculated structure factor for the wave vector $Q = (1.6, 1.6, 1.6)$. The experimental data was taken at 2.3 K fitted with two Gaussian peaks (red line) analogous to the peaks in the lattice dynamical calculations. The calculations were carried out for all four twins $Q = (3.2, 3.2, 3.2)$, $Q = (3.2, 0, 0)$, $Q = (0, 3.2, 0)$, $Q = (0, 0, -3.2)$. Since the results for the latter three are identical the sum for all twins (black line) is the combination of $Q = (3.2, 3.2, 3.2)$ (red dashed line) and three times $Q = (3.2, 0, 0)$ (blue dashed line).
Figure 3.23: (a) Phonon energy normalized to the low temperature values for the wave vectors $\mathbf{Q} = (1.5, 1.5, 1.5)$ (black circles) and $\mathbf{Q} = (1.6, 1.6, 1.6)$ (red squares). The lines are a guide to the eye. (c) Temperature dependence of the phonon linewidth for the wave vectors $\mathbf{Q} = (1.5, 1.5, 1.5)$ (black circles) and $\mathbf{Q} = (1.6, 1.6, 1.6)$ (red squares). The lines are a guide to the eye. (b) and (d) Comparison of the calculated (quasi harmonic approximation) and experimental temperature dependence of the phonon energies of two phonons at $\mathbf{Q} = (1.5, 1.5, 1.5)$ and $\mathbf{Q} = (1.6, 1.6, 1.6)$. The lines are a guide to the eye. (b) Shows also experimental data for higher temperatures which will be presented next.
The phonon at $E_{\text{ph}} = 11.85$ meV at 2.3 K for $\mathbf{Q} = (1.5, 1.5, 1.5)$ exhibits an anomalous behavior and seems to be sensitive to the first crossover at $T_{SS} \approx 100$ K. Therefore it was essential to follow the temperature evolution to above the second crossover at $T_{\text{MI}} \approx 500$ K. Since this was not possible with the small cryostat used for the low temperature measurements a larger cryostat designed for higher temperatures was used. The problem there was that the background much higher [Fig. 3.24(a)]. The signal to background ratio was much higher for the previous measurements and a linear function could be used to perfectly describe the background. To fit the background for $T > 300$ K an exponential function was used. After subtracting the fitted curve from the experimental data [Fig. 3.24(b)] the peak intensity is still pretty low but the peak position (i.e. phonon energy) can be determined reliably by a Gaussian fit. The observed phonon softening on heating from base temperature to room temperature is already clearly visible in the raw data [Fig. 3.25(b)]. Moreover a further softening can be observed on heating to $T = 600$ K. Additionally the data show circumstantial evidence that the phonon linewidth decreases on heating to high temperatures after the reported increase on heating to $T = 300$ K [Fig. 3.23(c)]. A detailed analysis of the linewidth for $T > 300$ K was not possible because of the high experimental background with the large cryostat and the resulting large error bars. However the temperature dependence of the phonon energy could be determined very well and is pictured in Figure 3.25(b). As already shown in Figure 3.23(a) the 11.85 meV phonon exhibits a strong softening on heating to $T = 200$ K. On further heating the phonon energy indicates a local maximum just above $T \approx 300$ K. Above the temperature of the second crossover $T_{\text{MI}} \approx 500$ K the data suggests a slight hardening. Apart from the above presented measurements of phonons along $[1 1 1]$ with longitudinal symmetry, i.e. at $\mathbf{Q}$ with $q$ parallel to tau, we also investigated other symmetries by selecting wave vectors with $q$ not parallel to tau. Figure 3.26 shows an energy scan at base temperature $T = 2$ K (a) and the calculated phonon intensity (c) for the wave vector $\mathbf{Q} = (2.5, 1.5, 0)$. The experimental data shows three clearly identifiable peaks at $E_{\text{ph}} = 10.14$ meV, 17.34 meV and 24.25 meV that can be fitted with Gaussian peaks. The calculated phonon intensity on the other hand correctly expects three peaks at $E_{\text{ph}} = 10.92$ meV and two very close to each other around 21.52 meV and 25.55 meV. The one with the lowest and the the one with the highest energy fit quite well to the experimental data. The one in the middle is predicted to high by the lattice dynamical calculations compared with the experiment. The temperature dependence of both the phonon energy and the phonon linewidth exhibit the expected behavior for all three phonons (Fig. 3.26). The phonons soften by less than 10% on heating from 2 K to 300 K with an linear decrease. Furthermore a normal phonon broadening with increasing temperature can be observed for all three phonons which also occurs continuously with a linear slope. The further away from high symmetry points in reciprocal space the measured wave vector is, generally the more phonons can be seen in these energy scans. Still, the main four phonon peaks
Figure 3.24: Inelastic neutron scattering data at 350 K at the wave vector $Q = (1.5, 1.5, 1.5)$ (black circles). (a) Raw data and exponential fit for the background (red line) and (b) the background subtracted data.
3.2: Results

(a) Raw data

(b) Normalized phonon energy

Figure 3.25: (a) Background corrected inelastic neutron scattering data at the wave vector $\mathbf{Q} = (1.5, 1.5, 1.5)$ for three different temperatures: 2 K (black circles), 300 K (blue squares) and 600 K (red triangles). To get more comparable data the data points of the 2 K and 300 K scans were shifted up and the data points of the 600 K scan were multiplied by 3. (b) Phonon energy normalized to the low temperature value for the wave vector $\mathbf{Q} = (1.5, 1.5, 1.5)$.
Figure 3.26: (a) Experimental data (black circles) and (c) the calculated intensity for the wave vector $\mathbf{Q} = (2.5, 1.5, 0)$. The experimental data were taken at 2.3 K fitted with three Gaussian peaks (red line) analogous to the number of peaks in the lattice dynamical calculations. (b) Phonon energy normalized to the low temperature values for the wave vector $\mathbf{Q} = (2.5, 1.5, 0)$ (see legend for low $T$ values of the phonon energies. (d) Temperature dependence of the phonon linewidth for the wave vector $\mathbf{Q} = (2.5, 1.5, 0)$. In both panels all three phonons at $E_{\text{ph}} = 10.14 \text{ meV}$ (black squares), 17.34 meV (red circles) and 24.25 meV (blue triangles) are shown.
at $E_{\text{ph}} = 10.71 \text{ meV}$, $15.09 \text{ meV}$, $25.00 \text{ meV}$ and $31.78 \text{ meV}$ are well separated and can be analyzed for their temperature dependence. For the calculated intensity peaks can be found at $10.03 \text{ meV}$, around $15.50 \text{ meV}$, at $24.27 \text{ meV}$ and around $33 \text{ meV}$. Except for the third one even the relative intensities of the peaks are in accordance to the experimental data. One more peak can be seen in the lattice dynamical calculations which matches with some intensity in the energy scan around $20 \text{ meV}$. The comparison between theoretical calculations and the experimental data underlines the remarkable quality of the theoretical predictions. Despite the rhombohedral twinning the calculations are able to explain the number of measurable phonons. Furthermore the energies and intensities are predicted correctly with just one exception for each. The four strong phonon peaks were fitted with Gaussian functions and evaluated in terms of the phonon energy and linewidth. The temperature dependence of both is shown in Figure 3.27. All phonons exhibit normal behavior. A small softening of about $3\%$ can be observed on heating from base temperature to about $T = 200 \text{ K}$. Additionally a slight and continuous broadening on heating of all four phonons can be observed which is in accordance to a normal temperature dependence.

Figure 3.28 shows the experimental INS data (a) and the theoretical calculations (c) for the wave vector $Q = (0, 0, 2)$. In both panels a clear peak can be observed. In the experimental data with a Gaussian fit the center of the phonon peak can be found at $E_{\text{ph}} = 11.31 \text{ meV}$ which is good agreement with $E_{\text{ph}} = 10.92 \text{ meV}$ resulting from the calculated intensity. For higher energies in the experiment and the calculations (around $20 \text{ meV}$) two broad peaks with a lower peak intensity can be seen. Besides those three signals the experimental data exhibits a tail of the Bragg peak for low energies that is not featured in the lattice dynamical calculations. The temperature dependence of the phonon energy and the linewidth for $Q = (0, 0, 2)$ (Fig. 3.28) behave very similar as for $Q = (1.5, 1.5, 1.5)$ (black circles in Fig. 3.23). The phonon softens about $20\%$ upon heating from base temperature to $100 \text{ K}$ and the phonon linewidth increases rapidly to about the double of the low temperature value. For higher temperatures the error bars get larger, especially for the linewidth, but within those the data suggest that the behavior of the phonon energy and linewidth both become linear and show a normal temperature dependence. The analysis of the high temperature measurements in the large cryostat could not be done due to the high background intensity. Particularly the data near and above the second crossover could not be used to get information about the behavior despite extended counting times for each measured energy.

The energy scans for the wave vector $Q = (1.5, 1.5, 2.5)$ exhibit two strong and separated phonon peaks at $E_{\text{ph}} = 11.71 \text{ meV}$ and $21.52 \text{ meV}$ [Fig. 3.29(a)] that can be fitted with Gaussians for a wide range of temperatures. However in the lattice dynamical calculations the peak around $21 \text{ meV}$ consists of various phonon contributions and is broader than in the experiment with shoulders on both flanks that can only slightly be seen in the energy scan. The position of the lower energy peak $10.92 \text{ meV}$ is in accordance to the experimental result.
Figure 3.27: (a) Experimental data (black circles) and (c) the calculated structure factor for the wave vector $Q = (1.75, 1.75, 2.25)$. The experimental data was taken at 2.3 K fitted with five Gaussian peaks (red line) analogous to the peaks in the lattice dynamical calculations. (b) Phonon energies normalized to the respective low temperature values given in the legend for the wave vector $Q = (1.75, 1.75, 2.25)$. (d) Temperature dependence of the phonon linewidths for the wave vector $Q = (1.75, 1.75, 2.25)$. 
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Figure 3.28: (a) Experimental data (black circles) and (c) the calculated structure factor for the wave vector $Q = (0, 0, 2)$. The experimental data was taken at 2.3 K fitted with three Gaussian peaks (red line) analogous to the peaks in the lattice dynamical calculations. (b) Phonon energy normalized to the low temperature values for the wave vector $Q = (0, 0, 2)$. (d) Temperature dependence of the phonon linewidth for the wave vector $Q = (0, 0, 2)$. 
Figure 3.29: (a) Experimental data (black circles) and (b) the calculated structure factor for the wave vector $Q = (1.5, 1.5, 2.5)$. The experimental data were taken at 25 K and fitted with two Gaussian peaks (red line). In the lattice dynamical calculations the peak at higher energies consists of several different phonon contributions and is therefore a lot broader with shoulders on both flanks.
Since both peaks can be fitted easily the temperature dependence of both the phonon energy and the linewidth can be determined very well which results in quite small error bars (Fig. 3.30). This gives the opportunity to study two phonons at the same wave vector for a wide temperature range from base to room temperature. The phonon with the higher energy at 21.52 meV shows a normal behavior in the temperature dependence of the energy with a small and linear softening and in the linewidth with a small and linear broadening. On the other hand the phonon at 11.71 meV exhibits anomalous behavior. In the range of the first crossover the phonon energy drops over 15% from 25 to 100 K and for higher temperatures the energy is linear and nearly parallel to the line of the 21.52 meV phonon. The phonon linewidth of the lower energy phonon behaves very similar to that. It increases rapidly from 50 K to 70 K and jumps to a value about 50% higher than its low temperature value. Above $T = 100$ K, the linewidth evolves linearly and is almost parallel to the second phonon.
Figure 3.30: (a) Phonon energy normalized to the low temperature values for two phonons at 11.71 meV (black circles) and 21.52 meV (red squares) for $Q = (1.5, 1.5, 2.5)$. The lines are a guide to the eye. (b) Temperature dependence of the phonon linewidth of the phonons at 11.71 meV (black circles) and 21.52 meV (red squares). The lines are a guide to the eye.
3.2: Results

(a) Raw data and background corrected data

(b) Temperature dependence of the normalized phonon energy

Figure 3.31: (a) Energy scan at 350 K at the wave vector $Q=(1.5, 1.5, 2.5)$. Raw data (open, black squares), data corrected by an exponential background (filled, black circles) and Gaussian fit (red line). (b) Temperature dependence of the normalized phonon energy for the two phonons at 11.71 meV (black circles) and 21.52 meV (red squares) at the wave vector $Q=(1.5, 1.5, 2.5)$.

For $Q = (1.5, 1.5, 2.5)$ high temperature measurements were performed using the larger cryostat. As already mentioned the background becomes stronger and can not be fitted by just a straight line. By fitting and subtracting an exponential background the determination of the phonon energy by using a Gaussian fit becomes possible. Figure 3.24(a) shows the raw data (open, black circles) were the fitting of the two phonon peaks would be challenging. The black circles are the background subtracted data were the two phonon peaks are detached and can be fitted easily with two Gaussian peaks. The temperature dependence of the phonon energy that can be determined from those scans is shown in figure 3.24(b). The normal softening of the higher energy phonon (red squares) shown in 3.30 continues on further heating above room temperature. In the vicinity of the second crossover $T_{MI} \approx 500$ K the measured values scatter stronger around a certain value but the data suggests that a linear fit is still a good model to describe the behavior of this phonon. The anomalously strong phonon softening on heating across the first crossover $T_{SS}$ is followed by a nearly linearly decreasing behavior on further heating towards the second crossover. For both phonons the quasi harmonic approximation can be used to calculate a temperature dependence of the phonon energies. Figure 3.32 shows the comparison of those calculations (black squares) and the experimental data (red dots). The left panel shows the lower energy phonon that was measured at $E(T = 2\text{ K}) = 11.71\text{ meV}$. The already shown anomalous behavior can
clearly be observed. The softening on heating across the first crossover to temperatures of about $\approx 150\ \text{K}$ is more pronounced than the calculations predict. In an intermediate temperature region below $T \approx 400\ \text{K}$ the smaller slope comparable to that of the calculations. On further heating the slope again becomes smaller and the calculated and experimental values of the phonon energy are in good agreement. The phonon with the higher energy $E(T = 2\ \text{K}) = 21.52\ \text{meV}$ in Figure 3.32(b) on the other hand shows the expected temperature dependence. Both the calculation and the experimental data show a slight softening on heating and are in really good agreement to each other.

![Figure 3.32](image)

**Figure 3.32:** Comparison of the calculated (black squares) and experimental (red dots) temperature dependence of the phonon energies at the wave vector $Q=(1.5, 1.5, 2.5)$. All energies are normalized to the low temperature values. The lines are a guide to the eye. (a) lower energy phonon with the experimental low temperature phonon energy of $E(T = 2\ \text{K}) = 11.71\ \text{meV}$. (b) higher energy phonon with the experimental low temperature phonon energy of $E(T = 2\ \text{K}) = 21.52\ \text{meV}$
High energy phonon measurements at PUMA

Additionally to the acoustic low energy measurements performed at 1T at the LLB, high energy phonon modes were studied at the triple axis spectrometer PUMA at the MLZ. With its higher flux PUMA is more suitable for the measurement of high energy phonon modes with typically lower neutron counting rates. The layout of the instrument has the same main components as 1T does (see 2.1). The idea to examine the high energy phonons as well is that some of those are associated with the breathing mode we are looking for. The wave vectors \( \mathbf{Q} = (2.5, 2.5, 2.5) \), \( \mathbf{Q} = (1.5, 1.5, 2.5) \) and \( \mathbf{Q} = (2, 2, 2) \) were measured. For the latter two a temperature dependence could not be determined since there were too many peaks in one scan that were moving into each other so that neither the energy and especially the linewidth could not be fitted properly.

For \( \mathbf{Q} = (2.5, 2.5, 2.5) \) the raw data of an INS energy scan at 20 K is shown in Figure 3.3(a). In the displayed energy range two clearly separated phonon peaks at 68.26 meV and 82.60 meV can be observed. The calculated intensity also shows two maxima at 67.96 meV and 79.05. The one at lower energy perfectly fits to the experimental data and the other is estimated lie at a slightly smaller energy. With increasing temperature it becomes obvious that the peak at 82.60 meV in the experimental data consists of two different phonons whose energy shift independently with temperature [Fig. 3.34(a)] which can also be seen in the lattice dynamical calculations.
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Figure 3.33: (a) Experimental data (black circles) and (b) the calculated structure factor for the wave vector $Q = (2.5, 2.5, 2.5)$. The experimental data was taken at 20 K fitted with three Gaussian peaks (red line) analogous to the peaks in the lattice dynamical calculations.
Figure 3.34: (a) Inelastic neutron scattering data at the wave vector $Q = (2.5, 2.5, 2.5)$ for two different temperatures: 540 K (black circles) and 300 K (red squares). (b) Temperature dependence of the phonon energy of the 68.24 meV phonon for $Q = (2.5, 2.5, 2.5)$. The dashed line is a guide to the eye.

Figure 3.34(a) shows the raw data of two different energy scans at 300 K and 540 K for $Q = (2.5, 2.5, 2.5)$. It exhibits a clear hardening on heating above the second crossover at $T_{MI} \approx 500$ K of the lower energy phonon. It was not possible to determine the phonon energy of the other two phonons since in certain scans they cannot be separated from each other as already shown. The full temperature dependence of the 68.26 meV phonon for the whole temperature range is shown in 3.34(b). On heating towards the first crossover at $T_{SS} \approx 100$ K a phonon hardening can be observed, directly followed by an abrupt softening and more or less linear region from 150 K < $T$ < 360 K where only a slight softening can be seen. Clearly below ($T \approx 400$ K) the second crossover the phonon energy increases about 3% within less than 20 K. For higher temperatures the phonon energy exhibits no further changes. In Figure 3.35 the experimental (red dots) temperature dependence of the 68.26 meV phonon (low $T$ value) for $Q = (2.5, 2.5, 2.5)$ is shown together with the calculated (black squares) temperature dependence of the phonon. Both are normalized to the corresponding low temperature value. The calculation yields the behavior for a usual temperature dependence, it exhibits a continuous softening. The experimental data shows an abrupt softening on heating across the first crossover and a stronger hardening on heating to above the second crossover within a few Kelvin. In the intermediate temperature regime 200 K < $T$ < 400 K the experimental phonon energy exhibits a slight and continuous softening with a slope comparable to the calculated behavior. As already mentioned
Figure 3.35: Comparison of the calculated (black squares) and experimental (red dots) temperature dependence of the phonon energies at the wave vector $Q=(2.5, 2.5, 2.5)$. All energies are normalized to the low temperature values. The lines are a guide to the eye. The experimental phonon energy at the lowest temperature ($T=20\,\text{K}$) is $E(T=20\,\text{K}) = 68.24\,\text{meV}$.
some of the high energy phonon modes can be associated with the expected breathing mode. The calculations can also be used to determine the displacement patterns of specific phonon modes. If the displacement pattern for the 68.26 meV phonon (low T value) for $Q = (2.5, 2.5, 2.5)$ is calculated it gets obvious that the movement is dominated by the light oxygen atoms and the heavier lanthanum and cobalt atoms are slightly moving. Figure 3.36 shows the directions in which the oxygen atoms of this phonon mode are moving. All six atoms on the corners of the octahedron are moving away from the central cobalt ion. The volume of the octahedron increases in this processes. This is very similar to the ideal breathing mode that was expected. Hence this phonon is of special interest in two ways. It exhibits both the displacement pattern we were looking for and has the ordering vector $q = (0.5, 0.5, 0.5)$ we were focusing on.
3.3 Discussion and outlook

3.3.1 Diffraction

The MSD measured on HEiDi clearly showed an anomaly at $T = 360$ K for all three types of atoms. A local maximum that differs from the otherwise exponential behavior can be seen.

Compared to the powder diffraction study of Radaelli et al. [51], our measurements show slightly different values of the lattice constants for the temperature of the observed anomaly. In particular, the nonmonotonic temperature dependence of the La-O bond length in LaCoO$_3$ observed by Radaelli et al. (Fig. 3.19) could not be resolved. The question emerges if something was not done correctly during the experiments or the data analysis.

Radaelli et al. [51] also examined the oxygen MSD (Fig. 3.37). There the high-temperature upturn can also be seen but the anomaly can not be observed. The measurement at the temperature of the anomaly was checked twice and it showed only small error bars and deviations in the refinement. No obvious mistakes (experimental nor concerning the data analysis) could be found. The only option to answer the question whether the measured anomaly in the MSD is real or not is perform further measurements in the questionable temperature range. This could either be done with neutron or x-ray diffraction.

Although the second crossover takes place at $T_{MI} \approx 500$ K, in other studies anomalies at $T \approx 360$ K, i.e., the same temperature where the anomaly in the MSD is observed, were reported. Señarís et al. [72] studied the magnetic and transport properties of single phase LaCoO$_3$ (see Chapter 3.1.3). They reported different temperature domains due to the population of the different spin states and proposed a change of domains at around $T \approx 350$ K which fits very well to the temperature region our anomaly takes place. In one of our own measurements we also do see a change of behavior in this temperature region. In the INS data for the high energy phonons at PUMA (see Fig. 3.34) a strong increase of the phonon energy can be seen slightly above $T \approx 360$ K. Within just a few Kelvin the phonon energy hardens by more than 2.5 meV and stays constant on further heating even when passing the temperature of the second crossover at $T_{MI} \approx 500$ K. These are hints that the feature in our data is real.

The only way to shine light on the question of the anomaly in the MSD at $T = 360$ K is to take more data points in the vicinity of the anomaly. X-ray and neutron diffraction measurements are planned to answer the open questions.
Figure 3.37: Oxygen displacement parameters in LaCoO$_3$. Average value (circles) and projections of the oxygen displacement parameters parallel (squares) and perpendicular (triangles) to the Co-O bond. The solid lines are fit to the data up to $T = 800$ K, using a simple Einstein oscillator. The Einstein temperatures were 297, 500, and 334 K, respectively. Clearly visible is a high-temperature upturn, probably due to additional disorder from oxygen vacancies. [51]

3.3.2 Inelastic neutron scattering

A number of inelastic neutron scattering measurements had been performed prior to this thesis. We made considerable progress compared to the previous studies. The measurements for this thesis were done with a better resolution. More importantly we were the first to compare the experimental results with lattice dynamical calculations that take the rhombohedral distortion into account. In Chapter 3.2.1 it was shown that is essential to include the actual rhombohedral structure and the twinning in the lattice dynamical calculations.

Our measurements are in good agreement to the existing INS measurements. Figure 3.38(a) shows the temperature dependent energy of two optical phonon modes measured at $Q = (2.5, 1.5, 1.5)$ with inelastic neutron scattering in comparison to a Raman study [note that this wave vector corresponds to the Bragg reflection $(-2, 2, 8)$ of the rhombohedral structure]. Both show a similar temperature dependence of both the phonons at this wave vector compared to the corresponding wave vector in our measurements [Fig. 3.38(b)]. The phonon slightly above 20 meV exhibits a slight softening on heating (3% on heating from 5 K to room temperature) which is considered as usual
behavior as underlined by our lattice dynamical calculations. Furthermore the phonon around 11 meV shows the same anomalous strong softening on heating (20% on heating to room temperature) to temperatures above the first crossover.

Furthermore, our study covered a larger temperature range, $5 \text{K} \leq T \leq 700 \text{K}$, i.e., from well below the first crossover to well above the second one. Temperature dependencies were determined for a number of wave vectors of phonons with usual or anomalous behavior. Theoretically, the temperature dependencies of phonon mode energies were calculated from *ab-initio* lattice dynamical calculations using the quasi-harmonic approximation. The comparison of experiment and theory revealed two situations: (1) For phonons with a usual behavior the calculated temperature dependence is in accordance with the experiment. (2) Some phonons exhibit pronounced softening in certain temperature ranges which strongly deviates from the predicted quasi-harmonic temperature dependence. They show a significantly larger softening but for higher temperatures $T > T_{\text{MI}} \approx 500 \text{K}$ experiment and theory are very similar again. This behavior is most profound for wave vectors that are in accordance with the proposed ordering vector $\mathbf{q} = (0.5, 0.5, 0.5)$ of the dynamic short-range order. For the wave vectors $\mathbf{Q} = (1.5, 1.5, 1.5)$ ($E_{2K} = 11.85 \text{meV}$ see Fig. 3.25) and $\mathbf{Q} = (1.5, 1.5, 2.5)$ ($E_{2K} = 11.71 \text{meV}$, see Fig. 3.32) we identify the anomalous softening as the difference between the calculated phonon energies and the observed ones and plot this difference as an absolute value in Figure 3.39 (red symbols).
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Figure 3.38: (a) Temperature dependence of the phonon energy at $Q = (2.5, 1.5, 1.5)$ from INS (closed symbols). The Raman data (open symbols) are from Ishikawa et al. \[78\]. The circles show the lower energy phonon and the triangles the one with a higher energy. The dashed lines are guides to the eye. \[74\] (b) Temperature dependence of the phonon energy at $Q = (1.5, 1.5, 2.5)$ from our INS study (red dots) and the lattice dynamical calculations (black squares). The lower panel shows the lower energy phonon (11.71 meV at base temperature) which shows a strong and anomalous softening on heating. The higher energy phonon (21.52 meV, upper panel) exhibits a slight softening on heating which is considered as a normal temperature dependence.
Figure 3.39: Difference in the phonon energy between the lattice dynamical calculations and the experimental data for $Q = (1.5, 1.5, 1.5) \ (E_{2K} = 11.85 \text{ meV}$ see Fig. 3.25, red open triangles) and $q = (1.5, 1.5, 2.5) \ (E_{2K} = 11.71 \text{ meV}, \text{ see Fig. 3.32, red closed circles})$. The resulting data points represent the purely anomalous behavior since the calculations predict the normal temperature dependence. The black squares are the paramagnetic scattering at $Q = (1.07, 0, 0)$ measured by Asai et al. [56].

Figure 3.40: Superexchange in LaCoO$_3$. For strained LaCoO$_3$ correlated $t_{2g}$ and $e_g$ hopping processes between Co$^{3+}$(LS) and Co$^{3+}$(HS) neighbors lead to a ferromagnetic superexchange. Due to the correlated hopping of $t_{2g}$ and $e_g$ electrons, spin states are interchanged without a net transfer of charge. In the sketch, only the local $t_{2g}$ and $e_g$ hopping processes for the transformation of a Co$^{3+}$(LS) into a Co$^{3+}$(HS) ion are considered. [79]
For both phonons a very similar behavior can be observed. The difference in the phonon energy of the theoretical calculations and the experimental data, due to normalization, start at zero and strongly increase on heating to above the first crossover at $T_{SS} \approx 100$ K. In the intermediate temperature range between the two crossovers the difference just slightly decreases and is nearly constant. On further heating ($T > 400$ K) a stronger decrease can be seen. After passing the second crossover at $T_{MI} \approx 500$ K the difference is almost zero again. The shape of both data sets is very similar to the paramagnetic cross section at $Q = (1.07, 0, 0)$ measured by Asai et al. [56] shown in Figure 3.10. Near a Bragg peak the paramagnetic cross section has a more paramagnetic-ferromagnetic character a strong correlation to the population of HS states is assumed.

In epitaxially strained LaCoO$_3$ thin films [80] and at the surface of a LaCoO$_3$ single crystal [81] a ferromagnetic order was found. Merz et al. [79] studied this order in more detail with x-ray absorption and magnetic circular dichroism. They reported that the ferromagnetism in epitaxial LaCoO$_3$ arises from a superexchange between Co$^{3+}$ high-spin and Co$^{3+}$ low-spin ions where the spin and orbital moments of $t_{2g}$ electrons fluctuate on Co$^{3+}$(HS)-O-Co$^{3+}$(LS) bonds (Fig. 3.40). Therefore, it is essential that HS and LS states are alternating. If this order is broken, the ferromagnetism vanishes. This rationalises the proposed dynamic LS/HS order and the results for LaCoO$_3$. The different spin states are arranged in a fluctuating checkerboard pattern until the order is melting in the temperature region of the second crossover. The decreasing paramagnetic scattering (Fig. 3.39) and the sample susceptibility (see Fig. 3.3) support this scenario. Moreover this is further evidence that the proposed short-range dynamic order becomes visible in the anomalous softening in this temperature range.

The temperature evolution of certain phonon energies seems to be correlated with the magnetic/spin properties of the Co ions. In order to study the influence of magnetism on the phonon energies, calculations with spin-polarization for a ferromagnetic state were performed. In general, the whole phonon spectrum is softened. For the particular case of the phonon observed at $E(T = 2$ K$) = 11.85$ meV for $Q = (1.5, 1.5, 1.5)$, the observed and calculated temperature dependencies are displayed in Figure 3.41. The HS state is represented by the spin-polarized calculation which is about 25% softer than the LS state calculation without spin-polarization. The experimental data was scaled to the calculation without spin-polarization at low temperatures since the ground state of LaCoO$_3$ is purely LS. The behavior on heating is in good agreement with the theoretical models described in Chapter 3.1.2. More and more HS states are populated on heating across the first crossover, the experimental data softens towards the predicted phonon energies of the spin-polarized calculations. In an intermediate temperature range an dynamical order of LS/HS is stabilized, less HS states are newly populated and the temperature dependence of the experimental phonon energy is more or less parallel to the calculations and behaves normally in this temperature range. On further heating towards the second crossover the order of the LS/HS states arranged in a dynamic checkerboard pattern starts melting. In agreement to the discussion above
the paramagnetic-ferromagnetic scattering cross section decreases. The experimental phonon energy now is in good agreement again with the calculations without spin-polarization.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure341.png}
\caption{LS and HS state phonon energy simulated by calculations for $Q = (1.5, 1.5, 1.5)$. The red squares are the experimental data, the black circles are the unpolarized calculation data and the black open squares polarized. The polarized calculations assume the Co ions to be magnetic trying to recreate the HS state in the calculations and the unpolarized calculations representing the LS state. The temperature dependence of the unpolarized data was accomplished by using a quasi harmonic approximation with experimental lattice parameters in the underlying crystal structure. The temperature dependence of the polarized data was then directly scaled with the same factor. The lines are a guide to the eye.}
\end{figure}
Chapter 4

Iron-based superconductors

A new route to high-temperature superconductivity was discovered in 2008 by Kamihara et al. with the discovery of superconductivity at 26 K in LaFeAsO \[82\]. In the following years the family of iron-based superconductors has grown. With superconducting transition temperatures as large as 55 K \[83\] and high critical fields they offer a high potential for future applications \[84, 85, 86\]. These materials show rich phase diagrams (see Fig. 4.2) with several competing or cooperative phases which have been the driving force for fundamental research to understand the physical properties of these materials and get more information about the fundamental pairing mechanism causing high-temperature superconductivity \[87, 88, 89\].

One of the peculiarities of the Fe based superconductors is the emergence of a nematic phase. In such a phase there is already a preferred direction for, depending on the theoretical model, spin- or orbital fluctuation, however without long-range order of the same degrees of freedom \[90\]. In fact, this is similar to observations in liquid crystals where the term nematic has been coined \[91\]. Such a phase is found, e.g., in electron-doped Ba(Fe\(_{1-x}\)Co\(_x\))\(_2\)As\(_2\) (Co-Ba122) on cooling: Before long-range magnetic order sets in, the tetragonal symmetry of the lattice is already reduced to orthorhombic at a higher nematic/structural transition temperature. It is widely believed that the nematic transition is driven by magnetic or orbital fluctuations, i.e., by the same degrees of freedom as the long-range magnetic or orbital order setting in at slightly lower temperatures. The role of the nematic phase and its fluctuations for emerging superconductivity has been discussed since the phase diagram was first established.

Within this thesis the focus is on the BaFe\(_2\)As\(_2\) family which exhibits a combined magnetic and structural phase transition for pure samples at \(T_s = T_N = 135\) K \[92\]. On electron doping \(T_N\) is more rapidly suppressed than \(T_s\) and a nematic phase emerges. The origin of the nematic phase is still unclear, but there are two possible scenarios (spin or orbital order driven) discussed (see Chapter 4.1.1). The superconducting phase competes with nematicity. Therefore nematicity might be a key to understanding unconventional superconductivity.
Since the nematic/structural phase transition is driven by magnetic/orbital degrees of freedom, there is, apparently, a strong coupling between the magnetic/orbital degrees of freedom and the lattice. There is experimental evidence that the structural transition from tetragonal to orthohombic is driven by magnetism, which underlines this coupling. As a consequence lattice dynamical studies are can be used to examine nematicity.

The outline of the remainder of this chapter will be as follows. In Chapter 4.1 the basic physical properties of the BaFe$_2$As$_2$ family and especially the structural phase transition of the cobalt doped compounds will be discussed. The results of previous work on optimally doped Ba(Fe$_{x-1}$Co$_x$)$_2$As$_2$ ($x \approx 0.06$) that lead to a puzzling discrepancy between INS results and measurements of the elastic moduli will be shown in Chapter 4.2. To answer the open question of the difference between those two measurements more inelastic neutron scattering data was taken (see Sec. 4.3.1). The results were used to develop a theoretical model [(together with J. Schmalian (KIT) and R. Fernandes (University of Minnesota)] for the nematic fluctuations and a new quantity, the nematic correlation length, will be introduced in Chapter 4.3.2. The results of further measurements on optimally doped Ba(Fe$_{x-1}$Co$_x$)$_2$As$_2$ addressing the temperature dependence of the phonon lifetime (see Sec. 4.3.3) and the phonon dispersion (see Sec. 4.3.4) are shown in this chapter. In the last Chapter 4.3.5 the first measurements on hole doped samples using inelastic x-ray scattering will be discussed.

4.1 Motivation

4.1.1 Basics

There are various types of iron-based superconductors which are named according to their crystal structure. The shared, central, structural element of these compounds is a quasi-two-dimensional FeX sheet. The X = As, P, S, Se or Te atoms occupy slightly distorted tetrahedral positions above and below a square array of Fe ions (Fig. 4.1). Most of these systems become superconducting by chemical substitution of various elements in the parent compound or by applying hydrostatic pressure. A schematic phase diagram of the BaFe$_2$As$_2$ family is shown in Figure 4.2 since it is the class of materials studied and described in this thesis.

In the undoped parent compound BaFe$_2$As$_2$ the orthorhombic distortion and the stripe-type antiferromagnetism, which are closely connected by symmetry, nearly coincide. Upon electron doping they split continuously. Here the structural transition precedes the magnetic one, but it is still unanswered which instability is the primary one. The fact that both transitions track each other closely in most phase diagrams leads to the assumption that they are intimately connected. In the temperature between those two transitions an orthorhombic and a paramagnetic phase emerges where
the rotational symmetry is broken but time-reversal symmetry is still preserved. Since the order parameter here defines an axis but has no sense of direction, similar to the order parameter in the nematic phase of liquid crystals, this order is also called nematic. A dome of superconductivity (yellow) emerges upon both hole and electron doping in the vicinity of the doping range where the structural and magnetic phase transitions are suppressed. The interrelationship of these phases could be the key to understanding the fundamental mechanism responsible for the emergence of superconductivity in the iron-based systems.

The effects of the nematic order can be observed in many other quantities like transport \cite{96}, occupation of orbitals \cite{97}, spin excitations \cite{98}, Young’s modulus \cite{99} and charge fluctuations \cite{100}. In most of those measurements the nematicity manifests itself in a directional dependence which already emerges clearly above the structural/magnetic phase transition due to nematic fluctuations (red shaded area in Fig. 4.2). The twinning in the orthorhombic phase typically aggravates the observation of this directional dependence. The samples have to be detwinned, i.e. by uniaxial stress. There is still an ongoing argument about the origin of the electronic nematic behavior in iron-based superconductors, both spin and orbital scenarios have been proposed \cite{101}.

![Figure 4.1: Crystal structures of representatives of iron-based superconductors. The most common families 11, 111, 122, 1111 and one example of a more complex-system 22438 (containing a perovskite-type oxide layer). The common structural element of all systems are FeX sheets (with X = As, Se, Te, S or P) in which the Fe atoms are arranged on a square lattice with a pnictogen or chalcogen atom in tetrahedral coordination around them.](image)
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Figure 4.2: Schematic phase diagram of hole-doped and electron-doped iron pnictides of the BaFe$_2$As$_2$ family. The blue area denotes stripe-type orthorhombic magnetism, the red area denotes nematic/orthorhombic paramagnetic order and the yellow are superconductivity. The green area corresponds to a magnetically ordered state with tetragonal (C$_4$) symmetry. The dark red region denotes to a regime with strong nematic fluctuations. The dotted lines illustrate the magnetic and nematic transition lines inside the superconducting dome. Second-order (first-order) transitions are denoted by solid (dashed) lines. The insets show the temperature-dependence of the nematic ($\phi$) and magnetic ($M$) order parameters in different regions of the phase diagram: region (I) corresponds to simultaneous first-order magnetic and nematic transitions; region (II) corresponds to split second-order nematic and first-order magnetic transitions; and region (III) corresponds to split second-order transitions. At $x = 0$ the transitions are split, like in region (II), but their separation is small. [89]

In one model the main idea is that the orbital order can induce changes in the magnetic correlation length what could lead to magnetism [102] [103]. The starting point is the degeneracy of the iron $d_{xz}$ and $d_{yz}$ orbitals in the tetragonal phase. Basically this degeneracy can be lifted by a distortion quite similar to the Jahn-Teller effect, which would lead to a lowering of the total energy of the system (Fig. 4.3). In this case the nematic order parameter is given by the difference in the orbital occupation. In this model the structural transition naturally occurs above the magnetic one. On the other hand, the magnetic transition does not have to take place at all in this scenario.
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Figure 4.3: Schematic drawing of how the orthorhombic distortion $\epsilon_{XY}$ (left) may lift the degeneracy of the electronic dispersion near M points of the Brillouin zone and induce anisotropic orbital occupation [104].

The spin-nematic model is built on spin fluctuations as the driving force for the structural and magnetic transition [89]. The observed magnetic order of the Fe atoms is of the stripe type with the in-plane ordering vectors $Q_1 = (\pi, 0)$ or $Q_2 = (0, \pi)$, where along one direction the spins are parallel to each other and anti-parallel along the other [105] [Fig. 4.4 (a)]. The symmetry of the magnetic order parameter is not only the spin rotational $O(3)$ which is broken for any magnetic state but also a discrete, two-fold (Ising-type) $Z_2$ symmetry that describes the orientation of the ferromagnetic stripes. The latter reduces the 90° lattice rotational symmetry to 180° by choosing between the ordering vectors $Q_1$ and $Q_2$. The order parameter is then enhanced by the additional tetragonal symmetry breaking to $O(3) \times Z_2$. The two ordering vectors can be associated with two magnetic order parameters $M_1$ and $M_2$. The breaking of the $O(3)$ symmetry means $\langle M_i \rangle \neq 0$ and breaking the $Z_2$ symmetry $\langle M_1^2 \rangle \neq \langle M_2^2 \rangle$ [104]. As calculations by Fernandes et al. [90] show, spin fluctuations might lead to an intermediate phase at $T_{\text{mag}} < T < T_{\text{nem}}$ where the tetragonal $Z_2$ symmetry is already broken (and an orthorhombic distortion occurs) but the spin-rotational $O(3)$ symmetry is not $\langle M_i \rangle \neq 0$. This order is by definition nematic (additional lowering of the rotational symmetry), which is an unconventional magnetic order with time-reversal symmetry preservation (see Fig. 4.4). Moreover this could explain why, even with magnetic fluctuations as a driving force for both transitions, the structural precedes the magnetic transition. As shown in figure 4.4(b), the stripe magnetic state can be visualized in real space by dividing the square iron-lattice into two inter-penetrating Néel sublattices with staggered magnetizations $M_A = M_1 + M_2$ and $M_B = M_1 - M_2$. The nematic state is characterized by the spin nematic order parameter $\Psi = \langle M_A \cdot M_B \rangle$ (while $\langle M_i \rangle = 0$) which determines the orientation of the ferromagnetic stripes.
Figure 4.4: Schematic representation of nematic transition in real space. (a) The transition from the disordered phase to the SDW phase breaks an $O(3) \times Z_2$ symmetry. The $O(3)$ symmetry refers to rotations in spin space while the $Z_2$ (Ising) symmetry refers to the two degenerate ground states of magnetic stripes with parallel spins along the $y$ axis (ordering vector $Q_1 = (\pi, 0)$) or along the $x$ axis (ordering vector $Q_2 = (0, \pi)$). (b) The $O(3) \times Z_2$ symmetry can be broken in two steps. First, only the $Z_2$ symmetry is broken: the system is still paramagnetic, since $\langle S_i \rangle = 0$ (indicated by the gray double arrow on top of the spins), but the spin correlations break the tetragonal symmetry, $\langle S_i \cdot S_{i+\tau} \rangle = -\langle S_i \cdot S_{i+\gamma} \rangle$ (red and blue bonds, respectively). In the second step, the $O(3)$ symmetry is broken and the system acquires long-range magnetic order. [104]
4.1.2 The structural phase transition in $\text{Ba(Fe}_{x}\text{Co}_{1-x})_{2}\text{As}_{2}$

In the crystals structure of $\text{BaFe}_{2}\text{As}_{2}$, barium atoms sit between sheets of iron and arsenic atoms [Fig. 4.5(a)]. Figure 4.5(b) shows the schematic phase diagram of cobalt doped $\text{BaFe}_{2}\text{As}_{2}$. In the undoped parent compound a simultaneous structural and magnetic phase transition at $T_{s,N} \approx 140$ K can be observed. The tetragonal and paramagnetic high-temperature phase becomes orthorhombic and antiferromagnetic with a stripe order of the spins $[106]$. Moreover, a superconducting dome, with the highest $T_c \approx 25$ K for the optimally doped sample with a cobalt amount of $x \approx 6\%$, emerges close to the point where both the structural and magnetic phase transitions are suppressed.

The tetragonal unit cell is defined with its axes along the next-nearest neighbor iron atoms. The distortion of the structural phase transition manifests itself in a shear distortion between the tetragonal in-plane axes (see Fig. 4.6) and corresponds to the transverse acoustic phonon along one of the two main tetragonal directions with a polarization in the a-b-plane. In the antiferromagnetic phase the orthorhombic unit cell is then two times larger and rotated by 45° compared to the tetragonal one. The transition is accompanied by the formation of four degenerate domains. In the following the wave vectors will always be given in the tetragonal notation if not stated otherwise.

![Schematic drawing of BaFe$_2$As$_2$ crystal structure](image)

![Phase diagram of Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$](image)

**Figure 4.5:** (a) Schematic drawing of the crystal structure of $\text{BaFe}_{2}\text{As}_{2}$. See $[107]$. (b) Phase diagram of $\text{Ba(Fe}_{1-x}\text{Co}_{x})_{2}\text{As}_{2}$. $[108]$
BaFe$_2$As$_2$ exhibits a mixed-order phase transition with a partial discontinuity in the order parameter at the transition temperature. On doping the second-order character becomes more dominant. The order parameter $Q$ is given by the monoclinic strain $a_m c_m \cos \beta$ [110]. The temperature dependence of the order parameter can for example be determined by using elastic scattering to measure the splitting of the Bragg peak (200)$_m$, which is twice the deviation angle from 90°. Figure 4.7(a) displays that in the underdoped Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ ($x = 4.7\%$) sample the order parameter is decreasing monotonically towards the transition temperature $T_s$. The transition occurs continuously and its character therefore is mostly second-order. A typical feature of second-order structural transitions is a soft phonon mode. There are two distinct scenarios for soft phonon modes depending on the ordering wave vector of the distorted lattice. If $\mathbf{q}$ is nonzero, a phonon at finite energy with an atomic displacement pattern corresponding to the incipient structural phase transition softens on cooling and reaches zero energy at the phase transition temperature. Simply speaking the phonon displacement pattern freezes into the static lattice distortion at $T_s$. If the ordering wave vector is zero, the soft phonon mode is an acoustic mode. In this scenario, which applies to the situation in the 122 family of iron-based superconductors, the slope of the dispersion of the soft acoustic mode softens on cooling towards the phase transition temperature. The slope of the phonon dispersion at the transition temperature is zero, i.e. a small distortion corresponding to the phonon displacement pattern can be done without any cost in energy. Below the structural transition temperature, the slope of the dispersion increases on further cooling. The temperature dependence described above is typically restricted to a small region of reciprocal space around the finite or zero ordering wave vector $\mathbf{q}$. As an example we show results for the seminal A-15 superconductor Nb$_3$Sn in Figure 4.7(b). This material, which is used for superconducting magnets [111], has
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(a) Splitting angle of the Bragg peak \((200)_m\) in underdoped \(\text{Ba(Fe}_{1-x}\text{Co}_{x})_{2}\text{As}_2\) \((x = 4.7\%)\)

(b) Soft phonon mode in \(\text{Nb}_3\text{Sn}\)

Figure 4.7: (a) Temperature dependence of the splitting angle of the Bragg peak \((200)_m\) in an underdoped \(\text{Ba(Fe}_{1-x}\text{Co}_{x})_{2}\text{As}_2\) \((x = 4.7\%)\) sample. The splitting of the Bragg peak in the orthorhombic phase was measured by neutron diffraction. (b) Acoustic phonon dispersion curves for wave vectors parallel to \(\mathbf{q}[110]\) with a polarization in \([1\bar{1}0]\) direction in \(\text{Nb}_3\text{Sn}\) for different temperatures (symbols). Elastic moduli (solid curve) from [113], [112]

a structural phase transition at \(T_s = 43\text{ K}\) [112]. The symbols represent the phonon energy measured with inelastic neutron scattering, the dashed lines are a guide to the eye. The solid line shows the elastic constant measured with ultrasound [113] and corresponds to \(C_{66}\) in \(\text{Ba}_{122}\) in our measurements. For high temperatures \((T = 295\text{ K}, \text{black dots})\) the phonon dispersion is linear. On cooling the dispersion becomes nonlinear with the highest curvature just above \(T_s\) \((T = 46\text{ K})\). The soft phonon mode can also be seen in overdoped and optimally doped \(\text{Ba(Fe}_{1-x}\text{Co}_{x})_{2}\text{As}_2\) \((x = 6\%)\) used for the investigations reported in this thesis. Although there is no actual structural phase transition it can be observed as a precursor effect.

Due to the unique physics of the \(\text{Ba}_{122}\) family the structural phase transition is also nematic (see Chapter 4.1.1). In the following this nematic/structural phase transition is often referred to as nematic phase transition for a better readability. There are different
Chapter 4: Iron-based superconductors

Figure 4.8: Comparison of $C_{66}$ and INS measurements of a linear phonon dispersion. Ultrasound and three-point bending measurements probe the shear modulus/Young’s modulus at $q = 0$. Since the dispersion of the TA soft mode at small wave vectors is given by $\sqrt{C_{66}q^2}$ (red), we can extract the slope of the dispersion from $C_{66}$ and compare it to the slope corresponding to the inelastic neutron scattering results at finite wave vectors. Inelastic neutron scattering measurements are carried out at finite $q$ (turquoise).

methods of investigating the nematic fluctuations in iron-based superconductors. $C_{66} \equiv C_{66}(q = 0)$ has been measured either directly by resonant ultrasound [103] or indirectly via Young’s modulus $Y_{[110]}$ in three-point bending setups [114]. In three-point bending setups Young’s modulus along [110] is dominated by the elastic shear modulus $C_{66}$ as long as $C_{66}$ is smaller the other $C_{ij}$ [108]:

$$Y_{[110]} = 4 \left( \frac{1}{C_{66}} + \frac{1}{\gamma} \right)^{-1} \quad \text{with} \quad \gamma = \frac{C_{11}}{2} + \frac{C_{12}}{2} - \frac{C_{13}^2}{C_{33}}$$  \hspace{1cm} (4.1)

The elastic constants determined from these techniques are directly linked to the slope of the acoustic phonon dispersion at zero momentum transfer $q = 0$ (Fig. 4.8). Hence, measurements of $C_{66}$ in Ba122 can be directly compared to phonon measurements with inelastic scattering but keeping in mind that acoustic phonons can only be measured by INS at finite wave vectors. However, for a linear dispersion it should be equivalent to the ultrasound and three-point bending measurements, since it measures the same slope of the dispersion.

Figure 4.9 displays shear modulus measurements with ultrasound [Fig. 4.9(a)] and three-point bending [Fig. 4.9(b)] for differently doped Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ samples. Both measurements are in reasonable agreement to each other except for the given
concentrations. The observed effects are similar but occur at different concentrations. The concentrations from Böhmer et al. [99] were determined with the same experimental setups in crystals from the same crystal grower as the samples we used. In the following we compare our data to the measurements of Böhmer et al. Strongly overdoped samples exhibit a small hardening on cooling as they do not show any nematic fluctuations. In slightly overdoped and optimally doped samples a softening on cooling towards the superconducting transition temperature \( T_c \) is followed by a smaller hardening below \( T_c \). Underdoped samples which show a structural phase transition exhibit strong softening towards \( T_s \). \( C_{66} \) measurements in the orthorhombic phase are not reliable because the temperature evolution of \( C_{66} \) in different domains in the naturally twinned samples strongly affect each other. Comparing all samples the softening is more pronounced the less cobalt the sample contains. Inelastic neutron and x-ray scattering are capable of predicting the evolution of the TA mode also in the orthorhombic phase which was the motivation for INS measurements prior to this work.

![Elastic shear modulus](image1)

**Figure 4.9:** (a) Elastic shear modulus \( C_{66} \) for a wide substitution range of Ba(Fe\(_{1-x}\)Co\(_x\))\(_2\)As\(_2\) measured using ultrasound. [103] (b) Young’s modulus of of Ba(Fe\(_{1-x}\)Co\(_x\))\(_2\)As\(_2\) normalized at room temperature. For comparison the \( C_{66} \) mode of pure BaFe\(_2\)As\(_2\) measured by Yoshizawa et al. [103] (gray circles) is shown [114]. The cobalt concentrations of both measurements are deviant, for further discussion see text.
4.2 Previous results from inelastic neutron scattering

The original idea of the present project on inelastic neutron and x-ray scattering was to determine the temperature dependence of the phonon energy and the peak position of the soft phonon mode. The focus here was mainly on samples which show a tetragonal to orthorhombic transition, as the ultrasound and three-point bending measurements are not reliable here (see Chapter 4.1.2). Parshall et al. [92] had found a close relation between magnetic properties and the soft phonon mode of the structural transition in BaFe$_2$As$_2$ and SrFe$_2$As$_2$. The observed transverse acoustic phonons propagate along the tetragonal [1 0 0] direction and are polarized along [0 1 0]. The distortion from tetragonal to orthorhombic symmetry is accompanied by the transition to the antiferromagnetically ordered state at $T_{\text{N}} = 135$ K in BaFe$_2$As$_2$. The TA phonon softens for small $q = 0.07$ on cooling towards $T_s$ and hardens abruptly below $T_s$ (Fig. 4.10). For a higher $q = 0.25$ the softening above $T_s$ can not be observed but below the transition temperature a smaller hardening still takes place. Here and in SrFe$_2$As$_2$ it is found that the closer to the Bragg peak the phonon is measured the stronger the effects of softening and hardening are. The effects should be in reasonable agreement to the previously reported shear modulus in BaFe$_2$As$_2$ based on resonant ultrasound measurements if extrapolated to $q = 0$. The discrepancy in the strength of the hardening below $T_s$ might be explained by the twin domain boundaries in the orthorhombic phase which influence the ultrasound measurements but not the phonon energy measurements. Furthermore they found that the softening of the examined phonon modes in both undoped compounds is proportional to the volume of fluctuating magnetic domains.

Other investigations focused on samples where the structural phase transition is suppressed. Inelastic neutron scattering measurements were done on optimally doped Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ with $x = 6\%$ to check the comparability to the ultrasound and three-point bending measurements. Figure 4.11 shows the comparison of INS momentum scans to the data from three-point bending measurements from Böhmer et al. [114].

In the momentum scans a phonon softening leads to an increasing $Q$, e.g. $K$ value. That means that the phonon is shifted further away from the Bragg peak. Since the reader might be used to a decreasing phonon energy for a phonon softening the $y$-axis in Figure 4.11 is inverted. The data from the three-point bending measurement were scaled to fit the high temperature values of the INS data. The neutron data shows a softening towards $T_c \approx 25$ K with kind of a plateau just above the transition temperature. Below $T_c$ a further softening can be observed. The red curve is based on Young’s modulus and scaled to the neutron data. It also exhibits a softening towards $T_c$ but other than the inelastic neutron data the softening becomes stronger below $T < 70$ K where the INS data is more or less constant. Furthermore the three-point bending data...
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Figure 4.10: Phonon renormalization in BaFe$_2$As$_2$ as a function of temperature at the wave vector $Q = (2, h, 0)$. Shown is the relative phonon frequency change as a function of temperature for two different wave vectors with $h = 0.07$ (blue) and $h = 0.25$ (red). [92]
Figure 4.11: Temperature dependence of the peak positions extracted from momentum scans along the tetragonal $Q = (2, K, 0)$, $-0.1 \text{r.l.u.} \leq K \leq 0.1 \text{r.l.u.}$ (reciprocal lattice units), with a constant energy transfer of $E = 1.0 \text{meV}$. Because a phonon peak position at an increasing value of $K$ corresponds to a softening of the phonon mode, the vertical $Q$ scale is plotted upside down for convenience, i.e. resulting in a graphically similar plot to Fig. 4.9. The solid line is a guide to the eye. The dashed (red) line denotes the expected behavior because of the three-point bending measurements on a sample with the same doping [114]. The results from three-point bending were scaled to match the evolution of the INS data in the temperature range $100 \text{K} \leq T \leq 300 \text{K}$. The vertical dashed line denotes the superconducting transition temperature $T_c = 25 \text{K}$ in our sample. [115]
exhibits a hardening below $T_c$ in contrast to the further softening in the INS data. This discrepancy for $T < 70$ K down to base temperature could not be explained at the time the work for this thesis was started.

4.3 Results

To resolve the puzzling discrepancy described above, various experiments have been proposed and were carried out in the framework of this thesis. A four to five times larger sample of optimally doped Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ ($x = 6\%$), compared to the $\approx 1$ g sample from previous INS measurements, from the same crystal grower could be re-obtained. Moreover the mosaicity of the new sample is significantly better than that of the one used so far ($\approx 0.1^\circ$ compared to $\approx 0.6^\circ$). A few years ago the sample was handed over to a scientist at the Jülich Centre for Neutron Science (JCNS) for INS, but we managed to recover this larger sample.

Inelastic neutron scattering measurements with a better resolution due to the larger sample size were performed to observe the described effects in the raw data (4.3.1). Furthermore the temperature dependence of the phonon dispersion (chapter 4.3.4) and the phonon lifetime (chapter 4.3.3) were studied. Besides that first inelastic x-ray measurements on various hole doped samples were carried out (chapter 4.3.5). Alongside with the experimental measurements a theoretical model was developed together with Rafael Fernandes (University of Minnesota) and Jörg Schmalian (KIT) to understand and explain the observed behavior (chapter 4.3.2).

4.3.1 Inelastic neutron scattering on 1T

The neutron scattering experiments, both the inelastic measurements on the triple axis spectrometer 1T at the Laboratoire Léon Brillouin and the linewidth determination on TRISP at the Heinz Maier-Leibnitz-Zentrum, were carried out on the same Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ sample with a weight of roughly 4 g and a mosaic spread of 0.095° (measured at room temperature on TRISP, see Fig. 4.19). The wave vectors here and in the following chapters are always given in the tetragonal representation. The momentum transfer $Q = H\mathbf{a}^* + K\mathbf{b}^* + L\mathbf{c}^*$ is denoted as $Q = (H, K, L)$ in reciprocal lattice units (r.l.u.), with $\mathbf{a}^* = \hat{\mathbf{a}}2\pi/a$, $\mathbf{b}^* = \hat{\mathbf{b}}2\pi/b$ and $\mathbf{c}^* = \hat{\mathbf{c}}2\pi/c$. For the experiment at 1T the sample was mounted in the scattering plane that is spanned by the reciprocal lattice vectors $\mathbf{G} = (1, 0, 0)$ and $\mathbf{G} = (0, 1, 0)$ and collimator blades were inserted in the neutron beam before and after the sample. Achieving a good resolution required to choose a small final energy of $E_f = 8$ meV. The transverse acoustic phonon was measured in energy scans at a fixed $Q = (2, 0.08, 0)$ and momentum scans with a constant energy $E = 1.7$ meV in a range from $2$ K $\leq T \leq 300$ K. The values for $Q$ and $E$ were chosen in accordance to the previous INS measurements.
in Ba122 since the observed effects are stronger close to the Bragg peak. At first the raw data of both energy scans and momentum scans are presented before the temperature dependencies are displayed.

The determination of the background plays a major role in the process of analyzing the data for both types of scans. In Figure 4.12(a) the energy scan at 1.7 meV is shown. It clearly exhibits a spurious signal that is $T$ independent which complicates the fitting process since the scan does not reach the background on both sides of the phonon. The origin of the spurious signal might be that a part of the resolution ellipsoid was also scanned through the tails of the Bragg peak and some of its really high intensity got picked up. The value of the background at this energy ($\approx 1$ meV) was determined from the different background momentum scans at $E = 1.0$ meV. There is no strong change from base temperature up to $T = 60$ K, so the same background curvature was used at all temperatures and only the constant offset $y_0$ was fitted and adjusted for each temperature. The background is depends on energy and an exponential fit can be used for fitting the background [see black dotted line in Fig. 4.12(a)].

The experimental phonon spectra can be described using a convolution of a damped harmonic oscillator function including the Bose factor and the experimental Gaussian resolution of roughly 0.4 meV. Figure 4.12(a) shows both the individual blue dashed lines for the spurious signal (at $\approx 0.8$ meV) and the phonon (at $\approx 1.8$ meV) and the total fit as a solid red line at $T = 15$ K. If the background [black dotted line in Fig. 4.12(a)] is subtracted from the raw data the scans of two different temperatures can be compared more easily [see Fig. 4.12(b) for $T = 15$ (red solid dots) and $T_c = 25$ K (black open circles)]. A clear narrowing on cooling from $T_c$ can be observed.

For the momentum scans the raw data reaches the background on both sides of the phonon peak, so the background determination is straightforward. Here also a curved background was used [black dotted line in Fig. 4.13(a)] with the same averaged curvature for all temperatures and only the constant offset $y_0$ was adapted. The phonon peaks in the momentum scans were fitted with a pseudo-Voigt function with a variable Lorentzian contribution. For almost every temperature the Lorentz share was roughly around 10% using the free fits except for $T = 2$ K where it would have been 40% but was fixed at 10% to get consistent data. Figure 4.13 shows background and Bose factor corrected data for $T = 15$ (black open circles) and $T_c = 25$ K (red solid dots). The data analysis reveals a narrowing of the phonon on cooling below $T_c$. 
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(a) Raw data fitting routine

(b) Raw data comparison

**Figure 4.12:** Raw data of the energy scans at $Q = (2, 0.08, 0)$. (a) Fitting routine for a typical scan performed at $T = 15$ K. The total fit (red solid line) consists of a DHO function convoluted with the Gaussian resolution and a single Gaussian peak for the low energy spurious feature (individual peaks shown as dashed blue lines) and additionally an exponential function as the experimental background (dotted black line). (b) Comparison of the energy scans at $T = 15$ K (black) and $25$ K (red). Backgrounds were subtracted and the neutron counts divided by the Bose factor, i.e. 1.3522 for $T = 15$ K and 1.7769 for $T = 25$ K corresponding to the observed energy of the TA mode.
Figure 4.13: Raw data of momentum scans at $E = 1.7 \text{ meV}$. (a) Raw data (filled circles) and background (dotted line) for a typical scan performed at $T = 2 \text{ K}$. The open circles represent the background subtracted data. The background on the left side does not reach zero since it was determined in a way that it behaves consistent for all different temperatures. (b) Comparison of the momentum scans at $E = 1.7 \text{ meV}$ for $T = 10 \text{ K}$ and $25 \text{ K}$. The backgrounds were subtracted and the neutron counts divided by the Bose factor.
From the fits of the energy scan raw data the phonon linewidth and the phonon energy and from the momentum scans the peak position in momentum space and the the full width half maximum (FWHM) of the phonon peak can be extracted. Figure 4.14 shows the temperature dependence of those values. In the energy scans [4.14(a)] the phonon energy is decreasing towards $T_c$ which is equivalent with a phonon softening. Furthermore the phonon linewidth is increasing on cooling towards the transition temperature and clearly decreasing below that value. In the momentum scans [4.14(b)] there is a drop in the FWHM when the temperature is below $T_c$, but more important a softening of the phonon can be observed via the increasing value of $K$ on cooling below the superconducting transition temperature.

If the new data are compared to the previous INS data already mentioned, a good agreement between both can be found. Both show a softening on cooling towards $T = 70$ K followed by a plateau and a further softening below $T_c$. A main difference in the new data is that the softening on cooling below $T_c$ is quite abrupt and is followed by a temperature range of constant energy down to base temperature in contrast to a continuous softening observed in the previous measurements. However, the new data strongly support the previous results. Therefore there is no need to measure each wave vector or energy transfer again. It has to be stated that gathering the new data presented here took about ten days of beamtime at 1T. Due to this accordance of the data it is instructive to use the previous data for a comparison with a model.
Figure 4.14: Temperature dependence of (a) the phonon energy (red) and linewidth (black) as deduced from the energy scans at $Q = (2, 0.08, 0)$ and (b) the position $(2, K, 0)$ (black) and linewidth (FWHM in $K$) (red) as deduced from the momentum scans at $E = 1.7$ meV. The lines are a guide to the eye.
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4.3.2 Theoretical model

During this thesis a theoretical model was developed together with Jörg Schmalian (KIT) and Rafael Fernandes (University of Minnesota) to explain our observations and (potentially) reconcile the inelastic neutron scattering and the three-point bending measurements [115]. The phonon measurements with INS were done at small but finite momentum transfers $\mathbf{q} \neq 0$. In this regime the typical assumption is a strictly linear dispersion [see inset Fig. 4.15(a)]

$$E(\mathbf{q}) = \sqrt{\frac{C_{66}}{\rho} |\mathbf{q}|}.$$  \hspace{1cm} (4.2)

This is applicable for high temperatures $T \gg T_c$, but on cooling towards $T_c$ this linear model does not fit anymore. The experimental data for $T = 250$ K [see Fig. 4.17(a)] can be perfectly described by a linear fit. With this it can be ruled out, that the data points at $T = 28$ K [red dots in Fig. 4.15(b)] can be fitted by a straight line with a small offset in $x$ due to resolution effects but instead show a non-linear behavior with a finite curvature of the dispersion. One model to solve this issue of the non-linear dispersion is to allow a momentum dependent shear modulus $C_{66}(\mathbf{q})$

$$E(\mathbf{q}) = \sqrt{\frac{C_{66}(\mathbf{q})}{\rho} |\mathbf{q}|}.$$  \hspace{1cm} (4.3)

Rafael Fernandes and co-workers [90] derived an expression for the momentum-dependent shear modulus

$$C_{66}(\mathbf{q}) = \frac{C_{66}^0}{1 + \lambda^2 \chi_{nem}(\mathbf{q})}.$$  \hspace{1cm} (4.4)

which takes the coupling of the nematic fluctuations to the lattice into account with the nemato-elastic coupling constant $\lambda$ and the nematic susceptibility $\chi_{nem}$. $C_{66}^0$ is the pure elastic modulus without nematicity. Furthermore, we introduce the correlation length of nematic fluctuations $\xi$ and write:

$$\chi_{nem}(\mathbf{q}) = \frac{\chi_{nem}(\mathbf{q} = 0)}{1 + \xi^2 q^2}.$$  \hspace{1cm} (4.5)

Combining Eqs. 4.2-4.5, the dispersion relation of the TA phonon can be written as

$$E(\mathbf{q}) = \sqrt{\frac{C_{66}^0}{\rho \left(1 + \frac{\chi_{nem}(\mathbf{q} = 0)}{C_{66}^0(1 + \xi^2 q^2)}\right)}} q^2.$$  \hspace{1cm} (4.6)

The nematic susceptibility of Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ for zero momentum transfer $\chi_{nem}(\mathbf{q} = 0)$ is already known from the three-point bending measurements and can be expressed
Figure 4.15: (a) Schematic of the temperature dependence of the soft phonon mode dispersion observed in Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$. The inset displays the full dispersion from the zone center, $\Gamma$, to the zone boundary, $X$; the main panel zooms the small-momentum green-shaded area. Shown are the characteristic evolution of the TA dispersion described by Equation 4.6 from high temperatures, $T \gg T_c$, down to the superconducting transition temperature $T_c$ and below, $T < T_c$. The values of $\xi$ used to generate the curves were taken from the fits figure 4.18 at the corresponding temperatures. The blue vertical arrow and shaded areas indicate the energy-momentum range probed by Raman spectroscopy ($q \approx 0, \omega > 0$), measurements of the elastic constant $C_{66}(0)$ ($q \approx 0, \omega = 0$) and the inelastic neutron scattering investigation ($q \neq 0$). (b) Phonon dispersion measurements of the soft phonon mode of Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ at 28 K. The red dots were measured with INS on 1T, the red solid line was fitted with Equation 4.6. The dotted and dashed lines are corresponding to a linear dispersion. 
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in terms of temperature dependent values of \( C_{66}(T) \) and \( C_{66}^0(T) \) only with the following equation:

\[
\lambda^2 \chi_{\text{nem}}(q = 0) = C_{66}^0 \left( \frac{C_{66}^0}{C_{66}} - 1 \right) \quad (4.7)
\]

The final equation to describe the non-linear dispersion relation in the wave vector range of our measurements can be written as

\[
E(q) = \sqrt{\frac{C_{66}^0}{\rho \left( 1 + \frac{C_{66}^0 (C_{66}^0/C_{66} - 1)}{C_{66}^0(1 + \xi^2 q^2)} \right)}} q^2. \quad (4.8)
\]

Although this equation looks complicated, it has just one single fit parameter, i.e., the nematic correlation length \( \xi \). The values for \( C_{66}(T) \) and \( C_{66}^0(T) \) can be deduced from the already mentioned measurements of Young’s modulus \( Y_{[110]}(T) \) by Böhmer et al. \[99\]. One can assume that nematic fluctuations are negligible at room temperature, since Young’s modulus is nearly temperature independent at \( T = 300 \) K [see Fig. 4.16(b)], hence \( C_{66}(T = 300 \) K) \( = C_{66}^0(T = 300 \) K). In the linear phonon dispersion regime with a slope corresponding to \( C_{66}(T) \) it is expected that the temperature dependence of \( \sqrt{Y_{[110]}} \) and of the phonon energies are equal:

\[
E_{\text{Phonon}}(T) \propto \sqrt{Y_{[110]}(T)} \quad (4.9)
\]

For \( T \geq 90 \) K where the phonon dispersion can be well described by linear fits [Fig. 4.17(a)], we can thus extract \( C_{66}(T) \) from our phonon measurements.

We need to scale the reported values of Young’s modulus because the three-point bending experiment yields only qualitative values normalized typically to the value at room temperature. Hence, it would be sufficient to just scale the normalized value at \( T = 300 \) K to that deduced from our INS measurements. However, when \( Y_{[110]} / Y_{[110]}(T = 300 \) K) is plotted only scaled to match the average high temperature value of \( C_{66} = 47.9 \) GPa (blue dashed line in Fig. 4.16) the softening observed in INS for \( T \geq 90 \) K is somewhat larger than the temperature dependence of \( Y_{[110]} / Y_{[110]}(T = 300 \) K) suggests. The data shows that \( C_{66} \) softens to 63% of its room temperature value whereas a decrease down to 42% can be observed when scaled to the phonon softening seen in INS on cooling to \( T = 90 \) K. Physically it would not make sense if the slope of the phonon dispersion at \( q = 0 \) results in larger energies than could be observed with at finite momenta INS. One reason for the scaling mismatch could be the presence of strain/pressure that has to be exerted to determine \( Y_{[110]}(T) \) with three-point bending technique. Also the alignment of the crystal axis with the experimental setup for the bending experiment may be an error source. This might change the reported temperature dependence compared to the behavior in a non-strained sample. The analysis of the phonon dispersion data (see Figs. 4.17 and 4.18) was based on the red solid
Figure 4.16: (a) Temperature dependence of $C_{66}$ as deduced from linear fits to INS data for $T \geq 90$ K. The dashed line represents the reported $T$ dependence of Young’s modulus $Y_{[110]} / Y_{[110]} (T = 300$ K) scaled to fit the high temperature value of 47.9 GPa observed in linear fits to our INS data for $T \geq 200$ K. The solid line represents the $T$ dependence of $Y_{[110]}$ but scaled to fit the $T$ dependence of $C_{66}(T)$ deduced from linear fits, i.e. using $\xi = 0$, to the neutron data in the temperature range $T \geq 90$ K (open black circles). (b) Young’s modulus normalized to its value at $T = 300$ K from three-point bending experiments for Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ with $x = 0.06$ (blue dashed line) and $x = 0.33$ (black dash-dotted line).
length smaller than $\xi \leq 10 \text{Å}$. Linear fits to this data (assuming $\xi = 0$) were used to determine the linear coefficient $C_{66}$ and are shown as circles in the inset of figure 4.18. For lower temperatures the described non-linearity of the phonon dispersion can be observed (see Figs. 4.17(c) and (d), solid line), especially when compared to the linearly extrapolated dispersions based on the coefficients $C_{66}^0$ (dotted lines) and $C_{66}$ (dashed lines) which constrain our fits taken from three-point bending experiments [99].

Figure 4.17 shows selected results when the nematic correlation length $\xi$ is treated as a free parameter. The temperature dependence of the correlation length $\xi(T)$ (see Fig. 4.18) deduced from those fits shows a sharp peak with a maximum at $T_c$. The decrease of $\xi$ below the transition temperature promotes the observed phonon softening at finite momenta measured by INS, emerging from the non-linearity of the phonon dispersion. The strong increase of the non-linear term in the dispersion relation causes the weak temperature dependence of the phonon for $T_c \leq T \leq 70\text{K}$ described earlier (see Fig. 4.11).

At $T = 250\text{K}$ the dispersion is described by a straight line [Fig. 4.17(a)]. That means that the sample exhibits normal behavior without nematic fluctuations at this high temperature limit.

The measurement at $T = 100\text{K}$ is the upper limit for the definition of the nematic correlation length. For higher temperatures the nematic correlation length is shorter than $\xi < 10\text{Å}$ for $T > 100\text{K}$. The data points were taken in a momentum range of $0.04 \leq K \leq 0.12$ which corresponds to a correlation length of roughly $100\text{Å} \leq \xi \leq 30\text{Å}$, so the curvature of the dispersion can not be seen. To measure a nematic correlation length of $\xi \leq 10\text{Å}$ and below the measurement should be done as far out as $K = 0.4$. For $T = 100\text{K}$ [see Fig. 4.17(b)] the dispersion fitted to the experimental data looks like a straight line and the point where the dispersion goes back to $C_{66}^0$ is out of the range of this experiment. Here it is still possible with the fit function to get a reasonable value for $\xi$. For higher temperatures and smaller $\xi$ this is not possible anymore with the current data set (gray area in Fig. 4.18).

Figure 4.17(c) shows a measurement done at a temperature $T = 28\text{K}$ very close to $T_c$. Here the data from INS and three-point bending show the biggest deviation (see Fig. 4.11). The dispersion at this temperature shows the strongest curvature which results in the biggest nematic correlation length. The larger $\xi$ becomes the harder the effects are to measure. The deviations are then only measurable at very small $q$ which limits the possibility to determine and analyze the nematic correlation length analogous to the lower limit.

In the temperature range below the superconducting transition temperature $T < T_c$ Figure 4.11 suggests that the deviation between the two techniques is strongest. Figure 4.17(d) indeed displays that the curvature is getting smaller and the different results approach each other. It has to be mentioned that it is not necessary in Figure 4.11 that the INS data and the scaled three-point bending measurements are compatible at base temperature. The only restriction is that the INS data can not be lower than the
value of $C_{66}$ based on three-point bending.

**Figure 4.17:** Analysis of the observed phonon dispersion (symbols) using Equation 4.5 (solid lines) at four different temperatures: two well above ($T = 250\,\text{K}$, $100\,\text{K}$), one close to ($T = 28\,\text{K}$), and one well below $T_c = 25\,\text{K}$ ($T = 4\,\text{K}$). Dashed lines represent the linear component of the approximated dispersions at $q = 0$ ($E_{\text{lin}}(q \approx 0) = \sqrt{C_{66}(T)} \cdot q^2 / \rho$, visible only for $T \leq 28\,\text{K}$). Dotted lines represent the linear component of the estimated dispersion in the absence of nematic fluctuations ($E_{\text{linear}}(q \gg 0) = \sqrt{C_{66}(T)} \cdot q^2 / \rho^2$). Error bars in $K$ of the experimental data are smaller than the symbol size. [115]
**Figure 4.18:** Temperature dependence of the nematic correlation length $\xi$ deduced from the fits shown in figure 4.17 (red circles). The full black dots represent the results from the analysis with only three data points, i.e. taken at constant energies of $E = 1.9\,\text{meV}$, $1.5\,\text{meV}$ and $2.5\,\text{meV}$. The gray are indicates the limit below which we can not resolve $\xi$ anymore. The inset shows $C_{66}(T)$ (circles) deduced from linear fits ($\xi = 0$) to the phonon dispersion data for $T \geq 90\,\text{K}$ (circles are the same as in inset of figure 4.16). The red line was obtained by scaling the reported behavior of Young’s modulus $Y_{[110]}$ to these measurements (same as in inset of Fig. 4.16).

In general the analysis above can be applied to other structural phase transitions with an ordering vector $\mathbf{q}=0$, i.e. the structural phase transition in Nb$_3$Sn (see Chapter 4.1.2).

In the spin driven nematic scenario the nematic fluctuations are closely connected to magnetic fluctuations. Moreover the nematic correlation length $\xi$ is coupled to the magnetic correlation length $\xi_{\text{AFM}}$, if one increases (decreases) so does the other. Following Karahasanovic et al. [117] J. Schmalian expressed this relation by:

$$\xi^2 \propto \xi_{\text{AFM}}^{6-d} \quad \text{for} \quad |\mathbf{q}| \gg \xi_{\text{AFM}}^{-1}$$

$$\xi^2 \propto \xi_{\text{AFM}}^{d-2} \quad \text{for} \quad |\mathbf{q}| \ll \xi_{\text{AFM}}^{-1}$$

The well known phase competition between magnetism and superconductivity will naturally reduce the magnetic correlation length and due to the Equations 4.10 will also
reduce the nematic correlation length on cooling below $T_c$. With this effect the sharp maximum of the nematic correlation length $\xi$ shown in figure 4.18 and the strongest curvature of the experimental dispersion at $T_c$ both can be explained as being due to the competition between nematic/magnetic fluctuations and superconductivity. Furthermore it resolves the obvious discrepancy between the phonon renormalization and the behavior of $C_{66}(0)$ in the superconducting state (see Fig. 4.11).

### 4.3.3 Phonon lifetime measurements on the three axes spin echo spectrometer (TRISP)

Although the INS data from 1T looks quite convincing, the spurious signal in the energy scans might lead to questioning the reliability of the phonon linewidth data. Therefore the very same sample was used for another measurement on the three axes spin echo spectrometer (TRISP) to dispel any doubts of the temperature dependence of the phonon linewidth.

As described in chapter 2.5 the high resolution neutron spectrometer TRISP combines triple axes (TAS) and neutron resonance spin echo (NRSE) techniques. For the measurements on TRISP the 4 g Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ sample was mounted in the $[1 0 0]-[0 1 0]$ scattering plane. The actual linewidth measurements were carried out at a fixed final energy of $E_f = 12.927$ meV. The mosaicity measured using Larmor-diffraction is 0.095° at room temperature and increases on cooling towards $T_c$ and decreases again on further cooling below $T_c$ (Fig. 4.19). This behavior indicates the incipient structural phase transition of the sample. Even with an absent phase transition local orthorhombic fluctuations were observed in iron-based superconductors (for further discussion see Chapter 4.4.1). The small mosaicity underlines the excellent quality of the used sample. The effect of the temperature dependent mosaicity was taken into account in the analysis of the phonon linewidth data since it leads to a broadening of the Bragg peaks which affects the resolution of the phonon linewidth measurement. Overall the effect is quite small ($\approx 10 \mu$eV) and does not alter the values obtained on TRISP significantly. For measuring the phonon life time, which corresponds to the phonon linewidth, for the particular phonon mode the triple axis spectrometer had to be set to fixed values for the wave vector $Q = (2, 0.08, 0)$ and the energy $E = 1.7$ meV which were obtained in a regular triple axis scan at $T = 26$ K (see Fig. 2.8 in Chapter 2.5). These conditions were kept during all of the spin-echo scans. Apart from using full polarization analysis and the concomitant reduced neutron flux for the data acquisition on TRISP described in detail in Chapter 2.5 at least four (in our case even more) different spin-echo times are needed to get a reliable polarization analysis which is really costly in terms of neutron beam time. These so called frequency scans were done for ten temperatures over the whole temperature range (3 K $\leq T \leq$ 300 K) and took from 7 hours ($T = 300$ K) up to 21 hours ($T = 3$ K) because the phonon in-
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Figure 4.19: Mosaicity (in degrees) sample as a function of the temperature (in K). It slightly increases on cooling towards $T_c$ and decreases on further cooling below $T_c$.

...tensity decreases rapidly with the Bose factor at low temperatures. A faster but less accurate method is the so-called temperature scans. For this type of measurements the spin-echo time is kept fixed. Hence for each temperature there is only one value of the polarization and an extrapolation to other spin-echo times is needed to determine the phonon linewidth. It is important to choose a suitable spin-echo time. The measured polarization for the selected $\tau$ needs to strongly depend on the spin-echo time. Hence, it is important to know the scale of the phonon linewidth in advance. Comparing both data sets both methods of collecting data are in good agreement with each other [see Fig. 4.20 for a comparison of temperature scans (black) and frequency scans (red)].

During the analysis of data with MATLAB several effects on the raw data had to be taken into account and several corrections had to be made. Besides estimating a reasonable background the particular mosaicity for each temperature was used in the analysis for all the frequency scans to get rid of the effects due to different mosaic spreads. These effects were really small although a slight difference in the corrected data can be observed ($\approx 10 \mu$eV). Furthermore for the polarization fits $P_0$ was kept constant ($=1$) by explicitly assuming that the peak shape is Lorentzian.

The raw data can also be used to calculate the energy shift of the phonon peak normalized to base temperature [$\Delta E(3.4\,\text{K}) = 0$ with $E = 1.7\,\text{meV}$]. When measuring the intensity oscillations to determine the polarization the period length depends on the phonon energy [see Fig. 2.8(b) in Chapter 2.5]. A change of the phonon energy leads to a different final energy of the neutron and in turn to a change of the time for...
Figure 4.20: Results from TRISP. (a) Energy shift of the phonon normalized to the low temperature value at $T = 3.4\,\text{K}$ with $E = 1.7\,\text{meV}$. The black squares show the data from the temperature scans and the red circles the data from the frequency scans. (b) Phonon linewidth (in $\mu\text{eV}$) over the sample temperature (in Kelvin) of the frequency scans (red closed dots) and the temperature scans (black open squares) compared to the results from the INS energy scans measured at 1T (blue line).

passing the second magnetic field section (of which the length is scanned here). Figure 4.20(a) shows the temperature evolution of this energy shift (not absolute energy values). On cooling the energy decreases towards $T_c$, stays more or less constant around this value and decreases below that temperature. The maximum of the energy shift from $T = 300\,\text{K}$ to base temperature is about $\Delta E(300\,\text{K} - 3\,\text{K}) \approx 300\,\mu\text{eV}$, which is consistent with the measurements on 1T [see Fig. 4.14(a)]. Nevertheless the main interest of this experiment was to gain information about the phonon linewidth and, thus, about the phonon life time. In figure 4.20(b) the temperature dependence of the phonon linewidth extracted from temperature scans (black), frequency scans (red) and 1T energy scans are displayed. All three data sets are in reasonable agreement to each other. The linewidth stays more or less constant on cooling from $300\,\text{K}$ to $100\,\text{K}$ at $\Gamma \approx 100\,\mu\text{eV}$. On further cooling the linewidth increases to about $\Gamma \approx 200\,\mu\text{eV}$ and , in fact, shows only little to no temperature dependence (within the experimental error) in the range $40\,\text{K} \geq T \geq T_c = 25\,\text{K}$ before decreasing again for temperatures below $T_c$.

The phonon lifetime measurements on TRISP could be of great importance for the further discussion of superconductivity in iron-based superconductors. The results present the very first data that show a significant change of the phonon linewidth, e.g. the phonon lifetime. This is the first evidence of a damping mechanism similar to
conventional superconductors, e.g. electron-phonon coupling.

4.3.4 Inelastic x-ray scattering measurements at the APS and at SPring-8

Inelastic x-ray measurements at sector 30 at the APS

The IXS measurements in hole-doped materials below (see Chapter 4.3.5) show a different behavior than we observed via INS in Co-Ba122. Hence, we wanted to verify that we indeed find the same results for Co-Ba122 using IXS. Therefore we went with a 6% doped sample to the high energy-resolution x-ray (HERIX) spectrometer at the inelastic beam line Sector 30 at the Advanced Photon Source (APS) at the Argonne National Lab (ANL) in the United States of America (see chapter 2.4). To study the phonon behavior we performed constant $Q$ scans. We always measured the phonon at positive and negative energy transfers, i.e., the Stokes and anti-Stokes lines, in a single scan. To minimize effects of misalignment we took data on both sides of the Bragg peak as well [e.g. $Q = (4, 0.075, 0)$ and $Q = (4, -0.075, 0)$] [see Fig. 4.21(a)]. Another issue we faced was the stability of the energy at the monochromator and the analyzers. The temperature of both the monochromator and the analyzers has to be held as constant as possible during the experiment. For example a change of $\Delta T = 0.1 K$ at the monochromator leads to a change of about $\Delta E \approx 10$ meV in the selected energy. There are future plans to place the monochromator in a vacuum to improve the temperature control and thus the stability of the energy. To reduce the effects of energy drift we decided to perform scans for each $Q$ value (positive and negative, so six scans in total) and each temperature instead of one long scan. The six scans where then combined to one scan for each temperature before fitting. We also checked for some temperatures if there is a difference for fitting the different $Q$ values on the different sides of the (4 0 0) Bragg reflection separately and then calculating the mean value of these two fits instead of combining both sides before fitting. The difference compared to the method we chose was small than the typical error bars, so it is legitimate to add up all six scans before fitting. To enhance the readability in the following the given wave vectors $Q = (4, K, 0)$ for the experiments at the APS always also include both sides of the Bragg peak at $\pm K$. To fit the combined scans for each temperature we used a fit function consisting of three different parts: a straight line (background), a pseudo-Voigt function (elastic line) and a damped harmonic oscillator (DHO) convoluted with the experimental resolution (phonon) [see Fig. 4.21(b)].

The resulting temperature dependence of the phonon energy and the phonon linewidth are shown in Figure 4.22. The phonon energy decreases on cooling towards the superconducting transition temperature. Around $T_c$ it stays more or less constant before another slide hardening below can be observed. This behavior is in good agreement to
Figure 4.21: (a) Schematic picture of the dispersion of an acoustic phonon (black) and the performed constant $Q$ scans (red). The scans were done for both negative and positive values. The scans also covered the positive and negative energy range. (b) Experimental data (black dots) of $\text{Ba}_{1-x}\text{Na}_x\text{Fe}_2\text{As}_2$ for $Q = (4, 0.075, 0)$ and $T = 40\,\text{K}$. The fit function (red solid line) consists of three different contributions: a damped harmonic oscillator (DHO) convoluted with the experimental resolution to fit the Stokes and anti-Stokes part of the phonon (blue dashed line), a straight line to fit the background (black dashed-dotted line) and a pseudo-Voigt function to take elastic scattering into account (black dotted line).
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(a) Phonon energy

(b) Phonon linewidth

Figure 4.22: (a) Phonon energy of Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ (black dots) derived from inelastic neutron scattering. The energy scans where taken at the wave vector $\mathbf{Q} = (4, 0.075, 0)$. To fit the data a DHO function was used and if necessary a pseudo-Voigt function for the elastic line. (b) The phonon linewidth increases on cooling towards $T_c$. Below the transition temperature the both the energy and the linewidth could not be resolved properly.

the results from the energy scans with INS at 1T [see Fig. 4.14(a)]. The phonon linewidth increases clearly on cooling with its maximum at $T_c$. This confirms qualitatively the results from INS and NRSE measurements [see Fig. 4.20(b)].

Dispersion measurements at SPring-8

The inelastic x-ray spectrometer at SPring-8 in Japan offers a special setup of analyzers which allows to measure up to four different wave vector positions of the TA phonon dispersion in Co-Ba122 simultaneously and, thus, speed up the measurements tremendously. The two dimensional analyzer array that is used at the spectrometer allows to parallelize data collection [15] and is a way more efficient method to measure a dispersion. Figure 4.23 shows a picture of the grid of different analyzers. In general it is only possible to put one analyzer precisely to a high symmetry point. However, it is possible that various analyzers are in the vicinity of the symmetry direction (1.23). A horizontal line of analyzers in the scattering plane is arranged nearly along the symmetry for a longitudinal phonon mode and a vertical line on the symmetry direction for a transverse mode. This analyzer geometry can help measuring the transverse dispersion along $\mathbf{Q} = (4, K, 0)$ by using four analyzers in the vertical line at once to gather data.
for four different $K$ values simultaneously.

Figure 4.23: A two dimensional analyzer array can be used to parallelize measurements of longitudinal (left) and transverse phonons (right). In each case the top panel shows a schematic while the lower panel shows an exact calculation for a specific array and material. [15]
Figure 4.24: Inelastic x-ray scattering raw data taken at different $K$ values. The energy scans where taken at the wave vectors (from left to right) $Q = (4, 0.2, 0)$, $Q = (4, 0.05, 0)$ and $Q = (4, 0.025, 0)$. To fit the data a DHO function was used and if necessary a pseudo-Voigt function for the elastic line. For decreasing $K$ the Stokes and Anti-Stokes parts of the phonon scattering are shifted more and more towards zero.
To fit the raw data of the energy scans (see Fig. 4.24) a combination of convoluted damped harmonic oscillator function (phonons) and if necessary a pseudo-Voigt function (elastic line) was used. With decreasing values of $K$ the peaks from creation and annihilation of phonons (Stokes and anti-Stokes) approach each other and tend towards zero.

For $K \geq 0.05$ the data could be fitted relatively easy and with a convincing result. At smaller wave vectors the two phonon peaks cannot be resolved anymore due to the finite energy resolution of about 1.3 meV of the spectrometer. Since this introduces an uncertainty in the fitting parameters we decided to neglect these data and will only present results down to $K = 0.05$ r.l.u.

Figure 4.25 shows the fits according to the model explained in Chapter 4.2 to the experimental dispersion data. The dashed lines represent the bare elastic modulus $C^{0}_{66}$ without nematicity. For high temperatures ($T = 290$ K, green triangles) the fit of dispersion is equivalent with $C^{0}_{66}$. The dispersion shows no curvature, e.g. the nematic correlation length $\xi$ is very small and below the resolution limit. For the other temperatures a clear curvature of the phonon dispersion can be observed and the theoretical model is used to determine finite values for $\xi$ (Fig. 4.26). Due to the larger $K$ range, compared to previous measurements, the point where the dispersion becomes linear again can be seen in the experimental data. The values for the nematic correlation length $\xi$ determined from the fits of the phonon dispersion of the inelastic scattering data can be compared to the previous data from INS (Fig. 4.26). The IXS data (red triangles) has a different $y$-scale than the INS data (black dots). The absolute values are smaller for IXS ($\xi_{\text{max}} \approx 60$ Å) than for INS ($\xi_{\text{max}} \approx 100$ Å) and might give a more advanced value for the upper limit of the nematic correlation length. The overall behavior is very similar for both experiments. Both data sets have their maximum at $T_c$. 
Figure 4.25: Analysis of the observed phonon dispersion (symbols) using Equation 4.5 (solid lines) at four different temperatures: one well above ($T = 290$ K) and three close to ($T = 40$ K, $T = 33$ K, $T = 26$ K) $T_c = 25$ K. Dotted lines represent $C_{66}^0$ determined from the x-ray data at $T = 290$ K.
Chapter 4: Iron-based superconductors

4.3.5 Hole-doped samples

In BaFe$_2$As$_2$ it is not only possible to study electron doped samples, for example with Co [119] on the Fe site. Other substitutions studied in this thesis are hole doping with K [93], Na on the Ba site and additionally Na on the Sr site in SrFe$_2$As$_2$ (see Fig. 4.5). The original intention of this work was to investigate the temperature dependence of the phonon energy of those other members of the 122 family for both underdoped samples with a full structural phase transition and optimally doped samples exhibiting only a superconducting phase transition along with precursor effects of the suppressed nematic/structural phase transition. In the following the experimental data of the inelastic x-ray measurements of several samples of Ba$_{1-x}$K$_x$Fe$_2$As$_2$, Ba$_{1-x}$Na$_x$Fe$_2$As$_2$ and Sr$_{0.67}$Na$_{0.33}$Fe$_2$As$_2$ will be displayed, starting with Sr$_{0.67}$Na$_{0.33}$Fe$_2$As$_2$. 

Figure 4.26: Phonon dispersions from inelastic x-ray scattering at $Q_{\text{Phon}} = (4, K, 0)$. The fits (solid lines) were done according to the theoretical model explained in Chapter 4.2. The dashed lines represent the bare elastic modulus $C_{66}^0$ without nematicity.
4.3.5.1 $\text{Sr}_{0.67}\text{Na}_{0.33}\text{Fe}_2\text{As}_2$

In advance, all samples used for inelastic x-ray measurements at the APS where characterized via thermal expansion by C. Meingast and L. Wang from our institute. The underdoped $\text{Sr}_{0.67}\text{Na}_{0.33}\text{Fe}_2\text{As}_2$ sample we were using shows two structural phase transitions on cooling (see Fig. 4.27), from tetragonal to orthorhombic ($T_{s1} \approx 122$ K) and back to tetragonal ($T_{s2} \approx 50$ K). The second tetragonal phase (green area in Fig. 4.27) is the $C_4$ phase which is also antiferromagnetic [120, 121]. On entering the orthorhombic state the crystal lattice is twinned and exhibits four different domains [upper part of Fig. 4.28(a)]. The domain formation splits the Bragg points into three or four points, depending on the direction in momentum space. The observed tetragonal (4 0 0) Bragg peak [marked by black circle in lower part of Fig. 4.28(a)] is splitting into three different peaks. Figure 4.28(b) shows three different scans done at constant energy in $\text{Sr}_{0.67}\text{Na}_{0.33}\text{Fe}_2\text{As}_2$. The scan at $T = 130$ K $> T_s$ shows one single Bragg peak (red squares). On cooling below the structural transition into the orthorhombic phase the splitting of the Bragg peaks could be observed (black circles). After cooling down to the second tetragonal phase and heating up to the orthorhombic phase again we were able to measure in a single domain without any Bragg peak split-

---

1 I want to thank Christoph Meingast and Liran Wang for the really helpful thermal expansion data.
Figure 4.28: (a) Illustration of the connection of domain splitting and splitting of the Bragg peaks along different directions in momentum space [109]. The figure is based on the orthorhombic unit cell and uses the orthorhombic notation for the Bragg peaks, i.e. \((2h00)\). The black circle marks the tetragonal \((400)\) Bragg peak we are measuring and its possible splitting in three different peaks in the orthorhombic phase. (b) Constant energy scan at the \(Q = (4,0,0)\) Bragg peak along the \(K\) direction. The data taken at \(T = 130\,\text{K}\) in the tetragonal phase (red open squares) show one single Bragg peak. In the orthorhombic phase at \(T = 100\,\text{K}\) (black circles) a splitting of the Bragg peak in three single peaks can be observed. The blue triangles show the single domain data at \(T = 100\,\text{K}\) that was used for analysis of the phonon energy. The lines are a guide to the eye.

The phonon data was measured and fitted as described in the first part of Chapter 4.3.4. The fit results for the energy scans at \(Q = (4,0.075,0)\) in dependence of the sample temperature are displayed in figure 4.29 [Phonon energy in (a) and phonon linewidth in (b)]. The phonon softens on cooling towards \(T_{s1} \approx 122\,\text{K}\) followed by a weaker hardening towards \(T_{s2} \approx 50\,\text{K}\). At this temperature the phonon energy drops...
4.3: Results

Figure 4.29: (a) Phonon energy of Sr$_{0.67}$Na$_{0.33}$Fe$_2$As$_2$ as a function of the sample temperature at $Q = (4, 0.075, 0)$. A softening on cooling towards $T_{s1} \approx 122$ K can be observed, followed by a weaker hardening towards $T_{s2} \approx 50$ K. At this temperature the phonon energy drops abruptly. On further cooling a slight hardening is observed. (b) The phonon linewidth slightly increases on cooling but it shows no explicit changes near the transition temperatures.

abruptly before a slight hardening on cooling down to $T = 20$ K takes place. We could not measure below the superconducting $T_c = 10.5$ K. For small temperatures the intensity of the anti-Stokes line is vanishing in accordance to the detailed balance principle (see Chapter 2.1). Without the anti-stokes line the position (e.g. the phonon energy) of the DHO function can not be determined unambiguously. The average of the deduced phonon linewidths seems to increase slightly on cooling but it shows no significant changes near the transition temperatures. For low temperatures the fitting of the data gets more sophisticated due to the vanishing anti-Stokes line, hence the error bars get bigger.

The phonon energy data from inelastic x-ray can be used to determine $C_{66}$. Since we were measuring at one single wave vector $Q = (4, 0.075, 0)$ only a linear dispersion can be assumed in contrast to the model described in Chapter 4.3.2. Following Equation 4.2 from Chapter 4.3.2 for a strict is given by can be calculated with

$$C_{66} = \left( \frac{E(q)^2}{q^2} \right)^2 \cdot \rho. \quad (4.11)$$

The results for this conversion are shown in Figure 4.30. In the following the results from the IXS measurements will all be shown as $C_{66}$ to directly compare them to different measurements of Young’s modulus $Y_{[110]}$. 
Figure 4.30: $C_{66}$ data of Sr$_{0.67}$Na$_{0.33}$Fe$_2$As$_2$ as a function of the sample temperature at $Q = (4, 0.075, 0)$.

4.3.5.2 Ba$_{1-x}$Na$_x$Fe$_2$As$_2$

Figure 4.31: Phase diagram of Ba$_{1-x}$Na$_x$Fe$_2$As$_2$. [122]
For $\text{Ba}_{1-x}\text{Na}_x\text{Fe}_2\text{As}_2$ we investigated two different samples, one underdoped ($x = 0.265$) and one optimally doped ($x = 0.4$). The underdoped sample becomes orthorhombic between $T_{s,N} \approx 71$ K and $T_1 \approx 45$ K (see Fig. 4.31). In this temperature region we had the same problems with twinning and splitting of the Bragg peaks as in the Sr samples described in Chapter 4.3.5.1 but could stabilize a single domain measurement by several tries of cooling to get in and heating to get out of the orthorhombic phase and by slightly moving the beam to another spot of the sample surface. Effects connected to the superconducting transition ($T_c \approx 8$ K) could not be observed in the underdoped sample due to the vanishing anti-Stokes line as described for Sr122. In the optimally doped sample there is no structural transition but we were able to get below the superconducting transition temperature ($T_c \approx 33$ K). The phonon data for both samples was measured and fitted as described in chapter 4.3.4.

Figure 4.32 shows the results of the measurements for the underdoped sample of $\text{Ba}_{0.735}\text{Na}_{0.265}\text{Fe}_2\text{As}_2$ at the wave vector $Q = (4, 0.075, 0)$. A strong softening of $C_{66}$ on cooling can be observed towards $T_{s,N} \approx 71$ K followed by a weak hardening towards $T_1 \approx 45$ K. At this temperature the phonon energy drops significantly in the range of just a few Kelvin. Below the phonon energy is constant within the error bars. The phonon linewidth essentially stays the same on cooling and it shows no explicit changes near the transition temperatures. Qualitatively, results shown in both diagrams are in good agreement with the underdoped $\text{Sr}_{0.67}\text{Na}_{0.33}\text{Fe}_2\text{As}_2$ sample, except that the hardening in the orthorhombic phase of the Sr sample is a lot stronger than in the Ba sample. The blue line is deduced from measurements of Young’s modulus $Y_{[110]}$ by Wang et al. [123]. Their results have been scaled to fit the observed maximum softening of 25%. The reported softening was 17%. The data was scaled in a way that high and low temperature values are in accordance to the $C_{66}$ data.

Figure 4.32(c) shows the shear modulus $C_{66}$ as a function of the sample temperature at $Q = (4, 0.075, 0)$ in $\text{Ba}_{0.6}\text{Na}_{0.4}\text{Fe}_2\text{As}_2$. A strong softening on cooling towards the superconducting transition temperature $T_c \approx 33$ K can be observed. Below 75 K the observed phonon energies, and hence the deduced $C_{66}$ values, stay constant within the experimental error bar. Below $T_c$ a strong hardening occurs. In figure 4.32(d) the phonon linewidth is displayed. We cannot identify any trend within the scatter of the data.
Figure 4.32: (a) Results for $C_{66}(T)$ deduced from our phonon measurements in Ba$_{0.735}$Na$_{0.265}$Fe$_2$As$_2$ as a function of the sample temperature at $Q = (4, 0.075, 0)$. A strong softening on cooling towards $T_{x,N} \approx 71$ K can be observed, followed by a weaker hardening towards $T_1 \approx 45$ K. At this temperature the phonon energy drops significantly within a few Kelvin. Below the phonon energy is constant within the error bars. The blue line is based on data by Wang et al. [123]. (b) The phonon linewidth shows no explicit changes near the transition temperatures. (c) Results for $C_{66}(T)$ deduced from our phonon measurements in Sr$_{0.67}$Na$_{0.33}$Fe$_2$As$_2$ as a function of the sample temperature at $Q = (4, 0.075, 0)$. A softening on cooling towards $T_{x1} \approx 122$ K can be observed, followed by a weaker hardening towards $T_{x2} \approx 50$ K. At this temperature the phonon energy drops significantly. Below another hardening takes place. The blue line is based on data by Wang et al. [123]. (d) The phonon linewidth slightly increases on cooling but it shows no explicit changes near the transition temperatures.
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4.3.5.3 \( \text{Ba}_{1-x}\text{K}_x\text{Fe}_2\text{As}_2 \)

For \( \text{Ba}_{1-x}\text{K}_x\text{Fe}_2\text{As}_2 \) we investigated two different samples, one underdoped \((x = 22\% )\) and one optimally doped \((x = 32.6\% )\). The underdoped sample exhibits a structural phase transition from the tetragonal into the orthorhombic phase \((T_{s,N} \approx 95\, \text{K})\). The underdoped sample has a superconducting transition temperature \(T_c \approx 24.5\, \text{K}\) and the optimally doped \(T_c \approx 37\, \text{K}\) (see Fig. 4.33). The phonon data for both samples was measured and fitted as described in Chapter 4.3.4.

\( \text{Ba}_{0.78}\text{K}_{0.22}\text{Fe}_2\text{As}_2 \) exhibits a softening on cooling towards \(T_{s,N}\) slightly below \(\approx 100\, \text{K}\) [see Fig. 4.34(a)]. Below the transition a hardening of nearly the same magnitude can be observed. Within the error bars no effect at the superconducting transition temperature can be seen. The phonon linewidth below \(T \leq 100\, \text{K}\) is slightly bigger than at room temperature [Fig. 4.34(b)]. This behavior is reversed compared to that in \( \text{Ba}_{0.6}\text{Na}_{0.4}\text{Fe}_2\text{As}_2 \) but there this behavior is contradicted in between in between \(100\, \text{K} < T < 300\, \text{K}\) [Fig 4.32(d)]. Hence, it is unclear if the increasing phonon linewidth in \( \text{Ba}_{0.78}\text{K}_{0.22}\text{Fe}_2\text{As}_2 \) is existing. It seems that it decreases on further cooling towards \(T_c\).

The optimally doped sample \( \text{Ba}_{0.674}\text{K}_{0.326}\text{Fe}_2\text{As}_2 \) exhibits a softening on cooling towards \(T_c \approx 37\, \text{K}\), followed by a clear hardening on further cooling below the transition temperature [see Fig. 4.34(c)]. The phonon linewidth increases on cooling towards \(T_c\).
Figure 4.34: (a) $C_{66}$ data of Ba$_{0.78}$K$_{0.22}$Fe$_2$As$_2$ as a function of the sample temperature at $Q = (4, 0.075, 0)$. A softening on cooling towards $T \approx 100$ K can be observed, followed by a nearly as strong hardening on further cooling. The blue line is based on Young’s modulus measurements of Böhmer et al. [99]. (b) The phonon linewidth increases on cooling towards $T_{s,N}$ and goes down after a small plateau on further cooling. (c) $C_{66}$ data of Ba$_{0.674}$K$_{0.326}$Fe$_2$As$_2$ as a function of the sample temperature at $Q = (4, 0.075, 0)$. A softening on cooling towards $T_c \approx 37$ K can be observed, followed by a slight hardening on further cooling below the transition temperature. The blue line is based on Young’s modulus measurements of Böhmer et al. [99]. Their results have been scaled to fit the observed maximum softening of 22%. The reported softening was 20%. (d) The phonon linewidth increases on cooling towards $T_c$ and decreases down after on further cooling with its maximum at the superconducting transition temperature.
4.4 Discussion and outlook

4.4.1 Optimally cobalt doped Ba(Fe_{0.94}Co_{0.06})_2As_2

As already shown in Chapter 4.2 there have been numerous studies on phonon effects in undoped iron-based systems. However, they mostly focused on the phonon dispersion and the structural phase transitions. It was reported that non-magnetic DFT calculations do not predict the experimental results very well. The results agreed better with the magnetic calculations than with zero Fe momentum calculations. The splitting of phonon peaks that was expected due to the twinning in the orthorhombic crystal lattice hosting magnetic order could initially not be observed. Murai et al. could experimentally find the splitting predicted by magnetic DFT calculations using high-resolution inelastic x-ray scattering in SrFe$_2$As$_2$, a compound very similar to BaFe$_2$As$_2$. The effect was smaller than expected, which explains why it was not found earlier by Reznik et al.

The superconducting pairing mechanism in the iron-based superconductors still remains elusive. After an ongoing discussion it is widely believed that magnetic fluctuations are essential in mediating superconductivity and not as in conventional superconductors the electron-phonon coupling. Calculations with DFT assume that in the cuprates and the pnictides the electron-phonon coupling is too weak to explain such high superconducting transition temperatures. However, it was experimentally shown that DFT significantly underestimates the electron-phonon coupling in the cuprates. While electron-phonon coupling might not be able to explain the high $T_c$’s in the cuprates, phonon softening and damping effects can be very well observed and are another indicator of the strong competition between different degrees of freedom in these materials.

Based on this assumption Lamago et al. searched for $T_c$-induced effects in Ba(Fe$_{1-x}$Co$_x$)$_2$As$_2$ ($x = 0.06, 0.10$). Since electron-phonon coupling effects have an effect on the phonon lifetime they also affect the phonon linewidth. In particular, phonons with an energy smaller than the superconducting gap $2\Delta$ are not able to excite electrons in the superconducting phase and, hence, lose all damping which they might have shown in the normal state. Therefore, the study focused on phonon energies comparable to the superconducting gap (8.9 meV for the optimally doped sample and 6.8 meV for the overdoped sample). They did not see an effect due to superconductivity in the phonon energy nor the linewidth.

Our experiments on 1T showed that the previous study was performed in the wrong energy range. The INS measurements carried out at much smaller energies clearly showed...
superconductivity-induced energy shift of the phonons. A clear softening on cooling below $T_c$ was observed. Furthermore the results suggested changes in the phonon linewidth associated with the superconducting phase. It has to be stated that those INS measurements are quite challenging in terms of momentum and energy resolution. The measurements in $\text{Ba(Fe}_{0.94}\text{Co}_{0.06})_2\text{As}_2$ on the triple axes spin echo spectrometer TRISP (see Chapter 4.3.3) should validate the assumptions on the phonon lifetime. The analysis of the linewidth data showed that a pronounced phonon broadening occurs on cooling towards $T_c$. On further cooling below $T_c$ a clear sharpening was observed. This is the first time that a change in the phonon lifetime and therefore a damping was experimentally observed in pnictides.

Studies on phonon effects in iron-based superconductors are scarce. However, the effects of phonon damping have been examined in detail in conventional superconductors, here related to electron-phonon coupling. Due to the excellent data in those systems our INS results will be compared to the widely studied elemental superconductor niobium. Figure 4.35 shows the phonon energy and phonon linewidth of Nb measured by Shapiro et al. [132]. The phonon energy shows a strong softening on cooling from room temperature towards the superconducting transition temperature. On further cooling below $T_c$ an abrupt softening can be observed. The phonon linewidth drops significantly (towards zero) on cooling to below $T_c$. Here the phonons only interact with quasiparticles that are thermally excited above the superconducting gap of $2\Delta$. In the superconducting phase the phonons do not have enough energy to break up the Cooper pairs. Hence, the phonon lifetime is enhanced and the phonon linewidth decreases. Both a softening and a narrowing below $T_c$ were also observed in our INS measurements at 1T (see Fig. 4.14) and NRSE measurements at TRISP (see Fig. 4.20). The temperature dependence of the phonon energy and the linewidth in $\text{Ba(Fe}_{0.94}\text{Co}_{0.06})_2\text{As}_2$ and Nb look very similar. This could lead to the assumption that electron-phonon coupling might play a larger role in iron-based superconductors than previously assumed. Especially the effects of the phonon lifetime with the smallest value at $T_c$ might be a hint that the phonons are coupled to electrons at the Fermi surface which play also an important role for nematic fluctuations. Apparently, the phonon renormalization at $T_c$ is not only restricted in energy but also in momentum space as explained in detail by the model dispersion equation (Eq. 4.6 on page 97). Theoreticians are working on a model for the dynamic coupling to solve the detailed coupling mechanism between lattice and electronic/magnetic degrees of freedom. With such a theory it might be possible to also determine the lifetime of the nematic fluctuations if they are coupling to the phonons.
In the framework of this thesis we showed that inelastic neutron scattering is suitable for investigating nematic fluctuations even without the need of external stress or strain in twinned samples which has been a problem in three-point bending and ultrasound measurements. Another major difference is that INS measurements take place at finite \( q \) whereas the other methods measure at \( q = 0 \). Our experiments at \( q \neq 0 \) gave us the opportunity to measure for the first time the correlation length of the nematic fluctuations \( \xi \).

Wang et al. [133] showed that another experimental method can be used to study nematicity. Using neutron diffraction and neutron Larmor diffraction (on TRISP) they measured the temperature dependence of the orthorhombic distortion \( \delta \) and the distribution of the interplanar atomic spacings \( \Delta d/d \) in superconducting NaFe\(_{1-x}\)Ni\(_x\)As. They were measuring a Bragg peak in the longitudinal direction that is splitting into four different Bragg peaks on the tetragonal to orthorhombic phase transition [see Fig. 4.28(a)]. Upon the structural phase transition it is possible to resolve two different in-plane \( d \)-spacings, corresponding to different lattice parameters. Differently if the

**Figure 4.35:** (a) Temperature dependence of a phonon in Nb showing the anomalous softening for \( T_c < T < 300 \text{ K} \) and an additional softening for \( T < T_c \). (b) Temperature dependence of the linewidth of several phonons in Nb for low temperatures around \( T_c \). [132]
sample only shows local orthorhombic distortions, i.e. in optimally doped samples, the Bragg peak is not completely splitting, only broadening. Then also a broadening of the $d$-spacing distribution can be observed while the average structure is still tetragonal. The study found local orthorhombic distortions that exist well above the structural transition from tetragonal to orthorhombic in underdoped samples and even in overdoped samples that exhibit neither magnetic nor structural phase transitions (Fig. 4.36). These local orthorhombic fluctuations can be described by Curie-Weiss fits [Fig. 4.36(b)] and are suppressed below the superconducting transition temperature. Therefore Wang et al. suggest that they result from the large nematic susceptibility near optimal superconductivity. These results for $\Delta d/d$ show a similar temperature dependence than the mosaicity measured in Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ in the framework of our phonon lifetime study on TRISP. Obviously both quantities describe effects of the same structural distortion. The main difference is that the mosaicity is probing the transverse direction of the Bragg peak splitting (or broadening) and the $d$-spacing the longitudinal direction. The direction are corresponding to a splitting into three (mosaicity) or four different peaks ($\Delta d/d$) in Figure 4.28. The intensity of the Bragg peak that is probed by the mosaicity, e.g. (2 0 0), also shows a similar temperature dependence as the mosaicity and the distribution of the interplanar atomic spacings. The intensity of the Bragg peak increases for a higher mosaicity of the sample due to vanishing extinction in imperfect crystals. This effect is well known and is
used for monochromators where the mosaicity is enhanced on purpose to get stronger scattering intensities. The measurement of the intensity of the Bragg peak can be done with both neutrons and x-rays, even on a x-ray lab source and is a lot more straightforward than measurements of the mosaicity or $\Delta d/d$.

Figure 4.37 shows the comparison of the mosaicity from TRISP (red dots), Young’s modulus $Y_{[110]}$ (black line) by Böhmer et al. [99], Bragg peak intensities from INS on 1T (blue triangles) in Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ and the distribution of the interplanar atomic spacings $\Delta d/d$ (green squares) for NaFe$_{0.985}$Ni$_{0.015}$As by Wang et al. [133] (inset of Fig. 4.37). The shape of all curves is very similar even though they were measured with completely different techniques on different samples even in different systems. The figure also shows that the relation between the mosaicity and the Bragg intensities is not linear. However, the accordance of the data is quite remarkable and strongly supports the idea of using simple diffraction measurements to probe nematicity.
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Figure 4.37: Comparison of different techniques to examine nematicity. The mosaicity from TRISP (red dots), Young’s modulus $Y_{[110]}$ (black line) by Böhmer et al. [99] and Bragg peak intensities from INS on 1T (blue triangles) in Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ are in really good agreement to each other. The inset shows the distribution of the interplanar atomic spacings $\Delta d/d$ (green squares) for NaFe$_{0.985}$Ni$_{0.015}$As by Wang et al. [133] which also has a very similar behavior.

4.4.2 Hole-doped samples

Besides the optimally cobalt doped samples first measurements on hole-doped samples were performed in this thesis. Sr$_{1-x}$Na$_x$Fe$_2$As$_2$ ($x = 0.33$), Ba$_{1-x}$Na$_x$Fe$_2$As$_2$ ($x = 0.265$ and $x = 0.4$) and Ba$_{1-x}$K$_x$Fe$_2$As$_2$ ($x = 0.22$ and $x = 0.32.6$) samples have been investigated with inelastic x-ray scattering. The temperature dependence of the phonon energy was measured at one single wave vector $Q = (4, 0.075, 0)$. Together with $q = 0$ we have two points of the phonon dispersion and therefore only a linear fit represents a valid analysis and yields $C_{66}$ related to the slope of the approximated linear dispersion. This is in contrast to the results from INS and IXS dispersion measurements in optimally doped Co-Ba122 and the theoretical model which propose a non-linear dispersion for $q \neq 0$. However, the data can be used as an upper limit for the discus-
sion of the nematic correlation length in hole-doped samples. They were compared to Young’s modulus measurements by the Meingast group [99, 123] as it was done before for Ba(Fe_{0.94}Co_{0.06})_2As_2. The data were scaled to two values of the INS data, the high temperature value and the data point with the lowest phonon energy (C_{66}). Unfortunately for Sr_{0.67}Na_{0.33}Fe_2As_2 there is no comparable data available, yet.

The underdoped Ba_{0.735}Na_{0.265}Fe_2As_2 and Ba_{0.78}K_{0.22}Fe_2As_2 samples both exhibit a structural phase transition. As already mentioned the previous ultrasound and three-point bending data are not reliable in the orthorhombic phase and cannot be compared to the data derived from inelastic x-ray scattering. However, both sample (and also the underdoped Sr_{0.67}Na_{0.33}Fe_2As_2 sample) show a hardening in the orthorhombic phase.

The optimally doped Ba_{0.6}Na_{0.4}Fe_2As_2 and Ba_{0.674}K_{0.326}Fe_2As_2 samples exhibit only superconducting phase transitions and the results are in good agreement to the blue lines based on Y_{[110]} on cooling towards $T_c$, showing a strong decrease of C_{66}. For the optimally K-doped sample both measurements fit also very well for the increasing C_{66} below $T_c$. In the optimally Na-doped sample further cooling below $T_c$, C_{66} seems to increase stronger in the IXS measurements than in the Y_{[110]} measurements. The good agreement of our IXS derived results with those from three-point bending experiments indicate that in this/these sample/samples the wave vector $\mathbf{q} = (0, 0.075, 0)$ still can be considered to be in the small $\mathbf{q} \rightarrow 0$ limit. This is in contrast to the situation in optimally doped Co-Ba122, where there is a clear discrepancy between the temperature dependence of Y_{[110]} and the phonon softening at the same wave vector (see Fig. 4.11). Figure 4.38 illustrates that our measurements just give an upper limit for the correlation length $\xi$ which is closely connected to the curvature of the dispersion. The wave vector on which our studies were carried out just is too small to be sensitive to the curvature of the non-linear dispersion. The curvature might appear for higher $\mathbf{Q}$ (e.g. smaller $\xi$) and the chosen wave vector happens to be on a almost linear part of the dispersion. In both the optimally K- and Na-doped samples we estimate that the upper limit for $\xi \leq 18$ Å. For all $\xi$ larger than this limit, the deviations of the IXS and three-point bending measurements would be larger than the error bars.
Figure 4.38: Inelastic x-ray measurements were carried out at one point of the phonon dispersion (indicated by the blue cross). The non-linear dispersion (black solid line) might exhibit a curvature at higher $Q$. Therefore it has the same value as $C_{66}$ at the measured point.

However, this means that the results in these samples show that hole-doped samples exhibit a at least three times smaller correlation length than the electron-doped samples. This naturally gives rise to the question of what the difference between the hole- and electron-doped samples is. One major difference is that on hole doping the structural and magnetic phase transitions do not split. Whereas on electron doping the two transitions drift further apart on higher doping. Another difference is that the electron-doped samples seem to exhibit a nematic quantum critical point [96, 135]. In contrast hole-doped samples do not show hints for quantum criticality [99]. Moreover there might be a fundamental difference between the two different kinds of doping. In particular, it has been discussed controversially whether or not a substitution of Fe by Co does indeed lead to the widely assumed electron doping of BaFe$_2$As$_2$. There are studies that favor the picture of charge carriers arriving at the bands near $E_F$ [136, 137] and others find arguments that assume a substitution and question the doping effect [138, 139].

Merz et al. [116] studied the spatial and electronic structure in various members of the iron-pnictide 122 family with x-ray diffraction and x-ray absorption. They tried to distinguish between charge-carrier doping effects and disorder effects. They reported that holes introduced by Ba/K substitution go only to Fe 3$d$ states whereas carriers that are introduced by Fe substitution go exclusively to As 4$s$/4$p$ states. Furthermore their data suggest that for Fe substitution, charge-carrier doping (‘doping per se’) is less important for the electronic and magnetic behavior in those compounds than the
structural effects of substitution.

All of the aspects mentioned above might contribute to the different behavior of the two different kinds of doping, resulting in a shorter nematic correlation length $\xi$ for the hole-doped systems compared to the electron-doped systems.

To get a better understanding of the differences between hole-doped and electron-doped systems and to further investigate the nematic correlation length $\xi$ future systematic measurements are needed. Those should include studying $\xi$ for a doping series and for different doping materials. It is instructive to do further measurements at SPring-8 since our results showed that it is most suitable for dispersion measurements.
Chapter 5

Summary

In the framework of this thesis inelastic neutron and x-ray scattering (INS and IXS, respectively) were used to study lattice dynamics in LaCoO$_3$ and various iron-pnictide superconductors of the AFe$_2$As$_2$ (A = Ba, Sr) family, with partial substitution of Fe by Co, or Ba and Sr by K and Na. Mainly inelastic scattering was used to study the phonon renormalization in those systems.

5.1 LaCoO$_3$

This thesis presented the first broad phonon study carried out on LaCoO$_3$. Furthermore it was the first experimental phonon investigation on this material that was strongly supported by detailed lattice dynamical calculations. We covered the temperature range from $2 \, \text{K} \leq T \leq 690 \, \text{K}$ and various wave vectors with our experimental work on the triple axis spectrometer 1T at the LLB. Those measurements were complemented by INS measurements of high energy phonons on PUMA and a study of atomic mean-square displacements (MSDs) with thermal neutron diffraction on HEiDi, both at MLZ.

The MSD and high energy phonon measurements suggest that the effects of the insulator-metal crossover which is typically seen at $T_{\text{MI}} \approx 500 \, \text{K}$, e.g., in the magnetic susceptibility, influence the lattice dynamics at even lower temperatures, e.g. $T \approx 360 - 400 \, \text{K}$. This is in agreement with the onset of anomalous behavior in the lattice expansion. The MSDs of all three types of atoms shows an anomaly at $T \approx 360 \, \text{K}$. Since the anomaly was so far only observed for one temperature and was not reported in a similar study by Radaelli et al. [51] further measurements in this temperature range have to be done in the future. However, there are hints that the lattice is sensitive to the change of spin states in this temperature region. Not only have Señarís-Rodríguez et al. [72] identified $T \approx 350 \, \text{K}$ as an important temperature in the spin state evolution but also we have further evidence from phonon investigations at PUMA that the lattice
is affected by the insulator-metal crossover far below $T_{MI}$. The observed high energy phonon with a displacement pattern which strongly suggests to be associated with the breathing distortion seems to be sensitive to both crossovers. A softening on heating to above the spin-state crossover $T_{SS}$ and a strong and abrupt hardening on further heating above $T \approx 360 - 400 \text{ K}$ can be observed. On further heating the phonon energy stays constant above $T_{MI}$ which suggests that the influence of the second crossover to the crystal lattice is the strongest way below the actual crossover.

The study of the acoustic phonons at 1T underlined the quality of the lattice dynamical calculations by Dr. K.P. Bohnen (KIT) that were used in this thesis to analyze the experimental data. The experimental energy scans could be easily compared to the calculated phonon intensities since the number of phonons and their energies in each scan were predicted really well. Furthermore the temperature dependence of the phonon energy was calculated accurately by the quasi-harmonic approximation for the normal phonon behavior. The phonons $\mathbf{Q} = (1.5, 1.5, 1.5)$ and $\mathbf{Q} = (1.5, 1.5, 2.5)$, both associated with the proposed ordering vector $\mathbf{q} = (0.5, 0.5, 0.5)$, exhibited an anomalous softening and broadening especially on heating to above the first crossover $T \approx 100 \text{ K}$. The anomalous softening was extracted quantitatively by the subtraction of the the normal behavior calculated within the quasi-harmonic approximation. The result strongly suggested that the anomalous behavior arises from the population of HS states with increasing temperature and the associated magnetism. On heating towards the second crossover the phonon energy fits again to the calculated energies. Together with the absence of magnetism reported in previous studies this could be a hint to the melting of the HS/LS short-range dynamic order. To sum up our results we found a signature of the dynamic short-range order with a specific ordering vector (‘checkerboard’ structure).

For more information on the $\mathbf{q}$-dependence of the HS/LS short-range dynamic order further measurements are needed. Especially for the high-energy mode dispersion measurements would be instructive. For an enhanced resolution of the $\mathbf{q}$-dependence of the low energy phonons inelastic x-ray measurements seem to be most suitable.

### 5.2 Iron-based superconductors

Most of the INS work on iron-based superconductors was carried out on optimally cobalt doped Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ samples. Furthermore first IXS measurements on hole-doped systems were done.

One of the major subjects is the relation between lattice dynamics, e.g. the soft phonon mode, nematicity and the magnetic/electronic degrees of freedom driving the nematic behavior. The results from the INS and IXS experiments in Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$ in the framework of this thesis served as the starting point for a theoretical model. The model was developed with R. Fernandes (University of Minnesota) and J. Schmalian (Karl-
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srhu Institute of Technology) describing the anomalous behavior of the phonon dispersion by introducing the nematic correlation length $\xi$. The observed sharp maximum of the nematic correlation length $\xi$ and the strongest curvature of the experimental dispersion at $T_c$ could both be explained due to the competition between nematic/magnetic fluctuations and superconductivity. Furthermore, the concept of a nematic correlation length helped to resolve the apparent discrepancy between the phonon renormalization and the behavior of elastic constant $C_{66}(0)$ in the superconducting state. Both the INS measurements at 1T and the phonon lifetime measurements at TRISP showed that a pronounced phonon broadening occurs on cooling towards $T_c$. On further cooling below $T_c$ a clear sharpening was observed. This demonstrates that a change in the phonon lifetime and therefore a damping mechanism similar to conventional superconductors is experimentally observable in pnictides. The effects of the phonon lifetime with the smallest value at $T_c$ might be a hint that the phonons are coupled to electrons at the Fermi surface which play also an important role for nematic fluctuations. Our analysis shows that not only the phonon energy is of importance but also its momentum $q$. If and how the phonons couple to the ubiquitous nematic fluctuations in this important material class remains a task for the future.

There are several methods to investigate nematic fluctuations, i.e. three-point bending and ultrasound measurements. In the framework of this thesis we showed that INS is also suitable of measuring nematic fluctuations even without the need of external stress or strain in twinned samples. Moreover we proposed based on the comparison of different experimental results that simpler methods can also be used to probe nematicity. The mosaicity and even the Bragg peak intensity can be used for such investigations. The temperature dependence of the phonon energies of hole-doped samples determined with IXS measurements showed good agreement with that of the shear modulus. This is in clear contrast to the observation for electron-doped Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$. With this result we were able to determine an upper limit for the correlation length in hole-doped systems. We also found that $\xi$ is significantly smaller in the hole-doped samples than it is in Ba(Fe$_{0.94}$Co$_{0.06}$)$_2$As$_2$. Various differences between the two types of samples were identified as potential explanations for the different behavior regarding $\xi$.

For a better understanding of the differences between hole-doped and electron-doped Fe-based pnictide superconductors further systematic investigations of the nematic correlation length $\xi$ are needed. They should include studying $\xi$ for a doping series and for different doping materials. It would be instructive to do further measurements at SPring-8 since our results showed that this instrument is highly suitable for dispersion measurements whose importance for the nematic correlation length was underlined within this thesis.
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