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Zusammenfassung

Die Flamme ist ein komplexes Phänomen, die mehrere physikalische Prozesse auf-
greift. Nach der Zündung passieren schnelle Änderungen, nicht nur im physikalischen
Raum, sondern auch im thermodynamischen und chemischen Zustandsraum. Je nach
Anfangs- und Randbedingungen kann eine komplexe Flammendynamik beobachtet
werden, wie beispielsweise Turbulenz, Flammenbeschleunigung, Umkehrung der Flam-
menspitze, Flammenlöschung und der Übergang zur Detonation. Ein Modell von
Verbrennungsprozessen muss die thermodynamischen Eigenschaften, die chemischen
Reaktionen und die Gasdynamik berücksichtigen. Starke Kopplung der gasdynamis-
chen und thermochemischen Prozessen führt zur besonders geprägten Sensitivität
der Zündprozesse bezüglich der Systemparameter. Die Vielzahl der beteiligten hy-
drodynamischen und thermochemischen Prozesse überdecken eine sehr große Breite
der Zeit- und Raumskalen, von Mikrometern bis zu einigen Metern. Dies macht
die genaue Modellierung von Systemparametern besonders wichtig. In den meisten
Fällen ist die Lösung der Navier-Stokes-Gleichungen, die mit der Energieerhaltung
und chemischen Komponenten erweitert werden, erforderlich.

Die Spektrale Methode (SM) bietet eine vielversprechende Alternative zu den klassis-
chen Verfahren, wie z.B. die Methode der Finiten Differenzen oder Finiten Volumen.
Die SM benötigt für die gleiche Genauigkeit im Vergleich zu den Verfahren mit gerin-
gen Ordnungen weniger Diskretisierungspunkte. Außerdem enthält diese Methode
keine numerische Viskosität. Allerdings wird die SM mit einer nichtausreichenden
Auflösung instabil. Um diesen Nachteil zu umgehen, wird im Rahmen dieser Arbeit
die Adaptive Pseudo-Spektrale Methode (APSM) angewendet. Die APSM erlaubt
eine dynamische strukturelle Anpassung des funktionellen Raums zu den schnell
veränderten Verbrennungszuständen, sodass die benutzerdefinierten Toleranzen erfüllt
werden. Die strukturelle Adaption erlaubt eine effiziente Lösung des resultierenden
linearen Systems, die nur lokalisierte Aktualisierungen der Jacobimatrix benötigt.

Die in der Arbeit entwickelte APSM wurde zunächst auf die Lösung der Master-
Gleichung (MG) der chemischen Kinetik angewendet. Die MG ist eine steife integro-
differentielle Gleichung, die Berechnungen von Reaktionskonstanten aus quanten-
mechanischen Überlegungen erlaubt. Die damit berechneten Konstanten für den
unimolekularen Zerfall von „2,3-Dihydro-2,5-Dimethylfuran-3-yl“ (25DMF2H) und
für die Isomerisierung zwischen Allene und Propin stimmen mit den experimentellen
und theoretischen Daten überein. Im Vergleich zu den klassischen Verfahren ist die
Berechnungszeit um den Faktor 100 schneller.

Danach wurde das Verfahren auf die Untersuchung von transienten Verbrennungspro-
zessen in engen Kanälen während und direkt nach der Zündung eingesetzt. Es wurde
gezeigt, wie unter bestimmten Verhältnissen zwischen Kanallänge und -breite in den



geschlossenen Systemen eine Umkehrung der Flammenspitze erfolgt. Dabei wurden
vier kritische Stadien der Flammenentwicklung identifiziert. In einem halboffenen
Kanal wurde eine starke Flammenbeschleunigung und eine Turbulenz beobachtet. Im
Folgenden wurde eine Verbrennung im Mikro-Durchfluss-Reaktor modelliert, welche
die Rolle der Modellierung der Grenzschicht und der Chemilumineszenz hervorhebt,
um einen besseren Vergleich mit experimentellen Beobachtungen zu ermöglichen. An-
schließend wurde eine Flammenbeschleunigung im unbeschränkten Raum untersucht.
Die Untersuchung zeigt, dass ein kritischer Wert der Flammenfaltung existiert, bei
der direkt nach der Zündung eine starke Flammenbeschleunigung mit anschließendem
Übergang zur Detonation beobachtet wird. Die Analyse des thermochemischen
Zustandsraums hat die Wichtigkeit der chemischen Kinetik auf den Übergang gezeigt.
Die letzte Anwendung zeigt eine extreme Kopplung zwischen hydrodynamischen und
thermochemischen Prozessen, wobei die teilnehmenden Prozesse einen Unterschied
von 9 Größenordnungen erreichen.
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Nomenclature

Physics Constants

kB Boltzmann constant 1.38064853× 10−23 J/K

NA Avogadro’s number 6.022140858× 1023 1/mol

R Gas constant 8.3144598 J/mol/K

Mathematical symbols

e Relative error

f Scalar function (zero order tensor)

f Vector function (first order tensor)

gi Orthogonal transformation parameter for coordinate i

h Time step increment

ũ Approximation of function u

ûi Spectral coefficient of function u

E Normalised relative error

F Tensor function (second order tensor)

J Jacobi matrix

R Residual function

R Residual at collocation points

Ũ Approximation of function u on collocation points

λi Wave length or Eigenvalue

φi Basis function

ψi Test function



Φ Matrix of values of basis functions on collocation points

∇ Gradient operator

∇· Divergence operator

ATOL Absolute tolerance

RTOL Relative tolerance

Physical Symbols

c Concentration mol/m3

cP Isobaric mass heat capacity J/kg/K

cP Isobaric molar heat capacity J/mol/K

h Mass enthalpy J/kg

h Molar enthalpy J/mol

ji Mass diffusion flux kg/m2/s

ji Molar diffusion flux mol/m2/s

k Rate of elementary reaction

n(E) Normalised reactant population

s Mass entropy J/kg/K

s Molar entropy J/mol/K

v Velocity vector m/s

Dij Binary diffusion coefficient m2/s

Dij Diffusion coefficient m2/s

Kc Equilibrium constant

M Mach number

M Molar mass g/mol

P Pressure Pa

P (E,E ′) Transition probability function

T Temperature K

V Volume m3



Vi Diffusion velocity mol/m2/s

Xi Mole fraction

Yi Mass fraction

γ Adiabatic index

λ Heat conductivity W/m/K

µ Dynamic viscosity Pa · s

ρ Density kg/m3

σ Scalar component of stress tensor Pa

τij Component of shear stress tensor T Pa

φi Specific mole number mol/kg

ω Collision efficiency

ω Vorticity 1/s

ω̇i Chemical source mol/m3/s

T Shear stress tensor Pa

Φ Equivalence ratio





1. Introduction

Flame is a complex phenomenon incorporating multiple physical process. After
ignition it undergoes a rapid development not only in physical space but also in the
thermodynamical and chemical state spaces. Depending on particular conditions,
after the ignition, one may observe very complicated dynamics including flame
turbulisation, flame acceleration, flame tip inversion, flame quenching, transition to
detonation etc. In many cases ignition has a pivotal influence on the flame front
development. An accurate assessment of conditions determining the flame initiation
and its transient behaviour belong to one of the most important challenges facing
the contemporary combustion theory.

Many technical applications, e.g. internal combustion engines, rely on ignition and
transient combustion processes. An optimisation of these processes can lead to
a reduced pollutant emission and an increased efficiency. With modern trend for
downsizing of combustion facilities, it becomes a very complicated task to sustain
combustion, due to the heat losses, flame-wall interaction and heterogeneous chemical
effects at the boundary. On one side, an unexpected ignition or a spontaneous
flame acceleration may lead to a damage of facilities [WMD06]. On the other side,
even the hazardous detonation itself offers a new perspective in propulsion, such as
pulse detonation and rotation detonation engines, which promise higher thermal and
exergetic efficiency [Kai03].

In order to address these difficult issues, a model of a combustion process has to include
thermodynamic properties, chemical reaction and gas dynamics. Thermodynamic
models involve heat capacity, heat conductivity, equation of state and energy transport.
Chemical models describe multiple chemical reactions taking place simultaneously,
with corresponding chemical transformation rules and heat release. The strong
coupling of gas dynamics and thermo-chemical processes leads to particular sensitivity
of ignition process to thermodynamic, chemical and flow parameters. The multitude
of participating hydrodynamical and thermo-chemical processes cover a very large
range of time and space scales. These range from several micrometers to the integral
scales of several meters [WMD06]. Thus, it makes the accurate modelling of these
parameters particularly important. In most cases, the solution of Navier-Stokes
equations, extended by conservation of energy and of individual chemical components
[Wil88, KCG03, WMD06], is required. The strong coupling of gas dynamics and
thermo-chemical processes makes the modelling of ignition a particular challenging
task.

Analytical solutions of Navier-Stokes equations for thermo-chemical reacting flows
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are limited to a very small scope of simplified problems [Wil88, WMD06]. Thus de-
velopment of a numerical technique that provides both accurate and stable numerical
solution of considered governing equations is a difficult problem of modern computa-
tional physics and numerical analysis. Prevailing number of works in computational
combustion science rely on lower oder numerical schemes like finite differences and
finite volumes [KCG03, OB05]. These schemes produce very sparse linear systems of
equations, which can be treated efficiently with modern algorithms for linear algebra
(see e.g. [QSS00]). The low order schemes however tend to introduce a relatively
high numerical viscosity in the solution, which could be slightly reduced only by
utilising extremely fine numerical grids. Note, that this numerical viscosity can
affect significantly the outcome of the computation of ignition and transient regimes
[BKKY].

An alternative numerical approach is based on the ideas of Fourier and Galerkin
(see e.g. [Boy89, YS07, LI14]), when the solution of the system of partial differential
equations is represented as a series representation using eigenfunctions in an appro-
priate functional space. These so-called spectral methods are extremely powerful
when a basis (of eigenfunctions) of a functional space is constructed. However, up to
now there are only limited attempts to adopt them to the problems of reacting flows,
mainly due to difficulties to construct a basis in a functional space. Current successful
applications are either limited to relatively “smooth” problems [BM87, PFM+08] or
add a small amount of artificial viscosity to stabilise the solution when the system
becomes stiff [YS07, WZSN12]. Nevertheless, as the current study shows, the spectral
method can be still very efficient for stiff problems of the ignition, without artificial
viscosity, when supplied by adaptation and matching algorithms. However, the
method has to overcome the following problems:

• Resolve all time and space scales of participating processes, varying from several
micrometers of ignition kernel and shock waves, to integral scales of several
meters;

• Avoid usage of numerical dissipation (viscosity), which may lead to physically
incorrect results, e.g. faster ignition and flame propagation, or missing flame
instabilities.;

• Minimise number of discretisation parameters, e.g. collocation points. Large
number of state variables prohibits simulation of large computational domains
on modern CPUs;

• Define a variable functional basis, that depends significantly on initial and
boundary conditions, as well as on problem formulation.

Accordingly, in the chapter 2, the state of the art for mathematical description of
combustion processes is outlined.

In the following chapter 3 the computational and numerical methods are presented.
Firstly, the incremental algorithm for time integration is discussed. Then, a method
for solution of stiff parabolic space-time equations, required for the study of ignition
problems, is further elaborated. Here a structured functional space refinement in
binary tree is introduced, which makes application of spectral methods for stiff
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problems possible. Additionally, an algorithm for quasi Gauss elimination presented.
This algorithm allows efficient solution of the linear systems for the coefficients of
basis functions with only localised updates of the matrix inverse. Finally, the explicit
quasi spectral method, which can be seen as high order extension of finite differences
method with variable functional basis, is given.

The chapter 4 demonstrates, that the developed method can be applied to other
problems without significant efforts. It is shown, that the method can be applied
efficiently to the solution of Master Equation of chemical gas kinetics, which is a
stiff integro-differential equation. The study of decomposition of 2,3-dihydro-2,5-
dimethylfuran-3-yl (25DMF2H) and of mutual isomerisation between allene and
propyne allowed to derive corresponding rate constants with high accuracy and
significant performance improvement, compared to standard numerical approach.

The chapter 5 is devoted to application of the proposed method to ignition and
transient combustion problems. The first step is concerned with an extensive vali-
dation of mathematical description of ignition processes and with the validation of
proposed integration schemes. Ignition delay times, stationary profiles and flame
burning velocities of various hydrogen-air flames are compared with results of other
well established codes and with experimental measurements. The hydrogen-air sys-
tem exhibits extremely high sensitivity to initial parameters, such as temperature
and mixture composition. Moreover, grouping of results of physical experiments,
according to the method, lead to different estimations of flame burning velocity. A
more accurate transient modelling of these experiments, may improve the accuracy.

The main application is focused on ignition and on flame propagation in narrow
channels, which is accompanied by versatile effects. On one side, in closed ducts
with particular width to length ratios, a counterintuitive flame tip inversion may
occur [Ell28, DR09]. On the other side, in open ducts, the flame may accelerate
and become turbulent. It is found the hydrodynamic plays the leading role in these
phenomena. Particularly interesting, that thermo-chemical state spaces before the
flame tip inversion and before onset of the turbulence are identical. Additionally,
the flame imposition in micro channels, where the combustion is complicated by
the small channel cross-section with radius well below quenching radius, is studied
[MPO+04]. The numerical results emphasise the importance of multidimensional
transport processes, which lead to a significantly better agreement with physical
experiments, compared to the previously used simplified model.

Additionally, in chapter 6, the method is applied to ignition and flame acceleration
in unconfined settings, which can be modelled, with high reliability, using 1D models.
It was reported, that under particular conditions an unconfined premixed flame
can undergo spontaneous acceleration after a period of laminar flame propagation
[GIS88, KS17b]. The importance of chemical kinetic on flame acceleration from
the wall and in “free” propagating regime is thoroughly investigated and a value of
critical flame folding ratio is estimated. At this ratio, the flame begins spontaneously
accelerating, after a relatively long deflagration regime. The importance of chemical
kinetic becomes here obvious, after analysing of the thermo-chemical state space.





2. Mathematical model of
transient reacting flows

2.1. Conservation laws

The continuum conservation equations for mass, momentum, energy and gas com-
ponents are well known, see e.g. [CM00, Wil88, KCG03, WMD06] for derivation.
The idea is based on several coexisting continua (multicomponent), which obey laws
of hydrodynamic and thermodynamic. In general the continuum assumption leads
to Navier-Stokes equations (NSE), extended by the conservation of energy and gas
components. There is a large number of studies supporting correctness of NSE. How-
ever, the proof of existence of a general solution is still missing. Moreover, in some
extreme case, e.g. intensive turbulence or detonation, the continuum assumption is
questioned: the thickness of flame structures may become in the range of several
molecules [HCB54, Wil88]. In order to overcome this difficulty, multicomponent flows
can be described from the standpoint of dynamic of elementary particles. The direct
modelling of such processes is yet possible for micro-scales only and a more realistic
application require the knowledge of distribution functions. Applying this functions
for averaging the motion of molecules, it has been shown that classical NSE can be
derived [Wil88].

Baring in mind limitations of continuum assumption, the Navier-Stockes equations
can still provide the most accurate mathematical description of gas dynamics. In the
following the conservation equation for general multicomponent reaction flows are
presented. The equations are given in the form they implemented in the proposed
code.

2.1.1. Mass and momentum conservation

Imagine a particle moving in Euclidean space at time: it can be defined then
r = (t, x, y, z) as space-time coordinate vector and v = (1, vx, vy, vz) as velocity
vector of this point. Let Ω be a subregion in space at an instance of time t filled with
fluid. For any extensive quantity

F(r) =
∫
Ω

ft(r) dV (2.1)

5



6 2.1. Conservation laws

its total change is then described by space-time derivative:

∂

∂t
ft + ∂

∂x
fx + ∂

∂y
fy + ∂

∂z
fz = q (2.2)

or in vector notation:
∇ · f = q (2.3)

where f = (ft, fx, fy, fz) is a vector, describing flux through surface of the control
volume Ω and q = q(r) is a source term (s. Fig. 2.1).

∂Ω

n

Ω

x

y

ft

fx

fy

Figure 2.1.: Change of an extensive quantity in control volume (in 2D)

For the conservation of mass, it is assumed that there exists mass density ρ such
that:

m(r) =
∫
Ω

ρ(r) dV. (2.4)

and this function is smooth enough (continuity assumption). Considering the molec-
ular structure of gases, it is obviously not true, but on macroscopic scale it appears
to be very accurate.

An additional assumption is that the mass is neither created or destroyed. Mass
conservation in general form Eq. (2.2) can be now written as (see e.g. [CM00]):

∂

∂t
ρ+ ∂

∂x
vxρ+ ∂

∂y
vyρ+ ∂

∂z
vzρ = 0 (2.5)

By the construction of the conservation equation for momentum, the following has
to be considered:

• the pressure P on the surface ∂Ω of the control volume in space,

• dissipative (viscous) forces T,

• potential forces (gravity) ρg = ρ (0, gx, gy, gz).

The general conservation equation (2.2) for momentum takes the following form (see
e.g. [CM00]):

∂

∂t
(ρvx) + ∂

∂x

(
ρv2

x + σ + τxx
)

+ ∂

∂y
(ρvxvy + τxy) + ∂

∂z
(ρvxvz + τxz) = ρgx (2.6)
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∂

∂t
(ρvy) + ∂

∂x
(ρvyvx + τyx) + ∂

∂y

(
ρv2

y + σ + τyy
)

+ ∂

∂z
(ρvyvz + τyz) = ρgy (2.7)

∂

∂t
(ρvz) + ∂

∂x
(ρvzvx + τzx) + ∂

∂y
(ρvzvy + τzy) + ∂

∂z

(
ρv2

z + σ + τzz
)

= ρgz (2.8)

where
σ = P + 2

3µ
(
∂vx
∂x

+ ∂vy
∂y

+ ∂vz
∂z

)
(2.9)

is scalar component of the stress tensor. P is thermodynamic pressure and µ is
coefficient of dynamic viscosity. The non-scalar components of the shear-stress tensor
are defined as:

τxx = −2µ∂vx

∂x
,

τyy = −2µ∂vy

∂y
,

τzz = −2µ∂vz

∂z
,

τxy = τyx = −µ
(
∂vx

∂y
+ ∂vy

∂x

)
,

τyz = τzy = −µ
(
∂vy

∂z
+ ∂vz

∂y

)
,

τzx = τxz = −µ
(
∂vz

∂x
+ ∂vx

∂z

)
.

(2.10)

Let us define space-time stress tensor as

T =


0 0 0 0
0 σ + τxx τxy τxz
0 τyx σ + τyy τyz
0 τzx τzy σ + τzz

 . (2.11)

Then mass conservation Eq. (2.5) and momentum conservation eq. (2.6 - 2.8) can be
rewritten in a joined vector form:

∇ · (ρv⊗ v + T) = ρg, (2.12)

where
∇ =

(
∂

∂t
,
∂

∂x
,
∂

∂y
,
∂

∂z

)
(2.13)

is space-time gradient operator.

2.1.2. Species conservation

Typical reacting flow consists of several components, i.e. fuel, oxidiser, products and
intermediates. The total mass of mixture is thus the sum of over all components
m = ∑

mi, where mi is the mass of component i. The same can be applied for the
mole number: n = ∑

ni, where ni mole number of the component i. The it is not
difficult to show that the following expressions hold (see e.g. [WMD06]):

• density
ρ =

∑
i

ρi =
∑
i

Mici, (2.14)

• concentration
c =

∑
i

ci =
∑
i

ρi
Mi

, (2.15)
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• mass fraction

Yi = ρi
ρ

= XiMi

M
, (2.16)

• mole fraction

Xi = ci
c

= YiM

Mi

, (2.17)

• mean molar mass
M = ρ

c
=
∑
i

XiMi = 1∑
i
Yi/Mi

, (2.18)

• specific mole number

φi = ci
ρ

= Yi
Mi

. (2.19)

If each component i moves its own velocity vi and has a molar production/destruction
rate ωi then holds the following expression (see e.g. [WMD06]):

∂

∂t
(ci) + ∂

∂x
(vi,xci) + ∂

∂y
(vi,yci) + ∂

∂z
(vi,zci) = ωi. (2.20)

For practical consideration it is common to define species velocity relative to the
velocity of the mass centre v:

vi = v + Vi, (2.21)

where Vi = (0, Vi,x, Vi,y, Vi,z) is diffusion velocity of the component i. Combining Eq.
(2.20) and (2.21), the conservation equation of a component i is derived:

∂

∂t
(ci) + ∂

∂x

(
vxci + ji,x

)
+ ∂

∂y

(
vyci + ji,y

)
+ ∂

∂z

(
vzci + ji,z

)
= ωi, (2.22)

or in vector notation
∇ ·

(
civ + ji

)
= ω̇i, (2.23)

where ji = ciVi is known as diffusive mole flux of species i. It is instructive to
construct an alternative formulation of the conservation equation (2.22) and (2.23)
for mass fraction, which is commonly used (see e.g. [Wil88, WMD06]):

∇ · (ρYiv + ji) = Miω̇i, (2.24)

where ji = Miji is diffusive mass flux of species i. Following the definition of diffusion
velocity, the mass transport of some species in one direction must be balanced by
transport of other species in the other direction. For this reason it is generally true
that [WMD06]: ∑

i

ji = 0. (2.25)
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2.1.3. Energy conservation

The conservation of energy can be derived using the following considerations and the
continuity assumption:

• total energy consists of internal, kinetic and potential energy, E = U +K + Π,

• there exists function e and u such that E =
∫
Ω
ρ (e− g · r) dV =

∫
Ω
ρ(u + 1

2v ·

v− g · r)dV

• first law of thermodynamic, stating that the rate of change of stored energy is
equal to the heat transferred to the system minus the rate of work done by the
system on the surroundings, is valid: dE

dt = dQ
dt −

dW
dt [WMD06],

• the work of pressure and friction forces on the surface of the control volume
Ẇf =

∫
∂Ω

T · v dS,

• the heat flux across the surface of the control volume Q̇ = −
∫
∂Ω

q · n dS.

Here Ẇ = dW/dt and Q̇ = dQ/dt. These lead to the general conservation equation
for energy:

∂

∂t
(ρe) + ∂

∂x
(vx (ρe+ σ + τxx) + vyτxy + vzτxz + qx)

+ ∂

∂y
(vxτyx + vy (ρe+ σ + τyy) + vzτyz + qy)

+ ∂

∂z
(vxτzx + vyτzy + vz (ρe+ σ + τzz) + qz)

= ρ (gxvx + gyvy + gzvz) .

(2.26)

In vector notation the Eq. (2.26) takes form:

∇ · (ρev + T · v + q) = ρg · v. (2.27)

The specific energy is usually computed by introducing a function called enthalpy,
ρh = ρu+ P :

ρe = ρ
(
h+ 1

2v · v
)
− P, (2.28)

with
ρh =

∑
i

ρihi =
∑
i

cihi, (2.29)

where hi is specific enthalpy and hi is the molar enthalpy of species i. The use of
eq. (2.28) is particularly motivated for low speed flows, where pressure variations are
small and can be neglected [KCG03].

The heat flux q = (0, qx, qy, qz) = qc + qr + qs + qd is commonly attributed to:

• heat conductivity (Fourier’s law), qc = −λ (∂T/∂x, ∂T/∂y, ∂T/∂z),

• heat flux with species diffusion. Each species carries energy as it diffuses across
the control surface qs = ∑

hiji = ∑
hiji,
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• heat radiation qr and Dufour effect qd and are commonly neglected [KCG03,
Wil88]. There are a number of problems where the heat radiation cannot be
neglected, particularly when absorption and scattering is large.

2.2. Thermodynamic gas properties

2.2.1. Thermodynamic properties of monomolecular gas

In the conservation equation (2.27) and in following section on gas kinetics important
thermodynamic properties are specific molar enthalpy, entropy and heat capacity.
There are large experimental data available for these properties, i.e. the NIST-JANAF
Thermochemical Tables1 are a good starting point. Typically the data are stored in
form of NASA polynomials [nasa93] which simplifies the calculation:

specific molar heat capacity:

cp(T ) = R
4∑
i=0

aiT
i, (2.30)

specific molar enthalpy:

h(T ) = h(T0) +
T∫

T0

cp(T )dT = R

(
b0 +

4∑
i=0

1
i+ 1aiT

i+1
)

(2.31)

specific molar entropy:

s(T ) = s(T0) +
T∫

T0

cp(T )
T

dT = R

(
b1 + a0ln(T ) +

4∑
i=1

1
i
aiT

i

)
(2.32)

here T0 is standard temperature at 298.15 K.

With units for ideal gas constant R (J/mol/K), the units of specific molar heat
capacity cp are also (J/mol/K), of specific molar enthalpy h are (J/mol) and of
specific molar enthropy s are (J/mol/K)

For moderate pressures (below 10 bar), the ideal gas equation of state provides a
good approximation of real gas behaviour (deviation is below 5%) [ADP06]:

P = cRT. (2.33)

2.2.2. Viscosity of monomolecular gas

The dynamic viscosity of pure monomolecular gas is derived from kinetic theory
[HCB54, KCG03]:

µi = 5
√
πmikBT

16πσ2
i Ω

(2,2)∗
ii

= 5
√
πMiR0T

16πNAσ2
i Ω

(2,2)∗
ii

, (2.34)

1http://kinetics.nist.gov/janaf/
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where σi is the collision diameter, mi is the mass of the molecule i, kB is Boltzmann
constant, NA is Avogadro’s number, Mi is molar mass, T is temperature and Ω(2,2)∗

ii =
Ω(2,2)∗
ii

(
T ∗, δ̃∗ij

)
is collision integral, which is a function of reduced temperature:

T ∗ii = T

εi/kB
(2.35)

and reduced dipole moment [KCG03]:

δ̃∗i = (µi)
2

2εiσ3
i

. (2.36)

Using units for molar mass Mi (g/mol), for collision diameter σi (Å), a simplified
expression for dynamic viscosity of a pure gas can be derived:

µi

[
kg

m · s

]
= 2.6696× 10−6

√
MiT

σ2
i Ω

(2,2)∗
ii

(2.37)

The depth of the well of LJ potential is normally provided weighted with inverse
Boltzmann’s constant εi/kB (K) and dipole moment has typically units µ (Debye).
In the given units the expression for the reduced dipole moment eq. (2.55) takes
form:

δ̃∗i = 3621.5 µ2
i

(ε/kB)σ3
i

(2.38)

The depth of the well of LJ potential ε and collision diameter σ are constant gas
properties, which can be found e.g in [sve].

2.2.3. Heat conductivity of monomolecular gas

Heat conductivitiy is assumed to consist of translational, rotational and vibrational
contributions [Warnatz82, Kee, §12.5.2]. It is computed traditionally in form of
Eucken factor for viscosity:

λi = µi
M

(ftracv,tra + frotcc,rot + fvibcc,vib) , (2.39)

where
ftra = 5

2

(
1− 2cc,rotA

πcv,traB

)
, (2.40)

frot = ρDii
µi

(
1 + 2A

πB

)
, (2.41)

fvib = ρDii
µi

, (2.42)

with
A = 5

2 −
ρDii
µi

, (2.43)

B = Zrot + 2
π

(
5cv,rot
R

+ ρDii
µi

)
, (2.44)
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The rotational relaxation number is assumed to be known at T = 298K, Zrot(298) =
Z0
rot and its temperature dependance is computed from [Kee, §12.5.2]:

Zrot = Z0
rot

F (298)
F (T ) , (2.45)

with

F (T ) = 1 + π3/2

2

(
ε/kB
T

)1/2

+
(
π2

4 + 2
)(

ε/kB
T

)
+ π3/2

(
ε/kB
T

)3/2

. (2.46)

The required self-diffusion coefficient is derived from [HCB54]:

Dii =
3
√
πk3

BT
3/mi

8Pπσ2
i Ω

(1,1)∗
ii

(2.47)

or in units for molar mass Mi (g/mol), Temperature T (K), collision diameter σi (Å)
and pressure P (Pa) 2:

Dii
[

m2

s

]
= 26.635× 10−3

√
T 3/Mi

Pσ2
i Ω

(1,1)∗
ii

. (2.48)

The rotational cv,rot and translational cv,tra are assumed to be constant species
properties, which are defined as:

cv,rot =


0, if single atom
R0, if linear molecule
3
2R0, if nonlinear or polyatomic molecule

(2.49)

cv,tra = 3
2R0. (2.50)

The vibrational heat capacity cv,vib is calculated from total heat capacity cv:

cv,vib = cv − cv,tra − cv,rot. (2.51)

With units for specific heat capacity c (J/mol), visosity µ (m2/s) and molar mass M
(g/mol) the heat conductivity equals:

λi

[
W

m ·K

]
= 1000 µi

M
(ftracv,tra + frotcc,rot + fvibcc,vib) . (2.52)

2Expression ρDii in (2.42) can be further simplified using ideal gas law P = ρR0T/Mi
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2.2.4. Binary diffusion coefficients

In a low-density limit the binary diffusion coefficient between two gaseous species
may be determined from kinetic theory as [HCB54]:

Dij =
3
√

2πk3
BT

3/mij

16πPσ2
ijΩ

(1,1)∗
ij

(2.53)

here Ω(1,1)∗
ij = Ω(1,1)∗

ij (T ∗ij, δ̃∗ij) is collision integral as a function of reduced temperature

T ∗ij = T

εij/kB
, (2.54)

and reduced dipole moment
δ̃∗ij =

µiµj
2εijσ3

ij

. (2.55)

The reduced mass is defined as:

mij = mimj

mi +mj

(2.56)

The combined collision diameter σij and the depth of potential well εij depend on
the type of interacting molecules:

σij = 1
2(σi + σj)ξ−1/6, (2.57)

εij = ξ2√εiεj (2.58)
where ξ is a parameter describing interaction type [HCB54]:

ξ =


1, if both polar or both nonpolar
1 + αi

4σ3
i

µ2
j

εjσ3
j

√
εj
εi
, if i nonpolar and j polar

1 + αj

4σ3
j

µ2
i

εiσ3
i

√
εi
εj
, if i polar and j nonpolar

(2.59)

With typical units for temperature T (K), molar mass Mi (g/mol), pressure P (Pa)
and collision diameter σi (Å), polarizability αi (Å3), dipole moment µi (Debye),
also taking into account that depth of the potential well is provided normed with
Boltzmann’s constant εi/kB (K) and that ξ is dimensionless parameter, one can get
a more practical expressions:

Dij
[

m2

s

]
= 18.834−3

√
T 3/Mij

Pσ2
ijΩ

(1,1)∗
ij

, (2.60)

δ̃∗ij = 3621.5
µiµj

(εij/kB)σ3
ij

, (2.61)

ξ =


1, if both polar or both nonpolar

1 + 1810.74αi

σ3
i

µ2
j

(εj/kB)σ3
j

√
(εj/kB)
εi/kB

, if i nonpolar and j polar

1 + 1810.74αj

σ3
j

µ2
i

(εi/kB)σ3
i

√
(εi/kB)
(εj/kB) , if i polar and j nonpolar

(2.62)

here Mij = MiMj/(Mi +Mj) is reduced molar mass.
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2.2.5. Collision integrals

Collision integrals Ω(1,1)∗
ij and Ω(2,2)∗

ij are typically given as a function of reduced
temperature T ∗ij and reduced dipole moment δ̃∗ij. Tabulated values can be found in
[MM61] or for nonpolar interactions δ̃∗ij = 0 in [HCB54]. Expressions below provide
a reasonable approximation of these tables [KCG03]:

Ω(1,1)∗
ij ≈

(
a1T

∗−a2 + (T ∗ + a3)−a4
)
f (1,1), (2.63)

where the adjustment factor f (1,1) represents the approximation of Stockmayer
potential between polar molecules and is given as:

f (1,1) = 1 +

(
exp(a5/T

∗)− exp(−a6/T
∗)
) (

δ̃∗ij
)2

2 + 2.5δ̃∗ij
(2.64)

and similarly for the second integral:

Ω(2,2)∗
ij ≈

(
b1T

∗−b2 + (T ∗ + b3)−b4
)
f (2,2), (2.65)

with the adjustment factor for Stockmayer potential between polar molecules given
as:

f (2,2) = 1 +

(
exp(b5/T

∗)− exp(−b6/T
∗)
) (

δ̃∗ij
)2

2 + 2.5δ̃∗ij
. (2.66)

The coefficients in expressions (2.63) through (2.66) are given in Table 2.1.

j 1 2 3 4 5 6
aj 1.0548 0.15504 0.55909 2.1705 0.093193 1.5
bj 1.0413 0.11930 0.43628 1.6041 0.095661 2.0

Table 2.1.: Coefficients for fits of Ω(1,1)∗ and Ω(2,2)∗

2.2.6. Multi-component gas properties

Accurate first order approximation of integral transport properties of a mixture from
Chapman-Enskog theory requires an inverse of 3nS × 3nS matrix [HCB54, ADP06]
for each computational point, where nS is number of species. This procedure is
computationally prohibitive for real combustion systems. Semiempirical mixture-
average formuli provide a reasonable accuracy with significantly lower computational
expenses compared to the approach from Chapman-Enskog theory.

Dynamic viscosity of gas mixture [BSL07]

µ =
∑
i

Xiµi∑
j
XjΦij

, (2.67)



Chapter 2. Mathematical model of transient reacting flows 15

with dimensionless correction factor:

Φij = 1√
8

(
1 + Mi

Mj

)−1/2
1 +

(
µi
µj

)1/2 (
Mj

Mi

)1/4
 . (2.68)

Heat conductivity is derived in a similar fashion:

λ =
∑
i

Xiλi∑
j
XjΦij

. (2.69)

According to [BSL07] the error of equations (2.67) and (2.69) does not exceed 4%.

In order to estimate diffusion fluxes a velocity of species Vi = (0, Vx, Vy, Vz) relative
to the mass centre v is introduced:

vi = v + Vi, (2.70)

with vi is velocity of species. Then the mass diffusion flux is defined as:

ji = ρiVi. (2.71)

and corresponding molar diffusion flux relative to the inertial centre:

ji = ciVi. (2.72)

Diffusion velocities Vi can be calculated from the solution of the Stefan-Maxwell
equation [BSL07] for each point in space:

nS∑
j=1

XiXj

Dij
(Vj −Vi) = ∇ci

c
+Xi

∇T
T
− Yi
∇P
P

∀ i = 1, ..., nS − 1,
nS∑
i=1

MiciVi = 0,

(2.73)

In the above formula the diffusion of species through temperature gradient is omitted.
According to [Wil88] the diffusion flux through temperature gradient is in worse case
less than 10% and thus can be neglected. It is important to note that the first part
of eq. (2.73) is not linearly indipendent. Thus, the zero total flux expression (last
part) is necessary to close the system.

Alternatively in first order approximation species relative velocity is proportional to
gradient of concentrations, which is described accurate to first order by [HCB54]:

Vi = −
nS∑
j=1

Dij

(
∇cj
c

+Xj
∇T
T
− Yj

∇P
P

)
, (2.74)

here Dij is diffusion coefficients, which are not to be confused with binary diffusion
coefficients Dij (s. §2.2.4). The multicomponent gas properties can be computed
from the solution of the L-Matrix equation [HCB54]:L

00,00 L00,10 0
L10,00 L10,10 L10,01

0 L01,10 L01,01


a

1
00
a1

10
a1

01

 =

 0
X
X

 , (2.75)
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where

L00,00
ij = 16T

25P

nS∑
k=1

Xk

MiDik
(
MjXj (1− δik)−MiXi (δij − δjk)

) . (2.76)

the exact expression for other Lxx,xx is quite cumbersome and is not required for
current work. They can be still found in [HCB54, KCG03]. The solution of the
L-Matrix equation (2.75) leads to the complete set of multicomponent gas properties:

• Multicomponent diffusion coefficients, according to eq. (2.74):

Dij = 16T
25P (Aii − Aij) , (2.77)

where A = (L00,00)−1;

• Heat conductivity

λi = −4
nS∑
j=1

Xi

(
a1
i,10 + a1

i,01

)
; (2.78)

• Thermal diffusion coefficients

DT
i = 8MiXi

5R a1
i,00. (2.79)

Both Stefan-Maxwell and L-Matrix equations are computationally demanding. A
faster approach (mixture-average) with a reasonable loss of accuracy can be derived
from Stefan-Maxwell equation using a number of simplifications [WMD06, KCG03]:

j∗x,j = −ρYiD∗i
∂Xi

∂x
, (2.80)

with diffusion coefficient:

D∗i = 1
Xi

1− Yi∑
j 6=iXj/Dij

= Mi

YiM

1− Yi∑
j 6=iXj/Dij

. (2.81)

Unfortunately, the expression (2.80) cannot guarantee the mass conservation Eq.
(2.25). For this reason two correction schemes can be applied [WMD06]:

• Fix flux of a species in excess (assume it is the last species), e.g. nitrogen, with

jx,N = −
N−1∑
j=1

jx,j (2.82)

• Adjust all fluxes with

jx,i = j∗x,i − Yi
N∑
j=1

jx,j. (2.83)
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If the computation is performed with concentrations (see eq. (2.23)), with the molar
flux defined as:

jx,i = −Dc
ij

∂cj
∂x

(2.84)

it is easy to show that the diffusion coefficients D∗i in equations (2.25) and (2.81) are
related to Dc

ij through the following expressions

• Fixing flux for a species in excess (last species), eq. (2.82):

Dc
ij = Xi

[
(1− δiN) (δij −Xi)D∗i −

δiN
Yi

(
YND

∗
N −

∑
k

YkDkXk

)]
(2.85)

• Adjusting all fluxes with mass fractions eq. (2.83):

Dc
ij = Xi

[
(δij −Xi − Yi)D∗i +

∑
k

YkD
∗
kXk

]
, (2.86)

where δij is Dirac-function, which is equal zero for i 6= j and is equal one for i = j.

In the same manner, if the computation concerns the mass fractions (s. eq. (2.24)),
where the mass diffusion flux is defined as:

jx,i = −Dm
ij

∂Yj
∂x

(2.87)

it is also straightforward to show the relation between mixture average diffusion
coefficients D∗ij and mass diffusion coefficients Dm

ij ,

• Fixing flux for a species in excess (last species):

Dm
ij = MρYi

[
1− δiN
Mi

(
δij − Yi

M

Mj

)
D∗i −

δiN
YiMN

(
YND

∗
N −M

N−1∑
k=1

YkD
∗
k

Yk
Mk

)]
(2.88)

• Adjusting all fluxes with mass fractions eq. (2.83):

Dm
ij = MρYi

[
1
Mi

(
δij −

Yi
Mj

(M +Mi)
)
D∗i + M

Mj

∑
k

YkD
∗
k

Yk
Mk

]
. (2.89)

Chemical mechanism are normally equipped with the transport data, which provide
information for each reactant i on:

• Type of molecule: atom, linear or non-linear molecule;

• Depth of the potential well εi/kB, K;

• Collision diameter σi, Å;

• Dipole moment, µi, Debye;

• Polarisability, αi, Å3;
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• Rotation relaxation number at standard temperature, Zrot(298).

In computation for each system state (T, c0, ..., cN), pure gas properties are computed:
viscosity µi, heat conductivity λi and binary diffusion coefficients Dij. Then these
properties are combined, using either simplified mixture average rules or using detailed
approach through the solution of Stefan-Maxwell equation or L-Matrix equation.
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2.3. Chemical reactions

2.3.1. Forward elementary reactions

From the view of chemical kinetics a global chemical reaction is viewed as an ensamble
of elementary reactions. In general, a typical elementary reaction can be written in
the following form [WMD06, KCG03]:

NS∑
j=1

νeijXj 

NS∑
j=1

νpijXj, ∀ i = 1, .. , NR, (2.90)

here stoichiometric coefficients νij are integral numbers and Xj is chemical symbol
of species j, NS is the number of species and NR is the total number of elementary
reactions. The superscript of stoichiometric coefficients: e is for educts and p – for
products.

Assuming that the reaction rate is proportional to the collision rate between reactants
and taking into account that the collision rate is proportional to reactant concentra-
tions, the phenomenological mass action law is formulated. This law states that the
rate of production/consumption is proportional to the product of concentrations of
reactants [Wil88]:

ω̇l =
NR∑
j=1

νjl

kfj NS∏
i=1

c
νe

ji

i − kbj
NS∏
i=1

c
νp

ji

i

 , (2.91)

where ci is the concentration of species i, kj is the rate constant of the reaction j,
with superscript f – for forwards and b – for backwards, and

νjl = νpjl − νejl. (2.92)

It has been found experimentally that forward rate constants kf follow for the most
elementary reactions the Arrhenius temperature dependance [ADP06]:

kfi

1
s ·
(

m3

mol

)n−1
 = AiT

βi exp
(
− Ei
RT

)
(2.93)

where the pre-exponential factor Ai, with units (m3/mol)n−1/s/Kβ, the temperature
exponent βi and the activation energy Ei, in Joule, are specified. Rate constant and
pre-exponential factor have different units depending on reaction order n = ∑

j
νeij.

If in third-bodies are involved in reaction i the production rate for this reaction is
multiplied by an efficient third-body concentration:

[M ]i =
NS∑
j=1

αijcj, (2.94)

where αij is enhanced third-body collision efficiency of reactant j in reaction i. If
not specified, the collision efficiency is assumed unity αij = 1.
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2.3.2. Reverse elementary reactions

Assuming that the equilibrium between forward and reverse reactions is reached faster
than other processes in the system, it is common to give the parameters of forward
rate constants kfi for eq. (2.93) and to compute the rate of the reverse reaction
kbi from thermodynamic equilibrium [WMD06, KCG03]. Taking into account that
uncertainties in estimation of rate constants often exceeding a factor of 10, and the
equilibrium constant can be computed very accurately from thermodynamic properties
(as outlined below), the equilibrium assumption is believed to be appropriate [Wil88].

The equilibrium constant in concentration units is defined as:

Kc
i = kfi

kbi
, (2.95)

which is related to equilibrium constant in pressure units Kp
i via:

Kc
i = Kp

i

(
P 0

RT

)νi

, (2.96)

where P 0 = 105 Pa is standard-state pressure, R = 8.3144598 J/K/mol – ideal gas
constant, T – temperature and

νi =
Ns∑
j=1

νij. (2.97)

The equilibrium constant KP
i is derived from the change in Gibbs free energy during

the reaction at standard pressure:

−RT lnKP
i = ∆G0

i = T∆S0
i −∆H0

i , (2.98)

with change of entropy during the reaction:

∆S0
i =

NS∑
j=0

νijsi, (2.99)

and change of enthalpy during the reaction:

∆H0
i =

NS∑
j=0

νijhi, (2.100)

here νij are defined by eq. (2.92), the molar entropy of species si is computed with
eq. (2.32) and the molar enthalpy hi of species is calculated with eq. (2.31).

2.3.3. Pressure dependent reactions

Many unimolecular reactions show not only temperature but also pressure dependence
[GS90]. Here two limits are considered. In the high pressure limit the reaction follows
the unimolecular path, e.g.:

C → A + B (2.101)
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and shows only temperature dependence:

k∞i

[1
s

]
= A∞i T

β∞i exp
(
−E

∞
i

RT

)
, (2.102)

with production rate of reactants A and B:

d[A]
dt = d[B]

dt = k∞i [C] . (2.103)

In the low pressure limit the reaction requires an addition energy from a collision
partner, e.g.:

C + M → A + B + M (2.104)
and has also Arrhenius temperature dependence:

k0
i

[
m3

mol · s

]
= A0

iT
β0

i exp
(
− E

0
i

RT

)
, (2.105)

with the production rates:

d[A]
dt = d[B]

dt = k0
i [C] [M ] . (2.106)

The reaction rate for the pressure between the limits (fall-off region) is seen as
unimolecular (eq. (2.101)) and is approximated as a combination of both limits
[KCG03]:

kfi = k∞i

(
Pr

1 + Pr

)
F, (2.107)

with unimolecular production rate for reactant A and B:

d[A]
dt = d[B]

dt = kfi [C] . (2.108)

Here the reduced pressure Pr is defined as:

Pr = k0
i [M ]
k∞i

. (2.109)

The concentration of the mixture [M ] is enhanced, where appropriate, with collision
efficiencies.

The broading factor F has two different forms. In Lindemann approach it is unity
F = 1 and in Troe-Formalismus it is defined as [GLT83]:

lgF =
1 +

(
lgPr + c

n− d(lgPr + c)

)2
−1

lgFc, (2.110)

with constants defined as [GLT83]:

c = −0.4− 0.67 lgFc, (2.111)

n = 0.75− 1.27 lgFc, (2.112)



22 2.3. Chemical reactions

d = 0.14 (2.113)

and
Fc = (1− α) exp

(
− T

T ∗∗∗

)
+ α exp

(
− T

T ∗

)
+ exp

(
−T

∗∗

T

)
. (2.114)

The type of the model (Lindemann or Troe) and the constant parameters α, T ∗∗∗,
T ∗ and T ∗∗ must be provided for each reaction.

The same approach applies for reactions of recombination:

A + B (+ M)→ C (+ M), (2.115)

with production rate for reactant C:

d[C]
dt = kfi [A][B]. (2.116)

Compare eq. (2.101) and eq. (2.104). In this case the units of k∞ are m3/mol/s and
for k0 – m6/mol2/s. The reaction rate in the fall-off region is computed also with eq.
(2.107).

The computation requires a reaction mechanism, equipped with data for forward and
eventually for reverse reactions, which includes:

• Stoichiometric coefficients, νij;

• Arrhenius parameters Ai, βi, Ei, if no pressure dependency considered;

• Arrhenius parameters for low and high pressure limits A0
i , β0

i , E0
i and A∞i , β∞i ,

E∞i , if reaction is pressure dependent;

• Broading type and parameters, if pressure dependent: Lindemann-model – no
parameters, Troe-Formalismus – α, T ∗∗∗, T ∗ and T ∗∗;

• Enhanced collision efficiencies αij (optional);

• Each reaction must be marked, if the reverse reaction is computed from ther-
modynamical equilibrium.



3. Methodology

3.1. Motivation

Analytical solutions for thermo-chemical systems are known only for a few special
cases [Wil88, WMD06]. A more general application requires a numerical treatment.
However, a numerical approximation of the required governing equations (see §2.1)
is still a challenging task. The computation is complicated by [Wil88, OG07]:

• Large time and space scale differences of underlying processes (stiffness), varying
from Kolmogorov micrometers to integral scales of several meters;

• Strong dependency of results on system parameters, e.g. rate constants, diffu-
sion coefficients, heat conductivity, etc;

• Large number of state variables and of corresponding participating partial
differential equations (PDEs), coming from complex description of reacting
systems;

• Strong coupling of hydrodynamical and thermo-chemical processes, leading to a
large number of phenomena, e.g. tulip flame, turbulisation, flame instabilities,
flame quenching, flame acceleration, etc.

On one side, the stiffness of the problem dictates a large number of discretisation
parameters (points) to be used. On the other side, already a large number of state
variables, and the capacities of modern computers, enforce a strong limitation on the
discretisation [OG07]. Additionally, a complex description of thermo-chemical and
of transport processes, impedes the computation considerably. Moreover, very fine
spatial discretisation limits the time increment, which make implicit time integration
almost indispensable [QSS00]. This in turn leads to the solution of very large linear
systems within each time step, which is very time consuming, within standard
numerical schemes.

For these reasons, the prevailing number of works, rely on lower oder numerical
schemes like finite differences and finite volumes [KCG03, OB05, Maa88]. These
schemes results in very sparse linear systems, which can be solved efficiently with
modern linear algebra algorithms (see e.g. [QSS00]). They tend however, to introduce
a relatively high numerical viscosity in the solution, which could be slightly reduced
only by utilising extremely fine numerical grids. There are a number of efficient
grid adaptation algorithms, which increase grid density locally (see e.g. [OG07]).

23
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However, lower order schemes are still limited to linear growth of accuracy and the
numerical viscosity can be only slightly decreased.

The spectral methods provide an alternative numerical approach, based on the
ideas of Fourier and Galerkin (see e.g., [Boy89, YS07, LI14]). Here, solution of
the system of partial differential equations is represented as a series representation
using eigenfunctions in an appropriate functional space. The spectral methods are
well known to scientific community but their application is yet rather limited to
special problems. In [BM87] a global spectral method was applied to treat 1D
reaction-diffusion combustion system. The method rely on a global grid adaptation.
There are also reported applications to hydrogen combustion in micro-channel using
spectral element method [PFM+08, PFM+10]. Typically, the projection method is
used in order to treat the pressure in the momentum equation avoiding resolution
of sound/pressure waves. There is a significant progress made in application of
discontinuous Galerkin (DG) for gaseous detonations with the one-step kinetic and
Euler equations system [WZSN12]. In [LI14] a shock capturing DG scheme with
detailed mechanism of chemical kinetics was presented.

In contrast to the lower order counterparts, the spectral methods have a very low
numerical viscosity and require significantly less number of points for the same
accuracy [Boy89]. The accuracy of spectral methods grows faster than of any other
methods but they become increasingly unstable when under-resolved or used on
irregular meshes [MB97]. In order to overcome this difficulty, most schemes use
either spectral approximation and low order (e.g. finite differences) for stiff solution
behaviour [PCT95], or add a small amount of artificial viscosity to the solution, when
the system becomes stiff [YS07].

An alternative approach is to use an adaptive pseudo spectral method suggested
in [KYB+18, KBKS18]. The main idea of the proposed method is to apply pseudo-
spectral method within a particular computational cell with dynamically adaptive
mesh generation via a priori user specified error control and by employing matching
procedure [Boy89]. The computational domain is automatically split up into a number
of sub-domains, while matching the solution u and its first derivative, e.g. ∂(u)/∂x,
at the boundaries. For instance, if the order of polynomial approximation, within
each interval, is equal 3, then the method becomes similar to B-Spline collocation
method [Joh05].

Such an approach provides the accuracy of spectral methods, required for the study of
ignition. The variable polynomial order and adaptive grid of subdomain lead to a very
limited number of discretisation parameters even for large physical domains. Using
error estimations from the theory of orthogonal polynomial, makes the adaption
process generically applicable. A structured localised refinement of the functional
space allows not only efficient solution of the resulting linear system but allows also
local solution updates.

3.2. Spectral methods

The basic idea underlying spectral methods is that a function u(x) can be approx-
imated by a weighted, eventually infinite, sum of so-called basis functions ϕi(x)
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[Boy89]:

u(x) ≈ ũ(x) =
N∑
i=0

ûiϕi(x), (3.1)

where ũ is the function approximation and ûi are scalar weights. As N approaches
infinity the function approximation becomes the function itself:

u(x) = lim
N→∞

N∑
i=0

ûiϕi(x). (3.2)

When the expression (3.1) is introduced into equation:

Lu = f(x), (3.3)

where L is a differential or an integral operator, the purpose of the SM is to find such
weights ûi that the residual

R(x, û0, û1, ...) = Lũ− f(x), (3.4)

vanishes.

On one side, if the solution of the PDEs system is relatively smooth with finite
curvature, then global spectral methods show geometric convergence rate in solution
approximation. On the other side, an insufficient resolution causes aliasing and
spectral blocking.

If there are waves û with wave length λ twice of the interval spacing ∆x

λ ≤ 2∆x (3.5)

the solution can create aliasing instability (Nyquist–Shannon sampling theorem,
[Sha49]). The example of sampling is shown in fig. 3.1. In this case the original signal
(black line) with λ = 1

5 is sampled on ∆ξ = 1
3 (4 collocation points, shown in blue)

which leads to a completely wrong approximation (red line). Taking the sampling
period to ∆ξ = 1

5 (6 collocation points) would lead to even greater catastrophe, as
the signal at this points is zero. Only starting from 11 collocation points, an accurate
approximation of the signal can be insured.

If a solution encounters discontinuities, e.g. shock waves. The approximation of
discontinuity requires almost unlimited number of spectral coefficients. Consider for
example fig. 3.2 (left). The jump in the solution (black line, left) is approximated with
Chebyshev polynomials of order O(100) (red line, left). In this case even the 100th
frequency cannot be neglected, fig. 3.2(right). The shock creates waves distributed
over a large spectrum, with the smallest wave length smaller than the shock width.
According to Nyquist–Shannon theorem (3.5), even a finer grid is required, in order
to capture the smallest frequency created by the shock.

If there are dissipation processes in the system with wave length λdis, then all wave
lengths λi > λdis will be damped exponentially fast. If the truncated wave length
is greater than the dissipation wave length λN < λdis, then it will result in high
frequency noise accumulation and eventually to “blow-up” of the solution (spectral
blocking) [Boy89].

There are two general approaches in order to overcome aliasing and spectral blocking.
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ξ

Figure 3.1.: Aliasing effect. Black line - original signal, red line - bad sampled
signal on 4 collocation points.
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Figure 3.2.: Spectral approximation of discontinuity (left) and the corresponding
spectral coefficients (right)
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• Increase resolution, e.g. locally through grid adaptation;

• Frequencies damping, e.g. introduce filters to equation system.

The first approach assumes that a stiff solution becomes smooth, iff a sufficiently
small scale (zoom in) is chosen. In this case a fixed order polynomial (a priori fixed
number of basis functions) will be enough to describe the solution with prescribed
accuracy. Within such a scale, the series of spectral coefficients for the approximation
will rapidly vanish.

Some equations do not have intrinsic dissipation processes, e.g. Euler equation,
and in some cases the resolution of the lowest scales is not required, e.g. acoustic
waves during laminar flame propagation. In this case the second approach becomes
advantageous. However, a simple addition of artificial viscosity to conservation
equations leads to rapid accuracy reduction. A better strategy considers only high
frequency modes, which makes an underresolved system stable but keep the order of
the accuracy nonetheless high.

The time integration of homogeneous system provides a relatively simple illustration of
the suggested approach. The application to numerical solution of ordinary differential
equations (ODE) is covered by “incremental” method. The approach is then further
elaborated to the solution of parabolic partial differential equations (PDE), using
adaptive pseudo spectral method and quasi spectral method.

3.3. Incremental method for time integration

Spectral approximation of ODEs was, to author’s best knowledge, first introduced by
B. Hulme [Hul72]. M. Delfour [DHT81] developed an approach do reduce the error at
the discontinuity between polynomial spaces. A. Logg studied a multi-variate method
with different polynomial spaces for each variable [Log98, Log03, Log04a, Log04b],
which is also capable of solving stiff problems [EJL04].

In this work a study of the applicability of the spectral approximation for the solution
of stiff system of ODE is presented. The main component of the proposed approach
is the Galerking weighted residual method which is cover in variety of textbooks like
[Boy89]. Only the aspects that are important for the understanding of the suggested
approach are summarised. Starting point here is a system of ODEs with suitable
initial conditions u0: 

d
dtf (t, u) = q (t, u) , t ∈ [t0, T ]
u(0) = u0

, (3.6)

where f ,q : R× Rnv → Rnv are given vector functions and u ∈ Rnv is the solution
vector. The approximation of the solution ũ on an interval t ∈ [ta, tb] is being sought
as a weighted sum of N basis functions:

ũ(t) =
N∑
i

ûi ϕi(t) (3.7)

where ûi are weights of corresponding basis functions ϕi(t). It is also required that
u is Lipschitz continuous on the interval t ∈ [ta, tb]. It is also assumed that the
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approximation of functions f and q belong to the same functional space as the
solution u.

Both pseudo-spectral and Gauss-Galerkin methods rely on a set of predefined colloca-
tion points, which are theoretically determined (see §3.4.2), in this case the projection
of approximation in functional space Û to physical space on the collocation points Ũ
is defined as:

Ũ = Û Φ, (3.8)

where Φij = ϕi(tj).

Conducting a dot product with N test functions ψi(t) and applying integration by
parts, a weak form of the equation (3.6) is derived1:

tb∫
ta

ḟ ψi dt −
tb∫
ta

qψi dt = Ri , ∀ i = 1, . . . , N (3.9)

where ˙( ) = d( )/dt.

The main idea is to minimise the residual R → 0. There are two common spectral
approaches to solve the system eq. (3.9):

• Collocation method, i.e. test functions are chosen from the space of Dirac
functions ψi = δ(t− ti),

• Gauss-Galerkin method, i.e. test functions are chosen from the space of basis
functions ψi = ϕi. In some cases an appropriate weight function may also be
required.

Note, that by using other types of test and basis functions, finite volumes and finite
element methods can be also derived from the eq. (3.9).

In both cases it leads to the following semi-linear system on control points:

F (U) B−Q (U) A = R (3.10)

where F =
(
f(t1, ũ1), f(t2, ũ2), ..., f(tN , ũN )

)
, Q =

(
q(t1, ũ1),q(t2, ũ2), ...,q(tN , ũN )

)
and U = (ũ1, ũ2, ..., ũN).

The structure of projection matrices A and B depend on the method. For collocation
method A = I, where I is identity matrix N ×N ; B = Φ−1 Φ̇. Here Φij = ϕi(tj).

1 In case of Galerkin method, eq. (3.9) can be also modified by using integration by parts:

tb∫
ta

f ψ̇i dt − [f ψi]tb

ta
+

tb∫
ta

qψi dt = Ri , ∀ i = 1, . . . , N

or use a weight function w, such that:

tb∫
ta

ḟ ψi wdt −
tb∫

ta

qψi wdt = Ri , ∀ i = 1, . . . , N
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The projection matrices for Galerkin method, using Gauss quadrature, are A = Φ−1 A∗

and B = Φ−1 B∗. Where A∗ij =
tb∫
ta

ϕiϕjdt and B∗ij =
tb∫
ta

ϕ̇iϕjdt

Basis functions are normally defined on a finite interval, e.g. [−1, 1] for Chebyshev
polynomials, for this reason a coordinate transformation must be taken into account
by the computation of matrices A and B (see Appendix B for more details).

The notion of incremental method is to split the main interval in nt subintervals,
such that:

t0 < . . . < tk < . . . < T, k = 1, 2, . . . , (nt − 1) (3.11)

Then the solution is being sought one interval after the other: the initial condition
ũ(tk) on the interval t ∈ [tk, tk+1] is provided from the solution of the previous interval
t ∈ [tk−1, tk]:

ũk(tk) =
{

ũk−1(tk), k > 0,
u0, k = 0. (3.12)

The algorithm of the incremental method for time integration is illustrated in fig. 3.3.

The resulted approach belongs to implicit Runge-Kutta methods [Hul72] However,
the corresponding Butchers tableau depends on functional approximation (Power
Series, Chebyshev, Legendre, etc) and whether collocation or Gauss-Galerkin method
is used. The accuracy for Gauss-Galerkin approach is of order O

(
(∆t)N+1

)
and the

accuracy of collocation method is of order O
(
(∆t)N−1

)
. Although Chebyshev and

Legendre polynomials tend to provide faster convergency of Newton iterations (see
below) compared to power series, the optimal choice of basis functions depend on
the studied problem.

3.3.1. Modified Newton Method

In order to find a solution approximation ũ on each time step, the residual for
semi-linear approximation of differential equation is minimised

R (ũ) ≈ 0. (3.13)

The starting point is linearisation around current solution approximation ũ0:

R0 + J∆ũ = 0, (3.14)

where R0 = R (ũ0) and J = ∂R/∂u. Then the increment in solution approximation
is computed with:

∆ũ = −J−1 R0 (3.15)

and the improved approximation is

ũ1 = ũ0 + a∆ũ, (3.16)

where 0 < a ≤ 1 is a damping factor. The classical Newton method correspond to
a = 1 (see e.g. [QSS00]), which is increasingly unstable for stiff non-linear systems.
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start

Initial param-
eters: ATOL,

RTOL, t0, h0, tend

t = t0, h = h0

Predict solution ũ0
on t ∈ [t, t + h]

Solve ODE for ũ0 → ũ
on t ∈ [t, t + h]

Esitmate Error
on the interval

E (ATOL,RTOL, ũ) →
E

E ∈ [1− ε, 1 + ε]

t+ h ≥ tend

end

Adjust step h

Reinterpolate ũ → ũ0

Next Step: t = t+ h
h = 1

ns−1h

Extrapolate ũ → ũ0
+

+

-

-

Figure 3.3.: Algorithm of incremental method
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start

Initial parameters:
ũ0, t0, h, J0

np

Calculate residual
R (ũ0)

Jacobian at the last
point Jnp (ũ0) → Jnp

‖Jnp−J0
np
‖

‖J0
np
‖ ≤ ε

Solution increment
∆ũ = −J−1R

Damping factor
a = k1/

(
1 + k2

‖∆ũ‖
‖ũ0‖

)

Corrected Solution
ũ = ũ0 + a∆ũ

‖∆ũ‖
‖ũ0‖

≤ ε

end

Calculate Jacobian
J(ũ)→ J

Jnp → J0
np

Next step
ũ0 = ũ

+

+

-

-

Figure 3.4.: Algorith of modified Newton method
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The common approach for finding of damping factor is to perform a line search such
that [DM77, Sha70]:

|R (ũ0 + a∆ũ)− (R0 − aJ ∆ũ)| < ε (3.17)

However, this approach is connected with extra calculation overheads for residual
evaluation. The proposed algorithm is constructed in such a way that for each time
step, a good approximation is already available, either from the last step or from the
step size adaptation (see fig. 3.3). Then the increment a∆ũ should be small relative
to ũ. Thus, an empirical formula is introduced:

a = k1

1 + k2
‖∆ũ‖
‖ũ‖

, (3.18)

where k1 ≤ 1 and k2 ≥ 1 are the empirical factors. With a sufficiently good initial
approximation the factors k1 = 1 and k2 = 2 the iterative showed a stable convergency,
with less than 10 iterations, for studied problems.

The resulted modified Newton algorithm is illustrated in fig. 3.4.

The biggest disadvantage of this method comes from its implicit nature: for each
iteration a Jacobian is required, which can be computationally expensive. However, it
appears that the knowledge of the exact Jacobian is not required [QSS00]. Common
methods are to use either inexact form of the Jacobian [Bro67, DES82] or to compute
the Jacobian sporadic [Bro67, BBH89, RH93]. In fact, the last method comes
from the observation that Jacobian near the exact solution changes only a little.
Considering that for each step a good initial solution is provided (see §3.3.3), the
sporadic Jacobian updates are chosen.

A simple strategy to check the update necessity is applied here. The Jacobian J
of the residual R is constructed from Jacobians Jk at Np collocation points. The
Jacobian J is checked only at one (the last) time point within time segment and if it
has changed more than a specified value:

‖JNp − J0
Np
‖

‖J0
Np
‖

> εJ (3.19)

a full Jacobian update is performed. Here JNp is the current value of the Jacobian at
the collocation point Np and J0

Np
is previous value of the Jacobian at the same point.

3.3.2. Error estimation

As showed by B. Hulme the method is equivalent to implicit Runge-Kutta method
which is A-Stable [Hul72]. It can be also shown that maximal error is bounded
[Hul72, DHT81]:

max
t0≤t≤T

|u(t)− ũ(t)| ≤ C hN+1, (3.20)

where u is the exact solution, x - solution approximation, h - time step size and N -
number of basis functions in the polynomial expansion. However, the constant C
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can be arbitrary large. For this reason after the modified Newton iterations found
a solution approximation on an interval hk, the actual error is estimated for each
equation using L1 metric:

eik =

tk+1∫
tk

∣∣∣ḟi(t, ũ)− qi(t, ũ)
∣∣∣ dt

ATOLi + fi(t0, ũ) , ∀ i = 1, 2, . . . , nv, (3.21)

where eik is a relative error of the equation i on the interval (element) k and nv -
number of equations in the linear system (3.6). The equation (3.21)) is calculated
using numerical integration.

The formula eq. (3.21) gives an error approximation of one (conservation) equation.
There are 2 common approaches to derive a single error representation needed for
interval adaptation (§3.3.3) [BBH89, RH93, Log04a]:

Ek = max
i=1,...,nv

(
eik

RTOLi

)
, (3.22)

or

Ek = 1
√
nv

√√√√ nv∑
i=1

(
eik

RTOLi

)2

, (3.23)

where ATOLi is the absolute tolerance andRTOLi is the relative error of the equation
i in the system of ODEs eq. (3.6). On one side, the tests showed that both formulae
provide equivalent component error and the number of time segments. On the other
side, the interval adaptation works more efficient with the second formula due to its
smooth character.

Here it is important to note that the tolerances required by the algorithm are provided
per equation basis and, in general case, do not direct represent the tolerances of
variables. Iff the mass matrix is equal to identity matrix M ≡ I, then the error
estimate corresponds to the error of state variables.

The error estimation is presented for general functional basis. If an orthogonal
polynomial basis within a Banach space is used, the error can be more efficiently
approximated using the approach described in §3.4.2.

3.3.3. Interval adaptation

The main idea is to find such intervals t ∈ [tk, tk+1], that the relative error estimation
lays within given limits Ek ∈ [1 − ε, 1 + ε]. The classical approach to determine
the step size hk = tk+1 − tk based on the correction from the previous step (see e.g.
[Gri10]):

hk+1 = hk

( 1
Ek

) 1
p

, (3.24)

where p = N − 1 is the method order.

An alternative approach comes from the control theory, using a PID2 controller,
2proportional-integral-derivative controller
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where the next step size is estimated from 2 or 3 previous steps [Gus88, BHB04]:

hk+1 = hk

( 1
Ek

)kI
(
Ek−1

Ek

)kP
(

E2
k−1

Ek Ek−2

)kD

, (3.25)

here kP , kI and kD are the proportional, integration and derivative gains respectively,
which are determined experimentally.

If the solution on the predicted interval hk+1 is not satisfy the error criteria (i.e.
Ek+1 > 1), then the standard procedure is to reduce the interval. However, the
strategy is to find an interval with an estimated error close to the desired tolerance,
thus intervals, which have to small an error, are also rejected. This is particularly
challenging to find an appropriate first step size, because no previous information is
available. In order to find an optimal step size hk, one could solve a minimisation
problem:

|Ek (hk)− 1|2 < ε. (3.26)
However, the explicit dependency of error Ek from the step size hk is not known.
Thus, different geometric approaches for root finding [QSS00] were evaluated. The
secant method (i.e. Regula Falsi) worked fine for smooth functions, allowing to find
an optimal hk within a few iterations. However, in the case of stiff problems this
method fails because the function Ek(hk) is not strictly continuous: small increment
in hk (around minimal numeric meaningful number) may result in a very large jump
of the error.

An additional problem arises from the method himself. If a solution is being sought
with polynomials of the higher order (e.g. p > 6), the time segments (elements)
hk are getting very large and their size can be hardly determined from the size of
the previous segments. Additionally, the super-convergency of the Newton method
can be guaranteed only in the vicinity of the solution. However, to author’s best
knowledge, there exists no method to predict a solution for a large interval. Even if
the size of the interval is predicted correctly, a sufficiently good initial approximation,
which insures fast convergency of the polynomial fitting on the interval, cannot be
accurately extrapolated from the previous step.

In order to overcome the above outlined problems, small sub-steps (segments) h∗k < hk
are generated. The segment hk grows with h∗k till the error criteria are satisfied. The
semi-empirical method works then as follows (see fig. 3.3):

New interval hk

1. Set hk = hk−1/p

2. Make prediction ũ0
k through extrapolation from the previous interval ũk−1.

3. Do modified Newton iterations to find ũ1
k

Growing interval hk

1. Increase hk with PID controller (3.24).

2. Extrapolate solution ũik to the new increased interval.
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3. Do modified Newton iterations to find ũi+1
k

This procedure is repeated till Ek > 1 and then start a new interval. Using a
cautious PID controller, which grows interval hk gradually, the convergency of the
Newton method is significantly speed up, and at the same time the desired interval
size is found. The repeating experiments allowed to specify the following controller
parameters:

kI = −0.03 p, kP = −0.002 p, kD = 0, (3.27)
where p = (N − 1) is the polynomial order.

3.4. Adaptive pseudo spectral method

Detailed description of adaptive pseudo spectral method (APSM) for solution of
partial differential equations is presented in Appendix D. Here are only the main
aspects outlined. The method is presented for brevity in 1D but it is generally
applicable.

Assuming symmetry along y and z, the equation (2.2) is reduced to:

∂

∂t
ft + ∂

∂x
fx = q, (3.28)

e.g. the conservation equations in cartesian space, t = τ and x = ξ (see eq. (2.5),
(2.6), (2.26)):

∂

∂t

 ρ
ρv
ρe

+ ∂

∂x

 vρ
ρv2 + σ + τxx

v (ρe+ σ + τxx) + qx

 =

0
0
0

 . (3.29)

Please note that the cartesian representation of conservation equations is given here
for illustration purposes only. Conservation equation in other coordinate systems can
be packed in the same form (see Appendix A), e.g. in spherical coordinates, x→ r.
The first order tensors ft, fx and q in general coordinates are functions of time t,
space x, state variables u and of space derivative of state variables ∂u/∂x:

fτ = fτ
(
τ, ξ,u, ∂u

∂ξ

)
,

fξ = fξ
(
τ, ξ,u, ∂u

∂ξ

)
,

q = q
(
τ, ξ,u, ∂u

∂ξ

)
.

(3.30)

The solution u must be Lipschitz continuous on the interval t ∈ [ta, tb] and x ∈ [xa, xb]
and that on this interval it can be expanded into series without an error. Then, the
solution is approximated as a weighted sum of basis functions:

ũ(t, x) =
N∑
i

ûi ϕi(t, x), (3.31)

where ûi are weights of corresponding basis functions ϕi(t, x). Please note that
the number of basis functions N can be arbitrary large and in this case ũ → u.
Additionally, it is required that functions ft, fx, q̇ are also expanded into series with
the same set of basis functions.
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The projection of approximation in functional space Û to physical space on the
predefined collocation points Ũ is given as:

Ũ = Û Φ, (3.32)

where Φij = ϕi(tj, xj), Ũ = (ũ1, ũ2, ..., ũN), Û = (û1, û2, ..., ûN).

Using approach presented in §3.3 on the basis of functional approximation eq. (3.31),
the following semi-linear system can be derived:

Ft B + Fx C−Q A = R, (3.33)

where 
Ft =

(
ft (t1, x1, ũ1) , ft (t2, x2, ũ2) , ..., ft (tN , xN , ũN)

)
,

Fx =
(
fx (t1, x1, ũ1) , fx (t2, x2, ũ2) , ..., fx (tN , xN , ũN)

)
,

Q =
(
q (t1, x1, ũ1) ,q (t2, x2, ũ2) , ...,q (tN , xN , ũN)

)
.

(3.34)

Projection matrices A, B and C depend on the applied method (collocation or
Gauss-Galerkin) and on type of functional approximation (power series, Chebyshev
polynomials, etc).

For pseudo-spectral method: A = I, B = Φ−1 B∗, C = Φ−1 C∗, where Iij = δij,
B∗ij = ∂

∂t
ϕi(tj, xj), C∗ij = ∂

∂x
ϕi(tj, xj).

For Gauss-Galerkin method: A = Φ−1 A∗, B = Φ−1 B∗, C = Φ−1 C∗, where A∗ij =∫ ∫
ϕiϕjdx dt, B∗ij =

∫ ∫ ∂
∂t
ϕiϕjdx dt, C∗ij =

∫ ∫ ∂
∂x
ϕiϕjdx dt.

As the functional space is defined on a specific interval, e.g. Chebyshev ξ ∈ [−1, 1],
and the physical domain can be of a complex shape (not necessary rectangular),
coordinate transformation must be also taken into account (see Appendix B). The
detailed derivation of projection matrices for pseudo-spectral method is shown in
Appendix D.

The solution approximation within the domain U is then sought by minimisation of
the residual R(U)→ 0, using modified Newton iterations (see §3.3.1).

As the global spectral approximation of stiff system tend to be unstable, it is better
to split the time-space domain into a number of subdomains:

t0 < . . . < tk < . . . < T, k = 1, 2, .. , (Nt − 1), (3.35)

x0 < . . . < xl < . . . < x∞, l = 1, 2, .. , (Nx − 1). (3.36)

Then the solution in time is being sought one time-interval after the other: the initial
condition u(tk) on the interval t ∈ [tk, tk+1] is provided from the solution of the
previous interval t ∈ [tk−1, tk]. This corresponds to an implicit Runge-Kutta method
(see §3.3). It is important to note here, that space and time order, as well as the
space width of each subdomain, can be different.
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The subdomains in space are matched with the following boundary conditions:
ul(t, xl−1) = ul−1(t, xl−1)
ul(t, xl) = ul+1(t, xl)
∂
∂x

ul(t, xl−1) = ∂
∂x

ul−1(t, xl−1)
∂
∂x

ul(t, xl) = ∂
∂x

ul+1(t, xl),

(3.37)

where ul is solution within domain l.

3.4.1. Solution of linear system in binary tree

Due to the stiffness of the combustion systems, the system of equations (3.33),
equipped the corresponding global boundary conditions, is solved for each time step
with modified Newtonian iterations (see §3.3.1). The structure of the required global
Jacobian has a block form, i.e. in 1D has a block diagonal form (see fig. 3.6(step 1)).
However, the global storage is not required. Computational cells are split/united as
required. After that a natural binary tree is created (see fig. 3.5).

u0 u2 u4 u6u1 u3 u5

R

fac
tor

isa
tio
n

so
lut

ion

Figure 3.5.: Information flow in binary tree for APSM.

In this tree, boundary points are stored in knots (u0, u2, u4, u6), where each split of
a computational cell creates a new artificial boundary (knot). Other discretisation
points are stored in cells (u1, u3, and so on). The solution of the resulted linear
system can be found with quasi-gaussian elimination, following to:

1. Elimination of inner cell points. The Jacobian system is constructed as shown
in fig. 3.6 (Step 1). Inner points corresponding to the lower level of the tree
are eliminated, e.g cells u3 and u5. Here, we eliminate red blocks and submit
information about blue blocks to the parent knot u4. The green blocks are
used to reconstruct the solution from known boundary points. The resulting
reduced system is shown in fig. 3.6 (Step 2). The procedure is repeated until
only global boundary points remain, fig. 3.6 (Step 4).

2. Find solution update of Newtonian iterations at the global boundaries ∆u0
and u10.

3. Propagate the solution update to the inner boundaries (knots) and finally to
cells by solving local linear systems shown in green on fig. 3.6.
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This process is repeated till the relative increment of Newtonian iteration for current
time step is small: ∣∣∣∣∣∣∆ul

∣∣∣∣∣∣
2

||ul||2
≤ ε, ∀ l = 0, 1, ..., 2Nxx. (3.38)

It is worth to mention that the iterations can be stopped in one part of the system
earlier as in the other, as soon as the criteria eq. (3.38) is reached locally. The value
ε = 10−9 was used in computations.

R0

R1

R2

R3

R4

R5

R6

R6

R4

R2

R1

R0

R6

R0

∆u0 ∆u1 ∆u2 ∆u3 ∆u4 ∆u5 ∆u6∆u0 ∆u1 ∆u2∆u4∆u6∆u0

∆u6∆u0

Step 1 Step 2

Step 4

Figure 3.6.: Structure of the global Jacobian for APSM and its factorisation.
Blocks shown in grey remains unchanged, red blocks are eliminated, modified
blue blocks are propagated to the upper level, modified green blocks are used to
reconstruct the solution from local boundary values.

The advantages of implemented quasi-gaussian iterations are:

• Localised Jacobian updates. Changes in the structure of the binary tree
(polynomial order, number of computational cells) lead to only local update of
the matrix factorisation, e.g. the update of Jacobian corresponding cell u1 leads
to an update of points u0, u2 and u6 only, leaving u3, u4 and u5 unchanged.

• Distributed storage. As the factorisation information is stored nodes and cells,
no global storage is required. This allows local modification of the systems, i.e.
polynomial order and number of cells.

• Efficient parallelisation. All cells and almost all tree knots can be processed
independently with very limited communication between threads (see fig. 3.5).

3.4.2. Error estimation and optimal collocation points

The definition of errors is firstly introduced:
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The truncation error ET (N) is defined to be the error made by neglecting all
spectral coefficients ai with i > N [Boy89]. It is generally assumed that truncation
error is equal to discretisation error.

The interpolation error EI(N) is the error made by approximating a function by
an (N + 1)-term series whose coefficients are chosen to make the approximation agree
with the target function exactly at each of N + 1 “interpolation” (“collocation”)
points [Boy89]. If the function expansion (infinite) is known:

f(x) =
∞∑
i

a0Ti(x) (3.39)

then the truncation error is bounded by the sum of the absolute values of all the
neglected coefficients [Boy89]:

ET (N) ≤
∞∑

i=N+1
|ai| . (3.40)

Let f(x) to be a function, which is interpolated by a Chebyshev polynomial SN(x)
of order N on the interval x ∈ [−1, 1]

SN(x) =
N∑
i

a0Ti(x) (3.41)

then the interpolation error is bounded to twice the sum of the absolute values of all
the neglected coefficients [Boy89]:

EI(N) = |f(x)− SN(x)| ≤ 2
∞∑

i=N+1
|ai| . (3.42)

This means that interpolation error is in worse case of factor 2 greater than the
truncation error.

In order to minimise the reminder error the optimal interpolation points correspond
to roots of the Chebyshev polynomial of degree (N + 1). This leads to the Gauss-
Chebyshev expression for collocation points [Boy89]:

xi = cos
(

(2i+ 1)π
2N

)
, ∀ i = 0, 1, ..., N − 1, (3.43)

which is illustrated in fig. 3.7. Points are actually destributed equidistantly along
the perimeter of unit circle. The eq. (3.43). In order to include boundary points a
similar expression Gauss-Lobatto can be used:

xi = cos
(

iπ

N − 1

)
, ∀ i = 0, 1, ..., N − 1. (3.44)

Unfortunately the truncated coefficients are not known during the integration. The
ultimate test of a numerical solution is to repeat the calculation with different N and
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+1−1 0

Figure 3.7.: Gauss-Lobatto collocation points

compare results. However, the amplitude of the last coefficient |aN | can provides a
reasonable error estimate (within order of magnitude) [Boy89]:

ET (N) ∼ O (|aN |) , (3.45)

iff lower coefficients decrease smoothly towards aN .

The last coefficient of the approximation can be used as the error measure but
precautions must be taken:

• All coefficients must decrease smoothly. Otherwise the approximation might
be far off the correct solution;

• Depending on the form of approximated function f(x) some coefficients may
be naturally zero.

Figure 3.8 shows a well converging series, were only odd coefficients are non-zero.
However, it is not straightforward to detect that it is converging smoothly and
obviously the last coefficient a8 = 0 but the next coefficient a9 would be most likely
non-zero.

The following estimate for the interpolation error is used:

EI(N) ≈
√
a2
N + a2

N−1. (3.46)

This formula avoids the parity of the solution but might overestimate the error.

3.4.3. Grid adaptation

The proposed adaptive pseudo spectral method (APSM) allows two types of adapta-
tion:

• p-Refinement: Increase order of polynomial within one or several elements,

• r-Refinement: Increase number of elements by splitting and thus increasing the
depth of the binary tree.
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N0 1 2 3 4 5 6 7 8

a

Figure 3.8.: Converging series with zero even coefficients.

The first method is advantageous, as it is associated with a faster accuracy increase
(exponential) and requires less regridding overheads, e.g. memory allocation. The
change of order is a linear operation such that:

Ũl
M = Ũl

N PN,M , (3.47)

where Ũl
N is a solution approximation on corresponding collocation points for N

basis functions, PN,M is a projection matrix, which transforms the solution with
N basis function on corresponding collocation points to the solution with M basis
functions on the corresponding points. The order increase corresponds to padding
zeros the solution approximation in functional space:

Ûl
M+1 = (û0, û1, ..., ûM ,0) . (3.48)

The procedure of order increase does not produce additional errors to the solution as
shown in fig. 3.9.

The order decrease through a truncation of series coefficients, introduces an error
which is proportional to the doubled amplitude of the truncated coefficients. In
this case the derivatives at the boundaries are particularly affected (see blue line in
fig. 3.10), which creates solution inconsistency at the boundaries. Recapitulate, that
sub-domains are matched by the equality of gradients at boundaries. Thus additional
criteria, preserving boundary gradients were introduced, which leads However, to
additional loss of 2 orders, i.e. by a desired reduction of order by one N − 1 leads
to loss of accuracy of N − 3. This is illustrated in fig. 3.10. The latter is However,
preferable, if the additional accuracy loss is taken into account. The eq. (3.47) is
valid for both order reduction approaches but with different coefficients.

As discussed in the previous section, the error of the order increase is limited to
interpolation error:

EI(N) ≈ ûlN . (3.49)

The error of order reduction (by one) is then:

ET (N) ≈ ûlN−3. (3.50)
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Figure 3.9.: Solution approximation after order increase. Red line shows the
initial approximation O(5) with red points showing the collocation points, blue
dotted line shows the increased order O(6) with a6 = 0.

Figure 3.10.: Solution approximation after order decrease through interpolation
with fixed gradients. Red line shows the initial approximation O(5) with red
points showing the collocation points, blue line shows the decreased order through
truncation O(4) and green line - reinterpolation with fixed boundary gradients.
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The procedure of order increase/decrease is in itself efficient (matrix-vector multipli-
cation) and provide little disturbance to the solution, if the trailing coefficient is small.
However, the solution of discretised PDE with high orders requires more CPU power
because an LU-Decomposition of dense matrix of size [Nv (M − 1)×Nv (M − 1)] is
required for each element. This procedure is of computational order O

(
(Nv(M−1))3

)
[QSS00]. Thus infinite increase of polynomial order is not practical, within the pro-
posed scheme. Distributed data storage (within nodes and elements) and processing in
binary tree permits a structured straightforward unification and splitting of elements
without any distortions in the rest of the domain.

As next, imagine a splitting of an element l, which produces 2 children l − 1 and
l + 1. The numeration {l − 1, l, l + 1} is in the new resulted system after splitting,
where the parent element becomes the node l (consider e.g. node “RO01” in fig. D.9).
Each element is split up exactly in the middle, by keeping the order for all 3 elements
O(M): 

xl−1
0 = xl0,
xl−1
M = xl+1

0 = 1
2(xl0 + xlM),

xl+1
M = xlM .

(3.51)

This is described by a familiar linear operation:{
Ũl−1
N = Ũl

N S−1
N ,

Ũl+1
N = Ũl

N S+1
N ,

(3.52)

where S−1
N and S+1

N are projection matrices from solution approximation in domain
l on x ∈ [xl0, xlN ] to subdomains l − 1 on x ∈

[
xl0,

1
2(xl0 + xlM)

]
and l + 1 on x ∈[

1
2(xl0 + xlM), xlN

]
.

If the approximation order is preserved, then the splitting doesn’t distort the solution.
See e.g. fig. 3.11. It can be seen that the approximation on sub-intervals (dotted blue
and green) overlap identically with the initial approximation (solid red). It comes
from the fact that scaling and shifting of the coordinate system does not change the
polynomial order.

Surely a split with an unequal width of child elements can be advantageous but it
requires a further investigation. Additionally, unequal split results in variable trans-
formation matrices which cannot be precomputed and thus providing an additional
overhead.

Similar to the element order reduction, the union of elements leads to an information
loss, which is particularly pronounced near the boundaries. Consider fig. 3.12, two
elements “green” and “blue” are united. With simple reinterpolation (red dotted
line), a relatively good fit is acquired, but as in the case of the order reduction,
the gradients at boundaries deviate strongly. With fixed gradients (smooth) at the
boundaries, a worse approximation within the volume is achieved, because 2 orders
are lost for gradients.

Here again the projection of solution approximation on subdomains l − 1 and l + 1
to domain l is described with the following linear operation:

Ũl = Ũl−1 Qa
M,K + Ũl+1 Qb

N,K , (3.53)
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ξ0

ξ−1 -1 1-0.5 0.50
ξ+1-1 1-0.5 0.50

Figure 3.11.: Solution approximation before and after element split with O(5).
Red line shows the initial approximation, blue dotted line shows left child element
with and green dotted line – right child. Circles show collocation points.

ξ0

ξ−1 -1 1-0.5 0.50
ξ+1-1 1-0.5 0.50

Figure 3.12.: Solution approximation before and after element union with O(5).
Red line shows the approximation after union with, blue dotted line shows initial
data of the left child element and green dotted line – initial right child. Circles
show collocation points.
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where Qa
M,K and Qb

N,K are matrices projecting approximation of order M from the
left subdomain l − 1 and approximation of order N from the right subdomain l + 1
to solution on corresponding points of the united domain l with order K.

Obviously order increase/reduction and element split/union are two competitive
strategies, which alone can adjust the collocation grid to the required accuracy. For
an effective combined strategy, additional factors need to be considered:

• Polynomial order increase has exponential accuracy growth

• Infinite order increase leads to the inversion of large dense matrices,

• Second order is the lowest possible order. Firstly, differential equations of
second order impose minimal second order polynomials. Secondly, two degrees
of freedom are governed by boundary conditions and at least one degree of
freedom must be assigned to PDE. Practically third order (splines) is the
minimal order.

• Element split provides a linear accuracy growth.

• Element split/union require expensive memory allocation (reallocation) for
elements.

• Element split produces almost twice as much collocation points, compared to
only one of order increase.

In order to introduce the grid adaptation strategy, the error control strategy is
presented firstly (see §3.4.2). The absolute error of the state variable ui for order k
is approximated by:

eabs
i (k) =

√
û2
i,k + û2

i,k−1, ∀ i = 1, 2, ..., Nv, (3.54)

where ûi,k is the amplitude of the k-th coefficient, computed from the solution
approximation with (see also eq. (D.9)):

ûi = ũliΦ−1
N,N . (3.55)

The normalised relative error of order k is more practical, as scales of state variables
may change dramatically during the computation, and the scales of variables may be
different:

Ei(k) = eabs
i (k)

RTOLi
(
ATOLi + |ûi,0|

) . (3.56)

Then the measure of error of order k for all state variables is the maximum:

E(k) = max
i=1,...,Nv

Ei(k). (3.57)

The normalised error is E(k) = 1, if the desired level of accuracy is reached. If
E(k) > 1 – the accuracy is insufficient and if E(k) < 1 – the accuracy is superfluous.

Based on this criterion, a heuristic grid adaptation strategy can be defined, which
is summarised in the algorithm, fig. 3.13. The limit of orders within one element
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N ∈ [3, 15] provides a good trade-off between the number of total grid points and
the computational time. If element order is greater than O(3) and less than O(15),
the order increase/decrease is used. If the amplitude of the last coefficient E(N) > 1
is too large, the element order is increased by one. If the accuracy is too high
E(N) < E(N − 1) < E(N − 2) < 0.1, then the element order is reduced by one.
It is important to consider the amplitudes up to the third coefficient from the end,
because after the reduction of the polynomial order by 1, the order of accuracy is
reduced by 3.

The splitting/unification is a structured process. If the order is O(15) and the
accuracy is still not sufficient E(15) > 1 the element is split up into two smaller
elements with O(15), which creates a new node in the tree with two sub-elements.
If for a node its children have order O(3) and both have a small error E(N) <
E(N − 1) < E(N − 2) < 0.1, the elements are united. The elements belonging to
different nodes cannot be united.

3.4.4. Antialiasing and Filter

If underresolved, the spectral methods are becoming increasingly unstable and may
lead to unexpected results, (see §3.2). A possible way to overcome these difficulties
was introduced in §3.4.3, where spectral elements are split up till all required waves
are resolved. However, the resolution of smallest scales is not always needed, e.g.
acoustic waves in laminar regimes. Thus an antialiasing strategy is required.

The simplest antialiasing is accomplished with an artificial diffusion (blurring). See
e.g. [Har87]. Consider general conservation equation (see §2.1):

∂ft
∂t

+ ∂fx
∂x

= q. (3.58)

where an artificial diffusion of the conservation quantity ft is introduced:

∂ft
∂t

+ ∂fx
∂x
− α∂

2ft
∂x2 = q, (3.59)

here α→ 0 is coefficient of artificial viscosity. The diffusion term forces that series
coefficients for ft decay exponentially [Tad90]:

f̂t(t) ∼ e−i
2αt. (3.60)

High coefficients decay even faster, proportionally to the squared coefficient index.
Unfortunately, if α is proportional to interval spacing ∆x, the solution remains by
the first order approximation O(1). Some schemes [Har87] use:

α ∼ (∆x)N , (3.61)

in order to keep the influence of artificial viscosity term of order O(N).

Alternatively, one can introduce a low-pass filter, which removes the upper (1/3)
of frequencies either of state variable u or of fluxes fx [Boy89]. However, numerical
experiments have shown that this may still lead to blow-up of the solution, as the
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“solution” strategy still does not provide a dissipation mechanism for high frequency
disturbances.

Spectral viscosity method (SVM), which can be seen as combination of both previous
approaches, was introduced by E. Tadmor [Tad90]. The method works as a diffusion
operator but damping only the upper frequencies:

∂ft
∂t

+ ∂fx
∂x
− αQ ∗ ∂

2ft
∂x2 = q, (3.62)

here Q is viscosity kernel which is activated only on high frequencies i ≥ m, wherem is
the critical frequency. The meaning ofQ is best explained with Fourier transformation,
i.e.

Q(x) =
∑

m≤|i|≤N
Q̂ie

√
−1 ix. (3.63)

Then the diffusion operator is

αQ ∗ ∂
2ft
∂x2 = −α

∑
m≤|i|≤N

i2Q̂if̂tie
√
−1 ix. (3.64)

with theoretically defined optimal activation frequency:

m = 2
√
N, (3.65)

where N is the order of polynomial approximation (number of highest frequency
resolved). According to the author [Tad90] the error introduced by the SVM is less
than the general error of Fourier approximation of eq. (3.58).

The viscosity kernel is usually defined as a step function in spectral space:

Q̂i =
{

0, ∀ i < m,
1, ∀ i ≥ m,

(3.66)

The spectral filter WN of order N according to SVM is defined as:

WN = Φ−1
N,N diag

(
Q̂
)( ∂2

∂x2 ΦN,N

)
(3.67)

The modified quasi-linear approximation of PDE with spectral filter takes the following
form (compare with eq. (3.33)):

Ft
(
B− αW

)
+ Fx C−Q A = R, (3.68)

In order to keep the accuracy of the approximation to O(m), the coefficient of artificial
viscosity should be

α ≤ ∆x. (3.69)

Interesting to note, that for power series this filter is exactly null for all m 6= 2. If
m = 2 it corresponds to the common diffusion.



4. Computation of reaction rates
for isomerisation and
decomposition reactions

The solution of partial differential equation with proposed algorithm “Phlogia”,
requires to write the conservation equation in form space time divergence

∇ · F = q. (4.1)

A large number of engineering tasks can be covered by this formulation, e.g. Burnett
equation1, heat transfer, elastic stress analysis. The methodology of spectral methods
(SM) is however not limited to this mathematical formulation. As long as an
appropriate functional basis can be found, the SM can be applied to other types
of problems. For instance, the canonical transition-state theory (see e.g. [Gla41,
TGK96]) can be used to describe unimolecular, recombination, and complex-forming
bimolecular reactions. This usually requires the setup and solution of a so-called
master equation (ME), see e.g. [GS90, HPR96, For03, Olz13], which is a stiff integro-
differential equation.

The problem of reaction rates for bimolecular reactions or unimolecular reactions
is very acute for the accurate description of ignition processes. Indeed, a study
of chemical mechanisms for hydrocarbons revealed that up to 2/3 of elementary
reaction contain unimolecular, recombination and chemical activation reactions
[GLT83]. Apart from common temperature dependency these reaction are also
strongly influenced by pressure variations. Experimental results are usually limited
to a relative small range of temperatures and pressures. Moreover, the uncertainties
of experimental results are very high.

Additional problems arrise, by constructing of ME and by converting its results
to the canonical Arrhenius form. In many cases a reactant can undergo several
interconnected isomerisation and decomposition processes, which are covered by a
system of MEs. When a solution available, it becomes a challenging task to provide
a single rate constant for each reaction. The steady state assumption alone (see
discussion below) can lead to errors in rate constants, e.g. when the quasi steady
state is reached, there might be just few molecules left in the system to continue the
process.

1High order extension of Navier-Stockes, derived from Chapman–Enskog theory [HCB54]

49
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An analytical solution of ME is possible for a few very specific cases only (see e.g.
[GS90]). Realistic applications require a numerical treatment, which requires a large
number of discretisation parameters for the resolution of complex distribution of
reactant over energy levels. Using a conventional discretisation strategy, see e.g.
[GS90, HPR96, For03, Olz13], about 5000 discretisation parameters is required for
one ME. This significantly limits the application for realistic multi-well MEs.

The application of SM with Gaussian radial basis functions (GRBFs), suggested in
[KYB+18], allows significantly, up to several orders, reduce the number of required
discretisation parameters. Thus making the study of complex multi-well systems of
MEs possible.

4.1. Solution of integro-differential equations

The frame work of spectral methods can be easily adapted to other type of problems
[KYB+18]. Consider the following integro-differential equation:

∂n(E, t)
∂t

= ω

 ∞∫
0

P (E,E ′)n(E ′, t) dE ′ − n(E, t)
− k(E)n(E, t) +Ra f(E), (4.2)

As for other spectral methods, the starting point is the approximation of the solution
n(E, t) as a weighted sum of N known basis functions:

n(E, t) ≈
N−1∑
j=0

n̂j(t)ϕj(E) (4.3)

In order to find N weights of the solution approximation, the eq. (4.2) is substituted
into eq. (4.2), and the inner product is formed with N test functions ψ(E) over the
interval x ∈ [0,∞] [Boy89]. The result is the following linear system of ordinary
differential equations (ODE) [KYB+18]:

N−1∑
j=0

dn̂j(t)
dt

∫
E

ϕj(E)ψi(E) dE

=
∫
E

Raf(E)ψi(E) dE + ω
N−1∑
j=0

n̂j(t)
∫
E′

ϕj(E ′)
∫
E

P (E,E ′)ψi(E) dE dE ′

− ω
N−1∑
j=0

n̂j(t)
∫
E

ϕj(E)ψi(E) dE −
N−1∑
j=0

n̂j(t)
∫
E

kΣ(E)ϕj(E)ψi(E) dE,

∀ i = 0, 1, . . . , N − 1

(4.4)

that can also be written in vector-matrix notation:

Â d

dt
n̂(t) =

[
ω(P̂− Â)− K̂

]
n̂(t) +Ra f̂ (4.5)

Here n̂(t) denotes the vector of the unknowns weight functions n̂j(t), the symbols
Â, P̂, and K̂ denote matrices and f̂ represents a vector with the following respective
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elements:

Âij =
∫
E
ϕj(E)ψi(E) dE (4.6a)

P̂ij =
∫
E′
ϕj(E ′)

∫
E
P (E,E ′)ψi(E) dE dE ′ (4.6b)

K̂ij =
∫
E
kΣ(E)ϕj(E)ψi(E) dE (4.6c)

f̂i =
∫
E
f(E)ψi(E) dE. (4.6d)

It is instructive to set the basis functions ϕi(E) = Ii(E) with Ii(E) being an interval
indicator-function such that:

Ii(E) =
{

1 if E ∈ [Ei, Ei+1]
0 otherwise (4.7)

Then, the solution approximation, eq. (4.3), becomes:

n(E, t) ≈
N−1∑
i=0

ni(t)Ii(E) (4.8)

where n̂j(t) = ni(t) is the approximation of n(E, t) in the i-th grid interval, and N is
the total number of intervals. The test functions are chosen from the function space
of interval indicator-functions by setting ψi(E) = Ii(E). Then, taking an equidistant
energy grid with a small finite increment ∆Ei = ∆Ej = const, setting an upper
boundary Emax = N∆Ei, and dividing by ∆Ej, one obtains the familiar discrete
form of the ME [GS90, HPR96, Olz13]:

d

dt
n(t) =

[
ω(P− U)−K

]
n(t) +Raf = Jn(t) +Raf (4.9)

with

Pij = P (Ei, Ej) ∆Ei (4.10a)
Kii = kΣ(Ei) (4.10b)
fi = f(Ei) (4.10c)

In this case, matrix Â reduces to the identity matrix U and matrix K̂ transforms
into the diagonal matrix K.

The spectral method used in this work projects the solution into the space of arbitrarily
spaced GRBFs:

ϕi(E) = exp
[
−(E − Ei)2

σ2
i

]
(4.11)

where Ei defines a displacement of the function ϕi, and σi defines the width of
the GRBF. In general, the question regarding the choice of these parameters is
complicated and strongly depends on the problem at hand. This choice of GRBFs as
basis functions relies on the following properties (reasons):
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• GRBFs form a complete set [Boy89], i.e. the set of functions is sufficient to
represent the solution with any degree of accuracy,

• GRBFs are smooth because the solution of the continuous ME is in most cases
a smooth function.

• GRBFs reflect the general form of the solution particularly well (with a minimum
number of basis functions the solution can be represented with maximum
accuracy), and

• GRBFs allow for an effective computation, i.e. there is an analytic solution for
the integral, eq. (4.6a), and the exponential function is a built-in function in
many modern processors.

Practically, results with the highest accuracy can be achieved by using a normalised
form of the GRBFs:

ϕni (E) = ϕi(E)∑
j ϕj(E) (4.12)

that forces the sum of all basis functions to unity at all points of the energy scale
[KYB+15]. As numerical tests show that this choice avoids artifactual oscillations of
the solution approximation. The use of these normalised GRBFs, however, hampers
an efficient calculation of the integrals, eqs. (4.6a)–(4.6d) because in this case setting
up these equations is more time consuming.

With much less computational effort than by using GRBFs normalised according to
eq. (4.12), a smooth solution can be obtained by an optimal choice of the parameters
Ei and σi. By using a homogeneous distribution of GRBFs, i.e., the distances between
two adjacent GRBFs, Ei+1−Ei = ∆E, are constant) with equal width factors σi = σ
and by imposing the condition that each function ϕi(E) crosses its second next
neighbours (ϕj−2 and ϕj+2) at half of the height, it can be achieved that the sum
of all basis functions, S(E), remains nearly constant over the largest part of the
domain with somewhat lower values only close to the boundaries. This is illustrated
in fig. 4.1. These choices lead to the following relation between σ and ∆E for an
equidistant grid:

σ =
√

ln(2) ∆E (4.13)

As test functions, general interval indicator functions are used, that is ψi(E) = Ii(E)
(cf. fig. 4.1) because this makes integration of eqs. (4.6a)–(4.6d) very efficient.
With the matrix/vector elements Âij, P̂ij, K̂ij, and f̂i calculated in this way, the
time-dependent solution of the linear differential equation system, eq. (4.5), can be
found numerically by using, e.g.,

1. an implicit ODE solver because, due to the constant Jacobian, the integration
is particularly fast or

2. an eigenvalue decomposition routine because, although computationally expen-
sive, the small size of the linear ODE system resulting from application of the
method makes it feasible to use.
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Figure 4.1.: Six illustrative GRBFs ϕi(E) (solid lines) with ∆E = 2000 cm−1

and Σ = 2402 cm−1 from eq. (4.13), sum of the six GRBFs, S(E) (dashed line),
and a test function Ij(E) for j = 2 (dotted line) [KYB+18].

4.2. Single-well Master Equation

Consider e.g. following reaction pathway:

A + B→ AB∗ → C + D. (4.14)

In this scenario the bimolecular reaction A + B is the source of excited complex
AB*, which can further recombine into molecules C and D. If only the right side of
the expression (4.14)

AB∗ → C + D (4.15)
is considered, one speaks about thermal activation. The left part of the expression
(4.14)

A + B→ AB∗ (4.16)
defines a chemical activation and is described by a constant flux of activated complex
AB*.

The entire process can be described with the ME, which is derived from Lindemann-
Hinshelwood mechanism [Hin29] under assumption of continuity of density of states:

∂n(E, t)
∂t

=ω
 ∞∫

0

P (E,E ′)n(E ′, t) dE ′ − n(E, t)


− k(E)n(E, t) +Ra f(E),
(4.17)

with
k(E) =

NR∑
l=1

kl(E). (4.18)

Here, n(E, t) is the energy- and time-dependent population of the considered reactant
or intermediate, ω is the collision frequency with bath gas molecules, NR is the
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number of unimolecular reaction channels, and kl(E) is the energy-specific rate
constant of the l-th channel (e.g. eq. (4.15)). The quantity P (E,E ′) represents the
probability density of a collision-induced transition from an initial energy in the range
[E ′, E ′ + dE] to a final energy within [E,E + dE]. The symbol Ra denotes the rate
of a reaction that produces the considered species, and f(E) is the corresponding
normalised input flux distribution. This final term is only present for chemically
activated reactions (e.g. (4.16)).

The equation (4.17) is so-called 1-Dimensional (1D) ME, which accounts only for
internal energy and neglects the collisional energy transfer of rotational energy. The
1D ME is applicable for all reactants with similar moments of inertia, e.g. unimolecular
isomerisations and eliminations [GS90].

The kinetic behaviour of the reaction system is governed by n(E, t), the solution
function of the ME. Since the ME contains the pressure and temperature via the
collision frequency ω and the collisional energy transfer probability P (E,E ′), the
population n(E, t) parametrically depends on T and p as well. Where appropriate
this is written in the form n(E, t;T, p).

The specific rate constants kl(E) for the unimolecular reactions can be calculated from
RRKM theory or similar models; for an overview see e.g. ref. [Olz13]. The collisional
transition probability function P (E,E ′) is typically expressed by heuristic models as
for instance the step-ladder [QT77] or exponential-down model [PF77, Rin97]:

P (E,E ′) = 1
N(E ′) exp

[
−
(

E ′ − E
C0 + C1E ′

)y]
ρ(E)ρ(E ′), (4.19)

the parameters C0, C1 any y in the exponential-down model are defined empirically
as a fit of experimental results. The term C0 +C1E

′ is always positive and describes
the magnitude of the energy transfer per collision. The exponential down model
is only valid for downward transition P (E,E ′). The upward transition P (E ′, E) is
determined from the detailed balance:

P (E,E ′)
P (E ′, E) = ne(E)

ne(E ′) = ρ(E)
ρ(E ′) exp

(
−E − E

′

kBT

)
, (4.20)

where ne is equilibrium distribution for given temperature:

ne(E) =
ρ(E) exp

(
− E/(kBT )

)
∞∫
0
ρ(E ′) exp

(
− E ′/(kBT )

)
dE ′

, (4.21)

with ρ – density of states and kB – Boltzmann constant.

The normalisation factor N(E ′) is derived from the principle of completness:
∞∫
0

P (E,E ′)dE = 1, (4.22)

The collision frequency ω describes the average number of collisions between inter-
acting molecules per unit of time and is defined as [GS90]:

ωij = Ω(2,2)∗
ij σ2

ij

√√√√8πkBT
Mij

pB
RT

NA, (4.23)
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where ωij is collision efficiency between molecules i and j, Ω(2,2)∗
ij collision integral

(see §2.2.5), σij – collision diameter (eq. (2.57)) , Mij – reduced molar mass (eq.
(2.56)), pB – pressure of the bath gas. In most cases it is assumed that the bath gas
is in excess and the total pressure equals the bath gas pressure p ≈ pB.

For chemically activated processes, the ME has to be extended by a chemical source
term, Ra > 0. It is common to assume Ra as being time-independent due to
the usually significantly slower change of the bimolecular precursor concentrations
compared to the population change of the intermediate [GS90, HPR96, For03]. The
nascent distribution f(E) for a formation reaction from thermalised reactants can
be expressed by the following relation [GS90, HPR96, For03]:

f(E) =
W−a(E − E0(−a) exp

(
− (E − E0(−a)/(kBT )

)
∞∫
0
W−a(E ′) exp

(
− E ′/(kBT )

)
dE ′

, (4.24)

Here, E ≥ E0(−a), with E0(−a) denoting the threshold energy andW−a the cumulative
reaction probability (sum of states of the transition state) for the reverse of the
formation reaction.

Once a solution n(E, t) of the equation (4.17) is attained, the time-dependent reaction
rate k(t;T, p) can be attained, considering that:

dc(t)
dt = k(E, t) c(t), (4.25)

k(t) =

∞∫
0

d
dtn(E, t)dE
∞∫
0
n(E, t)dE

, (4.26)

where c(t) =
∫
n(E, t)dE denotes the total concentration of the reactant, e.g. AB*

in expression (4.14).

Similarly can be the reaction rate kl(t) for each channel l attained:

kl(t) =

∞∫
0
kl(E)n(E, t)dE
∞∫
0
n(E, t)dE

. (4.27)

It is obvious that the observable rate constant defined in this way is in general
time-dependent, but in most cases, it reaches a virtually constant value after a short
induction period [GS90, HPR96, For03]. During this induction period, the initial
energy distribution n(E, 0) relaxes into a pseudo-stationary distribution that decays
exponentially with time but maintains its shape, which means that the normalised
distribution

ñ(E, t) = n(E, t)
∞∫
0
n(E, t)dE

(4.28)
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remains unchanged

k(T, p) = lim
t→∞

k(t;T, p) = lim
t→∞

∞∫
0

d
dtn(E, t)dE
∞∫
0
n(E, t)dE

. (4.29)

The customary definition of the rate constant corresponds to this long-time limit.
Fortunately, for most practical conditions, the induction period, which is closely
related to the reciprocal collision frequency, ω−1, is well separated from the timescale
of the overall chemical reaction itself [GS90, HPR96, For03].

4.2.1. Unimolecular decomposition of 25DMF2H

As a case study to evaluate the performance of spectral method with Gaussian
Radial Basis Function (GRBFs) approximation, the unimolecular decomposition of
the 25DMF2H radical is chosen (for structure, see fig. 4.2). This radical occurs
in the pyrolysis and combustion of 25DMF, which is a biofuel candidate (see, e.g.,
[LKP+17]). The 25DMF2H radical is typically formed by addition of an H atom to
25DMF [FSO13]. The kinetics of the latter reaction under shock tube conditions was
recently studied and analysed with ME calculations for chemical activation on the
basis of quantum chemical data [FSO13]. The essentials necessary to understand the
modelling with the methods of the current work are briefly repeated here.

E
/ 

k
J

 m
o

l-1

ωP E,E‘( ) k E2( )

n E( )

k E-1( )

O
H3C

H

CH3

O
H3C CH3

+ H
•

O
H3C

+ CH3
•

25DMF

25DMF2H

2MF

TS2

TS1

0.0

103.1

130.8
139.6

130.0

Figure 4.2.: Schematic potential energy diagram, including zero-point energy,
relative to 25DMF2H (adapted from [FSO13]).

The dominant product channel of the H + 25DMF reaction is (2MF) + CH3. These
products are formed in a complex-forming mechanism via 25DMF2H (see fig. 4.2).
This intermediate radical once formed can either dissociate back to the reactants
via C-H bond fission or undergo the energetically favored C-C bond fission to give
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2MF + CH3:

25DMF + H
k1

−−−−→ 25DMF2H (R1)

25DMF2H
k−1
−−−−→ 25DMF + H (R−1)

25DMF2H
k2

−−−−→ 2MF + CH3 (R2)

The input parameters for the ME were essentially taken from [FSO13]. Specific
rate coefficients were calculated from RRKM theory [GS90, HPR96, For03] on the
basis of an averaged CBS-QB3/CBS-APNO/G3 potential energy diagram (see fig.
4.2) and CBS-QB3 vibrational frequencies and rotational constants. Densities and
sums of states were determined with direct counting procedures for a total angular
momentum quantum number of J = 110 that corresponds to the thermal average
between 950 and 1250 K. For the calculation of the collision frequency, ω, argon was
chosen as the bath gas with the following binary Lennard-Jones parameters [FSO13]:
ε25DMF2H-Ar/kB = 239 K and σ25DMF2H-Ar = 4.4 Å.

In contrast to [FSO13], where a stepladder model was used for the collisional energy
transfer probability, a density-of-states-weighted [DDHR99] exponential-down model
(see §4) was used in the current work:

P (E,E ′) = 1
N(E ′) exp

− E ′ − E
α

ρ(E) ∀ E < E ′. (4.30)

Here, N(E ′) is a normalisation function to satisfy the principle of completeness, and
α is a parameter that represents the average energy transferred per down-collision
(corresponding to ∆ESL in the stepladder model) [GS90, HPR96, For03]. Weighting
by the density of states of 25DMF2H, ρ(E), ensures that completeness and detailed
balancing can be simultaneously fulfilled at all energies. In the calculations of the
present work, it is set α = 250 cm−1 in analogy to ∆ESL = 250 cm−1 in [FSO13].

It is important to note here that the primary intention of the present work is not
to provide highly accurate kinetic data for the thermally and chemically activated
25DMF2H reactions but to demonstrate the performance of the SM with GRBFs
for the solution of the ME for a practically relevant unimolecular reaction system of
realistic size.

The results are compared with the conventional discretisation method (CDM) [GLT83,
HPR96, Olz13, KYB+15] for a wide range of temperatures from 800 to 1400 K and
pressures from 10−8 to 106 bar. The performance of the SM with the CDM is
compared using the size of the corresponding linear system, which represents the
number of basis functions of the spectral method and to the number of intervals of
the conventional method.

A typical outcome of the solution of the master equation is the pressure and tem-
perature dependence of the rate constant. Figure 4.3 (left) shows the temperature
dependence of the cumulative rate constant kΣ and fig. 4.3 (right) shows the pressure
dependency of the rate constant. The results of QSM with 50 or more GRBFs
are visually indistinguishable from the solution with reference method with several
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thousand grids points. The QSM with a smaller number of basis functions is less
accurate for low pressures, e.g. with 20 GRBFs the solution deviates significantly
below 10−3 bar (see fig. 4.3(right)). As the solution approaches the low pressure
limit p→ 0 there are no enough collisions to establish an equilibrium and it can be
shown that the mathematical solution is a simple cut-off of the initial distribution
at the position of the reaction channel. The required number of basis functions for
p→ 0 approaches infinity.
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Figure 4.3.: Temperature dependence of the rate constant (left) and Pressure
dependence of the rate constant (right).

In order to quantify the differences, a relative error is defined as

erel(t) = k(t)− kREF(t)
kREF(t) (4.31)

here k(t) is time-dependend rate constant as defined in eq. (4.26) computed with given
method and accuracy, kREF(t) is rate constant computed with reference method. Note
that the conventional, time-independent rate constant is obtained as the long-time
limit as is discussed in the context of eq. (4.29). The reference method to calculate
kREF(t) is in general CDM with a cutoff energy of Emax = 42310 cm−1 and a grid
size of E = 10 cm−1.

Figure 4.4 supports the mostly excellent agreement between the results from the
different methods. The relative deviations are in most cases well below 10−2. An
exception occurs in the case of QSM with a very small number of basis functions
N = 20 at pressures below 10−3 bar, where the differences strongly increase with
decreasing pressure. But by an increase of the number of basis functions, here from
N = 20 to N = 50, or by using the adaptive interval truncation, that is by decreasing
the cutoff energy and keeping N = 20, the situation can be considerably improved as
is also obvious from fig. 4.4.

Previous results are valid for quasi-steady state, when the normalised distribution
does not change t→∞. The multiexponential decay occurring at earlier reaction
times formally leads to a time dependence of the rate constant. A more general
scenario is presented in fig. 4.5, where the rate constant is evolving over time. In
this illustrative case, there are relative deviations between QSM and CDM of up
to 0.13 with number of basis function N = 50 (see fig. 4.8). For N = 100 these
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Figure 4.5.: Calculated time-dependent rate constants.
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Figure 4.6.: Relative error of calculated time-dependent rate constants.
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deviations decrease to values below 10−4. Obviously, the kinetically relevant part of
the eigenvalue spectrum is calculated by spectral matrix with reasonable accuracy.

In fig. 4.7, relative errors for rate constants k(t→∞) calculated with the different
methods are plotted for typical conditions as a function of the linear size of the
corresponding ODE system. In all cases, except adaptive SM, the maximum energy
Emax = 52380 cm−1. The reference solution was obtained from CDM with a grain
size of ∆E = 10 cm−1 that is with N = 5238. It can be observed that the relative
error of CDM scales approximately linearly with the system size whereas the errors of
SM and adaptive SM decrease much stronger. Even for a number of basis functions
as low as N = 20, the relative errors of the results from SM and adaptive SM are
well below 10−2, a value reached with CDM only for N > 700.

At about 80 basis functions, SM and adaptive SM seem to reach a round-off plateau,
where the relative errors remain nearly unchanged for further increasing number
of basis function N . At this point, the spectral method has virtually reached the
accuracy of the reference method with relative deviations below 10−5 . With less
basis function N , the decrease in N through interval adaptation compared to fixed
SM is about a factor of 3 and appears to be more pronounced for thermally than
for chemically activated reactions. Any further investigation would require either
an analytic benchmark or a much finer grid for the reference method. But such
differences are unimportant for any practical calculation of rate constants. Please
note that a very similar behaviour was observed also for other temperatures and
pressures.
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Figure 4.7.: Dependence of the relative error on the linear size. System for
thermal (solid lines) and chemical (dashed lines) activation conditions, with
CDM (blue), fixed SM (red) and adaptive SM (green) at T = 1100 K, p = 1 bar,
Emax = 52318 cm−1, reference method: CDM with N = 5238.

Relative computation times required to solve the linear ODE systems are shown for
comparison in fig. 4.8. Whereas the processor- and software-dependent absolute CPU
times are of limited interest, relative values are most useful to assess the efficiencies of
the different methods. Here, it is not attempted to perform a quantitative analysis but
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note that fixed SM is usually faster by about a factor of three compared to adaptive
SM for a given accuracy, whereas adaptive SM finally reaches higher accuracy at
the cost of longer CPU times. The reason for the higher speed is that SM with a
certain number of basis functions is obviously faster than adaptive SM with an even
smaller number of basis functions but with several (three in this example) iterations.
This means that adaptive SM is particularly useful for low pressures, where a larger
number of basis functions have to be used.

One may also ask about the computational demand for the solution of the ODE
system itself as compared to the calculation of the necessary matrix elements. Here,
please note that the integrations in eq. (4.6) approximately scale with N2. This
is negligible compared to effort for the solution of the ODE system by eigenvalue
decomposition, which scales with N3 [QSS00]. In the current work, however, the
author refrains from making any more detailed analysis but keep these numerical
aspects for future investigations.
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Figure 4.8.: Relative computation times for a given method necessary to obtain
rate constants with given relative errors. System for thermal (solid lines) and
chemical (dashed lines) activation conditions, with CDM (blue), fixed SM (red)
and adaptive SM (green) at T = 1100 K, p = 1 bar, Emax = 52318 cm−1, reference
method: CDM with N = 5238.

The computation of pressure and temperature dependency of rate constant assumes a
sufficiently large separation of first eigenvalue from the rest. As eigenvalues approach
each other, the transition period is no longer negligible and thus the quasi stationary
solution (t → ∞) will strongly depend on initial population. In our test case
the sufficient eigenvalue separation is guaranteed only for moderate temperatures
T ≤ 1100 K, where λ1/λ2 ≥ 7. Consider fig. 4.9, solid lines show the evolution of the
25DMF2H through thermal activation with all eigenvalues and dashed lines – with the
smallest eigenvalue λ1. For temperatures 1100K and below the difference is negligible
but at high temperature, i.e. 1400K, the 0.1% of the initial population is reached
within 0.883 · 10−3 ms and with only one eigenvalue within 1.101 · 10−3 ms, which
1.25 times later. In the latter case eigenvalues are not well separated λ1/λ2 = 3.4.
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4.3. Multi-well Master Equation

In other scenario a molecule can undergo several isomerisation steps before transition
to end products. Consider e.g. following reaction pathway:

A + B→ AB∗ ↔ CD∗ → C + D. (4.32)

In this chain now starting from the bimolecular reaction an excited complex AB∗
is created, which can either decompose back to A + B or undergo isomerisation to
CD∗. The latter can either decompose to C + D or isomerise back to AB∗.

This entire process is described by a set of two master equations:

∂nAB(E, t)
∂t

=ωAB

 ∞∫
0

PAB(E,E ′)nAB(E ′, t) dE ′ − nAB(E, t)


− kCD←AB(E)nAB(E, t) + kAB←CD(E)nCD(E, t) +Ra f(E)
∂nCD(E, t)

∂t
=ωCD

 ∞∫
0

PCD(E,E ′)nCD(E ′, t) dE ′ − nCD(E, t)


−
(
kC+D←CD(E) + kAB←CD(E)

)
nCD(E, t)

+ kCD←AB(E)nAB(E, t)

,

(4.33)
here ωAB and ωCD are collision frequency for interaction of molecule AB* and CD*
with the bath gas respectively, according to eq. (4.23); PAB and PCD probability
density of a collision-induced transition, calculated with eq. (4.19), Ra f(E) is the
source of chemically activated molecules from the reaction A + B→ AB∗, computed
with eq. (4.24). Equation (4.33) includes energy dependent reaction rates for
dissociation of AB* into initial reactants A and B, kA+B←AB , dissociation of CD into
end-products C and D, kC+D←CD . The main difference to single-well master equation
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(4.17) are the coefficients of isomerisation from AB to CD, kCD←AB , and from CD to
AB, kAB←CD .

The time dependent phenomenological rate constants can be calculated, if the
following rate expressions are considered:

d
dt [AB∗] = −kCD←AB(t)[AB∗] + kAB←CD(t)[CD∗] + q̇AB∗
d
dt [CD∗] = kCD←AB(t)[AB∗]− kAB←CD(t)[CD∗]− kC+D←CD(t)[CD∗]

, (4.34)

where d
dt [AB∗] and d

dt [CD∗] are the change of total population reactant AB* and
CD* respectively, which are defined as:

d
dt [AB∗](t) =

∞∫
0

∂
∂t
nAB(E, t)dE

∞∫
0

(
nAB(E, t) + nCD(E, t)

)
dE

, (4.35)

d
dt [CD∗](t) =

∞∫
0

∂
∂t
nCD(E, t)dE

∞∫
0

(
nAB(E, t) + nCD(E, t)

)
dE

, (4.36)

with the corresponding total population of reactants AB* and CD*:

[AB∗](t) =

∞∫
0
nAB(E, t)dE

∞∫
0

(
nAB(E, t) + nCD(E, t)

)
dE

, (4.37)

[CD∗](t) =

∞∫
0
nCD(E, t)dE

∞∫
0

(
nAB(E, t) + nCD(E, t)

)
dE

. (4.38)

The constant flux of chemically activated molecules q̇AB∗ is seen as:

q̇AB∗(t) =

∞∫
0
Ra f(E)dE

∞∫
0

(
nAB(E, t) + nCD(E, t)

)
dE

, (4.39)

The time (i.e. temperature and pressure) dependent rate constants kCD←AB(t),
kAB←CD(t) and kC+D←CD(t) are not independent. If system approaches thermody-
namic equilibrium the first two constant are related via an equillibrium constant (see
eq. (2.96):

Kc = kCD←AB(t)
kAB←CD(t) . (4.40)

The above permits to write a linear system for computation of time dependent rate
constants:(

d
dt [AB∗]− q̇AB∗

d
dt [CD∗]

)
=
− ([AB∗]− 1

KC [CD∗]
)

0(
[AB∗]− 1

KC [CD∗]
)

[CD∗]

( kCD←AB(t)
kC+D←CD(t)

)
(4.41)
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The two-well ME (4.33) can be written in a more general form [MK06]:

∂ni(E, t)
∂t

=ωi

 ∞∫
0

Pi(E,E ′)ni(E ′, t) dE ′ − ni(E, t)


+
NW∑
j 6=i

(
ki←j nj(E, t)− kj←i ni(E, t)

)
+

NP∑
p

kp←i ni(E, t) +Ra,i fi(E),

∀ i = 1, .., NW ,

(4.42)

where NW is number of potential wells and NP – number of products.

Once the solution for the evolution of the population of reactants ni(E, t) is available
the time dependent rate constants ki(t) can be derived in a similar fashion as eq.
(4.41).

d
dtci =

NW∑
j 6=i

ki(t) (4.43)

4.3.1. Isomerisation of Allene to Propyne

As a second example for computation of reaction rates the isomerisation of allene
(a-C3H4) to propyne (p-C3H4) is considered.

a-C3H4 −−→←−− p-C3H4 (R1)

Both allene and propyne are important in combustion chemistry, as they produce in
rich flames propargyl (C3H3), through abstraction of hydrogen atom. The latter has
the ability to react with itself and form cyclic species like benzene, phenyl or fulvene
[WMD06].

a-C3H4 −−→ C3H3 + H (R2)
p-C3H4 −−→ C3H3 + H (R3)

The simplified potential surface is displayed in fig. 4.10. The isomerisation between
allene and propyne can undergo several stages, e.g. cyclopropene (c-C3H4) [KKM94,
MK03]. However this reactant is noticeable only at very high pressures (p → ∞),
because c-C3H4 tend to decompose to a-C3H4 almost instantly, compared to the time
scale of other processes.

Specific rate coefficients were calculated from RRKM theory2 [MJCL98, DLW99,
Shi72, Her66] on the basis of an averaged potential energy diagram CCSD(T)/B3LYP
(see fig. 4.10). Densities and sums of states were determined with direct counting
procedures for a total angular momentum quantum number of J = 60. For the calcula-
tion of the collision frequency, ω, argon was chosen as the bath gas with the following
binary Lennard-Jones parameters for both allene and propyne: εC3H4−Ar/kB = 93.3 K
and σC3H4−Ar = 3.5 Å. For collisional energy transfer probability, a density-of-states-
weighted exponential-down model, eq. (4.30), with α = 250 cm−1, was used.

2Prof. Matthias Olzmann, private communication
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Figure 4.10.: Schematic potential energy diagram, including zero-point energy,
relative to Propyne.

This process is described by a set of two MEs, compare eq. (4.33):

∂na(E, t)
∂t

=ωa

 ∞∫
0

Pa(E,E ′)na(E ′, t) dE ′ − na(E, t)


− kp←a(E)na(E, t) + ka←p(E)np(E, t) +Ra f(E),
∂np(E, t)

∂t
=ωp

 ∞∫
0

Pp(E,E ′)np(E ′, t) dE ′ − np(E, t)


−
(
ko←p(E) + ka←p(E)

)
np(E, t) + kp←a(E)np(E, t).

(4.44)

Here na is population of allene; np – population of propyne; Pa is collisional energy
transfer probability for allene; Pp is collisional probability for propyne; ωa is collision
frequency with bath gas for allene; ωp is collision frequency – for propyne; kp←a(E) is
energy dependent reaction rate, describing transition of allene to propyne; ka←p(E)
is energy dependent reaction rate, describing transition of propyne to allene; ko←p(E)
is energy dependent reaction rate, describing transition of propyne to propargyl;
Ra f(E) is chemical source of allene.

The focus of the current application of spectral method is on isomerisation of allene
to propyne, ignoring loses to propargyl radical. In fact, according to experimental
observation [HNM+89] for lower temperatures propyne is the dominating species in
allene isomerisation and decomposition, due to much slower decomposition of allene
and propyne to propargyl [MK03]. A typical example of this isomerisation is shown
in fig. 4.11. Where starting only with a-C3H4 (left), the process reaches equilibrium
where both a-C3H4 and p-C3H4 present. The process is initiated with allene allone
distributed with equilibrium Boltzman distribution for the specified temperature
(fig. 4.11(right)), reaching new termo-chemical equilibrium with propyne.
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Figure 4.11.: Example of allene to propyne isomerisation at T = 1400K and
P = 0.5 bar. Colour intensity represent time evolution.

The question of mutual isomerisation and decomposition of allene and propyne was
thoroughly investigated in a number of works both experimentally and theoretically
[GFB+11, MK03, KMS+97, HNM+89, KOBGL88, WK87, LFB75]. Low temperature
results are summarised in fig. 4.12. Coloured lines represent results of current work
for different pressures. They show a good agreement with experimental results of
Hidaka et.al.[HNM+89] and Lifshitz et.al.[LFB75]. Arrhenius approximation from
theoretical study of Miller et.al. [MK03] semi empirical analysis of Wu et.al. [WK87]
correlate with the present work within experimental uncertainties.

In order to calculate time dependent reaction rate kp←a(t), an equilibrium constant
KC was used (see §4.3), such that:

ka←p = Kckp←a. (4.45)

The equilibrium constant was calculated from thermodynamic data eq. (2.96). The
required data was acquired from the NIST Chemistry WebBook3. Then according to
reaction (R1):

d[a-C3H4]
dt = −kp←a ([a-C3H4]−Kc[p-C3H4]) (4.46)

which leads to (see §4.3):

kp←a(t) = −

∞∫
0

∂
∂t
nadE

∞∫
0

(na −Kc np) dE
. (4.47)

Figure 4.13 (left) shows an example of time dependent rate constants for T = 1200K
and P = 0.5 bar. Dashed line shows asymptotic rate constant, which is commonly used
in reaction mechanisms (see e.g. [GLT83, MK06]) and presented in the Arrhenius plot
(fig. 4.12). The use of asymptotic rate constants in mechanisms leads to a systematic
error, for low temperatures in particular. Figure 4.13 (right) shows concentration
of reactant with time dependent rate constant and with constant asymptotic rate

3http://webbook.nist.gov
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Figure 4.12.: Summary of reaction rates of allene isomerisation.

constant. It is to see that the equilibrium concentrations noticeably differ: 6.5% for
a-C3H4 and 2.1% for p-C3H4. If a relative error is defined as

e =
∣∣∣∣∣c0(∞)− c(∞)

c(∞)

∣∣∣∣∣ (4.48)

where c0 is species concentration computed with constant asymptotic rate constant
and c is species concentration computed with time dependent rate constant, then it
can be seen that this error is temperature dependent (fig. 4.14) and is approximately
proportional to reciprocal of the temperature. No pressure dependency of this
error was observed within the studied range. The highest error corresponds to allene
concentration at lower temperatures (fig. 4.14 (left)) but the relative error for propyne
at this temperature is the lowest.

It is possible to adjust the rate constant, used further in mechanism, that minimises
error eq. (4.48) but the concentration of reactants within realistic time remains
dependent on initial distribution over energy levels.

The results were verified with different resolutions, i.e. number of basis functions
NBF .The following measure of error for convergence tests was used:

e(t) =
∣∣∣∣∣c(t)− cref

cref

∣∣∣∣∣ , (4.49)

where cref is reference solution with NBF = 200. fig. 4.15 (left) shows exemplarily
error over time for T = 1200K and P = 1bar. For other temperature and pressure the
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form remains the same. The results are summarised in fig. 4.15 (right) for P = 5bar.
Results for lower pressures have smaller relative errors. It can be seen that with
increase of NBF from 50 to 100 maximal deviations in results improve by about 5%,
by increase of resolution from 100 to 200 the results improve by maximum 2%. The
convergence for higher temperatures is of several magnitudes better. The difference
in asymptotic results between NBF = 100 and NBF = 200 is below 1%. Meaning
that NBF = 100 is more than sufficient for technical applications for temperatures
above 1000K.





5. Applications to combustion
systems

5.1. Benchmarking and code validation

One of the main difficulties in the accurate numerical modelling of ignition is in si-
multaneous solution of both gas-dynamical and thermochemical processes. Generally
these processes are described by conservation laws equipped with source term, repre-
senting chemical reactions. This is complicated by molecular diffusion of components,
which has a large influence on the development of instabilities [GYC81].

Small changes in initial composition and temperature may lead to large effect on
ignition. For this reason a number of benchmarks were created, which allow to
evaluate the performance of chemical and transport models, e.g. ignition and flame
propagation problems. These benchmark provide such a configuration, that the
mathematical model is simplified, e.g. to 0D or 1D. In this section, a validation of
thermochemical and hydrodynamical models is conducted, using ignition delay and
laminar flame velocities as observable parameters to access the quality of modelling
and of computation.

5.1.1. Ignition delay of Hydrogen-Oxygen mixtures

For homogeneous systems the ignition can be described by a system of stiff ordinary
differential equations (ODE). The general performance and accuracy of the proposed
time integration method (see §3.3) was tested in MATLAB1 on the classical stiff
benchmarks (see Appendix C). The main purpose of this section is to validate the
implemented chemical kinetics models and asses their sensitivity in respect to initial
parameters.

1http://www.mathworks.com
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5.1.1.1. Mathematical model for homogeneous systems

On the basis of the general conservation equations (see §2.1), the following ODEs
can be defined [MW88]:

d
dt

(
V
(∑

j
cjhj − P

))
= V q̇,

d
dt

(
V ci

)
= V ω̇i,

∀ i = 1, ..., NS.

(5.1)

In order to close the equation system (5.1), the ideal gas law is applied:

PV = nR0T, (5.2)

where the number of moles in gas:

n = V
∑
i

ci. (5.3)

Two cases for homogeneous systems can be defined, which describe homogeneous
auto-ignition problem [MW88]:

• Volume is function of time, V = V (t),

1 0 0 · · · 0
0 ∑

j

(
cPj
−R0

)
cj 0 · · · 0

c1/V 0 1 · · · 0
... ... ... . . . ...

cNS
/V 0 0 · · · 1


d
dt



V
T
c1
...
cNS

 =



V̇

q̇ −∑
j

(
hj −R0T

)
ω̇j

ω̇1
...

ω̇NS


(5.4)

• Pressure is function of time, P = P (t),



1 −V/T 0 · · · 0
0 ∑

j

(
cPj
−R0

)
cj 0 · · · 0

c1/V 0 1 · · · 0
... ... ... . . . ...

cNS
/V 0 0 · · · 1


d
dt



V
T
c1
...
cNS

 =



V

(∑
j
ω̇j/

∑
j
cj − Ṗ /P

)
q̇ −∑

j

(
hj −R0T

)
ω̇j

ω̇1
...

ω̇NS


(5.5)

For the current study three following combustion models for the reaction hydrogen
with oxygen were selected:

• Mechanism of J. Warnatz and U. Maas (Warnatz mechanism), containing 38
elementary reactions and 8 species [MW88];

• Mechanism of A. Keromnes et. al. (Keromnes mechanism), containing 46
elementary reactions and 8 species [KMH+13];
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• Keromnes mechanism optimised at Institute of Chemistry, Eötvös University,
Hungary (ELTE mechanism), containing 58 elementary reactions and 11 species
[VNO+15].

As an evaluation benchmark the ignition delay, measured at the time of strongest
increase of concentration of OH radical, is used. Firstly, the results of ignition delays
are compared with the well established codes HOMREA [MW88] and CHEMKIN2.
Secondly, the performance of the 3 mechanisms using the set of experimental data is
evaluated.

For ignition delay studies eq. (5.5) is used, which describes expanding volume with
constant pressure inside.

Figure 5.1 shows pressure and temperature dependence of ignition delay predicted
by the Warnatz mechanism. The study was performed for temperatures in the range
from 900 to 2000K, and pressures in the range from 1 to 50 bar. Initial composition
is the stoichiometric mixture of hydrogen with air: XH2 = 21/71, XO2 = 21/142 and
XN2 = 79/142. The same study was performed with Phlogia (solid lines), HOMREA
(dotted lines) and CHEMKIN (dashed lines). The results of computation of all
programmes are optically identical for all pressure, as seen in the Arrhenius plot
fig. 5.1. Marginal difference is to see only for high temperatures.
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Figure 5.1.: Pressure and temeperature dependence of ignition delay computed
with Warnatz (left) and Keromnes (right) mechanisms for stoichiometric mixture
of hydrogen with air. Solid lines correspond to computations with Phlogia, dotted
lines – HOMREA, dashed line – CHEMKIN. Blue colour represents pressure
1 bar, green – 10 bar and red – 50 bar.

The following figure shows the dependency on temperature and on equivalence ratio:

Φ = XH2

XO2 +XN2

XST
O2 +XST

N2

XST
H2

, (5.6)

where the superscript “ST” corresponds to the stoichiometric mixture composition.

Here, Warnatz mechanisms, fig. 5.2 (left) and Keromnes mechanisms are compared,
fig. 5.2 (right), within temperature range from 900 to 2000K, for pressure 1 bar and
equivalence ratios 0.2, 1 and 5. The results of all three programmes are also almost
identical. Very small differences can be seen only at high temperatures.

2http://www.reactiondesign.com/products/chemkin/chemkin-2
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Figure 5.2.: Equivalence ration and temeperature dependence of ignition delay
computed with Warnatz (left) and Keromnes (right) mechanisms for pressure
10 bar (left). Red represents Φ = 0.2, green – Φ = 1 and blue – Φ = 5. Solid lines
correspond to computations with Phlogia, dotted lines – HOMREA and dashed
lines – CHEMKIN.

Now it is considered, how the three mechanisms perform relative to one another
and relative to independent shock tube experiments of J.Herzler and C.Naumann
[HN09] and Y. Zhang et. al, [ZHW+12]. The mixture of 1 H2 and 1 O2 was highly
diluted with Argon (XH2 = 0.035, XO2 = 0.035 and XAr = 0.932). The ignition delay
was investigated for pressures of 1, 4 and 16 bar. Numerical data was prepared with
Phlogia, using constant pressure approach eq. (5.5). The results are summarised in
Figure 5.3.
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Figure 5.3.: Comparison of ignition delay time computed with Warnatz (dashed
lines), Keromnes (dotted lines) and ELTE (solid lines) mechanisms: On the
left – Temperature dependence for pressure 1 (blue), 4 (green) and 16 bar (red);
On the right – Equivalence ratio dependence for temperature 900 (blue), 1100
(green) and 1300 K (red). Circles are experimental results of J.Herzler and
C.Naumann [HN09]; Crosses represent experimental data of Y. Zhang et. al.
[ZHW+12]. Mixture composition XH2 = 0.035, XO2 = 0.035 and XAr = 0.932.

At pressure of 1 bar (shown in blue) all three mechanisms give almost identical
results, with difference not exceeding 6%. At this pressure the simulated results
pass directly through the measured points [HN09], starting from 950K. Below this
temperature a large discrepancy of experimental results is observed. In the case of
an elevated pressure of 4 bar (shown in green), Warnatz and Keromnes mechanisms
are overlapping identically, whilst ELTE mechanism shows a significant deviation
up to 80% for temperatures below 1020K. The ELTE mechanism seems to fit
better experimental data of J. Herzler and C.Naumann. However, the discrepancy of
experimental data, comparing results of J.Herzler and C.Naumann and Y. Zhang
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et. al, is of the same magnitude, 65%, as the difference between the mechanisms. At
relatively high pressure of 16 bar (shown in red), the experimental data is much better
correlated: compare red crosses with red circles. However, the results of different
mechanisms deviate up to 65%, with Keromnes mechanism laying in the middle.

In most considered cases Keromnes and Warnatz mechanisms deliver comparable
results, whilst the ELTE mechanism has a significant deviation, particularly for
elevated pressures. This deviation is within the uncertainty of experimental results.
Although there is still a noticeable discrepancy between chemical models, they still
show a high sensitivity of ignition delay times on initial mixture composition and
temperature. For instance small change of initial temperate of 10K may lead to
change of ignition delay of more than 50%, which is particularly pronounced by
elevated pressures (see fig. 5.3); or a small change in equivalence ratio of 0.1 can lead
to a change of ignition delay of more than 25% (see fig. 5.2).

5.1.2. Unconfined hydrogen-air flame

The main purpose of this section is to assess the space-time integration approach and
selected hydrodynamic and transport models, coupled with thermochemistry. The
method is validated with a well established code INSFLA [MW88, Maa88], which
uses Lagrangian coordinate and homogeneous pressure.

For validation purposes, the Warnatz mechanism [MW88] was chosen. As the ignition
delay study §5.1.1 has shown that considered mechanism have similar chemical
behaviour and the transport coefficients of these mechanism are also identical, the
validation results are expected to be similar for Keromnes and ELTE mechanisms.

For validation a closed volume x ∈ [0, 0.5] m was chosen. The solution was integrated
over the time interval of t ∈ [0, 0.15] ms. In order to ignite the mixture, a hot spot
near the left boundary was created, while keeping the initial pressure in the whole
volume constant:


v0 = 0,
T0(x) = 300 K + (1200 K)e−(x/l)2

,
c0,i(x) = Xi,0

1 bar
R0T0(x) , i = 1, ... , NS,

(5.7)

The hot spot width l = 0.5 mm was chosen such that the minimal ignition energy is
provided. The ignition problem was considered for XH2 = 2/3, XO2 = 1/3 and other
species were set to zero.

The boundary conditions, representing symmetry relation (r = 0) and adiabatic
“wall” (r = L) are given as:



v(t, 0) = v(t, L) = 0,
∂

∂ξ
T (t, 0) = ∂

∂ξ
T (t, L) = 0,

∂

∂ξ
ci(t, 0) = ∂

∂ξ
ci(t, L) = 0, ∀ i = 1, .., Ns.

(5.8)
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In order to assess the error, the following relative error definition is used:

εrel =
∫ L
0

(
u(x)− uref (x)

)
dx

L max
x

u(x) , (5.9)

where u(x) considered state variable, e.g. temperature, pressure or species concentra-
tion, uref (x) – reference solution for the state variable.

During the ignition a pressure wave is generated, which propagates ahead of the flame
front and preheated the initial mixture from 300K to 318K (see fig. 5.4 (left)) and
raised the pressure to 1.2 bar (see fig. 5.4 (right)). At the current stage the primary
focus is on stationary flame profiles. For this reason the comparison was conducted in
the isobaric regime of INSFLA, with adjusted initial values of temperature T0 = 318K
and pressure P = 1.2 bar.
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Figure 5.4.: Pressure wave propagation after ignition shown on profiles of
temperature (left) and pressure (right) for t ∈ [0, 10−5]

It was observed that stationary profiles for species concentration are optically almost
indistinguishable (see fig. 5.5).The mole fraction of OH radical near adiabatic limit
has the largest deviation. The relative difference is however less than 0.2%, which
can be attributed to the isobaric approximation in INSFLA. The computed flame
front velocity is also close: INSFLA is 87.1m/s and Phlogia – 90.5m/s.

The resulted stationary profile for temperature is also virtually identical between INS-
FLA and Phlogia calculations, compare fig. 5.6 (left). Obviously the pressure profile
in INSFLA is constant over the space, which is seen as dotted line in fig. 5.6 (right),
but the compressibility leads to a tiny jump in pressure at the flame position of
500Pa (around 0.4%). The effects of RTOL (specified relative tolerance in space) on
computation are best seen on this pressure jump. The RTOL provides an equivalent
to the spacial resolution. Solution with RTOL=10−4 is characterised by an optically
perfectly smooth jump; with RTOL=10−3 – little oscillations are seen near the jump;
and with with RTOL=10−2 – the oscillations are getting significantly stronger. Mean-
while the other profiles like temperature or species are optically indistinguishable
for all three tolerances. In fact the solution with RTOL=10−4 is also a subject to
oscillations, which are of the order of magnitude of 0.01%. These oscillation come
from the spectral nature of the method.
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Figure 5.5.: Stationary profiles of hydrogen-oxygen flame for species: Mole
fraction of H2 (top-left), mole fraction of H2O (top-right), mole fraction of OH
(bottom-left) and mole fraction of HO2 (bottom-right). Solid line correspond to
Phlogia results and dotted line – INSFLA.
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Figure 5.6.: Stationary profiles of hydrogen-oxygen flame for temperature (left)
and pressure (right). Solid line corresponds to Phlogia results and dotted line –
INSFLA. Blue colour represents RTOL= 10−4, red – RTOL=10−3.
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The RTOL parameter describes the maximum of the amplitude of the last coefficient
of the truncated series (see §D.4) and can be used as a measure for numerical error
of the method. The relative error eq. (5.9) shows the same characteristic behaviour
as the oscillation amplitude. This is illustrated in fig. 5.7, where the relative error for
pressure is compared to the amplitude of the oscillations and shown as function of the
RTOL parameter. Here, as a reference solution Pref the solution with RTOL=10−5

has been employed.
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Figure 5.7.: Relative amplitude of numerical oscillations (left) and relative error
for pressure (right).

Typical computational time with accuracy RTOL = 10−3 accounts for 30 minutes on
Intel R©CoreTMi7-4960HQ CPU @ 2.60GHz, with most computational efforts given
to the resolution of the pressure wave created after the ignition. Thickness of the
pressure wave is accounted to 6µm and it travels with ∝ 500m/s, which reduces the
maximal time increment through CFL condition to ∝ 10−8 s. During the physical
time of 0.15ms the pressure wave has travelled 7 cm, whilst the flame – only 1 cm.
Smoothing the pressure wave with frequency damping filter §3.4.4 or choosing a
smaller domain, e.g. 10mm, with non-reflecting outflow [PL92] allows reducing the
computational time to a few minutes, without affecting the presented results.

5.1.3. Laminar flame speed of hydrogen-air mixtures

The laminar burning velocity is the basic characteristic of combustion systems
[WMD06]. There are numerous algorithms how to estimate the laminar burning
rate on the basis of data registered experimentally including the flame speed in the
laboratory referenced frame, flame front curvature, stretch factor etc. [WLC+15]. A
straightforward algorithm offers the Mikhelson3 formula for the flame speed:

vf = uL
ρ0

ρb
, (5.10)

where uL is the laminar burning velocity and ρ0/ρb is expansion ratio. Here ρ0
density of fresh mixture and ρb is density of combustion products.

In order to observe a steady propagating flame, a large vessel is chosen. The vessel is
filled with a test mixture of given composition at given thermodynamic state. The

3Mikhelson, V.A., “O normal’noy skorosti vosplameneniya gazovykh smesey”, 1927
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dimensions of the vessel are chosen as large as L = 10m, such that to minimise
the effects of boundary conditions on flame dynamics, during early stages of its
development. Boundary conditions representing symmetry condition and adiabatic
wall are given by eq. (5.8). The initial conditions are similar to the previous section
§5.1.2. The ignition is initiated with a hot-spot of 1500K in the region of 2mm
radius adjacent to the left wall.

Both initial mixture composition and pressure were imposed to be constant in the
whole computational domain. Herewith, p0 = 1.0 bar and T0 = 300K. The mixture
was assumed to be quiescent. The calculation was performed with different codes:

• Flame burning velocity as eigenvalue problem, computed with INSFLA using
isobaric approximation [MW88, Maa88],

• Flame propagation from adiabatic wall, as described above, using full compress-
ible code CABARET [GZKK13, KG09]. The code is based on high oder finite
differences method. Here a shorter domain L = 50mm had to be used, with
imposed non-reflecting NSCBC [PL92] at the right wall.

• Flame propagation from adiabatic wall in a very large vessel L = 10m using
proposed algorithm Phlogia.

Figure 5.8 shows the calculated burning velocities for the wide range of hydrogen-
air mixture compositions. The calculations are compared with experimental data
adopted from [SW14] and [PBO10]. Here rather a good quantitative agreement
between all the calculations is observed.

Because of the special character of the spectral methods standard algorithms to
access the accuracy and convergence of numerical schemes are not straightforwardly
applicable. It is clear the discretisation mesh can be fixed and a standard mesh
refinement procedure can be performed, but then all advantages of the suggested
approach will be absent. The proposed algorithm automatically adjust the number
spectral elements and the polynomial order within them for each time step. The
process is governed by user specified accuracy requirements ATOL and RTOL (see
§D.4). In order to see the effect of the tolerance criteria, a number of resolution tests
have been performed. The result of these tests for flame propagation in unconfined
settings are summarised in table 5.1. The absolute tolerance is kept constant
ATOL=10−6 for all state variables. The table presents values for stoichiometric
mixture of hydrogen and air but the results for other mixtures behave identically.

The table 5.1 shows also flame thickness δf , computed from the slope of tempera-
ture profile, and required number of collocation points NP . A data for outwardly
propagating spherical flame at radius r = 20mm is also added for comparison.

The difference in computed values for laminar flame speed vL and for flame thick-
ness δf lies between RTOL=10−4 and RTOL=10−3 in fourth decimal and between
RTOL=10−3 and RTOL=10−2 in the third decimal place. The number of required
grid points NP almost doubles for each order of accuracy. Note additionally that
NP is given for the whole computational domain x = [0, 10]m. Please note that the
number of points correspond to the quasi-stationary regime of flame propagation and
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Figure 5.8.: Comparison of computed laminar burning velocities with experi-
mental measurements, adopted from [BKKY]

vary significantly during initial stages.

The computation of pure burning velocity is a well posed mathematical eigenvalue
problem, available in several well established programmes like INSFLA or CHEMKIN
(Premix). Unfortunately, a physical experiment cannot be completely separated from
neighbour effects, like flame surface curvature, burner-flame interaction or effects of
walls of the combustion vessel. Moreover, there is a difficulty separating of laminar
burning velocity speed from flame propagation speed, which is hydrodynamically
driven (see e.g. [WLC+15]).

Figure 5.9 presents previously discussed experimental results, grouped according to
experimental method. Red symbols correspond to bombs, e.g. spherical bombs or
cylindrical bombs; blue symbols represent burner experiments, e.g. bunsen burner;
and green symbols depict several other experiments, e.g. particle image velocime-
try or counterflow flames. The grouping of experimental results is obvious, with
bomb experiments, possibly underestimating the burning velocity and open burner
experiments, possibly overestimating the burning velocity. The flame propagation in
such experiments is accompanied with a number of phenomena, which influence the
burning velocity.

For instance, the measurements of burning velocity in closed vessel (bomb) experi-
ments encounter flame folding and flame-wall interaction. For this reason measure-
ments are conducted at relatively small radius of spherically expanding flame, e.g.
20mm. However, at this conditions the flame is not yet completely stationary and
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RTOL spherical, r = 20mm planar

NP δf mm vl cm/s NP δf mm Uf cm/s

10−4 1249 0.3560 219.50 934 0.3397 243.84

10−3 665 0.3570 219.46 491 0.3400 243.92

10−2 365 0.3572 218.67 386 0.3422 245.54

Table 5.1.: Resolution test with APSM in unconfined settings for stoichiometric
conditions.

is still influenced by initial conditions. Figure 5.9 shows also the computed with
Phlogia flame burning velocity in the spherical symmetry at the flame position of
r = 20mm, which goes perfectly through experimental results in closed vessels. Nat-
urally, conducting the numerical measurements at larger radii, the burning velocity
is approaching the planar case, shown as blue line. Unfortunately, laminar spherical
flames of large size are not feasible in experiment, due to various destabilisation
effects.
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Figure 5.9.: Laminar burning velocities vs. experiment type, adopted from
[BKKY].

Results shown in fig. 5.9 indicate that a more accurate modelling physical experiments
is required, in order to extract the laminar burning velocity.
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5.2. Ignition and flame propagation in narrow channels

Another case, where the transient regimes play important roles, is ignition in narrow
channels. In the first part is investigated, how a flame is developing in narrow closed
and semi-open ducts with adiabatic walls. In the second part, a combustion in micro
flow reactor with isothermal walls is studied.

5.2.1. Flame development in narrow ducts

The problem of premixed flame propagation in ducts has relevance for safety applica-
tions, e.g. in the petro-chemical industry, mining and power generation. There arise
situations, where a mixture of fuel and air coexist in a duct with the possibility of
ignition and flame propagation. The propagating flame can undergo spontaneous
acceleration and even a transition to detonation [KS03], which has a very destructive
potential.

The problem of flame propagation in ducts attracted interest of scientific society since
end of XIX century, when Mallard and Le Chatelier studied the explosions in tunnels
and coal mines [ML85]. The development of photographic equipment showed that
flame is asymmetric and has non-uniform movement. Particularly interesting are the
photographic observation of Ellis [Ell28]. He studied ignition in vessels of different
shapes. All vessels provided interesting visual results but particularly interesting
were interesting observation in closed tubes of, what is now called, ”tulip” flames.
Stroboscopic images showed that flame develops firstly as a hemisphere. Later, as it
approaches the walls of the duct, it get the characteristic elongated form of ”finger”
flame, which in the last phase flattens and turn the convex towards the burned gas.

The dynamics of flame propagation in closed pipes or ducts is influenced by a large
number of phenomena, e.g.:

1. Finger flames – a transition from finger to tulip flame [XHO15] leads to a rapid
increase of the flame surface ratio accelerating the flame;

2. Wall friction, hydraulic resistance (G. Sivashinsky [BS00, BGG+04]) leading
to momentum and energy losses – following ideas of Ya.B. Zel’dovich [ZR47],
the pressure increase in the flame induction zone govern the acceleration;

3. Delayed burning phenomena – secondary reaction in the product side pushes
the flame forward driving the flame acceleration [BVE08, BVAL12];

4. Acoustic instabilities – flame instabilities [CH96, Cla00] courses the flame
surface growth and, in turn, accelerating the flame;

5. Turbulence and compression waves interaction – strong interaction of the
reaction flame front and accumulating shock waves [VBA+10], see e.g. [OG07]
for more details.

Most experimental observations available in the literature were conducted in relatively
longs square ducts. It has been observed that the tulip inversion is best seen for the
ratio of the length of the duct to width of the square cross section L/W ranging
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Type Width, mm Length, mm
Open 15 100
Open 10 100
Open 5 100
Open 2.5 100
Closed 10 100
Closed 5 100
Closed 5 50
Closed 5 25
Closed 2.5 100

Table 5.2.: Duct configurations used in study.

between 4 and 20 [Ell28, DR09]. In the current work, the formation of the flame front
in two configurations of relatively long and narrow square channel is investigated. The
ratio of width of the square to length L/W is ranging from 10 to 20. One numerical
sample for L/W = 40 is taken, in order to investigate, what happens outside the
experimentally proposed range. Table 5.2 summarised investigated configurations.

The majority of experimental data are available for rectangular cross sections. More-
over previously conducted 2D simulations compared to 3D simulations can still repre-
sent important features of the combustion wave in narrow ducts [XMSM12, XHO17].
For the current study is thus limited to 2D planar geometry. For numerical test, two
rectangular channels with width W and length L are introduced. They are shown
in fig. 5.10. In one configuration the right side is open and in the other the duct is
closed from all directions.

L

W

L

W

Figure 5.10.: Geometrical configuration of narrow duct: half-open (left) and
closed (right). Red point indicates the hot spot position.

For ignition a small hot spot with width of 0.2mm and temperature of 2500K is
used, whilst the rest of the mixture has temperature of 300K. The initial pressure
is kept uniform of 1 bar. The initial hot spot is tend to represent a spark or a laser
pulse. At the time zero, only stoichiometric mixture of hydrogen and air is present:

Initial condition, t = 0

vx(0, x, y) = 0,
vy(0, x, y) = 0,
T (0, x, y) = 300 + 2200 exp

(
− (x/0.2 mm)2 − (y/0.2 mm)2

)
,

cH2(0, x, y) = 21
71

1 bar
R0T (0, x, y) ,

cO2(0, x, y) = 21
142

1 bar
R0T (0, x, y) ,

cN2(0, x, y) = 79
142

1 bar
R0T (0, x, y) .

(5.11)
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Assuming that heat transfer is much slower as the combustion process, the walls are
taken adiabatic. However, it is important to resolve the boundary layer and thus the
non-slip boundary condition for velocity is imposed.

Bottom boundary, y = −W/2



vx(t, x,−W
2 ) = 0,

vx(t, x,−W
2 ) = 0,

∂

∂y
T (t, x,−W

2 ) = 0,
∂

∂y
ci(t, x,−W

2 ) = 0,
∀ i = 1, ..., NS

(5.12)

Top boundary, y = W/2



vx(t, x, W2 ) = 0,
vx(t, x, W2 ) = 0,

∂

∂y
T (t, x, W2 ) = 0,

∂

∂y
ci(t, x, W2 ) = 0,

∀ i = 1, ..., NS

(5.13)

Left boundary, x = 0



vx(t, 0, y) = 0,
vy(t, 0, y) = 0,

∂

∂x
T (t, 0, y) = 0,

∂

∂x
ci(t, 0, y) = 0,

∀ i = 1, ..., NS

(5.14)

Right boundary for closed configuration, x = L



vx(t, L, y) = 0,
vy(t, L, y) = 0,

∂

∂x
T (t, L, y) = 0,

∂

∂x
ci(t, L, y) = 0,

∀ i = 1, ..., NS

(5.15)
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Right boundary for open configuration (NSCBC), x = L

∂

∂t
(ρvx) + ∂

∂y
(ρvxvy + τxy) = −

(
vx d1 + ρ d3

)
,

∂

∂t
(ρvy) + ∂

∂y

(
ρv2

y + σ + τxy
)

= −
(
vy d1 + ρ d4

)
,

∂

∂t
(ρe) + ∂

∂y

(
vxτyx + vy (ρe+ σ + τyy) + qy

)
= −

((
h+ 1

2v
2
x

)
d1 + ρv

(
h́+ vv́

))
∂

∂t
ci + ∂

∂y

(
civy + ji,y

)
= ω̇i −

(
(d1 − vxρ́) ci + vći

)
,

(5.16)
Here the abbreviation (́ ) = ∂( )/∂x is used for space derivative. All variables, unless
specified, are computed from the solution approximation within the domain at the
corresponding boundary. Mass specific boundary derivatives [PL92]:

d1 = 1
a2

(
L2 + 1

2 (L5 + L1)
)
,

d3 = 1
2ρa (L5 − L1) ,

d4 = vx
∂vy
∂x

,

(5.17)

The amplitudes of characteristic waves for outflow:

L1 = K (P − P∞) ,
L2 = v

(
a2ρ́− Ṕ

)
,

L5 = (a+ v)
(
Ṕ + ρav́x

)
,

(5.18)

For more information on NSCBC for non-reflecting outflow see discussion in §6.2.
Here, the following parameters are used: pressure at the outflow P∞ = 1bar, the
parameter σ = 0.5 (used in K) and the characteristic length L∗ = 2 cm.

5.2.1.1. Flame tip inversion in closed channel

Under particular conditions, depending on mixture composition and channel con-
figuration, convex “tulip” shape becomes characteristic for a propagating flame in
narrow channels. Fig. 5.11 shows a stationary tulip flame in channel with width
10mm under stoichiometric hydrogen-air conditions. Results attained in [MR04]
correspond to a stationary propagating “free” flame and the results of current work
correspond to closed channel with length L = 25mm.

C. Clanet and G. Searby [CS96] distinguished four stages of tulip flame development,
which are also observed by other researches [DRS98, XWH+11]:

1. Hemispherical flame. Unaffected by the presence of the walls. Flame is expand-
ing with small velocity close to laminar flame speed.

2. Finger flame. Flame approaches side walls. Flame velocity is growing exponen-
tially, reaching value exceeding several times the laminar flame speed.
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Figure 5.11.: Comparison of stationary tulip flame with heat release rate and
flow lines. Upper half results attained in [MR04], lower half – this work.

3. Tulip formation. As the skirt of flame touches the side walls, the inversion of
tulip begins. During this stage of propagation, the flame surface area and the
propagation velocity decrease steadily.

4. Tulip propagation. The dynamics of the front propagation after the tulip
inversion.

Figure 5.12 provide illustration to C. Clanet and G. Searby classification (CSC).
On the left are flame development stages observed in experiment [XMSM12] and on
the right results of the current work. Interesting that during the last stage “tulip
propagation” secondary tulips can be formed.

Figure 5.12.: Stages of tulip flame formation. Left half schlieren images adapted
from [XMSM12], right half are computational schlieren images (this work).
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Consider now fig. 5.13, which shows flame development process along the axis of
symmetry for stoichiometric hydrogen air flame in closed channel 10mm. The top
image show flame tip position at different time instances, the middle image shows the
velocity of the flame tip over duct length and the bottom images shows the contours
of flame every 40µs. The coloured lines show the critical points of flame evolution (1
through 7). These points are addressed in details:

Figure 5.13.: Flame position (top), flame velocity (middle) and sequence of
flame front contours (bottom).

1. Pressure from initial ignition reflected top and bottom walls of the duct, has
reached the flame (t = 0.08ms.). Compare also fig. 5.17 (top most frame), the
pressure wave, reflected from walls collapses in the middle. At this point ended
the first stage of hemispherical flame propagation, according to CSC. Before
that point, the flame is growing with about vF = 13m/s. From this point
on, the flame is developing a typical “finger” configuration. Flame velocity,
starting from this point, is growing linearly with x. Here starts the second
stage, according to CSC.

2. Flame approaches top/bottom walls of the duct (t = 0.48ms) which is accom-
panied with a short drop of flame velocity. Pressure, “locked” in top-left and
bottom-left pockets, thwarts shortly flame acceleration.

3. Flame touches the top/bottom walls of vessel (t = 0.67ms). Starting from this
point flame surface is shrinking, releasing the overpressure region, which was
behind the flame. Here the acceleration of the flame tip becomes negative and
the flame tip eventually drops velocity. At this point the flame tip velocity has
almost reached its maximum of about vF = 55m/s. Here begins the actual
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tulip formation, according to the third stage of CSC. At this point the flame
surface is reduced almost instantly, creating secondary expansion waves.

4. Released, at the previous point, pressure wave reaches the right wall of the
duct (t = 0.88ms). Beginning from this point, the flame tip velocity drops
dramatically, by more than 5 times (see also fig. 5.17).

5. Plane flame is formed (t = 1.05ms). Maximum, of the reflected from the
right wall, pressure wave reaches the flame tip (see also fig. 5.17). At this
point the flame velocity reaches its minimum of vF = 7.5m/s. Shortly after
that, the classical tulip flame is formed, where begins final stage of tulip
flame propagation, according CSC, where the flame motion is governed by
hydrodynamic processes. Interesting, that the flame tip, as it becomes sharp,
begins to flatten, as seen on the velocity profile, which indicates presence of
some sort instability. The secondary expansion waves created at the 3. critical
point do not affect integral flame front propagation, as seen in fig. 5.13 (top)
but there are nonetheless marginal fluctuations of flame front velocity due to
this waves.

6. Formation of the secondary tulip (t = 1.55ms). Pressure wave reflected again
from the right wall, reaches the flame front to the second time. At this point,
the tulip front starts to curve at both sides, forming two additional cusps, which
propagate towards the main cusp.

7. Collapse of the secondary tulip (t = 1.95ms). Secondary cups are reaching
the tip of the flame. Here the unburned gas are captured at the tip, explodes,
creating a strong but short flame tip acceleration. After this point the pressure
in the vessel is almost homogeneous and the flame gradually relaxes to the
steady propagating tulip flame with velocity about vF = 15m/s.
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Figure 5.14.: Comparison of flame tip velocities for different width/length ratios.

Figure 5.14 shows comparison of flame tip velocities of different channel configurations
(width/length). The x-axis is normalised to the width of the channel L. Flame front
velocity develops in the normalised space almost identically, till flame skirt touches
side walls. This however, happens at the different points along the trajectory. What
is interesting, is that the formation of the plane flame (lowest point in velocity profile
after flame acceleration, x/xmax ≈ 0.32) for equalW/L (5×50 and 10×100) happens
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Figure 5.15.: Comparison of flame tip inversion times for different width/length
ratios. Zero corresponds to plane flame.

exactly at the same position. Meanwhile, for smaller W/L (5× 100) the transition
position is shifted to the right and for large W/L (5× 25) is shifted to the left.

The actual tip inversion type depend only on channel length, which is illustrated in
fig. 5.15. The moment as the flame becomes “plane” is taken here as reference point
t = 0. It can be seen that for channels with equal length (L = 100mm), the time
range between flame skirt touching the side wall (kink in the velocity profile) and
the formation of plane flame is equal ∆t = 0.37ms.

Figure 5.16.: Comparison of quasi-stationary tulip configurations for different
width/length ratios.

Figure 5.16 shows a comparison of quasi stationary tulip flame shapes. All profiles
are normalised in x and y direction by channel width W . Left picture shows effect of
channel width: with larger cross-section of the channel, the tip inversion is getting
stronger. The right picture shows the effect of channel length on tulip configuration.
Longer channels have a somewhat deeper tip inversion but the effect is much less
pronounced as in case of channel width variations.

There are a number of explanation of the tulip phenomenon. Some authors emphasise
the importance of Darrieus-Landau instability [NFGLC93]. The others put forward
radial gradient axial velocity just ahead of the curved flame front [DRBS88] but the
appearance of the gradient is not explained. In [GBS92] the so-called “squish” flaw



90 5.2. Ignition and flame propagation in narrow channels

was observed and put responsible for flame tip inversion. In [RO88] by studying
flames in enclosures, considered the generated vorticity (Rayleigh–Taylor instability)
in the burned gas, as responsible for tulip flame formation. Similar observation
was done in [XHO17]. Finally in [Lee77], by studying initiation of detonation in
gas mixtures half-open tubes, the importance of Taylor interface instability for the
folding of the flame to a tulip shape.

In order to investigate the driving force, hydrodynamic processes are firstly analysed.
Figure 5.17 shows sequence of overlapped pressure distribution (colours) with velocity
field (small cyan arrows). Additionally, the actual flame position is put, for reference,
as a solid black line. In the first frame the pressure wave, reflected from top/bottom
walls, arriving to the hemispherical flame. From this point on, the mass flux initiated
through thermal expansion is increasingly dominated in x-direction, given a rise to
finger flame.

The finger flame is a prevailing effect, till the flame skirt touches the top/bottom
walls (0.7ms). From this time on, the flame surface is rapidly decreasing, with
corresponding lower heat release. This triggers the release of overpressure, blocked
previously by the growing flame (see 0.7 and 0.8 ms in fig. 5.17).

Once the released pressure wave reaches the right wall, the speed of the flame tip
starts to decrease, and eventually a negative flow is built behind the flame, as the
pressure wave approaches the flame (1.0 ms). Here the inversion of the flame tip
begins. One may expect, when reflected from the left wall (1.2 and 1.3 ms), the
pressure wave should inverse the tulip. However, by passing through the flame of
the pressure wave, the tulip configuration remains almost unchanged. More over, as
mentioned before, by passing again through the flame from the right (t>1.5 ms) the
flame surface is distorted again, by creating secondary cusps on the flame front (see
fig. 5.13).

Although the pressure wave triggers the formation of tulip, it is not the effect
responsible for tulip existence. In order to investigate the driving force in more detail,
consider a quasi-stationary tulip flame, when pressure in the vessel is homogeneous
P = 3.286± 0.005 bar. Figure 5.18 shows vorticity field ω with overlapped velocity
field (left) and vorticity generation ∂ω/∂t with neglected viscosity (right) [CM00]:

ω = ∂vx
∂x
− ∂vy

∂y
,

∂ω

∂t
= 1
ρ2

(
∂ρ

∂x

∂P

∂y
− ∂ρ

∂y

∂P

∂x

)
.

(5.19)

Pressure and density fields were smoothed before using eq. (5.19) in order to filter
out small acoustic perturbations. In this quasi-stationary state, the velocity at the
flame front is zero, with stronger flow behind the flame front (see fig. 5.18 (left)).
This flow is perpendicular to the flame front but, due to the non-slip boundary
conditions, this flow is forced to rotate near the walls. This creates hight vorticity
region, where flame front touches top/bottom walls of the duct. The hight vorticity
is further stimulated by disparity of pressure and density gradients in these regions
(see vorticity generation in fig. 5.18 (right)). The vorticity driven instabilities are
attributed to Rayleigh–Taylor instability.
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Figure 5.17.: Flame development in closed duct 10× 100mm. Solid black line
shows flame front, colour codes the pressure, cyan arrows represent velocity field.
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Figure 5.18.: Vorticity of quasi-stationary tulip flame: vorticity with overlapped
velocity field ω (left), vorticity generation ∂ω/∂t (right). Black arrows represent
local velocity vector, grey line corresponds to flame position.

By passing second time through the tulip flame, reflected from the right side, pressure
wave, disturbs the flame front again and the secondary tulip is generated (see fig.
5.13). Figure 5.19 shows the vorticity field and vorticity generation term during
the secondary tulip formation (top) and during the quasi-steady propagation of the
secondary tulip towards the main cusp (bottom). The top frame corresponds to the
moment, as the traversing the flame front, which disturbs the flame front through
misalignment of velocity vectors of different layers near the flame, with different
densities. As a result, a secondary vorticity generation region at the flame front (see
fig. 5.19 (top)). The created Kelvin–Helmholtz instability curves the flame front. As
the pressure wave is relatively far away from the flame, the secondary vorticity source
reduces almost to zero, whilst the main vorticity near the walls remains. Nonetheless,
the secondary tulip did not cease to exist, even when the pressure wave is traveling
back trough the flame. Persistence of the secondary tulip, indicate on the existence
of other instability, e.g. Darrieus-Landau insatbility.

Now the attention is given to thermochemical state space. The same (seven) critical
points are considered, as discussed in relation to fig. 5.13. Few first several stages are
shown in fig. 5.20 in projections to H2O, H2, OH (left) and in projections to H, O,
OH (right). First projection, shown in green, is captured at t = 0.03ms as the flame
started to expand. Second projection, coloured with blue, is at t = 0.08ms as the
reflected from top/bottom walls pressure wave reaches the flame (1. critical point).
Till now, there was a little difference in thermochemical state space is observed.
Projections are practically identical, if properly scaled. However, as the finger flame is
formed, the projections took completely different shape (cyan), which was developed
further, as the flame was approaching top/bottom walls (red). The cyan projection
can be seen as a part of a more complex red state space formed near the wall. The
red profile corresponds to the 2. critical point.

In the next snap shot, fig. 5.21, the point of flame wall approach is shown now in green
and used as reference point. The next point is at the time moment t = 0.68ms (blue),
just after the flame touches top/bottom walls (3. critical point). Within very short
time 0.03ms the projections to specific mole numbers have changed dramatically.
As the pressure wave reaches the right wall at t = 0.88ms (fourth critical point),
the thermochemical state reaches the state shows in cyan projections. After that
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Figure 5.19.: Vorticity of forming secondary tulip flame: vorticity with over-
lapped velocity field ω (left), vorticity generation ∂ω/∂t (right), initiation of the
secondary tulip (top), later stages of secondary tulip (bottom). Black arrows
represent local velocity vector, grey line corresponds to flame position.

point the thermochemical state space remains unchanged, if appropriate scaling is
chosen. The last, in this snap shot, is the moment, as the flame becomes plane shape,
t = 1.05ms (5. critical point). Here is to see, that projection have the same shape
but have only somewhat shrunk.

The following snap shot, fig. 5.22, shows the development of tulip flame from plane
flame. Green projections shows plane flame (t = 1.05ms) and red – tulip flame
(t = 1.45ms). It is to see that the thermochemical state did not change shape during
the tip inversion, but only shrank.

The final snap shot, fig. 5.23, shows the moment, when the secondary cusp in tulip
flame is present (blue) and the final quasi-steady tulip flame (red). The last moment
from the previous snap shot (fig. 5.22 (red)) is show here in green for reference. During
the time between formation t = 1.55ms (6. critical point) and disappearance of the
secondary cusp on tulip flame t = 1.95ms (7. critical point), the thermochemical
state state is, as shown in blue in fig. 5.23. The projections are also practically
identical to the moment as the pressure wave touches the right wall, when properly
scaled. The last projection, shown in red, corresponds to the steady propagating
tulip flame t = 2.03ms.

From the moment as the pressure wave reached the right end of the duct, the
thermochemical state space was fully developed. In late times the shape of projections
to specific mole numbers of species remains unchanged but only shrinks along some
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Figure 5.20.: Development of finger flame in thermochemical state space in
projection to H2O, H2, OH (left) and to H, O, OH (right).

Figure 5.21.: Development of plane flame in thermochemical state space in
projection to H2O, H2, OH (left) and to H, O, OH (right).

Figure 5.22.: Development of tulip flame in thermochemical state space in
projection to H2O, H2, OH (left) and to H, O, OH (right).
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Figure 5.23.: Development of secondary tulip and quasi-steady tulip flame in
thermochemical state space in projection to H2O, H2, OH (left) and to H, O, OH
(right).

axes. This implies that the flame tip inversion and the appearance of secondary cusps
is pure hydrodynamical effect.

5.2.1.2. Flame acceleration in open channel

Now, the same duct configurations (width, length) is considered but the right end is
kept left open (see fig. 5.10), whilst the other sides have adiabatic walls. The flame
development in half-open channel undergoes stages similar to CSC of tulip flame
development, which is also illustrated in fig. 5.24.

1. Hemispherical flame.

2. Finger flame, untill flame touches the side walls.

3. Turbulent flame

Figure 5.24.: Stages of flame development in half-open channel. On the left
schlieren images of experimental observations [XWH+11]; On the right are com-
putational schlieren images (this work).
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The development of turbulent flame in open duct is now compared with development
of tulip flame in closed duct of the same geometry. Compare figs. 5.13 and 5.25.
At the top is the position of flame along the symmetry axis, in the middle is flame
velocity along symmetry axis and at the bottom are flame contours, taken every
40µs. Coloured lines show the critical points in flame velocity profile:

1. Pressure from initial ignition reflected top and bottom walls of the duct,
has reached the flame (t = 0.08ms). This point, in both closed and open
configurations, is identical, because hydrodynamic effects could not yet influence
the flame development. From this moment on, a laminar finger flame is being
developed.

2. Flame skirt touches top/bottom walls of the vessel (t = 0.68ms). This point
almost identical to third point in closed vessel configuration. However, in the
closed vessel, velocity is shortly reduced, during approach to the wall, which
can be seen as kink on the velocity profile (fig. 5.13, point 2). Before this point
the small overpressure was captured behind rapidly growing flame front, as seen
in fig. 5.27, is, at this very moment, released and travels ahead of the flame.
In the fully confined configuration, this wave is reflected from the right end of
the duct (see fig. 5.17) and by approaching to flame, the flame is reducing its
speed and eventually reverses its tip. In the open configuration, the pressure
wave travels out of the domain (fig. 5.27, t = 0.9, .., 1.0ms), and flame can
undisturbed propagate further.

3. Flame speed, being almost constant from the previous point, starts rapidly
reducing (t = 0.88ms). 0.05ms (∆x = 3.36mm) before that the flame front
started to curve.

4. Pressure is slowly increasing behind the flame, due to flame surface increase of
the curved flame, creating the second round of flame acceleration (t ≈ 0.94ms).

Experimentally, two other flame configuration were observed for open channels. One
is so called Γ-flame and the other – classical tulip flame. In order to observe on of
these configurations, probably a longer duct is required.

Figure 5.26 compares how velocity profiles depend on different W/L ratios. It can be
observed that when x-axis is scaled with the width of duct W , velocity profiles are
identical till the flame skirt reaches outer walls. After that, the shorter the channel
width, the longer it takes for the turbulence to kick off. For channel W = 15mm the
turbulence commences, straight after the flame touches the walls. In narrow channel
W = 2.5mm the flame propagates relatively long undisturbed, after its skirt touches
side walls.

If the attention is given to thermochemical state-space, fig. 5.28, it can be seen that
initial stages of flame development, before the flame skirt touches top/bottom walls,
are identical to the closed duct (compare fig. 5.20). Figure 5.28 shows hemispherical
flame (green), flame distorted through acoustic reflection from top/bottom walls
(blue, first critical point), developed finger flame (cyan) and the flame approaching
top/bottom walls (red, second critical point). At this stages, in closed duct, the acous-
tic disturbances have not yet reflected from the right end of the duct, and thus both
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Figure 5.25.: Flame position (top), flame velocity (middle) and sequence of
flame front contours (bottom).

Figure 5.26.: Comparison of turbulent flame tip velocities for different
width/length ratios.
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Figure 5.27.: Flame development in half open duct 10× 100mm. Solid black
line shows flame front, colour codes the pressure, cyan arrows represent velocity
field.
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open and closed configurations have identical hydrodynamical and thermochemical
behaviour.

In the next stage, as the flame skirt touches the walls and the flame surface starts
to reduce, fig. 5.29, the identical thermochemical state space, as in closed duct, is
observed (compare fig. 5.21). Green projections shows here the state, as the flame
approaches top/bottom walls, blue projection shows the state, just after the wall
approach, and red projections correspond the fourth critical point on the velocity
profile, as the flame speed reaches local minimum. The third critical does not have any
distinguished features in thermochemical state space. The fourth points corresponds
approximately the time moment, when in closed duct the reflected wave from the
right end reaches the flame and the plane is formed. Meanwhile, in the open duct at
this moment the flame from starts to curve. The reached here thermochemical state
space is also identical to the closed duct.

In contrast, to closed duct, where projections of the thermochemical state space in
previous step to mole fraction of species, preserves it shape for the rest of flame
propagation, the thermochemical state space is open configuration is perturbed
through the turbulence. It can be well observed in fig. 5.30, where green projections
correspond to the fourth critical point and green, followed by red – represent the
later stages of turbulent flame.
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Figure 5.28.: Development of finger flame of half open duct in thermochemical
state space in projection to H2O, H2, OH (left) and to H, O, OH (right).

Figure 5.29.: Last stages of finger flame of half open duct in thermochemical
state space, in projection to H2O, H2, OH (left) and to H, O, OH (right).

Figure 5.30.: Development of turbulent flame of half open duct in thermochem-
ical state space in projection to H2O, H2, OH (left) and to H, O, OH.
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5.2.2. Combustion in micro flow reactor

There is a trend to downsize combustion facilities but to sustain the combustion,
with the reduction of the facility size, is a very complicated task due the heat
losses, flame-wall interaction and heterogeneous chemical effects at the boundary.
Nevertheless, there are practical application which showed stable flames in chambers
smaller than the quenching radius [JLW78]. In order to stabilise and to study such
micro combustion systems in details, an experimental setup with micro flow channel
was developed [MPO+04]. Over the past decades different chemical mechanisms were
studied extensively in this micro flow channel under controlled isothermal conditions,
i.e. CH4, NH4, dimethyl ether, syngas, etc. [SHN+13, KNT+14, KNT+15, NTT+16].
It was shown that not all mechanisms perform well under micro scale conditions and
this setup can be used efficiently as an additional validation tool.

The experimental work with micro flow reactor covers a large number of phenomena,
i.e. flammability and extinction limits, flame quenching and stability effects of
lean mixtures [MKK+05]. Three regimes of combustion were observed: normal
flame, Flames with Repetitive Extinction and Ignition (FREI) and weak flames,
depending on the inlet mixture composition and initial and boundary conditions.
Normal flame is observed at a high velocity regime. FREI occurs at an intermediate
velocity regime where the unstable middle-branch solution exists. Stable weak flames
appear at a low flow velocity regime and give a possibility to study and verify low
temperature oxidation mechanisms. However, a special attention in the past was given
to weak flames. Although experimental findings were well supported by stationary
1D simulations [SHN+13, KNT+14, KNT+15, NTT+16, MKK+05] there is still a
question of applicability of such models.

Figure 5.31.: Schematic of experimental setup of micro scale combustor, adapted
from [NTT+16].

Figure 5.31 shows the schematic of the experimental setup [NTT+16]. A quartz tube
with inner diameter of 2 mm and length 100 mm is used as a reactor channel. A
hydrogen/air flat-flame burner was employed as an external heat source and the
stationary temperature profile from ambient temperature 300 to 1300K is formed
along the inner surface of the reactor channel. Optical observations of the flame
are conducted through a band-pass filter (transparent wavelength: 431.4 nm, half
bandwidth: 6.4 nm). In this observation, UV chemiluminescence from the hydrogen
oxidation is filtered out and part of broad spectrum from the CO–O radiation (350–450
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nm) can be captured [NTT+16]. All experiments were conducted at atmospheric
pressure and given mixtures were supplied to the reactor at inlet mean flow velocity
of v0 = 2 cm/s.

In order to create a numerical model of the experimental setup (fig. 5.31), the
configuration shown in fig. 5.32 is proposed. The channel is modelled in 2D with
rotational symmetry (see §A.3 cylindrical, axial). The symmetry is assumed along
rotation angle θ, x is axial direction, r is radial. The wall of the channel (top) is
assumed isothermal and non-slip. At the inflow (left) a fresh mixture with given
velocity is provided. The outflow simulates a large open space and at the bottom
symmetrical boundary condition. The mathematical model of this boundaries is
described below:

Figure 5.32.: Modelling configuration of micro flow channel.

Isothermal wall, r = 1 mm, adapted from [PL92].



vx(t, x, 1 mm) = 0
vr(t, x, 1 mm) = 0
T (t, x, 1 mm) = Twall(x)

∂

∂t
(gθci) + ∂

∂x

(
gθjx,i

)
= gθ

(
ω̇i −

d1

ρ
ci

)
,

(5.20)

where Twall is provided temperature profile at the wall (see fig. 5.32), gθ = r is
coordinate transformation parameter 4 (see §A.2 and §A.3), and the mass specific
boundary derivative is given [PL92] as:

d1 = 1
a

(
∂P

∂r
+ ρa

∂vr
r

)
, (5.21)

with a =
√
γP/ρ representing speed of sound.

4gx = gy = 1 are omitted in the equation for more comact representation
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Symmetry axis, r = 0 

∂

∂r
vx(t, x, r0) = 0

∂

∂r
vr(t, x, r0) = 0

∂

∂r
T (t, x, r0) = 0,

∂

∂r
ci(t, x, r0) = 0.

(5.22)

In order to avoid singularity in coordinate transformation, the left boundary was
placed at r0 = 0.01 mm.

Inflow (NSCBC), x = 0

This boundary condition is adapted from NSCBC subsonic inflow [PL92], where the
inflow velocity vx, vr, temperature Tin and mixture composition as mole fractions
Xin,i are imposed:

vx(t, 0, r) = vin(t, r)
vr(t, 0, r) = 0
T (t, 0, r) = Tin(t, r),

∂

∂t
ci(t, 0, r) = gθ

(
ω̇i −

1
M

(d1 − vinρ́)Xin,i − ćivin

)
.

(5.23)

here M is mean molar mass and the abbreviation (́ ) = ∂( )/∂x denotes space
derivative at the boundary, computed from inner points. The inflow velocity vin is
given with parabolic profile, such that mean value in through the circular surface is
equal to desired value, e.g. experimental v0 = 0.02m/s:

vin(t, r) = 2 v0(t)
r∞ − r0

(
r∞(r∞ − 2r0) + 2r0r − r2

)
(5.24)

with r given in meters, and r∞ = 1× 10−3 m, r∞ = 1× 10−5 m. Mean inflow velocity
v0 is allowed to be time dependent. Here the mass specific boundary derivative is
given as [PL92]:

d1 = 1
a2

(
L2 + 1

2 (L5 + L1)
)
, (5.25)

where Li are amplitudes of characteristic waves, give as

The amplitudes of characteristic waves for outflow:

L1 = (vin − a)
(
∂P

∂x
− ρa∂vx

∂x

)
,

L5 = L1 − 2ρa∂vin

∂t
,

L2 = 1
2 (γ − 1) (L5 + L1) .

(5.26)

The eq. (5.24) was derived under consideration that stationary flows in pipes tend to
take parabolic form (see e.g. [CM00]):

vin(r) = b0 + b1r + b2r
2. (5.27)
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The velocity at the wall is zero, due to non-slip condition, eq. (5.20), the gradient of
velocity at the symmetry boundary should be zero, eq. (5.22), and the mean velocity
over the surface of circular inflow v0 is imposed by the user:

v0 =

r∞∫
r0

2π v(r) r dr
r∞∫
r0

2πr dr
vin(r∞) = 0
∂

∂r
vin(r0) = 0.

(5.28)

Solving system eqs. (5.27) and (5.28) for coefficients b0, b1 and b2 leads to the
expression for inflow velocity (5.24).

Outflow (NSCBC), x = 100 mm

∂

∂t
(gθρvx) + ∂

∂r

(
gθ (ρvxvr + τxr)

)
= −gθ

(
vx d1 + ρ d3

)
,

∂

∂t
(gθρvr) + ∂

∂r

(
gθ (ρv2

r + σ + τrr)
)

= −gθ
(
vr d1 + ρ d4

)
,

∂

∂t
(gθρe) + ∂

∂r

(
gθ
(
vxτrx + vr (ρe+ σ + τrr) + qr

))
= −gθ

((
h+ 1

2v
2
x

)
d1 + ρv

(
h́+ vv́

))
∂

∂t
(gθci) + ∂

∂r

(
gθ
(
civr + ji,r

))
= gθ

(
ω̇i −

(
(d1 − vxρ́) ci + vći

))
,

(5.29)
Here, the abbreviation (́ ) = ∂( )/∂x for space derivative is used. All variables, unless
specified, are computed from the solution approximation within the domain at the
corresponding boundary. Mass specific boundary derivatives d1, d3, d4 and required
amplitudes of characteristic waves were discussed in §6.2, eqs. (6.8), (6.9), and §5.2.1,
(5.17), (5.18).

The reacting system and species transport were modelled with data provided for
Warnatz synthesis gas mechanism [MW88]. The mechanism contains 13 species
and 68 elementary reactions. In the focus of this study is the composition of fuel
(CO, H2) at stoichiometric conditions. The list of conditions is summarised in the
table 5.3. The listed conditions are covered by experimental study of Nakamura et.al.
[NTT+16]. Here, the parameter α describes fuel composition:

α = XCO

XCO +XH2

. (5.30)

In the physical experiment, the mixture in the channel is ignited with significantly
higher flow velocity and then the mean velocity is reduced to 0.02m/s. In order to
simulate this behaviour the experiments are split in two stages.

1. Aquire a steady flow for mixture composition shown in table 5.3 with disabled
reactions. The mean inflow velocity v0 = v0,a.

2. Acquire a steady reacting flow. The solution from the previous stage is taken
as an initial condition but reactions are now enabled. The inflow velocity
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α XCO XH2
XO2

XN2
v0,a v0,b

0.1 2 % 18 % 10 % 70 % 0.5m/s 0.02m/s

0.25 5 % 15 % 10 % 70 % 0.5m/s 0.02m/s

0.5 10 % 10 % 10 % 70 % 0.2m/s 0.02m/s

0.75 15 % 5 % 10 % 70 % 0.2m/s 0.02m/s

0.9 18 % 2 % 10 % 70 % 0.2m/s 0.02m/s

Table 5.3.: Micro flow channel configurations used in study.

is gradually reduced from v0,a to v0,b. At the time t = 0, mole fractions of
components are redistributed, linearly with temperature, such at T = 300K
only initial fuel is present, and at T = 1300 only products are present.

As mentioned above, the experimental data is available in form of optical observation
at wave length 431.4±6.4 nm. This wave length corresponds, in case of hydrocarbons,
to electronically excited CH species (CH*) [NS07, GAB14]. In synthesis gas the filter
wave length corresponds approximately to the maximum of spectral intensity [NS07].
Previous work on this subject, i.e. [SHN+13, KNT+14, KNT+15, NTT+16], used
local heat release rate as an approximation for the location maximal luminosity of
the flame. The heat release rate Q is given as:

Q = −
∑
i

hiω̇i. (5.31)

where hi is molar enthalpy of species i and ω̇i is molar production rate of species i.

As seen in fig. 5.33(left), observed luminescence is an integral value along optical
lines. If the distance between the camera and the channel is much large than the
diameter of the channel, then it can be assume the optical lines of the camera are
parallel to each other. Then the camera view can be approximated by a projection
to the middle plane, as shown in fig. 5.33(right):

I(r) = 2
π/2∫
0

u
(

r

cos θ

)
dθ, (5.32)

where u(r) is a studied variable in (2D) symmetry plane and I(r) is observed signal
intensity.

The experimental and numerical data are summarised in figs. 5.34. The figure
compares experimental luminescence images (top half of frames) with total energy
release through reaction (bottom part of frames). The experimental results are
adopted from [NTT+16]. The deviation of flame position between experimental and
computational results is within 1mm, with better agreement for higher concentration
of carbon monoxide in the fuel. The comparison of flame position measured with heat
release rate (HRR) signal is shown in fig. 5.35. Points are experimental measurements
of the location of maximal light intensity, green line corresponds to results of simplified
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θ

Figure 5.33.: Integral camera image: camera view through cylinder (left),
projection of rotated layers to horizontal plane (right).

1D model [NTT+16] and red line are results of 2D simulations (this work). It can
be seen that the trend and locations of flame position is captured well by both
models but the 2D model is somewhat closer to the experimental results, which
indicate the importance of transport processes in different directions. A small kink
in experimental data for temperatures below 1010K could not be reproduced neither
with 1D nor with 2D models. Large uncertainties of experimental data of ±10K,
indicate that an additional experimental study for this temperature range is required.

Figure 5.36 shows thermochemical profiles in more details for 50% CO and for
50% H2 in fuel. The top frame shows specific mole number of CH* modelled
with a small extension to the syngas mechanism [NS07]. The concentration of this
species is proportional to the chemiluminescence of excited CH radical. The pick
of chemiluminescence for CH lays at wave length 430 nm, which corresponds to the
optical filter pass band. It can be observed that the position of CH* and of HRR do
not match. The maxima of CH* lays at x = 56.20mm (wall temperature T = 1079K)
and the maximum of HRR lays at x = 54.75mm (wall temperature T = 997K).
The position of maximal HRR correlates well with the position of O radical and
formaldehyde (CH2O). However, the modelled concentration of this species is as
small as ∼ 10−19 mol/kg, that it unlikely can contribute to the light emission, seen
in the experiment.

It can be seen in fig. 5.36 that most species have maximum near the maximum of HRR
and are concentrated near the symmetry axis. However, two species exhibit a different
behaviour. Species OH appears in much later stages, compared to other intermediates
and its maximum lays near the wall. The primary source of OH radicals is the
decomposition reaction OH + OH + (M) −−⇀↽−− H2O2 + (M) which become significant
from 1000K – further downstream of the reaction zone. Although, formaldehyde
(CH2O) appears near the maximum of HRR but this species is concentrated also
more near walls of the channel, where the temperature is somewhat higher as in the
middle of the channel.

Figure 5.38 shows species profiles along the symmetry axis for various fuel compo-
sitions. It can be seen that hydrogen is consumed earlier than carbon monoxide
and water is produced somewhat earlier than carbon dioxide. This can explain that
maximum of HRR for fuels with higher hydrogen content lays before those with lower
hydrogen content. The maximum of the O-atom and H-atom concentrations for fuel
compositions with CO less than 50% lays is shifted to the left relative to the higher
CO contents. The location of HCO radical has little dependence on fuel composition.
The position of OH radical is shifted more to the right with increase of CO content



Chapter 5. Applications to combustion systems 107

Figure 5.34.: Chemiluminescence in micro flow reactor for various fuel composi-
tion. In each frame, the upper half corresponds to experimental results [NTT+16],
the lower half – numerical energy release rate (this work)
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Figure 5.35.: Comparison of computed flame position with experimental mea-
surements, adopted from [NTT+16].
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Figure 5.36.: Weak flame stationary profiles in 2D for volume ratios of CO=50%
and H2=50% ifn fuel.
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in the fuel, which corresponds to the position of strongest consumption of CO and
production of CO2. This indicates that the reaction CO + OH −−⇀↽−− H + CO2 is the
main path for oxidation of carbon monoxide. It is interesting, that for fuels with
CO content less than 50%, the shape of OH profile is very similar but between CO
content 50 and 75% the profile changes it form significantly. Although, the position
of CH2O is almost independent on fuel content, its maximum corresponds to 50%
CO and 50% H2 in fuel. For other fuel compositions the production on formaldehyde
is reduced. The concentration of HO2 is is growing the ratio of H2 in fuel.

The effects of fuel composition are best seen in projections of thermochemical state
space to radical concentrations, fig. 5.37. It can be seen that the thermochemical
state space is identical, if appropriately scaled, for fuel compositions CO 50% and
less. However, for higher CO content in fuel the state space is changed significantly.

Although, the numerical results are very close to experimental measurements, the
exact position does not match nonetheless. It may be due to the following reasons:

• Chemical model (mechanism). Previous study [NTT+16] indicates that the
position of maximal HRR can vary significantly from model to model, which
means that some improvements of Warnatz mechanism could be done.

• Heterogeneous reactions. As indicated in [PMF+09] heterogeneous reactions
have stabilising effect on flame and thus may affect the position of the flame in
micro channels. Currently heterogeneous reaction is missing in the 2D model.

• Light intensity position. The model of light emission through excited CH
radical, predicts different position of visible chemiluminescence and of heat
release rate.
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Figure 5.38.: Species profiles for various CO to H2 ratios: blue – 10%, red –
25%, orange – 50%, violet – 75%, green – 90% CO. Dashed lines correspond to
reaction products CO2 and H2O.



6. Modelling of flame acceleration
in unconfined settings

Flame acceleration is probably one of the most complex problems in combustion.
Under particular conditions this acceleration leads to detonation. In order to treat the
flame acceleration quantitatively, all possible phenomena should be taken into account
because hydrodynamical and combustion processes becomes extremely coupled having
enormous differences in characteristic time and space scales. In spite a considerable
progress in understanding of combustion processes has been made in the past and
recently, the problem remains open.

The problem is very important for applications and for safety issues. On one hand
uncontrolled detonation is a very destructive phenomenon and it is important in
risk assessment [Net12]. The detonation can be accounted for engine knock and
engine damage [ZWX+12]. On the other hand controlled detonation offers a new
perspective in propulsion, such as pulse detonation and rotation detonation engines,
which promise higher thermal and exergetic efficiency [Kai03].

In study of the problem a central role plays the so-called mechanism of the flame
acceleration. In this respect, there are two principle scenarios. In the first scenario,
when a large energy deposition happens within a very short time, which is shorter
than the acoustic time scale, a direct initiation of the detonation occurs [KNL10,
SP17, He96]. In a more interesting and general case the detonation occur after an
unsteady deflagration stage of the flame acceleration [ZR47, FK63, KRB+11]. At
present, there is no quantitative and predictive theory for the second scenario.

It is straightforward to assume that turbulence is the driving force [Lee08]. The
flame surface grows increasing the flame speed, which has positive feedback on the
flame acceleration. In [KOW97] the author links turbulence intensity with DDT
based on gradient of chemical reactivity [ZLMS70]. There is a number of numerical
investigations [KLM10, OG07] supporting this theory. However, in this context the
mechanism of turbulence initiation and sufficient flame acceleration remains open.

In unconfined settings shock-wave interaction is negligible, due to this the other
weaker mechanism such as Darrieus-Landau, thermal-diffusive and Rayleigh-Taylor
instabilities gain more importance for turbulence generation [PLS69, KLAM17,
KKIL13, IKL11]. This motivated to implement and to study the 1D Σ-model
introduced in [DJ89] and extensively studied in later works [KS17b, KS17a, KS16].

111
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Within this approach the complex phenomenon of flame wrinkling can be still
described as an integral effect on the flame structure with 1D formulation, using
flame folding factor Σ. This factor represents the ratio of the total area of the
wrinkled front to the area associated with its average radius. It is implemented as a
simple amplification of the chemical source term by Σ2, compare with eq. (A.18):

∂

∂t
(g ci) + ∂

∂ξ

(
gηgζ (vci + ji)

)
= gΣ2 ωi. (6.1)

Within the sigma-model the flame folding represents an integral factor used to study
accelerating flame dynamics. Keeping in mind that, a critical factor is looked for,
when the deflagration cannot be sustained, and following the Zeldovich’s analysis
of flame propagation [Zel48], the same impact can be achieved either by enhancing
reaction rate or diffusivity (by Σ2) because flame velocity vL is proportional to square
root of diffusivity d and reaction rate ω̇:

vL ∝
√
d ω̇. (6.2)

The 1D model of full compressible fluid applied for this study. This model in general
orthogonal coordinates is described in §A.1.

6.1. Flame acceleration near wall

In this setup, a sufficiently large computational domain is chosen, such that the
acoustic waves do not disturb the solution by the reflection from the opposite
boundary. For the current case, the domain length L = 0.5m (see eq. (6.3)) was
chosen. This domain allows a simulation time of about 1ms till acoustic disturbances
reach the opposite side, taking into account the speed of sound of about 500m/s in
the fresh mixture. The mixture is ignited at the left boundary L = 0 and the flame
acceleration is studied by varying flame folding parameter Σ (see eq. (6.1)).

The whole process is described by the governing equations eqs. (A.13) – (A.18) and
(6.1). The boundary conditions, representing adiabatic “walls” are given by eq. (6.3):

v(t, 0) = v(t, L) = 0,
∂

∂ξ
T (t, 0) = ∂

∂ξ
T (t, L) = 0,

∂

∂ξ
ci(t, 0) = ∂

∂ξ
ci(t, L) = 0, ∀ i = 1, .., Ns.

(6.3)

The Warnatz mechanism [MW88] containing 8 species and 38 elementary reactions
was used. The ignition is initiated with the hot spot of a specified width, keeping
the pressure constant in space at time t = 0:

v0 = 0,
T0(x) = 300 K + (1200 K)e−(x/l)2

,
c0,i(x) = Xi,0

1 bar
R0T0(x) , i = 1, ... , NS,

(6.4)

Natural sensitivity of the ignition processes to initial parameters is additionally
amplified by the flame folding ratio. In many cases for elevated Σ an instantaneous
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detonation was observed, if too much energy was deposited in the initial hot spot.
For example, at Σ = 5 with hot width l = 0.08mm, the detonation is initiated
instantaneously but with the hot spot width l = 0.039 no detonation is observed
at all. Thus, in order to minimise the influence of hot-spot on unsteady flame
propagation, a minimal ignition energy has to be provided.

The energy deposition in the initial hot-spot can be adjusted by varying the hot-spot
parameters (see eq. (6.3)). In computations it was implemented by a detailed study
of the hot spot width l, keeping the hot sport temperature constant, for different
values of Σ such that minimising the chosen value of width of the hot spot by 1%
leads to an ignition failure. Interesting that the resulting l has a linear dependency
on Σ in logarithmic scale, which is shown in fig. 6.1.
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Figure 6.1.: Width of the initiation hot spot lmm vs. folding factor Σ.

According to seminal Gostintsev’s experimental observation [GIS88] the flame folding
in spherical geometry depends strongly on the flame radius. However, the current
study investigates the existence of a critical folding factor, when the deflagration
flame propagation cannot be sustained [KS17a], and the role of detailed chemical
reaction under such conditions. The PDE system is integrated for different constant
values of Σ, starting with unity, and internal structure of the accelerating flame front
is investigated.

As it was predicted and was shown in a number of works [KS17b, KBKS18], there is
a critical value of Σ leading to very strong DDT, when an over-driven detonation is
formed. Until this critical value is reached, flames with deflagration flame structure
are observed with only a moderate pressure increase between the precursor shock
and the flame front.

Figure 6.2 illustrates the flame front speed depending on Σ, where actual observed
flame front speed is shown together with the one extrapolated from the normal
deflagration velocity for Σ = 1 as vL(Σ) = vL(1)Σ, where vL(1) = 90.5m/s. It
can be seen that starting from Σ ≈ 3 the actual flame velocity begin to deviate
significantly from the extrapolated value. After reaching a critical value of Σ∗ ≈ 6.1,
the flame front drastically accelerates with following DDT. The dashed line shows
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the quasi-stationary speed of the shock wave after ignition with Σ = 1. This speed of
590m/s is an overlapped expansion of the gas through reaction heat and the speed
of sound.

Considering that the transport of acoustic disturbances is limited to the speed of
sound and the reaction heat pro time unit is controlled with Σ, the intersection of
extrapolated shock wave velocity (dashed line) and the extrapolated flame speed
(dotted line), can provide a criterion for the estimation of the critical value of flame
folding ratio, Σ = 6.5.
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Figure 6.2.: Flame speed as a function of Σ: red solid line – actual flame front
speed, blue solid line – quasi stationary ignition shock wave speed, dotted line
– extrapolated from laminar flame speed with Σ = 1, dashed line – shock wave
speed for Σ = 1.

As shown in fig. 6.3 (right), with flame folding ration Σ = 6.0, the flame was
accelerating till it reached saturation about 1000m/s. Meanwhile the shock wave
created at the ignition has reached velocity plateau of about 1200 m/s. This means
that the shock and the flame waves are traveling away from one another with constant
velocity of 200m/s. Figure 6.3 (left) shows this fact.

With the flame folding ratio Σ = 6.25, the velocity of the ignition shock behaves
similar, almost reaching plateau about 1300m/s (see fig. 6.4 (right)). However, the
flame front accelerates perpetually and about 2.7µs (rDDT = 1.919mm) the front
experiences a rush acceleration and catches up with the shock wave. The process of
DDT for described for Σ = 6.25 is similar for all flame folding ration above Σ >= 6.25,
with radius of transition rDDT getting shorter.

The criteria proposed in [KYI16, KKIL13] provides an additional tool for comparison
and validation. Figs. 6.5 show evolution of the speed of the flame front, the sound
speed at the maximum of the pressure and the sound speed in products. One can see
that in the first scenario with Σ = 5.75 (left), after the initial ignition period, all three
characteristics remain almost constant. Thus, the quasi-steady deflagration regime is
reached. However, in the second scenario (right) the flame front accelerates further
in a very short time. During the acceleration the sound velocity of the Neumann
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Figure 6.3.: Flame and shock for Σ = 6.0. On the Left: Position of the flame
front (red) and the ignition shock wave (red); On the right Velocity of the flame
front (red) and the velocity of the ignition shock wave (blue).
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Figure 6.4.: Flame and shock for Σ = 6.25. On the Left: Position of the flame
front (red) and the ignition shock wave (red); On the right Velocity of the flame
front (red) and the velocity of the ignition shock wave (blue).

state (right behind the shock, where the pressure reaches maximal values) grows very
slowly and when the front velocity reaches the sound velocity in the products rapid
flame front acceleration is observed with subsequent DDT.

By using generic algorithm for interval splitting, uniting and adaptive truncation
of the approximating polynomial within the interval the new code can resolve the
detonation wave structure with a high accuracy. A limited number of collocation
points is used. The evolution of the pressure profile during the DDT can be seen in
fig. 6.6. It shows the resolved pressure profile at the moment of the DDT. The whole
solution at this moment requires 1106 collocation points on the interval x = [0, 0.1] m,
however, the relative amplitude of the truncated Chebyshev series does not exceed
10−4 on each sub-interval (see eq. (3.56)). Required time for this computation till the
DDT point is accounted for 3 days on Intel i5-2310 CPU @2.90GHz with 2 cores. The
computation with RTOL=10−3 requires twice as less points and 1.6 times shorter
CPU time but the results remain almost identical to RTOL=10−4. The relative
difference for profiles between these to computations is less than 10−3. The time
of DDT can be seen as an integral indicator of accumulated error. The difference
between RTOL=10−4 and RTOL=10−3 accounts for 0.6%. Even with RTOL=10−2
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Figure 6.5.: Comparison of critical velocities for Σ = 5.75 (left) and Σ = 6.25
(right). Solid line – flame speed, dashed line – sound velocity at the position of
maximal pressure, dotted line – sound velocity in the products.

RTOL DDT time, µs Grid Points1

10−4 3.12 1106

10−3 3.10 563

10−2 3.01 442

Table 6.1.: Effect of tolerances on solution of DDT.

the accuracy in estimation of DDT point lays within 5%. These performance criteria
are summarised in table 6.1.

Figure 6.6.: On the left: evolution of pressure profile for Σ = 6.25 before and
at the DDT. On the right: zoom of the pressure profile for Σ = 6.25 at the DDT:
solid line t=3.12378 µs, dotted line t=3.12373 µs, dashed line t=3.12382 µs.

In order to investigate the flame front structure, several values of flame folding ratio
were chosen: one is shortly before the critical value Σ = 5.75 and the second one
is slightly large than the critical value estimated by Σ∗ = 6.1, namely, Σ = 6.25.
All results for other values will be qualitatively very similar. The evolution of the
system eqs. (A.12)–(A.18) is considered in the system state space, which in the case
of detailed chemical kinetics is composed of species concentrations. It can be also

1This is the number of points at the moment of DDT. During the solution process, the number of
grid points is a subject of strong variation, depending on the solution itself.
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visualised, using specific mole numbers φi = Yi/Wi = ci/ρ, i = 1, ..., ns, to avoid
additional strong dependence on the pressure variation.

First of all, the evolution of the system during the ignition and during the initial
stage of flame propagation is analysed, when a quasi-steady evolving profile of the
flame front establishes. Figure 6.7 shows the profile evolution for minor species in the
initial stage of the flame propagation. The profiles are shown for several but different
instances in time for both Σ = 5.75 (left) and Σ = 6.25 (right). The profiles are
shown for the same time instances. Although the profiles for Σ = 5.75 and Σ = 6.25
differ in time and space (flame with Σ = 6.26 is obviously faster) they still similar
even for minor species like H2O2. It is particularly good to see on projections to gas
components. Figure 6.8 shows such projections for specific mole number of H2, H2O
and OH. It can be seen that at the initial stage the profiles follow the same path
and converge to the same (stationary) profile.
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Figure 6.7.: The radical profile of H2O2 specific mole numbers with the folding
factor Σ = 5.75 (left) and Σ = 6.25 (right) over several instances of time.

If the stationary deflagration profiles in projection to specific mole numbers of
components are considered for all flame folding ratio Σ < 6 (fig. 6.9) they may appear
different, which is particularly good to see on projection to radical species H,O and
OH (bottom). However, they have identical shape and with appropriate scale, e.g.
maximum of each component, they do not differ one from another.

The situation starts to change, when the transition point is approached. By com-
parison of the system solution profiles (see fig. 6.10) in this transient regime in
the plane projection of the system thermochemical state space, one can see how
the quasi-stationary profile (lower solid blue line in fig. 6.10) changes over time
while the flame acceleration establishes. Both cases (Σ = 5.75 and Σ = 6.25), until
this stage is reached, look very similar and remain identical. They start to deviate
strongly from the quasi-stationary profile for Σ = 5.75 as the transition point is
approached. Finally, after the transition (shown by dashed lines) a new stationary
profile establishes (shown by the upper solid red line in fig. 6.10). The drastic change
seen in all species projections (compare top and bottom images in fig. 6.10) it is more
pronounced for O, H and OH radicals.

In the deflagration phase, for both Σ = 5.75 and Σ = 6.25, system profiles are
the same and lay on one dimensional path in the state space (shown in blue in
fig. 6.10). Later on during the stages of transition, the states scatter and have
multidimensional structure. Furthermore after the transition the solution profile
becomes one dimensional again but the solution follows now a different path in the
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stat space, shown with solid red line in fig. 6.10. Although initial and final solutions
are one dimensional in the state space, this states are completely different, and simple
scaling cannot align them. The transition phase (dashed red lines) lays on a complex
two (or possibly more) dimensional surface.

6.2. Acceleration of a free flame

Flame acceleration near the wall, which was studied in the previous section, is
facilitated by the flame-wall interaction. In the current section, another extreme case
of free propagating flame is considered, where no external mechanisms influence the
flame acceleration. For this task introduced an observer frame, which is moving with
the speed vo. In this frame the conservation equations in planar geometry read (see
§A.1): 

∂

∂t
(ρv) + ∂

∂x

(
(v − vo) ρv + P − 4

3µv́
)

= 0,
∂

∂t
(ρe) + ∂

∂x

(
(v − vo) ρe+ v

(
P − 4

3µv́
)
− λT́ +∑

i
hiji

)
= 0,

∂

∂t
(ci) + ∂

∂x

(
(v − vo) ci + ji

)
= ω̇i.

(6.5)

Here the abbreviation (́ ) = ∂( )/∂x for space derivative is used.

At the left boundary x = 0 the fresh mixture is imposed through Dirichlet boundary
conditions: 

v(t, 0) = 0,
T (t, 0) = 300 K,
cH2(t, 0) = 2

3P/R0T ,
cO2(t, 0) = 1

3P/R0T ,

(6.6)

where the conditions on concentration include the pressure P from solution approx-
imation within the domain at the boundary, which necessary for computation of
pressure drop at the flame.

The boundary conditions for the right boundary x = L are adopted from NSCBC
non-reflecting pressure outflow [PL92]:

∂

∂t
ρv(t, L) = −

(
(v − vo) d1 + ρ d3

)
,

∂

∂t
ρe(t, L) = −

((
h+ 1

2v
2
)

(d1 − voρ́) + ρ (v − vo)
(
h́+ vv́

)
+ ρvo (d3 + vv́)

)
∂

∂t
ci(t, L) = ω̇i −

(
(d1 − vρ́) ci + (v − vo)ći

)
,

(6.7)

All variables, unless specified, are computed from the solution approximation within
the domain at the corresponding boundary. Mass specific boundary derivatives:

d1 = 1
a2

(
L2 + 1

2 (L5 + L1)
)
,

d3 = 1
2ρa (L5 − L1) ,

(6.8)
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Figure 6.8.: 3D projections of the profiles during ignition and deflagration
stages of specific mole numbers of H2, H2O and OH for Σ = 5.75 (top) and
for Σ = 6.25 (bottom). Solid line indicate stationary deflagration. Grey lines
represent corresponding 2D projections.
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where a =
√
γP/ρ is speed of sound and Li are amplitudes of characteristic waves.

The amplitudes of characteristic waves for outflow:

L1 = K (P − P∞) ,
L2 = v

(
a2ρ́− Ṕ

)
,

L5 = (a+ v)
(
Ṕ + ρav́

)
,

(6.9)

where the pressure relaxation parameter is computed with:

K = σ
a (1−M2)

L∗
, (6.10)

hereM = v/a is Mach number at the boundary, L∗ is characteristic length of the
domain, e.g. is often taken equal to physical length of the domain, σ is relaxation
parameter, is something between [0, 0.58], where 0 is perfectly non-reflecting boundary.
Generally σ/L∗ determine how fast the pressure at the boundary is drifting towards
P∞, with σ/L

∗ = 0 no pressure correction is applied.

The adiabatic index in the above formuli is computed from internal points:

γ =

∑
i
cP,i ci∑

i
(cP,i −R0) ci

. (6.11)

For all computations, at the pressure P∞ = 1bar was imposed at the outflow, with
σ = 0.5 and L∗ = L = 10mm. At the inflow, the fresh unburned mixture XH2 = 2/3,
XO2 = 1/3 with temperature Tin = 300K and velocity v = 0 was provided. The
observer velocity vo was variated as described below.

The initial temperature and species profiles for Σ = 1 was generated with INSFLA
[Maa88]. The observer velocity was set to laminar flame speed computed with
INSFLA vo(1) = vINSFLA

L = 10.300m/s. The resulted flame speed was computed from
the relative flame speed in the reference flame vL(1) = vo(1) + vrefL (1) = 10.103m/s.
After that, the flame folding ratio was increased with step ∆Σ = 0.5 and the new
value for the speed of reference frame was extrapolated. The following process is
repeated till the detonation is observed:

1. Estimate observer velocity for current flame folding ratio Σi from the flame
speed at the previous iteration vL(Σi−1): vo(Σi) = vL(Σi−1) Σi/Σi−1;

2. Compute relative speed of stationary flame from relative flame speed in the
reference frame: vL(Σi) = vrefL + vo(Σ).

The result of flame speed dependence on flame folding ratio vL(Σ) just before the
transition point is shown in fig. 6.11 (left). The flame speed is growing almost linearly
with Σ but for a value just before the transition, a small deviation of 6% can be
observed. Which may be an artefact of the specified boundary conditions. As the
transition point is approached, the solution is getting increasingly unstable with
significant fluctuation of the flame position, which were persistent over a large period
of time, making the estimation of laminar flame speed a difficult task.
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At Σ = 8.4 a strong flame acceleration was observed, which ended in the transition to
detonation, see fig. 6.11 (right). In order to understand the underlying physics, it is
important to consider the speed of burned gases behind the flame (blue line), which
is growing almost linearly with Σ before the DDT point. However, as the speed of
burned gases is reaching the speed of sound in products, at this very moment the
transition to detonation takes place. The speed of sound in the burned gas (dashed
line) provides a theoretical limit for the propagation of disturbances and thus, being
unable to flow in the direction of the outflow, the gas is pushed towards the unburned
gas und thus the flame is accelerated.
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Figure 6.11.: Comparison of critical velocities of free flame depending on Σ. On
the left: deflagration regimes, on the right: regimes including transition. Velocity
of flame front (red), velocity of burned gases (blue), speed of sound in products
(dashed), extrapolated flame speed (dotted).

The pressure jump at the position of flame for Σ = 1 is negligible, ∆P = 0.004 bar.
However, as seen from fig. 6.12, as the flame folding ratio grows, so does the pressure
drop before flame. For Σ = 8 the drop is ∆P = 0.451 bar, which impediments flame
acceleration and is a possible explanation of non-linear dependence of flame velocity
from Σ. As seen on the temperature profile (fig. 6.12 (right)), with increase of Σ, the
flame is getting thinner.
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Figure 6.12.: Dependance of thermodynamic properties on Σ: pressure (left)
and temperature (right)

Now consider fig. 6.13. With increase of flame folding ratio the species profiles are
also changing significantly. They are not only getting narrower but also changing
their shape. However, if projections on thermochemical state space are considered
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(fig. 6.14), all points for stationary flame propagation lay on one 1D curve (a proper
linear scaling may be required). However, the detonation point Σ = 8.4 (black line)
lays far away from the deflagration regimes. The steady deflagration regimes of free
flame, as seen in projection to thermochemical state space, appear very similar to
steady propagating flame initiated near the wall (compare fig. 6.8 and 6.14).
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Figure 6.13.: Dependance of intermediate species profiles on Σ: OH (left) and
H2O2 (right).

The process of transition to detonation itself is shown in projection to thermochemical
state space on fig. 6.15. The process of transition occupies a complex 2D (or probably
higher dimensional) surface. However, initial (deflagration) and final (detonation)
stage belong to a 1D state space. The transition surface appears to be different to
DDT initiated near a wall (compare fig. 6.10 and fig. 6.15).
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Figure 6.14.: 3D projections of stationary profiles for different Σ of specific
mole numbers of H2, H2O, OH (top) and H, O, OH (bottom). Black lines show
state Σ = 8.4. Grey lines represent corresponding 2D projections.
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Figure 6.15.: 3D projections during DDT of a free flame for specific mole
numbers of H2, H2O, OH (top) and H, O, OH (bottom). Solid blue lines show
initial stationary deflagration mode and solid red line – the final detonation
regime. Grey lines represent corresponding 2D projections.



7. Conclusions

This work was occupied with the study of ignition and transient combustion processes
in gas phases. This is defined as a process between initial energy deposition, e.g.
through a laser pulse, and quasi-steady flame propagation. Ignition processes are
characterised by a strong coupling between hydrodynamic and thermochemistry with
a large difference in time and space scales of underlying physical processes.

In order to model such processes Navier-Stokes equations is implemented and extended
by conservation of energy and of individual chemical components. In chapter 2, the
state of the art for mathematical description of combustible gas flows is presented.
The description includes fundamental conservation laws of continuum mechanics
augmented by thermodynamic properties of gas mixtures, their transport properties
and the model for chemical reactions in accordance with kinetic gas theory.

The resulting system of partial differential equations is very stiff, has a large num-
ber of dependent state variables, has high sensitivity to system parameters and is
characterised by high gradients of state-space variables. All this introduce very hard
requirements and restrictions on computational solution methods because typically a
numerical method had to be employed to treat such systems. The numerical method
has to:

• posses sufficient accuracy in order to resolve all time and space scales;

• use limited number of discretisation parameters in order to solve the system
for large number of state variables within a reasonable CPU time;

• have relatively low numerical viscosity due to the high sensitivity to system
parameters;

• use a variable functional basis, which is adapting to rapidly changing conditions.

Spectral methods appear to be an ideal candidate to meet the requirements listed
above, when an appropriate basis in functional space can be constructed. They
require less discretisation points for the same accuracy as their low order counter-
parts, like finite differences or finite volumes, and introduce virtually no numerical
viscosity. However, they tend to become increasingly unstable, when under-resolved.
The current work presents two approaches to overcome this problem. One is struc-
tured functional space adaptation, implemented in adaptive pseudo-spectral method
(APSM). Within APSM the functional space is adapted dynamically to changing
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combustion conditions, using user specified tolerances. The nature of structural
adaptation allowed also efficiently solve resulted linear system, with localised updates
of the Jacobian inverse. Because the resolution of smallest scales is not always
necessary, e.g. acoustic waves, a filtering strategy is presented, which removes high
frequency modes but keeps the solution accurate.

The application of the spectral method to the solution of master equation (ME) of
chemical kinetics led to speed-up of at least the factor 100 compared to classical
discretisation approach, which now permits detailed study of complex multi-well
MEs. ME is a stiff integro-differential equation. This equation allows calculation
of rate constants from quantum-mechanical properties. In this work, estimations of
rate constant for the unimolecular decomposition of 2,3-dihydro-2,5-dimethylfuran-
3-yl (25DMF2H) and for the mutual isomerisation between allene and propyne
were provided, which are in very good agreement with experimental measurements.
Furthermore, by using the suggested method quasi-steady state assumption for
the estimation of the elementary reaction rate parameters has been verified. It
was shown that reaction rate parameters depend strictly not only on pressure and
temperature, but also on the non-equilibrium distributions (by e.g. internal energies)
of components involved. This demonstrates the need to improve the elementary
reaction rates modelling and the fact that the suggested methodology can be efficiently
employed to cope with this problem.

Further on, a number of combustion systems were considered, where the ignition
process plays a key role in the combustion system dynamics. Such, that it has to
be very accurately modelled and treated in numerical computations. Firstly, the
proposed numerical approach and the mathematical description of combustible gas
mixtures were extensive validated on classical benchmarks, i.e. the problems of
ignition and steady flame propagation. The results showed good agreement with well
established software packages and with experimental measurements. Additionally,
resolution tests were conducted in order to check their correlation with user specified
tolerances. In the presented benchmarks, ignition delay and burning velocity showed
high sensitivity of hydrogen-air system to initial conditions, such as temperature and
mixture composition.

Main attention was given to ignition and flame propagation in closed narrow channels,
which can be accurately described within 2D formulation, equipped with proper
symmetry conditions. It was confirmed that for particular ratios of channel length to
width, an inversion of flame tip occurs (“tulip“ flame). Analysis of the flow structure
and the thermochemical state space reveals, that this effect has pure hydrodynamic
nature, whereby thermochemical state space is being almost identical to outward
propagating finger flame. From this analysis, four critical stages of flame development
were also identified: spherical flame (till reflections from side walls reach the flame),
finger flame (till the flame reaches side walls), transient period of tulip formation and
tulip flame propagation. The obtained results showed a good qualitative agreement
with experimental observations.

Then, half open channels with similar configuration were investigated. However, in
this case, the outward propagating finger flame did not inverted its tip but instead kept
accelerating and folding its surface, which was also in accordance with experimental
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observations. Four critical stages of flame development could be also identified, where
first two stages are identical to the tulip flame. The third stage corresponds to
increasing flame folding and finally turbulent flame propagation. Interesting, that the
moment the flame starts folding corresponds to the moment of tip inversion in closed
channel with the same geometrical configuration. Moreover, the thermochemical
space of tulip flame is also very close, only in the turbulent mode it appears somewhat
distorted.

After that, the flame structure in micro flow channel was studied, where the channel
width is well below the flame quenching radius. In this case, the combustion can be
only facilitated by using hot channel walls. It was observed that depending on mixture
composition, the flame position and heat release rate vary significantly. The flame in
this regime exhibits very complex dynamics, e.g. extinguishing and re-ignition, which
is extremely important to model and to treat numerically as accurate as possible, in
order to be able to compare experiments and improve the quality of applied chemical
models (mechanisms of chemical kinetics).

The results were also in a very good agreement with experimental measurements
and showed significant improvement compared to previously used 1D models, which
indicates the importance of transport processes in different directions. The analysis
of thermochemical state space revealed that the flame develops along two dimensional
surface, supporting the importance of flame-wall interactions. Very smooth velocity
and pressures profiles indicate that simplified gas dynamic models, e.g. projections
methods, can be used here in order to increase efficiency of calculations.

Finally, the attention was given to the problem of flame acceleration in unconfined
settings. Typically combustion flame fronts tend to self stabilise, but sometimes
when the gas dynamics and chemical reaction becomes unbalanced, they may start
unbounded acceleration with a rapid flame surface grow. Although this is a multidi-
mensional effect, it can be qualitatively modelled with the so called “flame folding
ratio” within 1D formulation. Within this framework the chemical reaction is ampli-
fied to model the flame folding effects, that intensifies the chemical reaction until the
intrinsic balance breaks down.

Special emphasis has been made on the influence of the ignition process and transient
behaviour on the critical flame folding ratio. A critical range of the flame folding ratio
was identified between 6.5 and 8.4, beyond which a rush flame acceleration, followed
by transition to detonation, occurs. The lower limit corresponds to flame propagation
from the wall (symmetry centre) and the upper limit describes “free” propagating
flame. The analysis of thermochemical state space revealed the importance of
detailed modelling of chemical kinetics for the flame acceleration. Whilst during the
laminar flame propagation and final detonation the thermochemical state space is
one-dimensional, but during the transition the multitude of states covers a complex
two-dimensional surface.





Appendix

A. Conservation laws in general orthogonal coordinates

Using mapping of a curved computational domain to a rectangular domain offers
several advantages for computations, e.g. simplified representation, projection of
available solution to different domains, better interpretation of results, etc. General
transformations are presented in Appendix B. The general transformations introduce
a large number of non-linear terms to the conservation equations. However, using
orthogonal coordinates, the form of the conservation equations does not change. Up
to 2D a conformal map can be found for virtually any complex regions through the
solution of Schwarz-Christoffel equation (see e.g. [DT02]).

The orthogonal coordinates my be non-linear but local tangential vectors x,y are
orthogonal to each other. Consider fig. A.1, coordinate lines ξ, η are curved but at
each point they are orthogonal to each other.

x

y

ξ

η

xy

v η

v ξ

Figure A.1.: General orthogonal coordinates.

If velocity components (vξ, vη) in physical units along the coordinate lines is introduced
and eq. (B.38) for orthogonal coordinates is applied, the following set of conservation
equations (for more details see [KK68, KCG03]) can be derived:

Continuity
∂

∂t
(g ρ) + ∂

∂ξ

(
gηgζ vξρ

)
+ ∂

∂η

(
gξgζ vηρ

)
+ ∂

∂ζ

(
gξgη vζρ

)
= 0. (A.1)
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where the following abbreviations are used:

gξ = ∂x

∂ξ
, gη = ∂y

∂η
, gζ = ∂z

∂ζ
, g = gξgηgζ . (A.2)

Momentum

∂

∂t
(g ρvξ)

+ ∂

∂ξ

(
gηgζ

(
ρv2

ξ + σξξ
))

+ ∂

∂η

(
gξgζ (ρvξvη + σξη)

)
+ ∂

∂ζ

(
gηgζ (ρvξvζ + σξζ)

)

= −gηgζ
∂P

∂ξ
+ gζ

∂gη
∂ξ

(
ρv2

η + σηη
)

+ gη
∂gζ
∂ξ

(
ρv2

ζ + σζζ
)

− gζ
∂gξ
∂η

(ρvξvη + σξη)− gη
∂gξ
∂ζ

(ρvξvζ + σξζ) , (A.3)

∂

∂t
(g ρvη)

+ ∂

∂ξ

(
gηgζ (ρvηvξ + σηξ)

)
+ ∂

∂η

(
gξgζ

(
ρv2

η + σηη
))

+ ∂

∂ζ

(
gηgζ (ρvηvζ + σηζ)

)

= −gξgζ
∂P

∂η
+ gζ

∂gξ
∂η

(
ρv2

ξ + σξξ
)

+ gξ
∂gζ
∂η

(
ρv2

ζ + σζζ
)

− gζ
∂gη
∂ξ

(ρvηvξ + σηξ)− gξ
∂gη
∂ζ

(ρvηvζ + σηζ) , (A.4)

∂

∂t
(g ρvζ)

+ ∂

∂ξ

(
gηgζ (ρvζvξ + σζξ)

)
+ ∂

∂η

(
gξgζ (ρvζvη + σζη)

)
+ ∂

∂ζ

(
gηgζ

(
ρv2

ζ + σζζ
))

= −gξgη
∂P

∂ζ
+ gη

∂gξ
∂ζ

(
ρv2

ξ + σξξ
)

+ gξ
∂gη
∂ζ

(
ρv2

η + σηη
)

− gη
∂gζ
∂ξ

(ρvζvξ + σζξ)− gξ
∂gζ
∂η

(ρvζvη + σζη) , (A.5)

where the components of the stress tensor are:

σξξ = σ− 2µ
gξ

(
∂vξ
∂ξ

+ vη
gη

∂gξ
∂η

+ vζ
gζ

∂gξ
∂ζ

)
,

σηη = σ− 2µ
gη

(
∂vη
∂η

+ vξ
gξ

∂gη
∂ξ

+ vζ
gζ

∂gη
∂ζ

)
,

σζζ = σ− 2µ
gζ

(
∂vζ
∂ζ

+ vξ
gξ

∂gζ
∂ξ

+ vη
gη

∂gζ
∂η

)
,

σξη = σηξ = −µ
[

1
gξ

(
∂vη
∂ξ
− vη
gη

∂gη
∂ξ

)
+ 1
gη

(
∂vξ
∂η
− vξ
gξ

∂gξ
∂η

)]
,

σηζ = σζη = −µ
[

1
gη

(
∂vζ
∂η
− vζ
gζ

∂gζ
∂η

)
+ 1
gζ

(
∂vη
∂ζ
− vη
gη

∂gη
∂ζ

)]
,

σξζ = σζξ = −µ
[

1
gζ

(
∂vξ
∂ζ
− vξ
gξ

∂gξ
∂ζ

)
+ 1
gξ

(
∂vζ
∂ξ
− vζ
gζ

∂gζ
∂ξ

)]
,

(A.6)
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with

σ = 2
3µ

[
1
gξ

∂vξ
∂ξ

+ 1
gη

∂vη
∂η

+ 1
gζ

∂vζ
∂ζ

+vξ
gξ

(
1
gη

∂gη
∂ξ

+ 1
gζ

∂gζ
∂ξ

)
+ vη
gη

(
1
gξ

∂gξ
∂η

+ 1
gζ

∂gζ
∂η

)
+ vζ
gζ

(
1
gξ

∂gξ
∂ζ

+ 1
gη

∂gη
∂ζ

)]
. (A.7)

Energy

∂

∂t
(g ρe)

+ ∂

∂ξ

(
gηgζ

(
vξ (ρe+ P + σξξ) + vησηξ + vζσζξ + qξ

))

+ ∂

∂η

(
gξgζ

(
vη (ρe+ P + σηη) + vξσξη + vζσζη + qη

))

+ ∂

∂ζ

(
gξgη

(
vζ (ρe+ P + σζζ) + vξσξζ + vησηζ + qζ

))
= 0. (A.8)

where the energy flux through the surface of control volume is:

qξ = − 1
gξ
λ
∂T

∂ξ
+∑

i
hijξ,i,

qη = − 1
gη
λ
∂T

∂η
+∑

i
hijη,i,

qζ = − 1
gζ
λ
∂T

∂ζ
+∑

i
hijζ,i.

(A.9)

Species i conservation

∂

∂t
(g ci)

+ ∂

∂ξ

(
gηgζ

(
vξci + ji,ξ

))
+ ∂

∂η

(
gξgζ

(
vηci + ji,η

))
+ ∂

∂ζ

(
gξgη

(
vζci + ji,ζ

))
= g ωi, (A.10)

where the molar diffusion flux is computed with:

jξ,i = − 1
gξ
Dc
ij
∂cj

∂ξ
,

jη,i = − 1
gη
Dc
ij
∂cj

∂η
,

jζ,i = − 1
gζ
Dc
ij
∂cj

∂ζ
.

(A.11)

A.1. 1D symmetry

For symmetrical configuration along η and ζ, the following simplified equations in
general orthogonal coordinates are valid:
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Continuity
∂

∂t
(g ρ) + ∂

∂ξ

(
gηgζ vρ

)
= 0. (A.12)

Momentum

∂

∂t
(g ρv) + ∂

∂ξ

(
gηgζ

(
ρv2 + σξξ

))

= −gηgζ
∂P

∂ξ
+ gζ

∂gη
∂ξ

σηη + gη
∂gζ
∂ξ

σζζ − gζ
∂gξ
∂η

σξη − gη
∂gξ
∂ζ

σξζ , (A.13)

where the stress tensor is described by:

σξξ = σ− 2µ
gξ

∂v

∂ξ
,

σηη = σ− 2µ v

gηgξ

∂gη
∂ξ

,

σζζ = σ− 2µ v

gζgξ

∂gζ
∂ξ

,

σξη = σηξ = µ
v

gηgξ

∂gξ
∂η

,

σξζ = σζξ = µ
v

gζgξ

∂gξ
∂ζ

,

(A.14)

with
σ = 2

3µ
[

1
gξ

∂v

∂ξ
+ v

gξ

(
1
gη

∂gη
∂ξ

+ 1
gζ

∂gζ
∂ξ

)]
. (A.15)

Energy
∂

∂t
(g ρe) + ∂

∂ξ

(
gηgζ

(
v (ρe+ P + σξξ) + q

))
= 0, (A.16)

with
q = − 1

gξ
λ
∂T

∂ξ
+
∑
i

hiji. (A.17)

Species i conservation

∂

∂t
(g ci) + ∂

∂ξ

(
gηgζ (vci + ji)

)
= g ωi, (A.18)

where
ji = − 1

gξ
Dc
ij

∂cj
∂ξ

. (A.19)

A.2. 2D symmetry

For symmetrical configuration along ζ, the following simplified equations in general
orthogonal coordinates are valid:

Continuity
∂

∂t
(g ρ) + ∂

∂ξ

(
gηgζ vξρ

)
+ ∂

∂η

(
gξgζ vηρ

)
= 0. (A.20)
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Momentum

∂

∂t
(g ρvξ) + ∂

∂ξ

(
gηgζ

(
ρv2

ξ + σξξ
))

+ ∂

∂η

(
gξgζ (ρvξvη + σξη)

)

= −gηgζ
∂P

∂ξ
+ gζ

∂gη
∂ξ

(
ρv2

η + σηη
)
− gζ

∂gξ
∂η

(ρvξvη + σξη) + gη
∂gζ
∂ξ

σζζ − gη
∂gξ
∂ζ

σξζ ,

(A.21)

∂

∂t
(g ρvη) + ∂

∂ξ

(
gηgζ (ρvηvξ + σηξ)

)
+ ∂

∂η

(
gξgζ

(
ρv2

η + σηη
))

= −gξgζ
∂P

∂η
+ gζ

∂gξ
∂η

(
ρv2

ξ + σξξ
)
− gζ

∂gη
∂ξ

(ρvηvξ + σηξ) + gξ
∂gζ
∂η

σζζ − gξ
∂gη
∂ζ

σηζ ,

(A.22)

where the components of the stress tensor are

σξξ = σ− 2µ
gξ

(
∂vξ
∂ξ

+ vη
gη

∂gξ
∂η

)
,

σηη = σ− 2µ
gη

(
∂vη
∂η

+ vξ
gξ

∂gη
∂ξ

)
,

σζζ = σ− 2µ
gζ

(
vξ
gξ

∂gζ
∂ξ

+ vη
gη

∂gζ
∂η

)
,

σξη = σηξ = −µ
[

1
gξ

(
∂vη
∂ξ
− vη
gη

∂gη
∂ξ

)
+ 1
gη

(
∂vξ
∂η
− vξ
gξ

∂gξ
∂η

)]
,

σηζ = σζη = µ
vη
gζgη

∂gη
∂ζ

,

σξζ = σζξ = µ
vξ
gζgξ

∂gξ
∂ζ

,

(A.23)

with

σ = 2
3µ

[
1
gξ

∂vξ
∂ξ

+ 1
gη

∂vη
∂η

+ vξ
gξ

(
1
gη

∂gη
∂ξ

+ 1
gζ

∂gζ
∂ξ

)
+ vη
gη

(
1
gξ

∂gξ
∂η

+ 1
gζ

∂gζ
∂η

)]
.

(A.24)

Energy

∂

∂t
(g ρe) + ∂

∂ξ

(
gηgζ

(
vξ (ρe+ P + σξξ) + vησηξ + qξ

))

+ ∂

∂η

(
gξgζ

(
vη (ρe+ P + σηη) + vξσξη + qη

))
= 0. (A.25)

Species i conservation

∂

∂t
(g ci) + ∂

∂ξ

(
gηgζ

(
vξci + ji,ξ

))
+ ∂

∂η

(
gξgζ

(
vηci + ji,η

))
= g ωi. (A.26)
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A.3. Standard geometric symmetry relations

Cartesian, spherical and cylindrical coordinates are probably most often used or-
thogonal coordinates. The necessary computational parameters are summarised
below.

z

y

x

ϕr

θ

z

y

x

z

r
θ y

x

z

z

rθ

Cartesian Spherical Cylindrical (radial) Cylindrical (axial)

ξ x r r z

η y θ θ r

ζ z ϕ z θ

gξ 1 1 1 1

gη 1 r sin(ϕ) r 1

gζ 1 r 1 r

∂gξ
∂η

0 0 0 0

∂gξ
∂ζ

0 0 0 0

∂gη
∂ξ

0 sin(ϕ) 1 0

∂gη
∂ζ

0 r cos(ϕ) 0 0

∂gζ
∂ξ

0 1 0 0

∂gζ
∂η

0 0 0 1

x x r cos(θ) sin(ϕ) r cos(θ) z

y y r sin(θ) sin(ϕ) r sin(θ) r cos(θ)

z z r cos(ϕ) z r sin(θ)

Table A.1.: Spherical and Cylindrical coordinate transformations.
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B. General coordinate transformations
It is practical to optimise a numerical solver to work in one particular computational
domain, e.g. rectangular. This however, doesn’t limit the application of such a solver
for realistic complex domains, when coordinate transformation is applied. In this
section, it is shown how differential operations are affected by this transformation.

B.1. 1D transformation
Most simple example of coordinate transformation is static 1D transformation. One
can imagine, it as local stretch and shrink. See fig. B.2, where irregular intervals
in physical domain x ∈ [0, L] are mapped to computational domain ξ ∈ [0, 1] with
regular intervals. In this case one can see physical coordinate as a function of
computational coordinate:

x = x (ξ) , (B.1)

then the derivative of x is:
dx = ∂x

∂ξ
dξ, (B.2)

or equivalently:

dξ =
(
∂x

∂ξ

)−1

dx. (B.3)

Following that, the space derivative of a function f = f(x) corresponds to scaling of
derivative of this function in the computational domain:

∂f

∂x
=
(
∂x

∂ξ

)−1
∂f

∂ξ
. (B.4)

x

0

0 1 ξ

L

Figure B.2.: Static 1D coordinate transformation.

In other scenario the mapping between physical and computational coordinate may
evolve with the time, e.g. follow the flame front. See fig. B.3, where the coordinate x
is firstly shrink and then expand. In this case the space coordinate is a function of ξ
and τ :

x = x (τ, ξ) . (B.5)

The space derivative is a linear combination of computational time τ and space ξ:

(
dt
dx

)
=


∂t

∂τ

∂t

∂ξ
∂x

∂τ

∂x

∂ξ


(

dτ
dξ

)
(B.6)
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0 0.5 1 1.5 2
x

0

0.2

0.4

0.6

0.8

1

t

Figure B.3.: Dynamic 1D coordinate transformation.

The inverse mapping of derivative is then:

(
dτ
dξ

)
= 1
g


∂x

∂ξ
− ∂t
∂ξ

−∂x
∂τ

∂t

∂τ


(

dt
dx

)
, (B.7)

where g is the determinant of the transformation:

g = ∂t

∂τ

∂x

∂ξ
− ∂t

∂ξ

∂x

∂τ
. (B.8)

When coordinates x and t are orthogonal (although they can be curvilinear):
∂t

∂ξ
= 0,

∂x

∂τ
= 0,

(B.9)

then eq. (B.7) reduces to eq. (B.3):

(
dτ
dξ

)
=


(
∂t

∂τ

)−1

0

0
(
∂x

∂ξ

)−1


(

dt
dx

)
, (B.10)

From the mapping eq. (B.7) it is straightforward to derive the partial derivatives of
a function f = f(t, x) in physical coordinates from derivatives in the computational
domain: 

∂f

∂t
= 1
g

(
∂x

∂ξ

∂f

∂τ
− ∂x

∂τ

∂f

∂ξ

)
,

∂f

∂x
= 1
g

(
∂t

∂τ

∂f

∂ξ
− ∂t

∂ξ

∂f

∂τ

)
.

(B.11)

In most situation it is useful to take:

t = τ, (B.12)
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then eq. (B.11) is simplified to
∂f

∂t
= 1
g

(
∂x

∂ξ

∂f

∂τ
− ∂x

∂τ

∂f

∂ξ

)
,

∂f

∂x
= 1
g

∂f

∂ξ
.

(B.13)

Using expression eq. (B.13), the conservation equation, eq. (2.2), can be rewritten in
moving 1D coordinate system:

∂

∂t

(
∂x

∂ξ
ft

)
+ ∂

∂ξ
(fx − ẋft) = ∂x

∂ξ
q, (B.14)

where
ẋ = ∂x

∂t
(B.15)

is grid velocity in the global coordinate system.
It is straightforward to show, using differentiation rules, that the last expression is
identical to:

∂ft
∂t

+
(
∂x

∂ξ

)−1 (
∂fx
∂ξ
− ẋ∂ft

∂ξ

)
= q. (B.16)

B.2. 2D transformation
Firstly, static curvilinear coordinates are considered. Figure B.4 shows coordinate
lines in physical spaces (x, y) and in the computational space (ξ, η).

x

y

η

ξ

Figure B.4.: Static 2D coordinate transformation.

The physical coordinates are the function of computational coordinates:{
x = x(ξ, η),
y = y(ξ, η). (B.17)

The derivatives of coordinates are linked with one another as (compare with eq. (B.6)):

(
dx
dy

)
=


∂x

∂ξ

∂x

∂η
∂y

∂ξ

∂y

∂η


(

dξ
dη

)
. (B.18)
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Using formal matrix inversion one can compute the reverse operation:

(
dξ
dη

)
= 1
g


∂y

∂η
−∂x
∂η

−∂y
∂ξ

∂x

∂ξ


(

dx
dy

)
, (B.19)

where
g = ∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ
. (B.20)

Using the latter, one can calculate the partial derivatives of a function f = f(x, y)
in physical domain from partial derivatives in computational domain (compare
eq. (B.13)): 

∂f

∂x
= 1
g

(
∂y

∂η

∂f

∂ξ
− ∂y

∂ξ

∂f

∂η

)
,

∂f

∂y
= 1
g

(
∂x

∂ξ

∂f

∂η
− ∂x

∂η

∂f

∂ξ

)
,

(B.21)

If coordinates are orthogonal, then ∂x
∂η

= ∂y
∂ξ

= 0, and the expression (B.21) reduces
to an expression equivalent to eq. (B.4).
The general conservation equation can be written in general curvilinear 2D coordi-
nates:

∂

∂t
(g ft) + ∂

∂ξ

(
∂y

∂η
fx −

∂x

∂η
fy

)
+ ∂

∂η

(
∂x

∂ξ
fy −

∂y

∂ξ
fx

)
= g q, (B.22)

which is equivalent to:

∂ft
∂t

+ 1
g

[
∂y

∂η

∂fx
∂ξ
− ∂x

∂η

∂fy
∂ξ

+ ∂x

∂ξ

∂fy
∂η
− ∂y

∂ξ

∂fx
∂η

]
= q. (B.23)

Next, the dynamic 2D coordinates are presented, which are also the function of time:
t = t(τ, ξ, η),
x = x(τ, ξ, η),
y = y(τ, ξ, η).

(B.24)

The derivatives of physical coordinates in time dependent computational coordinates
are then:

dt
dx
dy

 =



∂t

∂τ

∂t

∂ξ

∂t

∂η
∂x

∂τ

∂x

∂ξ

∂x

∂η
∂y

∂τ

∂y

∂ξ

∂y

∂η


dτ

dξ
dη

 , (B.25)

and the reverse operation:

dτ
dξ
dη

 = 1
g



∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ

∂t

∂η

∂y

∂ξ
− ∂t

∂ξ

∂y

∂η

∂t

∂ξ

∂x

∂η
− ∂t

∂η

∂x

∂ξ
∂x

∂η

∂y

∂τ
− ∂x

∂τ

∂y

∂η

∂t

∂τ

∂y

∂η
− ∂t

∂η

∂y

∂τ

∂t

∂η

∂x

∂τ
− ∂t

∂τ

∂x

∂η
∂x

∂τ

∂y

∂ξ
− ∂x

∂ξ

∂y

∂τ

∂t

∂ξ

∂y

∂τ
− ∂t

∂τ

∂y

∂ξ

∂t

∂τ

∂x

∂ξ
− ∂t

∂ξ

∂x

∂τ


dt

dx
dy

 , (B.26)
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where the determinant of the transformation Jacobian:

g = ∂t

∂τ

∂x

∂ξ

∂y

∂η
− ∂t

∂τ

∂x

∂η

∂y

∂ξ
+ ∂t

∂η

∂x

∂τ

∂y

∂ξ
− ∂t

∂η

∂x

∂ξ

∂y

∂τ
+ ∂t

∂ξ

∂x

∂η

∂y

∂τ
− ∂t

∂ξ

∂x

∂τ

∂y

∂η
. (B.27)

These leads to expressions for partial derivatives of a function f = f(t, x, y) in
physical coordinates

∂f

∂t
∂f

∂x
∂f

∂y

 = 1
g



∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ

∂y

∂τ

∂x

∂η
− ∂x

∂τ

∂y

∂η

∂x

∂τ

∂y

∂ξ
− ∂y

∂τ

∂x

∂ξ
∂t

∂η

∂y

∂ξ
− ∂t

∂ξ

∂y

∂η

∂t

∂τ

∂y

∂η
− ∂y

∂τ

∂t

∂η

∂t

∂ξ

∂y

∂τ
− ∂t

∂τ

∂y

∂ξ
∂t

∂ξ

∂x

∂η
− ∂t

∂η

∂x

∂ξ

∂x

∂τ

∂t

∂η
− ∂t

∂τ

∂x

∂η

∂t

∂τ

∂x

∂ξ
− ∂x

∂τ

∂t

∂ξ





∂f

∂τ
∂f

∂ξ
∂f

∂η

 . (B.28)

If one takes that t = τ , then eq. (B.28) is reduced to:

∂f

∂t
∂f

∂x
∂f

∂y

 = 1
g


g

∂y

∂τ

∂x

∂η
− ∂x

∂τ

∂y

∂η

∂x

∂τ

∂y

∂ξ
− ∂y

∂τ

∂x

∂ξ

0 ∂y

∂η
−∂y
∂ξ

0 −∂x
∂η

∂x

∂ξ





∂f

∂τ
∂f

∂ξ
∂f

∂η

 , (B.29)

with
g = ∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ
. (B.30)

Applying expression eq. (B.29) one can derive the general conservation equation in
dynamic curvilinear coordinates:

∂

∂t
(gft) + ∂

∂ξ

[
∂y

∂η
(fx − ẋft)−

∂x

∂η
(fy − ẏft)

]

+ ∂

∂η

[
∂x

∂ξ
(fy − ẏft)−

∂y

∂ξ
(fx − ẋft)

]
= g q, (B.31)

with grid velocity: (
ẋ
ẏ

)
=


∂x

∂t
∂y

∂t

 . (B.32)

The eq. (B.31) is equivalent to:

∂ft
∂t

+ 1
g

[
∂y

∂η

∂fx
∂ξ
− ∂x

∂η

∂fy
∂ξ

+
(
ẏ
∂x

∂η
− ẋ∂y

∂η

)
∂ft
∂ξ

+ ∂x

∂ξ

∂fy
∂η
− ∂y

∂ξ

∂fx
∂η

+
(
ẋ
∂y

∂ξ
− ẏ ∂x

∂ξ

)
∂ft
∂η

]
= q. (B.33)

B.3. 3D transformation
Similarly to 2D, one can imaging static 3D coordinates (x, y, z) as a function of
computational coordinates (ξ, η, ζ)

x = x(ξ, η, ζ),
y = y(ξ, η, ζ),
z = z(ξ, η, ζ).

(B.34)
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Then the derivative are linked with linear transformation:

dx
dy
dz

 =



∂x

∂ξ

∂x

∂η

∂x

∂ζ
∂y

∂ξ

∂y

∂η

∂y

∂ζ
∂z

∂ξ

∂z

∂η

∂z

∂ζ


dξ

dη
dζ

 , (B.35)

with the corresponding inverse transformation:

dξ
dη
dζ

 = 1
g



∂y

∂η

∂z

∂ζ
− ∂y

∂ζ

∂z

∂η

∂x

∂ζ

∂z

∂η
− ∂x

∂η

∂z

∂ζ

∂x

∂η

∂y

∂ζ
− ∂x

∂ζ

∂y

∂η
∂y

∂ζ

∂z

∂ξ
− ∂y

∂ξ

∂z

∂ζ

∂x

∂ξ

∂z

∂ζ
− ∂x

∂ζ

∂z

∂ξ

∂x

∂ζ

∂y

∂ξ
− ∂x

∂ξ

∂y

∂ζ
∂y

∂ξ

∂z

∂η
− ∂y

∂η

∂z

∂ξ

∂x

∂η

∂z

∂ξ
− ∂x

∂ξ

∂z

∂η

∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ


dx

dy
dz

 , (B.36)

with

g = ∂x

∂ξ

∂y

∂η

∂z

∂ζ
− ∂x

∂η

∂y

∂ξ

∂z

∂ζ
+ ∂x

∂η

∂y

∂ζ

∂z

∂ξ
− ∂x

∂ξ

∂y

∂ζ

∂z

∂η
− ∂x

∂ζ

∂y

∂η

∂z

∂ξ
+ ∂x

∂ζ

∂y

∂ξ

∂z

∂η
. (B.37)

The latter leads to the formuli for partial derivatives of function f = f(x, y, z) in
physical coordinates:


∂f

∂x
∂f

∂y
∂f

∂z

 = 1
g



∂y

∂η

∂z

∂ζ
− ∂y

∂ζ

∂z

∂η

∂y

∂ζ

∂z

∂ξ
− ∂y

∂ξ

∂z

∂ζ

∂y

∂ξ

∂z

∂η
− ∂y

∂η

∂z

∂ξ
∂x

∂ζ

∂z

∂η
− ∂x

∂η

∂z

∂ζ

∂x

∂ξ

∂z

∂ζ
− ∂x

∂ζ

∂z

∂ξ

∂x

∂η

∂z

∂ξ
− ∂x

∂ξ

∂z

∂η
∂x

∂η

∂y

∂ζ
− ∂x

∂ζ

∂y

∂η

∂x

∂ζ

∂y

∂ξ
− ∂x

∂ξ

∂y

∂ζ

∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ





∂f

∂ξ
∂f

∂η
∂f

∂ζ

 . (B.38)

Last but not least, the derivatives in dynamic curvilinear coordinates are presented:
t = t(τ, ξ, η, ζ),
x = x(τ, ξ, η, ζ),
y = y(τ, ξ, η, ζ),
z = z(τ, ξ, η, ζ).

(B.39)

The derivatives in physical coordinates (t, x, y, z) and computational coordinates
(τ, ξ, η, ζ) are linked through 4 × 4 transformation Jacobian:


dt
dx
dy
dz

 =



∂t

∂τ

∂t

∂ξ

∂t

∂η

∂t

∂ζ
∂x

∂τ

∂x

∂ξ

∂x

∂η

∂x

∂ζ
∂y

∂τ

∂y

∂ξ

∂y

∂η

∂y

∂ζ
∂z

∂τ

∂z

∂ξ

∂z

∂η

∂z

∂ζ




dτ
dξ
dη
dζ

 , (B.40)

with the inverse transformation shown in eq. (B.41).
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         dt dx dy dz

         =
1 g

                                                                ∂
x

∂
ξ

∂
y

∂
η

∂
x

∂
ζ
−
∂
x

∂
ξ

∂
y

∂
ζ

∂
z

∂
η

+
∂
x

∂
η

∂
y

∂
ζ

∂
z

∂
ξ
−
∂
x

∂
η

∂
y

∂
ξ

∂
z

∂
ζ

+
∂
x

∂
ζ

∂
y

∂
ξ

∂
z

∂
η
−
∂
x

∂
ζ

∂
y

∂
η

∂
z

∂
ξ

∂
t

∂
ξ

( ∂y ∂
ζ

∂
z

∂
η
−
∂
y

∂
η

∂
z

∂
ζ

) +
∂
t

∂
η

( ∂y ∂
ξ

∂
z

∂
ζ
−
∂
y

∂
ζ

∂
z

∂
ξ

) +
∂
t

∂
ζ

( ∂y ∂
η

∂
z

∂
ξ
−
∂
y

∂
ξ

∂
z

∂
η

)
∂
t

∂
ξ

( ∂x ∂
η

∂
z

∂
ζ
−
∂
x

∂
ζ

∂
z

∂
η

) +
∂
t

∂
η

( ∂x ∂
ζ

∂
z

∂
ξ
−
∂
x

∂
ξ

∂
z

∂
ζ

) +
∂
t

∂
ζ

( ∂x ∂
ξ

∂
z

∂
η
−
∂
x

∂
η

∂
z

∂
ξ

)
∂
t

∂
ξ

( ∂x ∂
ζ

∂
y

∂
η
−
∂
x

∂
η

∂
y

∂
ζ

) +
∂
t

∂
η

( ∂x ∂
ξ

∂
y

∂
ζ
−
∂
x

∂
ζ

∂
y

∂
ξ

) +
∂
t

∂
ζ

( ∂x ∂
η

∂
y

∂
ξ
−
∂
x

∂
ξ

∂
y

∂
η

)
∂
x

∂
τ

( ∂y ∂
ζ

∂
z

∂
η
−
∂
y

∂
η

∂
z

∂
ζ

) +
∂
y

∂
τ

( ∂x ∂
η

∂
z

∂
ζ
−
∂
x

∂
ζ

∂
z

∂
η

) +
∂
z

∂
τ

( ∂x ∂
ζ

∂
y

∂
η
−
∂
x

∂
η

∂
y

∂
ζ

)
∂
t

∂
τ

( ∂y ∂
η

∂
z

∂
ζ
−
∂
y

∂
ζ

∂
z

∂
η

) +
∂
t

∂
η

( ∂y ∂
ζ

∂
z

∂
τ
−
∂
y

∂
τ

∂
z

∂
ζ

) +
∂
t

∂
ζ

( ∂y ∂
τ

∂
z

∂
η
−
∂
y

∂
η

∂
z

∂
τ

)
∂
t

∂
τ

( ∂x ∂
ζ

∂
z

∂
η
−
∂
x

∂
η

∂
z

∂
ζ

) +
∂
t

∂
η

( ∂x ∂
τ

∂
z

∂
ζ
−
∂
x

∂
ζ

∂
z

∂
τ

) +
∂
t

∂
ζ

( ∂x ∂
η

∂
z

∂
τ
−
∂
x

∂
τ

∂
z

∂
η

)
∂
t

∂
τ

( ∂x ∂
η

∂
y

∂
ζ
−
∂
x

∂
ζ

∂
y

∂
η

) +
∂
t

∂
η

( ∂x ∂
ζ

∂
y

∂
τ
−
∂
x

∂
τ

∂
y

∂
ζ

) +
∂
t

∂
ζ

( ∂x ∂
τ

∂
y

∂
η
−
∂
x

∂
η

∂
y

∂
τ

)
∂
x

∂
τ

( ∂y ∂
ξ

∂
z

∂
ζ
−
∂
y

∂
ζ

∂
z

∂
ξ

) +
∂
y

∂
τ

( ∂x ∂
ζ

∂
z

∂
ξ
−
∂
x

∂
ξ

∂
z

∂
ζ

) +
∂
z

∂
τ

( ∂x ∂
ξ

∂
y

∂
ζ
−
∂
x

∂
ζ

∂
y

∂
ξ

)
∂
t

∂
τ

( ∂y ∂
ζ

∂
z

∂
ξ
−
∂
y

∂
ξ

∂
z

∂
ζ

) +
∂
t

∂
ξ

( ∂y ∂
τ

∂
z

∂
ζ
−
∂
y

∂
ζ

∂
z

∂
τ

) +
∂
t

∂
ζ

( ∂y ∂
ξ

∂
z

∂
τ
−
∂
y

∂
τ

∂
z

∂
ξ

)
∂
t

∂
τ

( ∂x ∂
ξ

∂
z

∂
ζ
−
∂
x

∂
ζ

∂
z

∂
ξ

) +
∂
t

∂
ξ

( ∂x ∂
ζ

∂
z

∂
τ
−
∂
x

∂
τ

∂
z

∂
ζ

) +
∂
t

∂
ζ

( ∂x ∂
τ

∂
z

∂
ξ
−
∂
x

∂
ξ

∂
z

∂
τ

)
∂
t

∂
τ

( ∂x ∂
ζ

∂
y

∂
ξ
−
∂
x

∂
ξ

∂
y

∂
ζ

) +
∂
t

∂
ξ

( ∂x ∂
τ

∂
y

∂
ζ
−
∂
x

∂
ζ

∂
y

∂
τ

) +
∂
t

∂
ζ

( ∂x ∂
ξ

∂
y

∂
τ
−
∂
x

∂
τ

∂
y

∂
ξ

)
∂
x

∂
τ

( ∂y ∂
η

∂
z

∂
ξ
−
∂
y

∂
ξ

∂
z

∂
η

) +
∂
y

∂
τ

( ∂x ∂
ξ

∂
z

∂
η
−
∂
x

∂
η

∂
z

∂
ξ

) +
∂
z

∂
τ

( ∂x ∂
η

∂
y

∂
ξ
−
∂
x

∂
ξ

∂
y

∂
η

)
∂
t

∂
τ

( ∂y ∂
ξ

∂
z

∂
η
−
∂
y

∂
η

∂
z

∂
ξ

) +
∂
t

∂
ξ

( ∂y ∂
η

∂
z

∂
τ
−
∂
y

∂
τ

∂
z

∂
η

) +
∂
t

∂
η

( ∂y ∂
τ

∂
z

∂
ξ
−
∂
y

∂
ξ

∂
z

∂
τ

)
∂
t

∂
τ

( ∂x ∂
η

∂
z

∂
ξ
−
∂
x

∂
ξ

∂
z

∂
η

) +
∂
t

∂
ξ

( ∂x ∂
τ

∂
z

∂
η
−
∂
x

∂
η

∂
z

∂
τ

) +
∂
t

∂
η

( ∂x ∂
ξ

∂
z

∂
τ
−
∂
x

∂
τ

∂
z

∂
ξ

)
∂
t

∂
τ

( ∂x ∂
ξ

∂
y

∂
η
−
∂
x

∂
η

∂
y

∂
ξ

) +
∂
t

∂
ξ

( ∂x ∂
η

∂
y

∂
τ
−
∂
x

∂
τ

∂
y

∂
η

) +
∂
t

∂
η

( ∂x ∂
τ

∂
y

∂
ξ
−
∂
x

∂
ξ

∂
y

∂
τ

)                                                                         dτ dξ dη dζ

         . (B
.4
1)
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Here applies the determinant of the transformation Jacobian:

g = ∂t
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[
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∂η
+ ∂x

∂η

∂y

∂ζ

∂z
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(B.42)

It is more practical to use again:
t = τ, (B.43)

then eq. (B.40) and particularly eq. (B.41) can be simplified considerably:


dt
dx
dy
dz

 =



1 0 0 0
∂x

∂τ

∂x

∂ξ

∂x

∂η

∂x

∂ζ
∂y

∂τ

∂y

∂ξ

∂y

∂η

∂y

∂ζ
∂z

∂τ

∂z

∂ξ

∂z

∂η

∂z

∂ζ




dτ
dξ
dη
dζ

 , (B.44)

and


dτ
dξ
dη
dζ

 = 1
g



g 0 0 0
a1

∂y

∂η

∂z

∂ζ
− ∂y

∂ζ

∂z

∂η

∂x

∂ζ

∂z

∂η
− ∂x

∂η

∂z

∂ζ

∂x

∂η

∂y

∂ζ
− ∂x

∂ζ

∂y

∂η

a2
∂y

∂ζ

∂z

∂ξ
− ∂y

∂ξ

∂z

∂ζ

∂x

∂ξ

∂z

∂ζ
− ∂x

∂ζ

∂z

∂ξ

∂x

∂ζ

∂y

∂ξ
− ∂x

∂ξ

∂y

∂ζ

a3
∂y

∂ξ

∂z

∂η
− ∂y

∂η

∂z

∂ξ

∂x

∂η

∂z

∂ξ
− ∂x

∂ξ

∂z

∂η

∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ




dt
dx
dy
dz

 ,

(B.45)
where


g = ∂x

∂ξ

∂y

∂η

∂z

∂ζ
− ∂x

∂ξ

∂y

∂ζ

∂z

∂η
+ ∂x

∂η

∂y

∂ζ

∂z

∂ξ
− ∂x

∂η

∂y

∂ξ

∂z

∂ζ
+ ∂x

∂ζ

∂y

∂ξ

∂z

∂η
− ∂x

∂ζ

∂y

∂η

∂z

∂ξ
,

a1 = ẋ

(
∂y

∂ζ

∂z

∂η
− ∂y

∂η

∂z

∂ζ

)
+ ẏ

(
∂x

∂η

∂z

∂ζ
− ∂x

∂ζ

∂z

∂η

)
+ ż

(
∂x

∂ζ

∂y

∂η
− ∂x

∂η

∂x

∂ζ

)
,

a2 = ẋ

(
∂y

∂ξ

∂z

∂ζ
− ∂y

∂ζ

∂z

∂ξ

)
+ ẏ

(
∂x

∂ζ

∂z

∂ξ
− ∂x

∂ξ

∂z

∂ζ

)
+ ż

(
∂x

∂ξ

∂y

∂ζ
− ∂x

∂ζ

∂y

∂ξ

)
,

a3 = ẋ

(
∂y

∂η

∂z

∂ξ
− ∂y

∂ξ

∂z

∂η

)
+ ẏ

(
∂x

∂ξ

∂z

∂η
− ∂x

∂η

∂z

∂ξ

)
+ ż

(
∂x

∂η

∂y

∂ξ
− ∂x

∂ξ

∂y

∂η

)
.

(B.46)
The eq. (B.45) leads to expressions for partial derivatives of a function f = f(t, x, y, z)
in physical coordinates (t, x, y, z) from partial derivatives in computational coordinates
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(τ, ξ, η, ζ):

∂f

∂t
∂f

∂x
∂f

∂y
∂f

∂z


= 1
g



g a1 a2 a3

0 ∂y

∂η

∂z

∂ζ
− ∂y

∂ζ

∂z

∂η

∂y

∂ζ

∂z

∂ξ
− ∂y

∂ξ

∂z

∂ζ

∂y

∂ξ

∂z

∂η
− ∂y

∂η

∂z

∂ξ

0 ∂x

∂ζ

∂z

∂η
− ∂x

∂η

∂z

∂ζ

∂x

∂ξ

∂z

∂ζ
− ∂x

∂ζ

∂z

∂ξ

∂x

∂η

∂z

∂ξ
− ∂x

∂ξ

∂z

∂η

0 ∂x

∂η

∂y

∂ζ
− ∂x

∂ζ

∂y

∂η

∂x

∂ζ

∂y

∂ξ
− ∂x

∂ξ

∂y

∂ζ

∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ





∂f

∂τ
∂f

∂ξ
∂f

∂η
∂f

∂ζ


,

(B.47)
and finally to the expression of conservation equation in general curvilinear coordi-
nates:

∂

∂t
(gft)

+ ∂

∂ξ

[(
∂y

∂η

∂z

∂ζ
− ∂y

∂ζ

∂z

∂η

)
(fx − ẋft) +

(
∂x

∂ζ

∂z

∂η
− ∂x

∂η

∂z

∂ζ

)
(fy − ẏft) +

(
∂x

∂η

∂y

∂ζ
− ∂x

∂ζ

∂y

∂η

)
(fz − żft)

]
+ ∂

∂η

[(
∂y

∂ζ

∂z

∂ξ
− ∂y

∂ξ

∂z

∂ζ

)
(fx − ẋft) +

(
∂x

∂ξ

∂z

∂ζ
− ∂x

∂ζ

∂z

∂ξ

)
(fy − ẏft) +

(
∂x

∂ζ

∂y

∂ξ
− ∂x

∂ξ

∂y

∂ζ

)
(fz − żft)

]
+ ∂

∂ζ

[(
∂y

∂ξ

∂z

∂η
− ∂y

∂η

∂z

∂ξ

)
(fx − ẋft) +

(
∂x

∂η

∂z

∂ξ
− ∂x

∂ξ

∂z

∂η

)
(fy − ẏft) +

(
∂x

∂ξ

∂y

∂η
− ∂x

∂η

∂y

∂ξ

)
(fz − żft)

]
= g q. (B.48)
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C. Benchmarking of time integration scheme
Generally, the spectral ODE solver tend to outperform classical low oder schemes,
if higher accuracies are required. In order to test the proposed method, a simple
MATLAB code was designed. The several tests were run on a number of well
known benchmark problems. The solution with the MATLAB implementation of
the Rosenbrock method (ode23s) [SR97] is then compared. The folowing criteria
are used: the number of function calculations, the number of Jacobian calculations
and the computational time needed to achieve the desired accuracy. The accuracy is
measured with an analytical solution, if available, or with a numerical solution to
which the "ode23s" is striving with strictest tolerances, on a large set (N = 106) of
control points:

error = arg max
v=1,...,nv

N∑
i=1

(uv(ti)− xv(ti))2

N∑
i=1

(uv(ti))2
, (C.1)

where nv number of variable (unknowns) in the system, uv is the ideal solution of
the variable v and xv - the actual numerical solution.

C.1. Semenov’s explosion model
In the late thirties N. Semenov developed a phenomenological model of a chemical
system, which can either be either slow reacting or exploding [Sem28]. The reacting
system is represented by a homogeneous flammable mixture, which undergos a
one-step reaction:

A
k(T )−−→ P (C.2)

and is a subject of Newtonian cooling. The dimensionless form of the problem is
given by: {

γθ̇ + η̇ = −αθ
η̇ = −η exp

(
θ

1+βθ

) , (C.3)

where η is the dimensionless concentration of reactants θ - dimensionless temperature.
The properties of the system are described by coefficients α, β and γ, which represent
energy dissipation through cooling, activation temperature and adiabatic temperature
respectively. Depending on the set of parameters α, β and γ, the system can be from
very smooth (slow reaction) to extremely stiff (explosion).
The Semenov’s explosion model is studied on the interval t ∈ [0, 0.15]. On this
interval at around t = 0.06 concentration suddenly drops to zero and after that the
temperature, obeying the Newtonian low of cooling, gradually decreases also quasi to
zero at t = 0.15. Numerical tests show that higher order polynomials tend to reduce
number of function evaluations (feval), Jacobian evaluations (jeval) and thus reduce
computational time (see figures C.5). Although polynomial of order 11 requires the
same number of function evaluations than polynomials of order 7 but the number
Jacobian calculations is noticeably lower, which results in a higher computational
time. Legendre series seems to be more appropriate for this problem, especially for
low order case. At around t = 0.06 the reactant concentration drops to zero. The
proposed approach can also manage this sudden drop of the concentration for all
reasonable tolerances (TOL > 10−2): with TOL = 10−8 the zero is captured with
the absolute accuracy of 10−11.
The proposed method outperform the Rosenbrock (ODE23s) algorithm starting
from error about 10−2 for polynomials of order 7 or higher. However, the low order
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polynomials appear to be very inefficient compared to the classical method. The
proposed method reaches the bottom line of achieved relative error at about 10−9, that
signalise that the reference solution, acquired with ODE23s with minimal possible
tolerance RTOL = 2 · 10−14, can be insufficient. It was also observed that 35
polynomial segments are sufficient to achieve relative error below 10−9. Most of this
segments are located near the singularity.
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Figure C.5.: ODE Solver performance for Semenov’s Explosion

C.2. The reaction of Robertson
This example, borrowed from H. Robertson [Rob66], describes the following simple
reaction mechanism:

A1
k1−→ A2

A2 + A3
k2−→: A1 + A3

2A2
k3−→ 2A3

. (C.4)

With initial concentration of reactants [A1] = 1, [A2] = 0 and [A3] = 0. The reaction
rates (k1 = 4 · 10−2, k2 = 104, k3 = 1.5 · 107) vary over nine order of magnitude,
which results in a very stiff non-linear ODE system:

ẋ1 = −k1x1 + k2 x2 x3
ẋ2 = k1 x1 − k2 x2 x3 − 2k3 x

2
2

ẋ3 = 2k3 x
2
2

, (C.5)

where xi is the concentration of the reactant i.
This problem is considered on the interval t ∈ [0, 10]. The most dramatic change
happens with the second variable, which jumps from zero to about 3.6 · 10−5 within
t < 5 · 103, meanwhile the other two variables express quite a smooth behaviour.
After t = 5 · 103 the solution is fully smooth. One one side, a similar behaviour can
be observed, as in case of Semenov’s explosion problem and in case of Robertson’s
Reaction: the higher the polynomial order of the proposed method, the more efficient
is the proposed algorithm (see figures C.6). It occurs due to lower function and
Jacobian evaluations. On the other side, the method is not able to achieve crude
tolerances by high order polynomials. This happens due to the difficulty of finding
an appropriate interval length near the singularity in the solution, which results in
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high computational efforts (s. fig. C.6, the blue curve is bended significantly to the
right for low accuracy).
In this case, both types of polynomial approximations provide almost identical results
and the proposed method outperform the classical Rosenbrock method just from
relative error of 10−7. This problem seems to be relatively simple, considering the
computational effort and the number of required segments (only 9 segments required).
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Figure C.6.: ODE Solver performance for Reaction of Robertson

C.3. HIRES
This chemical model was proposed by Schafer in 1975 [Sch75] and refers to “High
Irradiance RESponse”. The name HIRES was given by Hairer & Wanner [Hai10].
This chemical system can be described by the following mechanism:

E
a−→ A1,

A1
k1
�
k2
A2, A2

k3−→ A4,

A3
k1
�
k2
A4, A3

k6−→ A1,

A4
k4−→ A6, A5

k1
�
k2
A6,

A5
k5−→ A3, A7

k2−→ A5 + A8,

A7
k7
�
k8
A6 + A8, A7

k9−→ A8 + P.

(C.6)

Then, the production rate of the species A1 from E is taken constant and the
concentration of P is not considered. As a result the following system of ODE can
be derived: 

ẋ1 = −k1x1 + k2x2 + k6x3 + a,
ẋ2 = k1x1 − (k2 + k3)x2,
ẋ3 = −(k1 + k6)x3 + k2x4 + k5x5,
ẋ4 = k3x2 + k1x3 − (k2 + k4)x4,
ẋ5 = −(k1 + k5)x5 + k2x6 + k2x7,
ẋ6 = k4x4 + k1x5 − k2x6 + k7x7 − k8x6x8,
ẋ7 = −(k2 + k7 + k9)x7 + k8x6x8,
ẋ8 = (k2 + k7 + k9)x7 − k8x6x8.

(C.7)
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Here xi represents the concentration of the species Ai. The reaction rates are given:

a = 0.0007, k1 = 1.71, k2 = 0.43, k3 = 8.32, k4 = 0.69,
k5 = 0.035, k6 = 8.32, k7 = 0.69, k8 = 280, k9 = 0.69. (C.8)

The initial values were taken ~x = (1, 0, 0, 0, 0, 0, 0, 0.0057)T . This model shows a
typical behaviour of a realistic chemical system with consumed educts, short living
intermediates and emerging products. Moreover, some components shows strong
oscillations with frequent zero crossing.
For the “High Irradiance RESponse” problem, the interval t ∈ [0, 10] is consid-
ered. This problem is more complicated than all previous, not only because it has
8 unknowns, but also because the smallest variables x7 and x8 are significantly
oscillating. The results (s. fig. C.7) show again that higher order polynomials are
suited better. However, there is no noticeable difference between Chebyshev and
Legendre Polynomials. It can be also observed here, that high order polynomials are
getting very inefficient for low tolerances (low relative errors), as it could be seen in
case of the reaction of Robertson. This fact has the same explanation: finding an
appropriate interval with the desired low tolerance near a singularity of the solution
is a challenging problem. The HIRES was the most difficult problem, of the studied
examples, to tackle. It required most CPU efforts and 24 elements to achieve relative
accuracy below 1−7.
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Figure C.7.: ODE Solver performance for HIRES
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D. Adaptive pseudo spectral method
Although the main component of the proposed method is the pseudo spectral method
[Boy89] , the developed framework allows easily to adapt other spectral methods like
Galerkin weighted residual method [Boy89]. In order to derive the numerical method,
the conservation equation can be rewritten in the following form, with corresponding
boundary and initial conditions:

∂
∂t

[ft(t, x,u, ú)] + ∂
∂x

[fx(t, x,u, ú)] = q(t, x,u, ú), t ∈ [t0, T ] , x ∈ [x0, x∞]
∂
∂t

[f0(t,u, ú)] = q0(t, x,u, ú), t ∈ [t0, T ] x = x0
∂
∂t

[f∞(t,u, ú)] = q∞(t, x,u, ú), t ∈ [t0, T ] , x = x∞
u(t0, x) = u0(x), x ∈ [x0, x∞]

,

(D.1)
where ft, fx, q : R × Rnv → Rnv are given vector functions and u ∈ Rnv is the
solution vector. Here for brevity the following notations for partial derivatives over
time and space coordinates are used:

˙( ) = ∂

∂t
( ), (D.2)

(́ ) = ∂

∂x
( ). (D.3)

The solution u must be also Lipschitz continuous on the interval t ∈ [ta, tb] and
x ∈ [xa, xb], and that on this interval it can be expanded into series without an error:

u(t, x) =
N∑
i

ûi ϕi(t, x), (D.4)

where ûi are weights of corresponding basis functions ϕi(t, x). Please note that the
number of basis functions N can be arbitrary large.
Using a set of test functions ψi a week formulation can be written:

∫ T

t0

∫ x∞

x0

[
∂

∂t
(ft) + ∂

∂x
(fx)

]
ψi dt dx =

∫ T

t0

∫ x∞

x0
q̇ ψi dt dx. (D.5)

Additionally, it is required that functions ft, fx, q̇ to be also expanded into series
with the same set of basis functions:

f(t, x) =
N∑
i

f̂i ϕi(t, x). (D.6)

Introducing (D.4) in (D.5) and choosing test functions from the space of Dirac-delta
functions ψi(t, x) = δi(t, x), a discrete form of conservation equations is obtained:∑

j

f̂t,i ϕ̇j(ti, xi) +
∑
j

f̂x,i ϕ́j(ti, xi) =
∑
j

q̂i ϕj(ti, xi), ∀ i = 1, .. , Np (D.7)

or in a more compact matrix-vector notation:

f̂tΦ̇ + f̂tΦ́ = q̂Φ, (D.8)

where Np is the number of collocation points (test functions).
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Observing that series coefficients connected to the function approximation on the
collocation points through a linear operation (see eq. (D.6)):

f̃ = f̂Φ, (D.9)

where f̃ =
(
f(t1, x1), .. , f(tNp , xNp)

)
is an approximation of the vector function f at

the collocation points specified by Dirac-delta functions δi, and choosing number of
basis functions N equal to the number of collocation points Np, the eq. (D.8) can be
written in semi-linear form as:

f̃tḢ + f̃xH́ = q̃, (D.10)

with
Ḣ = Φ−1Φ̇, (D.11)

H́ = Φ−1Φ́. (D.12)

The projector matrices Ḣ and H́ depend only on the polynomial type and collocation
points and therefore are computed in advance. As the solution approximation is
sought on the same set of collocation points, it is valid:

´̃u = ũ H́ (D.13)

and thus, the approximations f̃t, f̃x and q̃ depend on only the solution approximation
ũ at these locations:

f̃t = f̃t (ũ)
f̃x = f̃x (ũ)
q̃ = q̃ (ũ)

(D.14)

The quasi-linear system (D.10) is a non-linear algebraic equation, which is solved
implicitly with modified Newton method (see fig. 3.4). The essence of the method
is that the eq. (D.10) is linearised at the current solution estimate ũ0 and a better
approximation is sought along the gradient:

R0 + J∆ũ = 0, (D.15)

where
R0 = f̃tḢ + f̃xH́− q̃ (D.16)

is residual for current solution estimate and

J = ∂R

∂u
(D.17)

is the Jacobian of the residual. In order to explain the construction of the Jacobian,
the data structure of solution is introduced:

uj,i, (D.18)

here j is the index of the space coordinate and i is the index of the time coordinate.
Each space-time cell j, i contains a vector of nv state variables. The solution can be
casted into a single vector:

ul = uj,i, (D.19)
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where the global index is then defined as:

l = j + nx i, (D.20)

with nx is the number of collocation points along the space coordinate. The analytical
global Jacobian can be constructed from the known local Jacobians of ft, fx and q:

Jij = Ḣij

(
∂ft
∂u

)
j

+ H́ij

(
∂fx
∂u

)
j

+ δij

(
∂q
∂u

)
j

+
∑
k

ḢikH́kj

(
∂ft
∂ú

)
k

+
∑
k

H́ikH́kj

(
∂fx
∂ú

)
k

+ H́ij

(
∂q
∂ú

)
i

, (D.21)

here Jij is a cell with the size nv × nv in the global Jacobian.

D.1. Domain matching and boundary conditions
As the global spectral approximation of stiff system tend to be unstable, it is better
to split the time-space domain into a number of subdomains:

t0 < . . . < tk < . . . < T, k = 1, 2, .. , (Nt − 1), (D.22)

x0 < . . . < xl < . . . < x∞, l = 1, 2, .. , (Nx − 1). (D.23)
Then the solution in time is being sought one time-interval after the other: the initial
condition u(tk) on the interval t ∈ [tk, tk+1] is provided from the solution of the
previous interval t ∈ [tk−1, tk]. This corresponds to an implicit Runge-Kutta method
(see §3.3).
The subdomains in space are matched with the following boundary conditions:

ul(t, xl−1) = ul−1(t, xl−1)
ul(t, xl) = ul+1(t, xl)
∂
∂x

ul(t, xl−1) = ∂
∂x

ul−1(t, xl−1)
∂
∂x

ul(t, xl) = ∂
∂x

ul+1(t, xl),

(D.24)

where ul is solution within domain l.
One collocation point is placed exactly at the boundary. The evolution of the point l
is govern by the equality of gradients in the adjacent regions:

∂
∂t

[f0(t,u1)] = q0(t,u1, ú1), x = x0,
∂
∂x

ul(t, xl) = ∂
∂x

ul+1(t, xl) ∀ l = 1, 3, .. , Nx − 1,
∂
∂t

[
f∞(t,uNx)

]
= q∞(t,uNx , úNx), x = x∞.

(D.25)

Using the same spectral approximation eq. (D.4) and eq. (D.6) the boundary
conditions can be rewritten into an algebraic equation:

f̃0Ḣ1
a = q̃0

ũlH́l
b = ũl+1H́l+1

a

f̃∞ḢNx
b = q̃∞

, (D.26)

here Ḣl
a and Ḣl

b are linear operators for time derivative at the left boundary of the
element l:

Ḣa
l = Φ−1

l Φ̇a
l ,

Ḣb
l = Φ−1

l Φ̇b
l ,

(D.27)
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where each element of matrices Φ̇a
l and Φ̇b

l is defined as:(
Φ̇a
l

)
ij

= ϕ̇li(tlj, xl0),(
Φ̇b
l

)
ij

= ϕ̇li(tlj, xlnl
x
).

(D.28)

Similarly, H́l
a and H́l

b are linear operators for space derivative at the boundaries:

H́a
l = Φ−1

l Φ́a
l ,

H́b
l = Φ−1

l Φ́b
l ,

(D.29)

where each element of matrices Φ̇a
l and Φ̇b

l is defined as:(
Φ́a
l

)
ij

= ϕ́li(tlj, xl0),(
Φ́b
l

)
ij

= ϕ́li(tlj, xlnl
x
).

(D.30)

After linearisation the global system takes the block diagonal form shown in fig. D.8.
It is important to note here, that space and time order, as well as the space width of
each element can be different.

D.2. Solution of the linear system for spectral elements
Imagine a binary tree, which describes splitting of elements (see fig. D.9). The
element points u1, u3, u5, u7 and u9 are governed by algebraic eq. (D.10) and
boundary points u0, u2, u4, u6, u8 and u10 are described by the expression (D.26).
The structure of the linear system has a block diagonal form (fig. D.8). The tree
is created such, that the element “R” is split into elements “R0” and “R1”, which
creates a virtual boundary uB6 , where equality of gradients from left and right to the
boundary are imposed. Each element (node) is split up further till elements “R00”,
“R010”, “R011”, “R10” and “R11”, and virtual boundaries u2, u4, u6 and u8 are
created. The boundaries u0 and u10 correspond to physical boundary conditions.
For the solution of the global linear system a modified Gauss elimination is applied.
Elements and virtual boundaries, both described as nodes in the binary tree, are
eliminated upwards starting from the bottom level of the tree. In order to illustrate
this, consider first the element “R011”, corresponding to u5. The structure of the
linear system for that element is shown in fig. D.13. Empty cells in the diagram
represents zero submatrices in the system. The residual R5 for inner element points
depend only on values at these points u5 and boundary points u4 and u6. The
residual at the boundary points however, is a linear combination of the adjacent
elements and boundaries, i.e. the residual of the boundary point u4 depend on the
element values u3, u5 and boundaries u2, uB6 . After the elimination of the entries of
matrix corresponding to “R011” the structure shown in fig. D.14 is achieved, where
I is identity matrix and

J ′5,4 = J−1
5,5J5,4,

J ′5,6 = J−1
5,5J5,6,

J ′4,4 = J4,4 − J4,5J
′
5,4 − J4,3J

′
3,4,

J ′4,6 = J4,6 − J4,5J
′
5,6,

J ′6,4 = J6,4 − J6,5J
′
5,4,

J ′6,6 = J6,6 − J6,5J
′
5,6,

R′5 = J−1
5,5R5,

R′4 = R4 − J4,5R
′
5 − J4,3R

′
3.R

′
6 = R6 − J6,5R

′
5.

(D.31)
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Figure D.8.: Structure of the Jacobian of the global spectral element system.
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In a similar fashion, the linear system is constructed for element “R010”, which is
shown in fig. D.11. The identical elimination procedure leads also to the similar
structure as in case of “R010” (compare figs. D.12 and D.14). The elements are:

J ′3,2 = J−1
3,3J3,2,

J ′3,4 = J−1
3,3J3,4,

J ′2,2 = J2,2 − J2,3J
′
3,2,

J ′2,4 = J2,4 − J2,3J
′
3,4,

J ′4,2 = J4,2 − J4,3J
′
3,2,

J ′4,4 = J4,4 − J4,3J
′
3,4 − J4,5J

′
5,4,

R′3 = J−1
3,3R3,

R′2 = R2 − J2,3R
′
3,

R′4 = R4 − J4,3R
′
3 − J4,5R

′
5.

(D.32)

Next, the data of the node “R01” corresponding u4 can be eliminated. The data
structure of this node after elimination of “R010” (u3) and “R011” (u5) is shown in
fig. D.15 (left), where: 

J ′4,4 = J4,4 −D3
4,4 −D5

4,4,
J ′4,2 = J4,2 −D3

4,2,
J ′4,6 = J4,6 −D5

4,6,
J ′2,4 = J2,4 −D3

2,4,
J ′2,2 = J2,2 −D3

2,2,
J ′6,4 = J6,4 −D5

6,4,
J ′6,6 = J6,6 −D5

6,6,
R′4 = R4 − C3

4 − C5
4 ,

R′2 = R2 − C3
2 ,

R′6 = R6 − C5
6 .

(D.33)

Please note that J ′4,4 and R′4 of node “R01” depend both on both child elements
“R010” and “R011”. The elimination of the child elements can be done nonetheless
independently. The information is provided to the upper level in form of Jacobian
and residual updates, i.e. from element “R011”:

D5
4,4 = J4,5J

′
5,4 = J4,5J

−1
5,5J5,4,

D5
4,6 = J4,5J

′
5,6 = J4,5J

−1
5,5J5,6,

D5
6,4 = J6,5J

′
5,4 = J6,5J

−1
5,5J5,4,

D5
6,6 = J6,5J

′
5,6 = J6,5J

−1
5,5J5,6,

C5
4 = J4,5R

′
5 = J4,5J

−1
5,5R5,

C5
6 = J6,5R

′
5 = J6,5J

−1
5,5R5;

(D.34)

and from element “R010”:

D3
4,4 = J4,3J

′
3,4 = J4,3J

−1
3,3J3,4,

D3
4,2 = J4,3J

′
3,2 = J4,3J

−1
3,3J3,2,

D3
2,4 = J2,3J

′
3,4 = J2,3J

−1
3,3J3,4,

D3
2,2 = J2,3J

′
3,2 = J2,3J

−1
3,3J3,2,

C3
4 = J4,3R

′
3 = J4,3J

−1
3,3R3,

C3
2 = J6,3R

′
3 = J6,3J

−1
3,3R3.

(D.35)

The elimination of node “R01” is identical to the previous steps. The result is shown
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in fig. D.15 (right), where: 

J ′′4,2 = J ′−1
4,4 J

′
4,2,

J ′′4,6 = J ′−1
4,4 J

′
4,6,

J ′′2,2 = J ′2,2 − J ′2,4J ′′4,2,
J ′′2,6 = J ′2,6 − J ′2,4J ′′4,6,
J ′′6,2 = −J ′6,4J ′′4,2,
J ′′6,6 = J ′6,6 − J ′6,4J ′′4,6,
R′′4 = J ′−1

4,4 R
′
4,

R′′2 = R′2 − J ′2,4R′′4,
R′′6 = R′6 − J ′7,4R′′4.

(D.36)

Thus, the following quantities are provided to the upper level “R0” from the node
“R01”:

D4
2,2 = J ′2,4J

′′
4,2 =

(
J2,4 −D3

2,4

) (
J4,4 −D3

4,4 −D5
4,4

)−1 (
J4,2 −D3

4,2

)
,

D4
2,6 = J ′2,4J

′′
4,6 =

(
J2,4 −D3

2,4

) (
J4,4 −D3

4,4 −D5
4,4

)−1 (
J4,6 −D5

4,6

)
,

D4
6,2 = J ′6,4J

′′
4,2 =

(
J6,4 −D5

6,4

) (
J4,4 −D3

4,4 −D5
4,4

)−1 (
J4,2 −D3

4,2

)
,

D4
6,6 = J ′6,4J

′′
4,6 =

(
J6,4 −D5

6,4

) (
J4,4 −D3

4,4 −D5
4,4

)−1 (
J4,6 −D5

4,6

)
,

C4
2 = J ′2,4R

′′
4 =

(
J2,4 −D3

2,4

) (
J4,4 −D3

4,4 −D5
4,4

)−1
(R4 − C3

4 − C5
4) ,

C4
6 = J ′6,4R

′′
4 =

(
J6,4 −D5

6,4

) (
J4,4 −D3

4,4 −D5
4,4

)−1
(R4 − C3

4 − C5
4) .

(D.37)

After parallel elimination of “R00” the following is also submitted to the level of
“R0”: 

D1
0,0 = J0,1J

′
1,0 = J0,1J

−1
1,1J1,0,

D1
0,2 = J0,1J

′
1,2 = J0,1J

−1
1,1J1,2,

D1
2,0 = J2,1J

′
1,0 = J2,1J

−1
1,1J1,0,

D1
2,2 = J2,1J

′
1,2 = J2,1J

−1
1,1J1,2,

C1
0 = J0,1R

′
1 = J0,1J

−1
1,1R1,

C1
2 = J2,1R

′
1 = J2,1J

−1
1,1R1.

(D.38)

The elimination process continues up the tree till the root node “R” (u6) is eliminated.
The linear system for root node looks then so: J6,6 −D2

6,6 −D8
6,6 −D2

6,0 −D8
6,10

−D2
0,6 J0,0 −D2

0,0 0
−D8

10,6 0 J10,10 −D8
10,10


 ∆u6

∆u0
∆u10

 =

 R6 − C2
6 − C8

6
R0 − C2

0
R10 − C8

10


(D.39)

with D and C propagated from the lower level, i.e. “R0” (u2) and “R1” (u8). Finally,
eliminating the data corresponding to node “R” (u6) the linear system for system
boundaries is generated:(

J0,0 −D6
0,0 −D6

0,10
−D6

10,0 J10,10 −D6
10,10

)(
∆u0
∆u10

)
=
(

R0 − C6
0

R10 − C6
10

)
. (D.40)

Resolving the system eq. (D.40) results in increment of one Newton iteration for
boundary values ∆u0 and ∆u10. Which in turn are propagated down the tree in
order to get increments of other nodes and elements. The update of top node “R” is:

∆u6 =
(
J6,6 −D2

6,6 −D8
6,6

)−1 (
R6 − C2

6 − C8
6 +D2

6,0∆u0 +D8
6,10∆u10

)
. (D.41)
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Please note that product of matrix inverse of
(
J6,6 −D2

6,6 −D8
6,6

)
with residual

(R6 − C2
6 − C8

6), D2
6,0 and D8

6,10 is already computed during upward elimination of
the node.
The update of lower nodes is similar. Here, the update of previously discussed nodes
R0 (∆u2), R01 (∆u4), R010 (∆u3) and R011 (∆u5) is only shown:

∆u2 =
(
J2,2 −D1

2,2 −D4
2,2

)−1 (
R2 − C1

2 − C4
2 +D1

2,0∆u0 +D4
2,6∆u6

)
,

∆u1 =
(
J1,1

)−1(
R1 − J1,0∆u0 − J1,2∆u2

)
,

∆u4 =
(
J4,4 −D3

4,4 −D5
4,4

)−1 (
R4 − C3

4 − C5
4 +D3

4,2∆u2 +D5
4,6∆u6

)
,

∆u3 =
(
J3,3

)−1(
R3 − J3,2∆u2 − J3,4∆u4

)
,

∆u5 =
(
J5,5

)−1(
R5 − J5,4∆u4 − J5,6∆u6

)
.

(D.42)

The total solution process of the linear system corresponding spectral element method
is displayed in fig. D.10. Starting from bottom level, the information is propagated
up the tree (matrices C and D) and after complete elimination of inner points, the
update information about values increment (vectors ∆ui) is propagated down the tree.
The process can be illustrated with a series of global matrices (see figs. D.16 through
D.18). Firstly, the element points l = 1, 3, ..., 9 (fig. D.16) are eleminated, then the
first level of nodes l = 4, 8 (fig. D.17 (left)) is eliminated. After that the process
follows to the node l = 2 (fig. D.17 (right)), then last node l = 8 can be processed
(fig. D.18 (left)) and finally the system for global boundaries l = 0 and l = 10 can
be resolved (fig. D.18 (right)). The process is repeated backwards propagating the
increments of the boundaries ∆ul.
Although global matrices are presented for explanation (fig. D.8 and fig. D.16), the
method does not require a global storage. Each node (element) must contain only
local information and must be aware only of its children (left and right). This allows
the following advantages compared to classical Gauss elimination (see e.g. [QSS00]):

1. Independent elimination of nodes (elements). Most nodes (elements) are process
independently. It permits extensive parallelisation of process. Only the top
most step, i.e. elimination of node "R" and of global boundaries must be
performed in the main thread. In the latter case the matrix that is to be
inverted is of size 2nv× 2nv, where nv is number of state variables, like velocity,
temperature, density and so on.

2. Partial Jacobian updates. Iterative solution of semi-linear system eq. (D.10)
and (D.26) doesn’t require an exact Jacobian. Mostly, the Jacobian is kept
constant for several iterations and even time step. The independent elimination
of nodes allows to update matrix-inverses (LU-Decomposition) only of a part of
the system. The bottom-up part of the algorithm can be skipped for elements,
where the change is marginal and only the nodes with significant change undergo
expensive bottom-up elimination.

3. Hierarchical system allows to stop Newtonian iterations for a part of the system
earlier. For example if a part of computational domain has experience fast
change and the other only slow, the slow part will require much less Newtonian
iterations to converge.
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4. Dynamical linear system. The absence of global Jacobian allows to change the
order within one element or split/join nodes without changing other parts of
the system. It opens a pathway to dynamical grid and order adaptation.

u0 u2 u4 u6 u8 u10u1 u3 u5 u9u7

R1

R

R0

R00

R01

R11R10R011R010

Figure D.9.: Information hierarchy (binary tree).

u0 u2 u4 u6 u8 u10u1 u3 u5 u9u7

R

C,D C,D

∆u
∆u

Figure D.10.: Information flow in binary tree.

D.3. Implementation of adaptive pseudo spectral method
The general formulation adaptive pseudo spectral method (APSM), as described
above, is applicable for variable time and space order within elements. For illustration
reasons, the discussion is limited to second order Crank-Nicolson method (CNM)
[QSS00], which allows to use spectral approximation only for space. A more general
application with variable time orders is described in §3.3.
With CNM the general conservation equation in 1D, eq. (3.28), is discretised in time
as:

ftk+1 − ftk ≈
∆t
2

[
qk+1 + qk −

∂

∂x

(
fxk+1 + fxk

)]
, (D.43)



Appendix 159

J3,3

R

∆R3

∆R2

∆R4

J2,1

J4,5

J3,2 J3,4

J4,4

J2,4

J4,6

J2,0

R3

R2

∆u6∆u0∆u5∆u1∆u4∆u2∆u3

R4J4,2

J2,2J2,3

J4,3

Figure D.11.: Data structure for element R010 before elimination.
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Figure D.12.: Data structure for element R010 after elimination.
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Figure D.13.: Data structure for element R011 before elimination.
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Figure D.14.: Data structure for element R011 after elimination.
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Figure D.15.: Data structure for node R01 before elimination (left) and after
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∆R0

∆R1

∆R2

∆R3

∆R4
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J
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J
′
1,0

J
′
2,0

J
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J
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J
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J
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J
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J
′
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Figure D.16.: Structure of global Jacobian before elimination. Red lines show
the parts being eliminated.
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J
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J
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J
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Figure D.17.: Structure of global Jacobian after 1 (left) and 2 (right) step of
elimination.
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∆R0

∆R6

∆R10

∆u0 ∆u6 ∆u10

J
′′′
0,6

J
′′
10,10

J
′′′
0,0

J
′′′
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′′
10,6

J
′′′
6,6 J

′′′
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∆R10

∆u0 ∆u10

J
′′′′
10,10

J
′′′′
0,0

J
′′′′
10,0

J
′′′′
0,10

Figure D.18.: Structure of global Jacobian after 3 (left) and 4 (right) step of
elimination.

where subscript k indicates time step and
ftk = ft(tk, x,uk, ∂

∂x
uk),

fxk
= fx(tk, x,uk, ∂

∂x
uk),

qk = q(tk, x,uk, ∂
∂x

uk)
(D.44)

and
uk = u(tk, x). (D.45)

An approximation for time step k for the element l, x ∈ [xl0, xlNp+1] with a weighted
sum basis functions is sought as

Ũl
k = Ûl

kΦ, (D.46)

where
Ũl
k =

(
ũ(tk, xl0), ũ(tk, xl1), ..., ũ(tk, xlNp

)
)
, (D.47)

is the solution approximation of state variables at each collocation point1 , the matrix
Ûl
k describes weights of basis functions for each state variable and

Φ =


ϕ0(xl0) ϕ0(xl1) · · · ϕ0(xlNp+1)
ϕ1(xl0) ϕ1(xl1) · · · ϕ1(xlNp+1)

... ... . . . ...
ϕNp+1(xl0) ϕNp+1(xl1) · · · ϕNp+1(xlNp+1)

 (D.48)

is projector matrix, which transforms the solution from spectral to physical space
of collocation points xl = (xl0, xl1, ..., xlNp+1). Please note that the boundary points
xl0 = xl−1 and xlNp+1 = xl+1 belong to adjacent nodes l − 1 and l + 1.
Typical basis function are well defined on a specific interval, e.g. Chebyshev poly-
nomials and Legendre polynomials on [−1,+1] or Fourier series on [−π/2,+π/2].
Outside of the interval polynomials may swing up. In order to work inside of the
well defined interval, a linear transformation (scaling) is introduced:

ξ = ∆xl
∆ξ

(
x− xl0

)
+ ξ0, (D.49)

1e.g. for state variables v, ρ, T (flow velocity, density and temperature) the solution approximation

matrix takes form: Ũl
k =

 v(tk, xl
0) v(tk, xl

1) ... v(tk, xl
Np+1)

ρ(tk, xl
0) ρ(tk, xl

1) ... ρ(tk, xl
Np+1)

T (tk, xl
0) T (tk, xl

1) ... T (tk, xl
Np+1)


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where ∆xl = xlNp+1−xl0 is the physical length of the element l and ∆ξ is fixed length
of the interval of space of polynomial approximation, e.g. ∆ξ = 2 – for Chebyshev
and Legendre polynomials, and ∆ξ = π – for Fourier series. A proper definition of
the projector matrix in local coordinates:

Φ =


ϕ0(ξ0) ϕ0(ξ1) · · · ϕ0(ξNp+1)
ϕ1(ξ0) ϕ1(ξ1) · · · ϕ1(ξNp+1)

... ... . . . ...
ϕNp+1(ξ0) ϕNp+1(ξ1) · · · ϕNp+1(ξNp+1)

 (D.50)

The derivative in physical space x and in virtual space ξ are related as:

∂

∂x
f = ∂ξ

∂x

∂

∂ξ
f. (D.51)

Due to the fact that the transformation is linear, it is valid:

∂ξ

∂x
= ∆ξ

∆xl . (D.52)

This allows to define first derivative as a linear combination of function values at
collocation points (compare eq. (D.13)):

∂

∂x

(
Ũl
k

)
= ∆ξ

∆xl Ũ
l
kH, (D.53)

with
H = Φ−1 ∂

∂ξ
Φ, (D.54)

and

∂
∂ξ

Φ =


∂
∂ξ
ϕ0(ξ0) ∂

∂ξ
ϕ0(ξ1) · · · ∂

∂ξ
ϕ0(ξNp+1)

∂
∂ξ
ϕ1(ξ0) ∂

∂ξ
ϕ1(ξ1) · · · ∂

∂ξ
ϕ1(ξNp+1)

... ... . . . ...
∂
∂ξ
ϕNp+1(ξ0) ∂

∂ξ
ϕNp+1(ξ1) · · · ∂

∂ξ
ϕNp+1(ξNp+1)

 . (D.55)

The set of optimal collocation points in ξ depend on polynomial type (Chebyshev,
Legendre, Fourier) and the order of the series [Boy89]. It makes the matrix H constant
for given polynomial order and it can be computed beforehand and called from a
database.
It is assumed additionally, that fluxes fx belong to the same polynomial space and
thus, for derivative the same expression is valid:

∂

∂x

(
F̃lxk

)
= ∆ξ

∆xl F̃
l
xk

H, (D.56)

where
F̃lxk,:,j

= fx
(
tk, x

l
j, Ũl

k,:,j,
∂
∂x

Ũl
k,:,j

)
, j = 0, ..., Np + 1. (D.57)

Moreover, each spectral element is a subject of boundary conditions, which govern
the evolution of nodes between elements:

∂
∂x

ul+1
k (xl+1

0 ) = ∂
∂x

ul−1
k (xl−1

Np−1), ∀ l = 2, 4, .., (2Nx − 2),
f0k+1 − f0k

= 1
2∆t

(
q0k+1 + q0k

)
, l = 0,

f∞k+1 − f∞k
= 1

2∆t
(
q∞k+1 + q∞k

)
, l = (Nx − 1),

(D.58)
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here inner boundaries depend only on gradient of adjacent cells but outer boundary
in most general case is described by an evolution function, which depends on the
value and on the gradient of the state variable at the boundary:

f0k
= f0

(
tk,uk(x0), ∂

∂x
uk(x0)

)
,

q0k
= q0

(
tk,uk(x0), ∂

∂x
uk(x0)

)
,

f∞k
= f∞

(
tk,uk(x∞), ∂

∂x
uk(x∞)

)
,

q∞k
= q∞

(
tk,uk(x∞), ∂

∂x
uk(x∞)

)
.

(D.59)

Now, all necessary building blocks are prepared for construction of APSM solution
for one time step of given size ∆t and for given spectral elements xl on the interval
x ∈ [x0, x∞]. Firstly, eq. (D.43) is rewritten for spectral approximation of point
within element l and time step k + 1:

f̃ ltk+1,i
− f̃ ltk,i

+ ∆t
2

 ∆ξ
∆xl

Np+1∑
j=0

(
f̃ lxk+1,j

+ f̃ lxk,j

)
Hj,i − q̃lk+1,i − q̃lk,i

 = Rl
k,i,

∀ i = 1, ..., Np − 2,
∀ l = 1, 3, ..., 2Nx − 1.

(D.60)

Secondly, a discrete form of inner boundary conditions is formulated:

∆ξ
∆xl+1

Np∑
j=1

ũl+1
k+1,jHj,0 + ũlk+1H0,0 + ũl+2

k+1HNp+1,0


− ∆ξ

∆xl−1

Np∑
j=1

ũl−1
k+1,jHj,Np+1 + ũl−2

k+1H0,Np+1 + ũlk+1HNp+1,Np+1


= Rl

k,

∀ l = 2, ..., 2Nx − 2

(D.61)

and for outer boundary conditions:

f̃0k+1 − f̃0k
− ∆t

2
[
q̃0k+1 + q̃0k

]
= R0

k, (D.62)

f̃∞k+1 − f̃∞k
− ∆t

2
[
q̃∞k+1 + q̃∞k

]
= R2Nx

k , (D.63)

where

f̃0k
= f0k

(
tk, ũ0

k,
(∑Np

j=1 ũ1
k,jHj,0 + ũ0

kH0,0 + ũ2
kHNp+1,0

))
,

q̃0k
= q0k

(
tk, ũ0

xk,0
,
∑Np−1
j=0 ũlxk,j

Hj,0
)
,

f̃∞k
= f∞k

(
tk, ũ2Nx

xk,0
,
∑Np−1
j=0 ũ2Nx

xk,j
Hj,Np−1

)
,

q̃∞k
= q∞k

(
tk, ũ2Nx

xk
,
∑Np−1
j=0 ũ2Nx−1

xk,j
Hj,,Np−1

)
.

(D.64)

For Newton iterations a Jacobian of the residual is needed. The Jacobian of residual
for element l = 1, 3, .., 2Nx − 1 (compare figs. D.11 and D.11) has the following
structure: (

J l,lk J l,l−1
k J l,l+1

k Rl
k

)
, ∀ l = 1, 3, .., 2Nx − 1, (D.65)
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here

J l,lk,i,j =
(
∂ft
∂u

)
k,i

δi,j + ∆ξ
∆xl

 ∂ft
∂
(
∂
∂x

u
)

k,i

Hj+1,i+1

+∆t
2

∆ξ
∆xl

(
∂fx
∂u

)
k,j+1

Hj+1,i+1

+∆t
2

(
∆ξ
∆xl

)2 Np∑
m=1

 ∂fx
∂
(
∂
∂x

u
)

k,m

Hj+1,mHm,i+1

−∆t
2

(
∂q
∂u

)
k,i

δi,j −
∆t
2

∆ξ
∆xl

 ∂q
∂
(
∂
∂x

u
)

k,i

Hj+1,i+1,

∀ i = 0, 1, ..., Np − 1,
∀ j = 0, 1, ..., Np − 1,

(D.66)

here J l,lk,i,j is a sub-matrix of size [Nv×Nv], where Nv is the number of state variables.
The size of J l,l is then [NvNp ×NvNp], with Np – number of points within element
(the number of collocation points is equal Np + 2 and the element order – Np + 1).
The dependency of element points on boundaries is described by:

J l,l−1
k,i = ∆ξ

∆xl

 ∂ft
∂
(
∂
∂x

u
)

k,i

H0,i+1 + ∆t
2

∆ξ
∆xl

(
∂fx
∂u

)
k,0

H0,i+1

+∆t
2

(
∆ξ
∆xl

)2 Np∑
m=1

 ∂fx
∂
(
∂
∂x

u
)

k,m

H0,mHm,i+1,

−∆t
2

∆ξ
∆xl

 ∂q
∂
(
∂
∂x

u
)

k,i

H0,i+1

∀ i = 0, 1, ..., Np − 1,

(D.67)

J l,l+1
k,i = ∆ξ

∆xl

 ∂ft
∂
(
∂
∂x

u
)

k,i

HNp+1,i+1 + ∆t
2

∆ξ
∆xl

(
∂fx
∂u

)
k,Np+1

HNp+1,i+1

+∆t
2

(
∆ξ
∆xl

)2 Np∑
m=1

 ∂fx
∂
(
∂
∂x

u
)

k,m

HNp+1,mHm,i+1

+∆t
2

∆ξ
∆xl

 ∂q
∂
(
∂
∂x

u
)

k,i

HNp+1,i+1,

∀ i = 0, 1, ..., Np − 1.

(D.68)

The size of partial Jacobians J l,l−1
k,i and J l,l+1

k,i is also [Nv ×Nv]. The size of blocks
J l,l−1
k and J l,l+1

k is then [NvNp ×Nv].
The structure of Jacobian for inner boundary nodes l = 2, 4, ..., Np − 2 is:(

J l,lk J l,l−2
k J l,l−1

k J l,l+1
k J l,l+2

k Rl
k

)
, ∀ l = 2, 4, ..., Np − 2, (D.69)

with

J l,lk = I
(

∆ξ
∆xl+1 H0,0 − ∆ξ

∆xl−1 HNp+1,Np+1
)
,

J l,l−2
k = −I ∆ξ

∆xl−1 H0,Np+1,

J l,l−1
k,0,j = −I ∆ξ

∆xl−1 Hj+1,Np+1 ∀ j = 0, 1, ..., Np − 1,
J l,l+1
k,0,j = I ∆ξ

∆xl+1 Hj+1,0, ∀ j = 0, 1, ..., Np − 1,
J l,l+2
k = I ∆ξ

∆xl+1 HNp+1,0,

(D.70)
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here I is identity matrix of size [Nv ×Nv]. The size of blocks J l,l, J l,l−2 and J l,l+2 is
[Nv ×Nv], while the size of blocks J l,l−1 and J l,l+1 is [Nv ×NvNp].
The Jacobian of the global left boundary has the following structure:(

J0,0
k J0,1

k J0,2
k R0

)
, (D.71)

where

J0,0
k =

(
∂f0

∂u

)
k

+ ∆ξ
∆x1

 ∂f0

∂
(
∂
∂x

u
)

k

H0,0

−∆t
2

(
∂q0

∂u

)
k

− ∆t
2

∆ξ
∆x1

 ∂q0

∂
(
∂
∂x

u
)

k

H0,0,

J0,1
k,0,j = ∆ξ

∆x1

 ∂f0

∂
(
∂
∂x

u
)

k

Hj+1,0 −
∆t
2

∆ξ
∆x1

 ∂q0

∂
(
∂
∂x

u
)

k

Hj+1,0,

∀ j = 0, 1, ..., Np − 1,

J0,2
k = ∆ξ

∆x1

 ∂f0

∂
(
∂
∂x

u
)

k

HNp+1,0 −
∆t
2

∆ξ
∆x1

 ∂q0

∂
(
∂
∂x

u
)

k

HNp+1,0.

(D.72)

The size of blocks J0,0
k and J0,2

k is [Nv ×Nv] and of the block J0,1
k is [Nv ×NvNp].

The Jacobian of the global right boundary has the following structure:(
J2Nx,2Nx

k J2Nx,2Nx−1
k J2Nx,2Nx−2

k R2Nx

)
, (D.73)

with

J2Nx,2Nx

k =
(
∂f∞
∂u

)
k

+ ∆ξ
∆x1

 ∂f∞
∂
(
∂
∂x

u
)

k

H0,0

−∆t
2

(
∂q∞
∂u

)
k

− ∆t
2

∆ξ
∆x1

 ∂q∞
∂
(
∂
∂x

u
)

k

H0,0,

J2Nx,2Nx−1
k,0,j = ∆ξ

∆x1

 ∂f∞
∂
(
∂
∂x

u
)

k

Hj+1,0 −
∆t
2

∆ξ
∆x1

 ∂q∞
∂
(
∂
∂x

u
)

k

Hj+1,0,

∀ j = 0, 1, ..., Np − 1,

J2Nx,2Nx−2
k = ∆ξ

∆x1

 ∂f∞
∂
(
∂
∂x

u
)

k

HNp+1,0 −
∆t
2

∆ξ
∆x1

 ∂q∞
∂
(
∂
∂x

u
)

k

HNp+1,0.

(D.74)
The size of blocks J2Nx,2Nx

k and J2Nx,2Nx−2
k is [Nv ×Nv] and of the block J2Nx,2Nx−1

k

is [Nv ×NvNp].
The discrete approximation is always created with binary tree by splitting required
elements and thus, creating new inner boundaries. The solution of the linear system
of Newton iteration starts from bottom of the tree by eliminating the elements
(compare §D.2). As it can be seen from equations (D.70), (D.72) and (D.74), a
solution in one element depends from adjacent elements only through gradients. For
this reason, element l receives dependency of left l − 1 and right l + 1 boundaries
from the gradient at the boundary with the element:

M l
a =


 ∂f0

∂
(
∂
∂x

u
)

k

− ∆t
2

 ∂q0

∂
(
∂
∂x

u
)

k

, ∀ l = 1

−I, ∀ l = 3, 5, ..., 2Nx − 1
(D.75)
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and

M l
b =


 ∂f∞
∂
(
∂
∂x

u
)

k

− ∆t
2

 ∂q∞
∂
(
∂
∂x

u
)

k

, ∀ l = 2Nx − 1,

I, ∀ l = 1, 3, ..., 2Nx − 3.
(D.76)

Now, only elements l = 1, 3, ..., 2Nx − 2 are considered. The linear system for them
with boundaries l − 1 and l + 1 looks so:

∆ul ∆ul−1 ∆ul+1 ∆ul−3 ∆ul−2 ∆ul+2 ∆ul+3 R

∆Rl
k J l,lk J l,l−1

k J l,l+1
k 0 0 0 0 Rl

k

∆Rl−1
k J l−1,l

k J l−1,l−1
k J l−1,l+1

k J l−1,l−3 J l−1,l−2 0 0 Rl−1
k

∆Rl+1
k J l+1,l J l+1,l−1 J l+1,l+1 0 0 J l+1,l+2 J l+1,l+3 Rl+1

k

∀ l = 1, 3, ..., Np − 1.
(D.77)

In order to eliminate the element l = 1, 3, .., 2Nx − 1, J l,lk is firstly reduced, compare
eqs. (D.32) and (D.33):

∆ul ∆ul−1 ∆ul+1 ∆ul−3 ∆ul−2 ∆ul+2 ∆ul+3 R
∆Rl

k I Bl
a Bl

b 0 0 0 0 Al

∀ l = 1, 3, ..., Np − 1,
(D.78)

where I is identity matrix of size [NvNp × NvNp], 0 are zeros matrices of size
[NvNp ×NvNp] and [NvNp ×Nv] and

Bl
a =

(
J l,lk
)−1

J l,l−1
k ,

Bl
b =

(
J l,lk
)−1

J l,l+1
k ,

Al =
(
J l,lk
)−1

Rl
k.

(D.79)

The structure eq. (D.78) can be used to reconstruct increment of inner points ∆ul
from increment of boundary points ∆ul−1 and ∆ul+1 during Newtonian iterations.
Then, the part of Jacobian J l−1,l of the left element boundary and J l+1,l of the right
element boundary are constructed:

J l−1,l
k,0,j = ∆ξ

∆xlM
l
aHj+1,0, ∀ j = 0, 1, ..., Np − 1,

J l+1,l
k,0,j = ∆ξ

∆xlM
l
bHj+1,Np+1, ∀ j = 0, 1, ..., Np − 1.

(D.80)

The latter must be zero after the complete elimination of the element l. The following
identities as a part of blocks J l−1,l−1, J l−1,l+1 and Rl−1 are constructed:

Dl
aa = ∆ξ

∆xlH0,0M
l
a − J

l−1,l
k Bl

a,

Dl
ab = ∆ξ

∆xlHNp+1,0M
l
a − J

l−1,l
k Bl

b,

C l
a = −J l−1,l

k Al,
∀ l = 1, 3, ..., 2Nx − 1.

(D.81)
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Similarly, the parts of blocks J l+1,l−1, J l+1,l+1 and Rl+1 are defined:

Dl
ba = ∆ξ

∆xlH0,Np+1M
l
b − J

l+1,l
k Bl

a,

Dl
bb = ∆ξ

∆xlHNp+1,Np+1M
l
b − J

l+1,l
k Bl

b,

C l
b = −J l+1,l

k Al,
∀ l = 1, 3, ..., 2Nx − 1.

(D.82)

Now, elements l = 1, 3, ..., 2Nx − 1 can be completely eliminated. The new linear
system for boundary nodes l = 0, 2, ..., 2Nx without elements l = 1, 3, ..., 2Nx − 1
looks as follows:

∆u0 ∆u2 ∆u4 R(
∂f0
∂u

)
k
− ∆t

2

(
∂q0
∂u

)
k

+D1
aa D1

ab 0 R0
k + C1

a

D1
ba D3

aa +D1
bb D3

ab R2
k + C1

b + C3
a

(D.83)

∆ul ∆ul−2 ∆ul+2 ∆ul−4 ∆ul+4 R

Dl+1
aa +Dl−1

bb Dl−1
ba Dl+1

ab 0 0 Rl
k + C l−1

b + C l+1
a

Dl−1
ab Dl−1

aa +Dl−3
bb 0 Dl−3

ba 0 Rl−2
k + C l−3

b + C l−1
a

Dl+1
ba 0 Dl+3

aa +Dl+1
bb 0 Dl+3

ab Rl+2
k + C l+1

b + C l+3
a

∀ l = 2, 4, ..., Np − 2,
(D.84)

∆u2Nx ∆u2Nx−2 ∆u2Nx−4 R(
∂f∞
∂u

)
k
− ∆t

2

(
∂q∞
∂u

)
k

+D2Nx−1
bb D2Nx−1

ba 0 R2Nx
k + C2Nx−1

b

D2Nx−1
ab D2Nx−1

aa +D2Nx−3
bb D2Nx−3

ba R2Nx−2
k + C2Nx−3

b + C2Nx−1
a

(D.85)
Now the next layer in binary tree must be eliminated, e.g. every second node
l = 2, 6, 10, ..., 2Nx − 2. The structure of these nodes after elimination looks then so:

∆ul ∆ul−2 ∆ul+2 ∆ul−4 ∆ul+4 R
∆Rl

k I Bl
a Bl

b 0 0 Al

∀ l = 2, 6, 10, ..., 2Nx − 2,
(D.86)

here I is identity matrix and 0 is zero matrix. Both are of size [Nv ×Nv]. This part
is required for reconstruction of inner points:

Bl
a =

(
Dl+1
aa +Dl−1

bb

)−1
Dl−1
ba ,

Bl
b =

(
Dl+1
aa +Dl−1

bb

)−1
Dl+1
ab ,

Al =
(
Dl+1
aa +Dl−1

bb

)−1 (
Rl
k + C l−1

b + C l+1
a

)
,

(D.87)

and the following data is submitted to the upper level:

Dl
aa = Dl−1

aa −Dl−1
ab B

l
a,

Dl
ab = −Dl−1

ab B
l
b,

C l
a = Rl−2

k + C l−1
a −Dl−1

ab A
l,

Dl
ba = −Dl+1

ba B
l
a,

Dl
bb = Dl+1

bb −Dl+1
ba B

l
b,

C l
b = C l+1

b −Dl+1
ba A

l.

(D.88)
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It is to see from the expression (D.88), that no information is required from adjacent
nodes l − 2, l + 2 any more. Only the information received from child elements
l − 1 and l + 1 is used for further calculation. The linear system of the level above
l = 0, 4, 8, ..., 2Nx looks now as:

∆u0 ∆u4 ∆u8 R(
∂f0
∂u

)
k
− ∆t

2

(
∂q0
∂u

)
k

+D2
aa D2

ab 0 R0
k + C2

a

D2
ba D6

aa +D2
bb D6

ab R4
k + C2

b + C6
a

(D.89)

∆ul ∆ul−4 ∆ul+4 ∆ul−8 ∆ul+8 R

Dl+2
aa +Dl−2

bb Dl−2
ba Dl+2

ab 0 0 Rl
k + C l−2

b + C l+2
a

Dl−2
ab Dl−2

aa +Dl−6
bb 0 Dl−6

ba 0 Rl−4
k + C l−6

b + C l−2
a

Dl+2
ba 0 Dl+6

aa +Dl+2
bb 0 Dl+6

ab Rl+4
k + C l+2

b + C l+6
a

∀ l = 4, 12, 20, ..., 2Nx − 4,
(D.90)

∆u2Nx ∆u2Nx−4 ∆u2Nx−8 R(
∂f∞
∂u

)
k
− ∆t

2

(
∂q∞
∂u

)
k

+D2Nx−2
bb D2Nx−2

ba 0 R2Nx
k + C2Nx−2

b

D2Nx−2
ab D2Nx−2

aa +D2Nx−6
bb D2Nx−6

ba R2Nx−4
k + C2Nx−6

b + C2Nx−2
a

(D.91)
This process can be further continued by eliminating nodes l = 4, 12, 20, ..., (2Nx− 4),
then nodes l = 8, 16, ..., (2Nx−8) and so on, till the system of only 2 nodes l = 1, 2Nx

is achieved:

∆u0 ∆u2Nx R(
∂f0
∂u

)
k
− ∆t

2

(
∂q0
∂u

)
k

+DNx
aa DNx

ab R0
k + CNx

a

DNx
ba

(
∂f∞
∂u

)
k
− ∆t

2

(
∂q∞
∂u

)
k

+DNx
bb R2Nx

k + CNx
b

(D.92)

By solving the linear system eq. (D.92), an increment of values of state variables ∆u0

and ∆u2Nx at the global boundaries during one Newtonian iteration is computed.
The latter is then propagated down the tree (compare fig. D.10).

∆uNx = ANx −BNx
a ∆u0 −BNx

b ∆u2Nx

...
∆ul = Al −Bl

a∆ul−4 −Bl
b∆ul+4 ∀ l = 4, 12, 20, ..., Np − 4

∆ul = Al −Bl
a∆ul−2 −Bl

b∆ul+2 ∀ l = 2, 6, 10, ..., Np − 2
∆ul = Al −Bl

a∆ul−1 −Bl
b∆ul+1 ∀ l = 1, 3, 5, ..., Np − 1.

(D.93)

This process is repeated till the relative increment of Newtonian iteration for current
time step is small: ∣∣∣∣∣∣∆ul

∣∣∣∣∣∣
2

||ul||2
≤ ε, ∀ l = 0, 1, ..., 2Nxx. (D.94)

It is worth to mention that the iterations can be stopped in one part of the system
earlier as in the other, as soon as the criteria eq. (D.94) is reached locally. The value
ε = 10−9 was used in computations.
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D.4. Grid adaptation
The proposed adaptive pseudo spectral method (APSM) allows two types of adapta-
tion:

• p-Refinement: Increase order of polynomial within one or several elements,

• r-Refinement: Increase number of elements by splitting and thus, increasing
the depth of the binary tree.

The first method is advantageous as during increase of the order almost no information
is being lost and during the decrease of the order the loss of the information can be
controlled. Recapitulate that an approximation of vector function u of order N on
the interval x ∈ [xl0, xlN ] is a weighted sum of N + 1 basis functions. This can be
represented as matrix product:

Ũl
M = Ûl

NΦN,M , (D.95)

here Ũl
M is the approximation of u on M + 1 collocation points, Ûl represent

corresponding N+1 spectral coefficients and ΦN,M is matrix of size [(N+1)×(M+1)]:

ΦN,M =


ϕ0(xl0) ϕ0(xl1) · · · ϕ0(xlM)
ϕ1(xl0) ϕ1(xl1) · · · ϕ1(xlM)

... ... . . . ...
ϕN(xl0) ϕN(xl1) · · · ϕN(xlM)

 . (D.96)

In order to avoid uncertainties N = M is used in calculations. Then the spectral
coefficients can be computed:

Ûl
M = Ũl

MΦ−1
M,M . (D.97)

The polynomial order can be changed by simply pading with zero(s):

Ûl
M+1 = (û0, û1, ..., ûM ,0) , (D.98)

here the order is increased by one. Then the solution of the increased order K > M
is:

Ũl
K = Ûl

KΦK,K = Ûl
MΦM,K , (D.99)

with ΦM,K is derived from ΦK,K by removing the lines corresponding to padded zeros
in Ûl

K , e.g. for K = M + 1

ΦM,M+1 =


ϕ0(xl0) ϕ0(xl1) · · · ϕ0(xlM+1)
ϕ1(xl0) ϕ1(xl1) · · · ϕ1(xlM+1)

... ... . . . ...
ϕM(xl0) ϕM(xl1) · · · ϕM(xlM+1)

 . (D.100)

Here {xl0, ..., xlM} and {xl0, ..., xlK} are corresponding Gauss-Lobatto points for order
of polynomials M and K respectively. The function values on the new optimal set of
points, e.g. K = M − 1, are:

Ũl
K = Ũl

MTM,K , (D.101)
where

TM,K = Φ−1
M,MΦM,K (D.102)



Appendix 171

is the transformation matrix from order M to order K. This matrix allows to
project a solution from collocation points, corresponding to order M , to collocation
points corresponding to increased order K. As the collocation points are predefined,
transformation matrices are constant and can be computed beforehand.
Although, as discussed in the previous section, the error of the order increase is
limited to interpolation error

EI(M) ≈ ûlM . (D.103)
However practically the results are identical.
Truncating the series in the similar fashion

Ûl
M−1 = (û0, û1, ..., ûM−1, 0) (D.104)

produces undesired results. Consider for example fig. D.19. Although the approx-
imation with truncated order O(4) compared to initial order O(5) is similar, the
gradient at both boundaries has changed the sign. This makes the boundary condi-
tions eq. (D.24) not consistent anymore. As polynomial degree increases, so does
the tendency of this polynomial to oscillate near endpoints [Boy89]. It is called
Runge phenomenon [Boy89]. In fig. D.20 it can be seen that, although a better
approximation of the Runge function (black line) with polynomial of order 14 (red
line) as with polynomial of order 6 (blue line) is achieved, the oscillations are much
stronger for O(14) near the ends of the interval.

Figure D.19.: Solution approximation after order decrease through truncation.
Red line shows the initial approximation O(5) with red points showing the
collocation points, blue line shows the decreased order O(4).

The inconsistency of inner boundary conditions eq. (D.24) can be avoided by imposing
values and gradients at the boundaries during reinterpolation (order reduction):

ũlK(xl0) = ũlM(xl0),
ũlK(xlK) = ũlM(xlM),
∂

∂x
ũlK(xl0) = ∂

∂x
ũlM(xl0),

∂

∂x
ũlK(xlK) = ∂

∂x
ũlM(xlM)

(D.105)
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Figure D.20.: Approximation of f(x) = 1/
(
1 + (x/5)2) (black line) with order

6 (blue line) and with order 14 (red line).

with ũlK is an approximation of order O(K) and ũlM is an approximation of order
O(M) for K < M . Four boundary condition imply that minimal polynomial order
that can fulfil them is O(3). Boundary conditions, eq. (D.105), reduce the number
of unknown degrees of freedom for inner boundaries to K − 3. The values at the
boundaries and on K − 3 inner points can be calculated by imposing equality of
approximations on K − 3 collocation points. Remember that (see §D.3):

HM = Φ−1
M,M

∂
∂x

ΦM,M . (D.106)

Then, the following linear system for K + 1 collocation points can be formulated:
ŨKHK0 = ŨMHM0 ,

ŨKTK,K−2 = ŨMTM,K−2,

ŨKHKK+1 = ŨM .HMM+1

(D.107)

where HKi
means the i-th column of the matrix HK . The first and the last equation

impose equality of gradients and the middle one impose equality of polynomials on
K − 1 points, including boundary points. Practically, best results achieved using
Gauss-Lobatto points for polynomial of order O(K−2). Then the new transformation
matrix PM,K for order reduction form M to K:

ŨK = ŨMPM,K , (D.108)

is

PM,K =
(
HM0 TM,K−2 HMM+1

) (
HK0 TK,K−2 HKK+1

)−1
. (D.109)

The result of order reduction with fixed gradients is shown in fig. D.21. The boundary
values and gradients are exact but a stronger deviation is seen in the middle of the
domain. Although the polynomial order is reduced by 1 (from 5 to 4), 2 orders are
lost for fixing the boundary gradients, leaving just 2 orders for inner points. In other
words by reducing the order by 1 with fixed gradients, the order for inner points is
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Figure D.21.: Solution approximation after order decrease through interpolation
with fixed gradients. Red line shows the initial approximation O(5) with red
points showing the collocation points, blue line shows the decreased order through
truncation O(4) and green line – reinterpolation with fixed boundary gradients.

reduced by 3. However, this method is still preferable to simple truncation, as it does
not provide distortion to the rest of computational domain (neighbour elements).
As the collocation points are predefined, transformation matrices HM,K and PM,K are
constant and can be computed beforehand. It is advisable to increase or to decrease
the order only by 1 only, due to the minimisation of disturbances in the solution.
As discussed in the previous section, the error of the order increase is limited to
interpolation error:

EI(M) ≈ ûlM . (D.110)

The error of order reduction is then:

ET (M) ≈ ûlM−3. (D.111)

The procedure of order increase/decrease is in itself efficient (matrix-vector multipli-
cation) and provide little disturbance to the solution, if the trailing coefficient is small.
However, the solution of discretised PDE with high orders requires more CPU power
because an LU-Decomposition of dense matrix of size [Nv (M − 1)×Nv (M − 1)] is
require for each element. This procedure is of computational order O

(
(Nv(M − 1))3

)
[QSS00]. Thus infinite increase of polynomial order is not practical, within the
proposed scheme.
Distributed data storage (within nodes and elements) and processing in binary tree
permits a structured straightforward unification and splitting of elements without
any distortions in the rest of the domain.
As next, imagine a splitting of an element l, which produces 2 children l − 1 and
l + 1. The numeration {l − 1, l, l + 1} is in the new resulted system after splitting,
where the parent element becomes the node l (consider e.g. node “RO01” in fig. D.9).
Each element is split up exactly in the middle, by keeping the order for all 3 elements
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O(M): 
xl−1

0 = xl0,
xl−1
M = xl+1

0 = 1
2(xl0 + xlM),

xl+1
M = xlM .

(D.112)

Surely a split with an unequal width of child elements can be advantageous but it
requires a further investigation. Additionally, unequal split results in variable trans-
formation matrices which cannot be precomputed and thus providing an additional
overhead.
If the approximation order is preserved, then the splitting doesn’t distort the solution.
It comes from the fact that scaling and shifting of the coordinate system does not
change the polynomial order: 

ξ0 = 1
2 (ξ−1 − 1) ,

ξ0 = 1
2 (ξ+1 + 1) .

(D.113)

Introducing coordinate transformation for sub-elements (eq. (D.113)) and using the
definition of Chebyshev polynomials, it is possible to calculate the coefficients for
splits directly. However, it is more straightforward to use interpolation, which results
in a linear operation. Firstly, a projection matrix of N spectral coefficients in parent
element (ξ0) to M collocation points in the left child element is defined:

Φl−1
N,M =


ϕ0
(

1
2(ξ−1

0 − 1)
)

ϕ0
(

1
2(ξ−1

1 − 1)
)
· · · ϕ0

(
1
2(ξ−1

M − 1)
)

ϕ1
(

1
2(ξ−1

0 − 1)
)

ϕ1
(

1
2(ξ−1

1 − 1)
)
· · · ϕ1

(
1
2(ξ−1

M − 1)
)

... ... . . . ...
ϕN
(

1
2(ξ−1

0 − 1)
)

ϕN
(

1
2(ξ−1

1 − 1)
)
· · · ϕN

(
1
2(ξ−1

M − 1)
)

 (D.114)

and similarly – the projection matrix for the right child element:

Φl+1
N,M =


ϕ0
(

1
2(ξ−1

0 + 1)
)

ϕ0
(

1
2(ξ−1

1 + 1)
)
· · · ϕ0

(
1
2(ξ−1

M + 1)
)

ϕ1
(

1
2(ξ−1

0 + 1)
)

ϕ1
(

1
2(ξ−1

1 + 1)
)
· · · ϕ1

(
1
2(ξ−1

M + 1)
)

... ... . . . ...
ϕN
(

1
2(ξ−1

0 + 1)
)

ϕN
(

1
2(ξ−1

1 + 1)
)
· · · ϕN

(
1
2(ξ−1

M + 1)
)

 . (D.115)

Then linear projector from values on parent collocation points (ξ0) to collocation
points of child elements (ξl−1, ξl−2):{

S−1
N = (ΦN,N)−1 Φl−1

N,N ,

S+1
N = (ΦN,N)−1 Φl+1

N,N .
(D.116)

Similar to the element order reduction, the union of elements leads to an information
loss, which is particularly pronounced near the boundaries. Consider fig. D.22, two
elements “green” and “blue” are united. With simple reinterpolation (red dotted
line), a relatively good fit is acquired, but as in the case of the order reduction,
the gradients at boundaries deviate strongly. With fixed gradients (smooth) at the
boundaries, a worse approximation within the volume is achieved because 2 orders
are lost for gradients.
Assume that the left element (l − 1) with order M and the right element with order
(l + 1) are united to element (l) with order K. In order to minimise the distortion of
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ξ0

ξ−1 -1 1-0.5 0.50
ξ+1-1 1-0.5 0.50

Figure D.22.: Solution approximation before and after element union with O(5).
Red line shows the approximation after union with, blue dotted line shows initial
data of the left child element and green dotted line – initial right child. Circles
show collocation points.

the rest of the system, 1 order is lost for the smoothness (equality of gradients) at
the boundaries: 

ũl−1
M (xl−1

0 ) = ũlM(xl0),
ũl+1
M (xl+1

M ) = ũlM(xlM),
∂

∂x
ũl−1
M (xl−1

0 ) = ∂

∂x
ũlM(xl0),

∂

∂x
ũl+1
M (xl+1

M ) = ∂

∂x
ũlM(xlM),

(D.117)

here again, the elements l − 1 and l + 1 are united to element l.
By imposing additionally gradients at the boundaries, the degrees of freedom are
reduced by two. Then, K − 2 Gauss-Lobatto collocation points for reinterpolation
are introduced, e.g. ξ ∈ [−1,+1]

ξξξK−2 =
(
ξK−2

0 , ξK−2
1 , ..., ξK−2

K−2

)
, (D.118)

which can be mapped to the coordinate system of left child element l − 1 (see fig.
D.22)

ξl−1 = 2ξl + 1, (D.119)
and the mapping the coordinates system of the right child element l + 1 is

ξl+1 = 2ξl − 1. (D.120)

The left half of the interpolation points is mapped from the left element l − 1 and
the right half from the right element l + 1:

ξξξMl−1 →
(
ξK−2

0 , ξK−2
1 , ..., ξK−2

k

)
,

ξξξMl+1 →
(
ξK−2
k+1 , ξ

K−2
k+2 , ..., ξ

K−2
K−2

)
,

(D.121)

where
k =

⌊
K − 2

2

⌋
. (D.122)
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This corresponds to the linear operation:{
ŨlA = Ũl−1C,

ŨlB = Ũl+1D,
(D.123)

where

A = (ΦK,K)−1


ϕ0(ξK−2

0 ) ϕ0(ξK−2
1 ) . . . ϕ0(ξK−2

k )
ϕ1(ξK−2

0 ) ϕ1(ξK−2
1 ) . . . ϕ1(ξK−2

k )
... ... . . . ...

ϕK(ξK−2
0 ) ϕK(ξK−2

1 ) . . . ϕK(ξK−2
k )

 , (D.124)

B = (ΦK,K)−1


ϕ0(ξK−2

k+1 ) ϕ0(ξK−2
k+2 ) . . . ϕ0(ξK−2

K−2)
ϕ1(ξK−2

k+1 ) ϕ1(ξK−2
k+2 ) . . . ϕ1(ξK−2

K−2)
... ... . . . ...

ϕK(ξK−2
k+1 ) ϕK(ξK−2

k+2 ) . . . ϕK(ξK−2
K−2)

 , (D.125)

C = (ΦM,M)−1


ϕ0(2ξK−2

0 + 1) ϕ0(2ξK−2
1 + 1) . . . ϕ0(2ξK−2

k + 1)
ϕ1(2ξK−2

0 + 1) ϕ1(2ξK−2
1 + 1) . . . ϕ1(2ξK−2

k + 1)
... ... . . . ...

ϕM(2ξK−2
0 + 1) ϕM(2ξK−2

1 + 1) . . . ϕM(2ξK−2
k + 1)

 ,
(D.126)

D = (ΦN,N)−1


ϕ0(2ξK−2

k+1 + 1) ϕ0(2ξK−2
k+2 + 1) . . . ϕ0(2ξK−2
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k+2 + 1) . . . ϕ1(2ξK−2

K−2 + 1)
... ... . . . ...

ϕN(2ξK−2
k+1 + 1) ϕN(2ξK−2

k+2 + 1) . . . ϕN(2ξK−2
K−2 + 1)

 .
(D.127)

The boundary gradients can be preserved with:{
ŨlhK0 = 2Ũl−1hM0 ,
ŨlhKK = 2Ũl+1hNN ,

, (D.128)

where

hK0 = (ΦK,K)−1


∂
∂ξ
ϕ0(ξK0 )

∂
∂ξ
ϕ1(ξK0 )
...

∂
∂ξ
ϕK(ξK0 )

 , (D.129)

hKK = (ΦK,K)−1


∂
∂ξ
ϕ0(ξKK )

∂
∂ξ
ϕ1(ξKK )
...

∂
∂ξ
ϕK(ξKK )

 . (D.130)

Here, the factor 2 comes from the interval scaling, see eq. (D.119), eq. (D.120) and
refer to fig. D.22: {

dξl−1 = 2dξl,
dξl+1 = 2dξl. (D.131)

Now, a linear system for K collocation points in the parent element after union can
be constructed:

Ũl
(
hK0 A B hKK

)
=
(
Ũl−1 Ũl+1

)(2hM0 C 0 0
0 0 D 2hNN

)
. (D.132)
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Then the solution on K collocation points:

Ũl =
(
Ũl−1 Ũl+1

)
Q, (D.133)

with
Q =

(
2hM0 C 0 0

0 0 D 2hNN

)(
hK0 A B hKK

)−1
, (D.134)

which is constant for given M , N and K. However, it more practical to treat child
elements separately, thus:

Ũl = Ũl−1Qa
M,K + Ũl+1Qb

N,K , (D.135)

where Qa
M,K and Qb

N,K are upper (rows 0 to M) and lower parts (rows M + 1 to
M +N) of the matrix Q respectively:(

Qa
M,K

Qb
N,K

)
= Q. (D.136)
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