Spatially resolved ingredient detection in spice mixes using 3D convolutional neural networks
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Abstract A method using spectral information to detect substances in mixtures is given. The presented convolutional neural network is using three-dimensional convolutions to process hyperspectral images. Reflectance values can be fed directly into the network and are not preprocessed. Due to the architecture, the neural network performs a spatially invariant operation. Detection performance is demonstrated by a dataset containing spice mixtures.
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1 Introduction

Optical measuring methods play a major role in food investigation as non-contact and non-destructive methods. They can be used for quality assessment, e.g., by detection of undesired substances. Hyperspectral images (HSIs) are often used if normal colour images do not provide enough information. While the latter only comprise three colour channels (red, green, and blue), the former contain up to several hundred wavelength channels [1]. By this additional information, conclusions about material properties can be drawn [2–4].

Artificial neural networks have been very successful in recent years. Convolutional neural networks (CNNs) are particularly successful in image processing [5]. They are also used to process HSIs, but many approaches only perform a convolution along either the spectral dimension [6] or the spatial dimensions [7, 8]. To merge information of
the two domains, several approaches exist in literature. The mayor amount uses fully connected layers [9, 10]. In [11] three-dimensional (3D) convolutions are used, however, fully connected layers are needed in later process steps to get an output value for each pixel.

In our approach, 3D convolutions are used in the first layers to process information of spatial and spectral domain simultaneously. The following layers use $1 \times 1$ two-dimensional (2D) convolutions along the spatial dimensions, which can be regarded as a full connection along the spectral dimension. Because of this, the approach is spatially invariant. Furthermore, we do not require any preprocessing such as principle component analysis, used in [7], for instance. Therefore, the CNN uses the complete information provided by HSIs. In this work, the approach is applied to detect substances in mixtures. The aim is to decide whether a substance is comprised in a pixel.

The rest of the paper is organized as follows: Basics of neural networks and CNNs are given in Section 2. In Section 3, the structure of the proposed CNN is described. The results attained by this CNN are shown in Section 4. A brief summary is given in Section 5.

2 Convolutional neural networks

Neural networks are black box modelling approaches in which data is used to learn non-linear functions. The basic modules of neural networks are called neurons, which are inspired by biological neurons. Each neuron consists of several inputs and one output. The neurons are connected with each other, and those connections can end up in loops. Feedforward neural networks, as used in this work, have no loops, and neurons are arranged in layers. Every neuron of each layer is connected to every neuron of the previous layer and to every neuron of the following layer. There are no connections within a layer. Such layers are called fully connected layers. A single layer is described mathematically as

$$h = \varphi(Wx + b),$$  

(4.1)

where $h \in \mathbb{R}^K$ is the output and $x \in \mathbb{R}^J$ the input of the layer. The matrix $W \in \mathbb{R}^{K \times J}$ contains the weights the input is multiplied by, and $b \in \mathbb{R}^K$ is the bias vector. There is one scalar bias value for every
neuron. The non-linear activation function $\phi$ is applied elementwise. It is necessary to enable approximations of functions different from linear functions. The neural network is trained by adjusting weights and biases for every layer. This is done by optimizing an objective function. In most cases, a gradient-based method is used. The gradient can be backpropagated through the neural network to update all parameters [12].

In CNNs, layers are not fully connected. Instead, the input is convolved with a filter kernel which is much smaller than the input. Afterwards, a scalar bias value is added. This leads to some advantages in image processing. First of all, the same kernels are used for every region of the image, and therefore, the operation is spatially invariant. The spatially resolved approach proposed in this work exploits this fact. Furthermore, spatial relations of data are taken into account. Last but not least, significantly less parameters are required compared to fully connected layers. Only the parameters describing the kernels and the biases have to be trained.

An important aspect to understand CNNs in image processing is the treatment of channels or feature maps. A convolution is performed along spatial dimensions (two dimensions for colour images). This is done with a different filter kernel for every channel (or feature map). The output of this operation is added up to a new feature map. This is done with several filter kernel sets to produce more feature maps and, thereby, extract more features [5]. It can be interpreted as the network is convolutional along spatial dimensions and fully connected in spectral direction (see Fig. 4.1). A bias value is added to every pixel of the output feature maps afterwards. In Fig. 4.1, a 2D convolution is shown as an example.

In most CNNs, pooling layers, in which local clusters of values are combined to a single value (see e.g. [13]), are also used. Commonly, and also used in this work, is max pooling, which propagates only the largest value to the next layer. Using pooling leads to less parameters in the subsequent layers, which results in shorter training times and reduces the risk of overfitting.

All basics provided in this section are used in the next section to design a CNN consisting of convolutional and pooling layers.
Figure 4.1: Principle of a convolutional layer (without bias): The input data has $C_{in}$ feature maps of size $H_{in} \times W_{in}$ pixels. The input is convolved with $C_{out}$ sets of filter kernels. Each set contains one filter kernel for each input feature map, respectively. The sum of the convolutions of each filter kernel set results in an output feature map. Therefore, the output has $C_{out}$ feature maps of size $H_{out} \times W_{out}$ pixels.

3 Neural network design

The input to the CNN are HSIs, which can be interpreted as 3D data cubes with two spatial and one spectral dimension. To each element of the cube a reflectance value is assigned.

The proposed CNN consists of two parts: The first part exploits 3D convolutions along the spatial and the spectral dimensions resulting in 3D feature maps. After each convolutional layer, a pooling layer along the spectral dimension is used. For this reason, the spatial resolution is preserved (see Fig. 4.2, first row). This design allows for getting the position of a detected ingredient. In the second part, the 3D feature maps are transformed into 2D feature maps by splitting them along the spectral dimension (see Fig. 4.2, second row). For example, $W$ feature maps of size $X \times Y \times \Lambda$ lead to $W \cdot \Lambda$ feature maps of size $X \times Y$ after splitting. It is an important step in our approach to combine 3D convolutions in the first few layers with 2D $1 \times 1$ convolutions along the spatial dimensions in the subsequent layers (see Fig. 4.2). The 3D con-
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**Figure 4.2:** Proposed net architecture: The first three layers are 3D convolutional (conv) layers followed by a pooling layer (pool), respectively. The last two layers perform a 2D $1 \times 1$ convolution. The square brackets define along which dimensions the operation is performed (spatial dimensions: $x, y$, spectral dimension: $\lambda$). Note that only one 3D feature map is shown for each step.

Convolutional layers are used for feature extraction. The 2D convolutional layers operate as fully connected layers along the spectral dimension.

The CNN produces a map for each ingredient as an output. Having the same spatial resolution as the HSI, the maps may indicate where an ingredient is detected. The operation performed by the CNN is spatially invariant because only convolutions are performed along the spatial dimensions (see Section 2).

The CNN shown in Fig. 4.2 is evaluated in Section 4 with different filter sizes. In all experiments, batch normalisation is performed before activation [14], and in each layer, the sigmoid function $\sigma : \mathbb{R} \rightarrow \mathbb{R}$ is used as the activation function:

$$\sigma(z) = \frac{1}{1 + e^{-z}}. \quad (4.2)$$
4 Experimental results

The dataset used for training and evaluation of the CNN was acquired in the image processing laboratory of the Institute of Industrial Information Technology. Eleven spices were mixed in 155 mixtures, each consisting of maximum four different spices. Hyperspectral images of the mixtures with a spatial size of $24 \times 24$ pixels were acquired. They consist of 91 wavelength channels from 450 nm to 810 nm. A white balance was applied in order to ensure reflectance values as data. The dataset is divided into a training and a test set with a ratio of 2:1. The input of the CNN are HSIs, each containing several mixtures (see Fig. 4.2).

To evaluate the result F-measure $F$ is used. It is the harmonic mean of precision $PRE$ and recall $REC$:

$$F = \frac{2 \cdot PRE \cdot REC}{PRE + REC}, \quad (4.3)$$

$$PRE = \frac{TP}{TP + FP}, \quad REC = \frac{TP}{TP + FN}. \quad (4.4)$$

In Equation (4.4) $TP$ is the number of true positives, $FP$ the number of false positives, and $FN$ the number of false negatives.

In the following sections, several parameter sets are compared with both each other and with the method provided by Makantasis et al. [7]. This method only uses 2D convolutions along the spatial dimensions. The spectral dimension is treated as a channel or feature map, respectively (see Fig. 4.2, second row). To account for the spectral information, Randomized Principal Component Analysis (R-PCA) is used along the spectral dimension. For all experiments, the sizes of the filter kernels were chosen according to [7].

4.1 Comparison of filter sizes

In this section, an appropriate size for the filter kernels used in the 3D convolutional layers is determined. The size of the 2D filter kernels is restricted to $1 \times 1$. In Table 4.1, the number of output feature maps for all experiments is given. The number of input channels is one.
Table 4.1: Number of the output feature maps of each convolutional layer: The number of input feature maps of the next layer corresponds to the number of output feature maps of the current layer, except for layer 4. Here, the number of input feature maps is the number of output feature maps times the size of the spectral dimension of layer 3 (see Section 3).

<table>
<thead>
<tr>
<th>Convolutional layer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output feature maps</td>
<td>16</td>
<td>32</td>
<td>64</td>
<td>66</td>
<td>11</td>
</tr>
</tbody>
</table>

In Figure 4.3, several filter kernel sizes are compared using F-measure. The proposed CNN performs better than the method by Makantasis et al. [7] for all filter sizes. This implies that using 3D convolutions works better than using R-PCA for feature extraction. The inclusion of spatial information ($w_{xy} > 1$) improves the results, but depends on the setting of the edge lengths $w_{xy}$ and $w$. If the spatial edge lengths are chosen too large, the performance decreases. The best result is achieved for $w = 7$ and $w_{xy} = 3$. In addition, for smaller $w$, larger $w_{xy}$ are beneficial.

The detection performance depends not only on the parameters, but also on the input data. Therefore, all the spices contained in the mixtures are evaluated separately in the next section.

**Figure 4.3:** F-measure values for several filter sizes used in the first three layers (see Fig. 4.2, first row). Here, $w_{xy}$ is the spatial edge length and $w$ the spectral edge length of the filters. The method by Makantasis et al. [7] is used for comparison with the recommended filter sizes.
4.2 Comparison of spices

Figure 4.4 shows F-measures calculated separately for all spices. In particular, the method in Makantasis et al. [7] and the proposed CNN using two different parameter sizes are investigated. The parameter size that leads to the overall best F-measure, and the one that leads to the best F-measure including no spatial information (see Fig. 4.3) are compared.

![Figure 4.4: F-measure for all spices using the best filter size settings. Makantasis et al. [7] with recommended settings is displayed for comparison.](image)

The accuracy of spice detection varies between the spices for all methods. The method by Makantasis et al. [7], using R-PCA and only 2D convolutions, shows much higher variance than our method, using 3D convolutions. Besides, spices, which bad detection performance using the method by Makantasis et al. [7], also lead to lower F-measure values using the proposed CNN. We conclude that the accuracy of the detection depends on the input data. This has much stronger implications for Makantasis et al. [7] than for our method.
5 Summary

A CNN architecture using only convolutional layers along the spatial dimensions has been presented. It was shown that the our CNN design performs a spatially invariant operation and maintains the spatial resolution of the input HSI. The CNN is performing 3D convolutions in the first few layers to extract features and is fed with non preprocessed reflectance values. In this work, the goal of the CNN is to detect ingredients in spice mixtures and was evaluated by a dataset created in our laboratory. Including spatial information in the 3D convolutional layers leads to the best results. Nevertheless, the size of the neighbourhood should not be chosen too large. A CNN, which uses only 2D convolutions along the spatial dimensions [7] and R-PCA for preprocessing, is outperformed by the proposed CNN. The accuracy of detection depends on the considered spice mixtures for all evaluated methods.

In the future, the CNN could be trained with data containing the quantitative amount of spices and used to determine the amount of ingredients.
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