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A B S T R A C T

Renewable energy powered membrane systems operate with fluctuating energy. Such fluctuations affect pres-
sure and feed flow and as such the hydrodynamic conditions in a membrane system. Hydrodynamic variations
alter the membrane surface concentration and boundary layer thickness which in turn determines permeate
water quality. In this work this is calculated using computational fluid dynamics (CFD) for the three most
predominant energy levels obtained during such fluctuations and compared with experimental data.

A 2D-CFD simulation was performed using OpenFOAM to calculate the wall concentration and boundary
layer thickness over the length of a module. The influence of module type was investigated using two system
configurations, namely three 2.5″ modules in series (BW30-2540 or NF270-2540) and one 4″ module (BW30-
4040 and NF270-4040) with similar total membrane areas. Energy levels were extracted from experimental data
at three solar irradiance, maximum intensity (1 kW/m2), light cloud (360W/m2) and heavy cloud periods
(190W/m2).

At the highest energy level, in the system with three 2.5″ modules the wall concentration was closer to the
bulk concentration due to the higher flow velocity in a smaller channel. The resulting boundary layer thickness
for BW30 was constant and almost zero. At the medium energy level, the simulation results show that the
permeate flux decreased significantly due to the lower pressure and for the BW30 it was almost zero due to the
low pressure. At the lowest energy level, the feed pressure was well below the osmotic pressure and no per-
meation was possible.

Results from this study show that the model is able to describe the filtration process in spiral wound mem-
brane modules under fluctuating energy conditions. Further investigations on the possibility to improve the
boundary conditions of the model are required.

1. Introduction

Drinking water provision in remote locations where the access to
natural freshwater sources are limited or non existent is one of the main
issues to be faced in this century [1]. Furthermore, the supply of fresh
water requires energy and many countries in the world that lack
freshwater sources are also deficient in energy sources. As a matter of
fact, more than 1.3 billion people worldwide still lack access to elec
tricity, with more than 95% of them located in sub Saharan Africa and
developing Asia, and 1 billion people are connected to an unreliable
electric grid [2,3]. Water and energy are interdependent since water is

needed for the production of energy (for example, in hydroelectric,
nuclear, and thermal power plants) while energy is required for the
production of clean, drinkable water (for example, through processes
such as desalination where heat or pressure is the driving force). De
salination technologies show great potential to solve water availability
challenges. Through coupling with renewable energy sources, such as
photovoltaics or wind turbines, the energy demand of such technologies
can be managed in a sustainable manner [3,4].

Reverse osmosis (RO) and nanofiltration (NF) are considered among
the best available technologies for water treatment when dissolved
contaminants such as ions are to be removed. Spiral wound modules
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(SWM) are the most common commercially available membrane mod
ules [5 7]. These technologies can be directly coupled with solar en
ergy, providing the power for the pump, therefore the energy input is
directly dependent on the daytime solar irradiation [8,9]. Such varia
tion affects pressure and feed flow of operation and hence the perfor
mance of the membranes in terms of water permeation and permeate
quality.

Renewable energy powered RO and NF technologies have been
studied intensely in recent years from both the theoretical and experi
mental point of view [1,10,11]. The focus of this research is on the
theoretical investigations, which are then used to explain experimental
observations [12].

Several semi analytical models have been developed in order to
investigate the effect of important parameters such as the concentration
polarization (CP) phenomena [13]. Geraldes et al. [14] have developed
a numerical model to describe solute mass flux based on solution dif
fusion, while a correction was used to deal with the osmotic pressure
variation. In order to understand retention mechanisms in NF/RO,
knowledge of the wall concentration is essential. However, carrying out
such calculations in complex geometries as the membrane channel, and
in particular during fluctuating conditions, is a challenge [15]. Nu
merical flow simulations have been increasingly used in recent years for
modelling complex flow patterns in membrane systems because they
provide a more precise approach by including several parameters in the
model development. Wardeh and Morven further developed the ap
proach of Geraldes et al. using simulations software ‘ANSYS CFX’ to
simulate a membrane channel with membranes on both upper and
lower side [16]. Gruber et al. (2011) integrated this approach into
‘OpenFOAM’ and further validated [17].

Computational fluid dynamics (CFD) has been used predominantly
for investigating the influence of different flow regimes on concentra
tion polarization and fouling control [18,19]. Several studies were
carried out to optimize the membrane module design, in particular, the
spacer configuration and orientation [10,20,21]. From these studies it
was concluded that the zigzag spacer is the most efficient for the SWM
[16,19,22]. Fimbres Weihs and Wiley [23] have reviewed the topic of
CFD with a focus on spacer design, including the case of permeable
walls, thoroughly. In another review, applied to desalination, Krabelas
et al. (2015) have continued with a further review on spacer design and
pointed out the importance of the permeate fabric in performance and
spacer design in potential membrane damage. Most importantly ‘it is
very likely that there is no single set of “optimum” SWM design parameter
values’ meaning that the ideal design may well be application depen
dent [23]. To actually determine the flow conditions under fluctuating
energy is very complex and, to date, there are no reports of CFD
modelling works of SWM in fluctuating energy conditions. However,
Dimitriou et al. [24] developed and implemented a mathematical
model in the MATLAB environment in order to predict the performance
(such as permeate flow and quality) of a membrane element in non
constant operating conditions (pressure and flow rate). This research is
set in this context, and the main aims of this research are to;

(i) develop a CFD model for calculating the wall concentration (cwall)
and boundary layer thickness (δc) over the length of a SWM at
three different energy levels that are typical in energy fluctuations,

(ii) determine the impact of this wall concentration and boundary
layer thickness on permeate quality,

(iii) investigate the influence of module size using two system config
urations (namely 3 * 2.5″ modules in series and 1 * 4″ module) on
the process performance under energy fluctuation, and, ultimately,

(iv) compare the CFD simulation results with real experimental data in
order to clarify the role of the module configuration and therefore
of the wall concentration (concentration polarization) on permeate
quality.

2. Experimental data

Experimental data, detailed methodology and water quality analysis
on which this simulation study is based is published elsewhere [12]. In
summary, a solar powered NF/RO system shown in Fig. 1 was used to
desalinate brackish water in Tanzania. This system was developed by
Richards and Schäfer and many reports of experimental data have been
published [1,11,25].

Given that the experimental study was carried out with 5 different
membranes, for the purpose of the simulation two membranes were
selected, namely NF270, as the most open NF membrane, and BW30, as
a tighter brackish water RO membrane. With this choice the range of
conditions in terms of permeability and retention was covered. The
membrane modules used are summarized in Table 1.

The fluctuation of solar irradiance of a typical solar day is shown in
Fig. 2. This data was prepared and supplied to the system with a solar
array simulator in order to achieve reproducible irradiation input. The
fluctuations in irradiance were the basis for the selection of three op
eration points for the simulations, namely (i) full power at maximum
solar irradiance (1000 kW/m2), (ii) medium level fluctuation (360W/
m2) referred to as ‘light cloud period’, and (iii) low level fluctuation
(190 kW/m2) referred to as ‘heavy cloud period’ were performed.

To simplify the retention of the many contaminants measured ex
perimentally, the simulation was performed via the sum parameter
TDS. The feed TDS of the water used from Mdori, Tanzania was cal
culated as 4205.7 mg/L. The corresponding feed osmotic pressure was
calculated using the van’t Hoff equation to be 2.88 bar at 25 °C. Further
correlation of TDS concentration and osmotic pressure was performed
using the relationship in Eq. (1) for this particular brackish water.

=π Pa c685.4·10 ·5 (1)

For the model this TDS was further simplified as 6.25 g/kg NaCl as
the main input parameter to the model. Further operational parameters
will be detailed in the model validation section. A WTW Multi 340i
instrument was used to determine pH and electrical conductivity.

3. Model development

The model described in this paper is based on the open source
toolkit OpenFOAM (Open Field Operation and Manipulation)
[10,19,20,26]. The implementation of the model has been performed in
two steps (i) implementation of the solver for the governing equation
and (ii) implementation of proper boundary condition at the membrane
surface. Validation of the model was carried out using (i) real experi
mental data and (ii) data provided by the manufacturer of the mem
branes tested “Dow Chemical Company” (DOW). Manufacturer soft
ware ‘Reverse Osmosis System Analysis’ (ROSA) Version 9.1 was used

Fig. 1. Solar powered NF/RO system used to obtain the experimental data used
in this study.



to validate the implementation of the solution diffusion model in
OpenFOAM.

3.1. Governing equations

The flow in the membrane channel is governed by equations for
conservation of mass and momentum (known as Navier Stokes equa
tions) and convection diffusion transport equation for the solute mass
fraction [23]. These are partial differential equations which have an
analytical solution only for simple cases. For solving these equations in
case of general flows involving complex geometries and complex
boundary conditions, numerical methods as CFD are used [23].

The governing equations implemented in the model are:
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where ρ is the fluid density (kg m−3), U the fluid velocity vector
(m s−1), g the gravitational acceleration (m s−2), mA the solute mass
fraction (kg kg−1) and DAB is the solute diffusion coefficient (m2 s−1).

Published studies [27,28] have shown that neither gravity nor
density variation have a significant effect on the solution obtained.
Therefore in the CFD modelling, constant density and no gravity effects
are assumed. Moreover, the fluid is typically assumed to be Newtonian
with constant physical properties and the flow is assumed to be iso
thermal [23]. The flow is assumed to be laminar, according to what is
typical in real membrane systems [10].

3.2. Solution diffusion model and boundary conditions

Conservation equations do not describe the transport through the
membrane, which requires additional relations. Since a complete

physical description of the transport process through the membrane
involves many dependencies and interactions [29], a simplified model
namely the ‘Solution diffusion model’ described by Merten et al. [30]
has been used. The solution diffusion model is the most widely accepted
description of water and solute fluxes for RO membranes [21,29,31,32].
The basic premise of the solution diffusion model is that the permeating
species dissolve into the membrane material and molecularly diffuse
through it as a consequence of a concentration gradient. The solution
diffusion model assumes that the pressure within the membrane is
constant at the high pressure value and the chemical potential of feed
and permeate fluids are in equilibrium with the adjacent membrane
surface [29]. The simplified process, resulting in concentration polar
ization, is shown in Fig. 3, while the model itself is reviewed in detail
elsewhere [29]. Feed flows parallel to the membrane surface and the
transmembrane pressure (applied pressure minus osmotic pressure)
results in a permeate flux, which is the permeate flow normalized with
the membrane area. In the process a boundary layer with a thickness δc
and a concentration cW at the membrane surface establishes, which is
referred to as concentration polarization.

Summarizing and simplifying the solution diffusion model, water
(J̇ )i and solute flux (J̇ )j can be described with Eqn. (5) and (6), respec
tively

= −J A p π̇ ·(Δ Δ )i (5)

where A is the solvent, or water permeability constant, Δp is the pres
sure difference and πΔ the osmotic pressure differential across the
membrane.

= −J B c ċ ·( )j j jl0 (6)

where B is the solute, or salt permeability constant, cj0 the feed con
centration and cjl the concentration in the membrane at the permeate
interface [29].

Constants A and B can be determined experimentally, while despite
various simplifications these equations were shown to be sufficiently
precise for brackish or seawaters [29].

The solution diffusion equations are not suitable for use and

Table 1
Membrane module types and dimensions (all Dow Chemicals).

Membrane Module diameter dmodule (“) Module length lmodule (“) Membrane area Amodule (m2) Module

Filmtech NF270 2.5 40 2.6 NF270-2540
4.0 40 7.6 NF270-4040

Filmtech BW30 2.5 40 2.6 BW30-2540
4.0 40 7.2 BW30-4040

Fig. 2. Solar irradiance (A) over the course of a daytime and (B) the fluctuation from maximum irradiance (full power) to medium irradiance (light cloud) and low-
level irradiance (heavy cloud) [25].



boundary conditions for velocity and concentration need to be im
plemented, in order to reduce the unknown variables. The boundary
condition used in this work is the ‘permeable wall case’ in which the
membrane is assumed as permeable [23]. The water flux through the
membrane is calculated according to the solution diffusion transport
mechanism where the permeation is caused by a pressure difference
between the feed and the permeate channels [16]. The permeate mass
flow is perpendicular to the membrane surface, the fluid velocity
normal to the wall is obtained from the permeate flux by dividing Eqn.
(5) by the water density;

= −u k p π·(Δ Δ )n (7)

where k is a constant based on the permeate flux of pure solvent. If the
pressure on the permeate side is assumed to be zero, then the pressure
difference across the membrane will be equal to the feed pressure;

= − =p p p pΔ feed ermeate feed (8)

Convective and diffusive fluxes must be balanced on both sides of
the membrane. Taking into account that not all salts permeate through
the membrane, the rejection of salt is considered and defined as
[10,16,20,21,26]. This is used to determine the permeate concentra
tion.
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As such the transport the mass balance at the membrane surface
consists of the equilibrium of convection and diffusion (based on Fick’s
law) as the boundary condition of the concentration at the membrane
surface [10].
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Eq. (10) does not include a possible permeate flux from the
permeate side to the feed side. Indeed in a typical steady state reverse
osmosis process, this flux can be neglected compared to the main
permeate flux, although this case may not be correct during fluctua
tions.

The integration of these equations into OpenFOAM is available. A
consideration of the impact of permeate side transport was neglected in
the current work, as was the possibility to allow a negative permeate
flux.

3.3. Fluid and membrane parameters

Viscosity, diffusion coefficient, density and osmotic pressure are
assumed to be a function of the salt concentration, based on empirical

expressions for the physical properties of NaCl at 25 °C [10,16,26].

=π π m·10 (inPa)A0
5 (11)

where mA is the solute mass fraction (kg kg−1), π is the osmotic pres
sure (Pa), with =π 805.10 for NaCl Solutions, and =π 648.10 for the
specific Tanzania brackish water used in the experimental study and as
described above. The dynamic viscosity μ (Pa·s) of salty aqueous solu
tions up to a mass fraction of 0.9 kg/kg [14] is described as a function of
mass fraction in Eq. (12),

= +−μ m0.89·10 ·(1 1.63· )A
3 (12)

and the fluid density ρ (kg m−3) for the same solution in Eqn. (13)

= +ρ m997.1 694· A (13)

While the diffusion coefficient of the solute DAB (m2 s−1) was de
termined based on measurements of Poisson and Papaud [33], which is
based on seawater rather than pure NaCl at a temperature of 25 °C,
which appears suitable for this research.

= −− −D max m(1.61·10 (1 14· ), 1.44·10AB A
9 9 (14)

In order to compare the results of this simulation with experimental
data [34] the concentration value of 4206mg/L of the brackish water
from Tanzania was used (pH (9.7) and the conductivity (4940 µS/cm)).
The conductivity was converted in TDS using Eq. (15) [35];

=TDS k EC· (15)

where TDS is the total dissolved solids concentration (mg L−1), and EC
the electrical conductivity (µS cm−1). The conversion of Singh and
Kalra was used to adapt water quality and conductivity measurements
[36]. This results in Eq. (1) above, allowing to calculate osmotic pres
sure as a function of concentration.

3.4. Geometry and grid generation

In order to simulate the flow in spiral wound membrane, a suitable
computational grid has to be created. The analysed geometry is the
zigzag spacer arrangement [37]. This geometry has been selected be
cause it is similar to the spacer geometry used in the real spiral wound
modules and it presents better performance in terms of mass transfer
and pressure loss characteristic than other configurations [6,16]. Fig. 4
shows a section in the axial direction of the spiral wound with an al
ternating arrangement of the spacers on both sides of the feed channel.
If unrolled, such a channel corresponds to a 2D channel used in simu
lations [38].

Fimbres Wehs et al. [6] have shown that this simplified geometry
described the real flow in a spiral wound membrane with a sufficient
approximation. Some geometrical parameters were suggested and these
have been implemented in this work as it is shown in Table 2.

For the simulation, it was assumed that the fluid flowing out of the
computing area, is the input fluid of the next computing area. This
enabled to map the entire length (lModul = 0.96m) with a small, iden
tically repeating section of the module over the simulation time. This
was required to reduce simulation effort. In the simulation, inputs
(∂ΩE) and outputs (∂ΩA) of the geometry were periodically linked.
With the program “createPatch”, available in OpenFOAM the edges of
the geometry were coupled from output to input.

A computational grid, corresponding to the geometry, was gener
ated (Fig. 5) with the help of the Open Source software ‘gmsh’ [39].
From all parameters, wall concentration was found to be the parameter
most dependent on the mesh density and was consequently selected to
compare different meshes with a different number of nodes. The con
ventional procedure in a grid independence study was used to perform
consecutive simulations with an increasing number of grid points until
a grid independent result was obtained. A wide number of mesh points
were generated and the 89,310 mesh points at a channel length of
5.6 mm gave the lowest relative error of 5.6% in wall concentration,

Fig. 3. Concentration polarization in crossflow filtration: feed flow, permeate
flux, boundary layer and wall concentration.



compared to the maximum of 546,550 mesh points with a 0% error.
This mesh was therefore used for the simulation, outweighing efficiency
and tolerable error. The actual code is available in the work of Gaedtke
[40].

Subsequently the unstructured mesh was created using the algo
rithms ‘MeshAdapt’ and ‘Delaunay’. A structured mesh was not used,
while the spacers were implemented in that these materials were in
tegrated with an increased density.

The implementation of Neumann and Dirichlet boundary conditions
for the pressure was not possible for the periodic linking of input and
output areas (Fig. 6), therefore an alternative procedure was required.
OpenFOAM offers the option to fix a pressure reference point at which
the pressure can be kept constant. The pressure reference point PRef was
placed in the centre (2.8 mm, 0.35mm) of the area for the geometry
used in this work. The pressure was assumed to be constant through the
module because, in the periodic boundary conditions, the pressure on
the two sides of the geometry was considered as equal. Therefore the

calculated pressure loss in one computing area could not be transferred
to the next one and the pressure was overwritten for each time step.
This is a shortfall that has to be considered in future work, as the
pressure loss over the length of a module is of course not negligible.

In the case of periodically linked boundary conditions, the model
takes into account the change in the flow rate in each computational
area due to the permeate flow through the membrane. This results in a
reduced velocity after each time step. A decrease of the mean velocity
ūfrom the starting value u0= 0.11m s−1 toū =0.109m/s after a si
mulation time of t= 0.1 s has been obtained. The decrease in speed
corresponded to the ‘collected’ permeate mass of 1.00 μg.

Fig. 7 shows the simulated velocity field for the time step t= 0.1 s
and Fig. 8 shows the concentration field of this simulation. Both figures
show three connected simulation domains and a detailed view shows
the interface between the first and second raking areas in order to il
lustrate the continuity.

The spacers caused the formation of large recirculation region be
hind the filaments, as expected. The concentration boundary layer next
to the spacer was disturbed by the flow. In the region behind the fila
ment, a low velocity and then a boundary layer has been detected.

3.5. Numerical solution

The OpenFOAM Solver ‘twoLiquidMixingFoam’ offers the possibility
to use a combination of ‘SIMPLE’ (the semi implicit method for pres
sure linked equations) and ‘PISO’ (pressure implicit split operator) al
gorithms. This combination is known as ‘PIMPLE’ algorithm [41] and is

Fig. 4. (a) Schematic representation of the
membrane pocket of a spiral wound module with
the feed channel in grey and the permeate
channel in white. (b) Schematic sectional view in
the axial direction through the module with al-
ternately arranged spacers. (c) Schematic re-
presentation of the raking area with the para-
meters hch, lch and dsp for the description of the
geometric conditions.

Table 2
Geometrical parameters implemented in the model (hch,
lch, dsp are the channel height, length and the spacer
diameter, respectively (mm)).

Parameter Value

hch 0.7mm
lch 8·hch= 5.6 mm
dsp 0.5·hch= 0.35mm

Fig. 5. Representation of the unstructured lattice with a detailed representation of the densification of the lattice points on the membranes and spacers.



used to solve the Navier Stokes equations that describe continuity as
well as three special dimensions of velocity.

‘SIMPLE’ is developed for the steady state condition to reach that
state very fast but (normally), does not contain time derivation and
therefore no time information. Using the ‘PISO’ mode this is corrected
and the time step is limited. This means that it is very expensive to solve
a real time problem in a transient manner for a long time especially in
very complex geometries.

An experimental series of six simulations have shown that for the
model of this work, the settings nCorrectors= 2 and
nOuterCorrectors= 3 represent a suitable compromise between stabi
lity and speed of the solution.

Another method often used in OpenFOAM is the ‘relaxationFactors’
(α) which controls under relaxation, a technique used for improving
the stability of a computation, particularly in solving steady state pro
blems. Under relaxation works by limiting the increment of a variable
from one iteration to the next, as is shown in Eqn. (16) and (17) [42].

= + −α αp ·p (1 )·pnew
p p

old (16)

= + −α αu ·u (1 )·ui
new

u i u i
old (17)

A test series of four simulations gave a stable and fast solution for
α=0.8 for both pressure and velocity equation. In order to guarantee
temporal accuracy and numerical stability, a Courant number, Co [43],
of less than 1 is required. The Courant number can be defined as the
ratio between the time step and the cell size in the velocity direction.
The time step Δt was determined to fix the value Comax=0.9. A series
of tests of 13 simulations with the developed model yielded a set of
optimized settings [40]. By adopting the mechanisms implemented by
OpenFOAM, a speed advantage of 31.4% could be achieved for the test
simulation. The simulation of a complete flow through the module with
the length lModul = 0.96m could thus be reduced to about 30 h. The

high performance ‘HP XC3000’ simulations were performed on the
high performance computer ‘HP XC3000’ (Steinbuch Center for Com
puting (SCC)) of the Karlsruhe Institute of Technology (KIT). The
computational grid was split with the ‘Scotch’ method into 32 processor
cores and the simulation was calculated in parallel. A split of more than
32 processor cores did not provide an additional speed advantage.

In the post processing of the results data, relevant quantities were
calculated using custom applications developed with OpenFOAM li
braries. The ‘Runtime Postprocessing’ function has been used to register
some data during the runtime of the simulation. The recorded para
meters are time (s), distance (m) covered by the fluid in the x direction
of the membrane module, fluid velocity (m s−1), pressure drop
(Pam−1), permeate concentration (concentrations in the simulations
have taken the form of mass fraction) (kg kg−1), concentrate con
centration (kg kg−1), wall concentration (kg kg−1) and permeate flux
(kgm−2 s−1) or permeate flux LMH (Lm−2 h−1).

The boundary layer thickness is by definition the distance from the
membrane surface where the concentration assumes the value of 1/0.99
of the bulk concentration, hence the wall concentration can be defined
as Eq. (18);

=c δ c( ) 1
0.99

· ¯c (18)

The above calculations are carried out only in sections where such
values are required, to reduce excessive demands on calculation time.
The schematic representation of the numerical determination of the
boundary layer thickness is shown in Fig. 9. The width of the boundary
layer is calculated in the simulation at the lower right corner of the flow
domain, where the concentration between the cells is interpolated lin
early. ‘faceIndexHigher’ is the cell where the salt concentration is just
over the average concentration divided by 0.99, which ‘fa
ceIndexLower’ is the point just under.

Fig. 6. Periodically linked geometry. Simulation time t corresponds to a position x in the module.

Fig. 7. Simulated velocity field for a feed velocity of uFeed= 0.11m/s and a feed concentration of cFeed= 6.25 g kg−1 with three periodically connected computation
areas with detailed representation of the interface.
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3.6. Model validation

In order to validate the model, the results of the simulation were
compared to the data derived from a software called ‘Reverse Osmosis
System Analysis (ROSA)’ provided by the membrane manufacturer,
DOW chemical company.

NaCl solutions with concentrations of 3.5, 6.25, 9 g/kg, pressures of
1, 3.75, 6.50 bar and a flow velocity of 0.11m/s were used. The
properties of two nanofiltration membranes (NF270 and BW30) were
simulated with ROSA and OpenFOAM and compared. Fig. 10 shows the
relation between permeate flux and pressure.

For the simulation of the permeate flux, the pure water permeability
k (Lm−2 h−1 bar−1) was required. In order to show the influence of the
parameter k on the result of the simulation, different values (4.40, 1.97,
3.50 for BW30 and 16.20, 14.86, 5.10 for NF270) have been tested in
accordance with the literature [34,44,45]. Fig. 10(a) shows that the
model is able to represent the dependency between permeate flux and
feed pressure.

Since the respective average values of permeability correspond best
to the results obtained with ROSA for the BW30 as well as the NF270
membrane (Fig. 10(a)), the values =kBW30 ±3.29 1.00(L m−2 h−1 bar−1)
and =kNF270 ±12.5 4.95(L m−2 h−1 bar−1) are used for the simulations.
The relative deviation was calculated using Eq. (19);

=
−

f
J J

Jj
OpenFOAM ROSA

ROSA (19)

The permeate flux values of the OpenFOAM simulation show an
average relative deviation from the values of the ROSA data of 21.5%
for both membranes, although the deviation is far greater for the more
open NF270 membrane that the tighter BW30. The mass flow of the
dissolved substance through the membrane is a function of the con
centration on the surface of the membrane (Eq. (19)), which in turn
depends on rejection, which can be calculated from feed and permeate
concentrations.

Permeate concentration is calculated as a second verification stage,
using three different feed concentrations of 3.50 g kg−1, 6.25 g kg−1

and 9.00 g kg−1 NaCl. The feed pressure and the velocity were kept
constant at p=3.75 bar and uFeed= 0.11m/s. These values correspond
to the average operating conditions of the filtration plant from
Tanzania. Fig. 10(b) shows that the simulation results agree with the
ROSA results. The relative deviation was calculated as given in Eq. (20);

=
−

f
c c

cc
perm OpenFOAM perm ROSA

perm ROSA

, ,

, (20)

The permeate concentrations of the OpenFOAM simulation show an
average relative deviation from the ROSA data sets of only 1.6% for

Fig. 8. Simulated concentration field for a feed rate of uFeed= 0.11 m/s and a feed concentration of cFeed= 6.25 g kg−1 with three periodically connected simulation
domains with detailed representation of the close point.

Fig. 9. Schematic representation of the numerical determination of the boundary layer thickness at the output of the computational area between the two values
‘faceIndexHigher’ and ‘faceIndexLower’.
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both membranes. The model will now be used to calculate the wall
concentrations at the different irradiance, and hence power, levels.

4. Comparison of CFD model with experimental data

In order to determine the wall concentration over the length of the
modules, three different simulations, with the two membranes and two
module configurations at three different energy levels namely (i) full
power at maximum solar irradiance (1000 kW/m2), (ii) medium level
fluctuation (360W/m2), and (iii) low level fluctuation (190 kW/m2)
were performed. These energy levels were shown in Fig. 2.

4.1. Maximum energy level (maximum solar irradiance of 1000 kW/m2)

The maximum energy level is achieved when the sun has the highest
intensity, which is the period from about 10 to 16.00 h in Fig. 2.
Figs. 11 and 12 show the simulated values for the different membrane
module configurations, for BW30 and NF270, respectively. Fig. 11(a)
shows the results for 1 * BW30 4040 (over a length of 1m) and (b) the
3 * BW30 2540 in series (over a length of 3m), at the highest energy
level (1 kW h−1, 532 610 L h−1 and 5.4 6.8 bar).

As expected Fig. 11 shows that the permeate flux J decreases over
the length of the module for both configurations due to the increasing
concentration in the feed channel, which is evident from the increase in

the concentrate concentration. In fact, both bulk and wall concentration
increases over the length of the module. In the system with 3 * 2.5″
modules, the wall concentration was closer to the bulk concentration
due to the higher flow velocity in a smaller channel. At approximately
the same volumetric flow (570 L h−1), the feed velocity of the 1 * 4″ and
the 3* 2.5″ modules was 0.061m/s and 0.162m s−1 respectively. In
deed the wall concentration is about 1% above the bulk concentration
over the length of the 2.5″ module; in the case of the 4″ module, it is
2.5% above.

The permeate concentration is very low, given the high rejection of
the BW30 membrane. Notably different is the boundary layer thickness
that is about 10 µm in the case of the single 4’’module, while in the case
of the boundary layer is< 1 µm, which is effectively the only notable
difference in these results. The results are in agreement with the ex
perimental data, where a reduction of the flux has been registered from
the first to the last of the three modules in series [12].

Fig. 11(a) shows that the boundary layer thickness (δ) increases in
the inlet region, at 7 cm it achieves a maximum and then δ starts to
decrease due to the reduction of the concentration gradient. For the
3 * 2.5″ module δ is fairly constant, if not absent altogether. The
permeate concentration (cp) is very low and fairly constant for both
configurations over the length of the module. For the 1 * 4″ module the
calculated value is 0.10 g kg−1 and 7% lower than the experimental
value. For the 3 * 2.5″ modules it results in 0.06 g kg−1 and about 5%

Fig. 10. (a) Relation between permeate flux and pressure for two membranes BW30 and NF270 at a feed concentration of c= 6.25 g/kg NaCl; (b) relation between
feed concentration and permeate concentration at feed pressure of p=3.75 bar and a feed flow velocity uFeed= 0.11m s−1.

Fig. 11. Trend of the wall, permeate and concentrate concentration, permeate flux and boundary layer thickness over the length of the module for the (a) 1 * BW30-
4040 and (b) 3 * BW30-2540 configurations at the highest energy level.
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lower than the experimental value. Hence both configurations produce
a permeate quality with almost the same concentration. At approxi
mately the same permeate flux, cp depends linearly on cw (Eq. (9))
therefore the small difference can be attributed to the somewhat lower

cw in this configuration due to the insignificant concentration polar
ization observed.

Similarly, Fig. 12 shows the results of the two configurations
equipped with the NF270 membrane. A higher permeate flux was

Fig. 12. Trend of the wall, permeate and concentrate concentration, permeate flux and boundary layer thickness over the length of the module for the (a) 1 * NF270-
4040 module and (b) 3* NF270-2540 configurations at the highest energy level.

Fig. 13. Trend of the wall, permeate and concentrate concentration, permeate flux and boundary layer thickness over the length of the module for (a) 1 * BW30-4040
module and (b) 3 * BW30-2540 configurations at the medium energy level.

Fig. 14. Trend of the wall, permeate and concentrate concentration, permeate flux and boundary layer thickness over the length of the module for (a) 1 * NF270-
4040 module and (b) 3 * NF270-2540 configurations at the medium energy level.



expected for this membrane (loose membrane) and the simulation
confirmed the experimental results. As expected the permeate flux de
creases over the length of the module and in this case the decrease is
more pronounced than with the tighter BW30 membrane.

Fig. 12(a) illustrates that all the parameters (boundary layer thick
ness, permeate flux, wall concentration and permeate concentration)
increase in the first part of the 4’’ module (for the first 7 cm) and then
the trend is linear over the length of the module, increasing for the wall
and concentrate concentrations, decreasing for boundary layer thick
ness and permeate flux.

As expected, the permeate quality of NF270 is lower than the BW30.
The permeate concentration slightly increases over the length of the
module, for the 4″ module cp increases from 1.2 g kg−1 to 1.4 g kg−1,
which is about 17% less than the measured value.

The results of the 3 * 2.5″ configuration in Fig. 12(b) indicate again
a much reduced boundary layer thickness, even though for the more
open membrane a boundary layer is clearly visible. The wall con
centration is similar, while the permeate concentration is noticeably
lower, it increases from 0.7 g kg−1 to 1 g kg−1 over the length of the
module, with a relative deviation from the measured value of 27%.

Overall the simulation results are in good agreement with the ex
perimental data at the high energy level.

4.2. Medium energy level (‘light cloud period’ irradiance 360W/m2)

Analogue to the previous section, Figs. 13 and 14 show the simu
lated values for the membrane module BW30 and NF270 membranes,
respectively. Fig. 13(a) illustrates the results of the 1 * BW30 4040 and
(b) the 3 * BW30 2540configurations at the medium energy level
(0.36 kW h−1, 330 360 L h−1 and 2.8 3.9 bar).

The feed concentration was constant over the length of the modules
in both configurations. Indeed, at this energy level, the feed pressure
was about 2.89 bar, and hence too low to overcome the osmotic pres
sure of 2.88 bar of this water. In consequence, no water permeation
occurred. The permeate flux is constant and equal to 0.07 Lm−2 h−1 for
both membranes and the permeate quality decreased significantly.

For the NF270 membrane (Fig. 14) permeation is still observed at
this energy level, both experimentally and in the simulation. The sig
nificant decrease of permeate flux compared to the high energy level is
evident. Flux is about 14 Lm−2 h−1 for the 1 * 4″ module with a de
viation of 18% from the experimental values, while for the 3* 2.5″
configuration J reduces from about 11 Lm−2 h−1 to 6.5 Lm−2 h−1

with a significant deviation from the experimental value.
The permeate quality of is of course very low given the conditions

and about 20 times the permeate concentration of the BW30 mem
brane. Indeed, for this membrane, the permeate flux was not zero and
therefore permeate with a higher concentration was collected in both
configurations. It should be noted here that the simplifications in the
model deviate from reality in that NF270 will remove TDS, but not NaCl
per se. In this sense much further species dependent modelling work is
required. Nevertheless, despite these simplifications and limitations
that persist in this model, the agreement between model and experi
ment is good.

4.3. Lowest energy level (‘heavy cloud period’ irradiance 190W/m2)

At the lowest energy level (170 220 L/h and 1 1.5 bar), the feed
pressure was well below the osmotic pressure. A negative flux for the
module 2.5″BW30 and 4″ NF270 was obtained, while for the other two
modules the simulation was interrupted because of numerical in
stabilities. One of the main assumptions of the model was a positive flux
and this assumption is no longer valid at lower energy levels. The ex
perimental observations at these conditions are indeed a negative
permeate flux which warrants further investigation.

5. Conclusions

The model developed in this research is able to determine the wall
concentration and the boundary layer thickness over the length of the
module using experimental data that was obtained during experiments
with fluctuating energy, namely at varying solar irradiance settings.
This data was summarized for this work to three energy levels that are
significant points in such fluctuation.

The simulation results obtained are in very good agreement with the
experimental data. Although the two configurations result in different
wall concentrations, no difference in the water quality between the two
systems equipped with tighter BW30 membrane was observed.
Regarding the more open NF270 membrane there is a difference in flux
and permeate quality between the two configurations. Both flux and
permeate concentration are significantly higher in the 1 * 4″ module
configuration.

Further investigations on the possibility to modify the geometry and
the boundary conditions of the model are required in order to in
corporate the pressure drop and the solute mass flux, differentiating
between different salt species, on both sides of the membrane.
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