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Notation

General Conventions
𝑥 scalar
𝑥 vector
𝑥𝑘 𝑘th entry of the vector 𝑥
𝑥𝑡 vector 𝑥 at time step 𝑡
𝑥⊤ transpose of the vector 𝑥
(𝑢 · 𝑣) dot product of the vectors 𝑢 and 𝑣
A matrix
0𝑛×𝑚 𝑛 × 𝑚 zero matrix
I𝑛×𝑛 𝑛 × 𝑛 identity matrix
𝑥 random variable
Ω𝑥 sample space of the random vector 𝑥
E(𝑥) expected value of the random vector 𝑥
C𝑣 covariance matrix of the random vector 𝑣
𝑎(·) function
𝑎(·) function with vector-valued output
e Euler’s number
exp(·) exponential function (used if writing powers of e reduces

readability)
𝑐 complex conjugate of 𝑐
𝑥̇ and 𝑥̈ first and second temporal derivative of 𝑥
x and y coordinate along x- or y-axis
[KS13] regular citation
[O1] citation of own work
[S1] citation of supervised student thesis
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Notation

Conventions for Target Tracking
𝑇 time between two consecutive time steps, e.g., between 𝑡

and 𝑡 + 1
𝑛 number of tracks that are currently considered by the tracker
𝑚 number of measurements at the current time step
𝑑 dimension of the manifold
𝒩 density of a normal distribution
𝑓𝑤

𝑡 density of the random variable 𝑤𝑡

𝑓 e
𝑡 estimated density of the state at time step 𝑡 respecting all

measurements up to time step 𝑡
𝑓p

𝑡+1 predicted density of the state at time step 𝑡 + 1 respecting all
measurements up to time step 𝑡

Conventions for Directional
Estimation and Fourier Series
𝜋 circular constant
𝑖 imaginary unit
S𝑑 𝑑-dimensional sphere (subset of R𝑑+1)
T𝑑 𝑑-dimensional torus
𝐼𝑣 Bessel function of the first kind and order 𝑣
𝑓WN density function of a wrapped normal distribution
𝑓 unnormalized density
𝑁 total number of Fourier or spherical harmonic coefficients used
𝑐id Fourier coefficient vector when approximating the function

directly
𝑐sqrt Fourier coefficient vector when approximating the square root

of the function
𝑐id

𝑘 Fourier coefficient with index 𝑘 when approximating the
function directly (analogous for 𝑐sqrt

𝑘 )
𝑐e,id

𝑡 Fourier coefficient vector describing the posterior density 𝑓 e
𝑡

(analogous for 𝑐p,id
𝑡 , 𝑐𝑤,id

𝑡 , and 𝑐L,id
𝑡 )

𝑐e,sqrt
𝑡 Fourier coefficient vector describing the square root of the

posterior density
√︀

𝑓 e
𝑡 (analogous for 𝑐p,sqrt

𝑡 , 𝑐𝑤,sqrt
𝑡 , and 𝑐L,sqrt

𝑡 )
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𝑐e,id
𝑡,𝑘 Fourier coefficient with index 𝑘 of 𝑐e,id

𝑡 (analogous for 𝑐e,sqrt
𝑡,𝑘 )

𝑌 𝑚
𝑙 spherical harmonic function of degree 𝑙 and order 𝑚

Cid Fourier coefficient tensor or matrix of spherical harmonic
coefficients describing a multivariate function (analogous for
Csqrt describing the square root)

𝑐id
𝑘 entry of the Fourier coefficient tensor Cid with the

vector-valued index 𝑘
𝑐id

[𝑘1,𝑘2] entry of the Fourier coefficient matrix Cid with the
vector-valued index [𝑘1, 𝑘2]

𝑐id,𝑚
𝑙 entry of the spherical harmonic coefficient matrix Cid with

degree 𝑙 and order 𝑚

Ce,id
𝑡 Fourier coefficient tensor or matrix of spherical harmonic

coefficients at time step 𝑡 describing the multivariate density 𝑓 e
𝑡

directly (analogous for Cp,id
𝑡 , C𝑤,id

𝑡 , CL,id
𝑡 , and CT,id

𝑡 and the
square roots thereof)

𝑐e,id,𝑚
𝑡,𝑙 spherical harmonic coefficient of degree 𝑙 and order 𝑚 of the

spherical harmonic approximation of the posterior density 𝑓 e
𝑡

(analogous for other coefficient matrices)
𝑐̆ Fourier coefficient vector representing an unnormalized density
𝑐 Fourier coefficient vector representing a normalized density that

has more entries than the initial vectors of the prediction or
update step

𝑐̊ Fourier coefficient vector representing an unnormalized density
that has more entries than the initial vectors of the prediction
or update step

ix



Notation

General Abbreviations
BMSE Bayesian mean squared error
CAD computer-aided design
CFD computational fluid dynamics
DEM discrete element method
DFT discrete Fourier transform
GNN global nearest neighbor
IDFT inverse discrete Fourier transform
IFF Fourier identity filter
i.i.d. independent and identically distributed
ISHF spherical harmonics identity filter
JPDAF joint probabilistic data association filter
LAP linear assignment problem
LNN local nearest neighbor
MHT multiple hypothesis tracking
MMSE minimum mean squared error
PDAF probabilistic data association filter
PGF progressive Gaussian filter
SqFF Fourier square root filter
SqSHF spherical harmonics square root filter
UKF unscented Kalman filter

Abbreviated Names of the Motion Models
IV identical velocity
CV constant velocity
CVBC constant velocity with bias correction
IA identical acceleration
CA constant acceleration
CALV constant acceleration with limited velocity
CADSC constant acceleration disallowing sign changes

x



Kurzfassung

Schüttgüter sind wichtige Industrieprodukte, die üblicherweise lose in
Massen transportiert werden. Unter Schüttgüter fallen unter anderem
Bergbau- und Agrarerzeugnisse sowie recyclingfähige Materialien. Schät-
zungen gehen davon aus, dass bis zu zehn Prozent aller weltweit produ-
zierten Energie für die Verarbeitung von Schüttgütern aufgewandt wird.
Optische Bandsortieranlagen sind vielseitig einsetzbare Anlagen, mithilfe
derer Schüttgutströme aufgetrennt werden können, bei denen klassische
Verfahren wie das Sieben nicht angewandt werden können.

In optischen Bandsortieranlagen wird der Schüttgutstrom durch Druck-
luftstöße, die getroffene Partikel ablenken, aufgetrennt. Die Druckluftstöße
werden mithilfe digital gesteuerter Ventile erzeugt. In aktuell in der In-
dustrie eingesetzten Bandsortieranlagen basieren die Steuerbefehle für
die Ventile auf einer einzelnen Beobachtung eines jeden Teilchens, die
durch eine Zeilenkamera gewonnen wird. Aufgrund von Verarbeitungs-
zeiten muss die Beobachtung des Teilchens erfolgt sein, bevor es den
Einflussbereich der Druckluftstöße erreicht. Daher sind Vorhersagen der
Teilchenbewegung unerlässlich. In dieser Arbeit werden die Vorteile und
Herausforderungen des Austauschs der Zeilenkamera durch eine Flächen-
kamera, die mehrere Beobachtungen eines jeden Teilchens ermöglicht,
betrachtet.

Um alle Beobachtungen der einzelnen Teilchen gewinnbringend zu nut-
zen, wird ein Multitarget-Tracking-Verfahren hergeleitet, das auf den
Anwendungsfall der Schüttgutsortierung zugeschnitten ist. Das Tracking-
Verfahren basiert auf den Zentroiden der Teilchen, die mittels gegebener
Bildverarbeitungsalgorithmen extrahiert werden. Für den neu vorgestell-
ten Ansatz wird ein bestehendes Multitarget-Tracking-Verfahren abgeän-
dert und erweitert. Des Weiteren werden potenzielle Herausforderungen
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Kurzfassung

des Anwendungsfalls erörtert und Lösungen für diese dargelegt. Das ein-
gesetzte Bewegungsmodell stellt einen äußerst wichtigen Bestandteil des
Tracking-Verfahrens dar. In dieser Arbeit werden neue Bewegungsmodelle
vorgestellt, die Informationen über zuvor beobachtete Teilchen miteinbe-
ziehen. Hierdurch ist es möglich, bessere Vorhersagen abzuleiten als durch
Verwendung etablierter Bewegungsmodelle aus der Tracking-Literatur.

Essenziell für die erfolgreiche Anwendung des Tracking-Algorithmus ist
es, zuverlässig zu urteilen, welche Beobachtungen in aufeinanderfolgenden
Bildern von demselben Teilchen stammen. Hierfür wird nicht ausschließ-
lich die vorhergesagte Position des Teilchens benutzt, sondern auch die
Orientierung als zusätzliches Merkmal einbezogen. Die Bestimmung der
Orientierung eines Teilchens um die Hochachse ist ein Schätzproblem,
dem die Topologie des Kreises zugrunde liegt. Schätzer für diese und wei-
tere periodische Mannigfaltigkeiten sind ein aktives Forschungsgebiet, zu
dem diese Arbeit ebenfalls beiträgt. Für die Topologie des Kreises werden
zwei Filter vorgestellt, die auch asymmetrische und multimodale Dichten
berücksichtigen können. Bei dem ersten Filter werden priore und poste-
riore Dichten direkt mithilfe von Fourierkoeffizienten approximiert. Bei
dem zweiten Filter werden die Quadratwurzeln der Dichten approximiert.
Die zwei essenziellen Schritte für die rekursive Bayes’sche Zustandsschät-
zung, der Prädiktions- und der Updateschritt, werden für beide Filter
erläutert. Da die Umsetzung der Bayes-Formel für den Updateschritt und
der Chapman-Kolmogorov-Gleichung für den Prädiktionsschritt beschrie-
ben wird, können die Filter für fast beliebige Schätzprobleme mit der
Topologie des Kreises angewandt werden.

Des Weiteren werden die beschriebenen Filter auf komplexere Schätz-
probleme in höheren Dimensionen übertragen. Während die Verallge-
meinerung der Filter für die Topologie des Hypertorus nur den Ein-
satz multidimensionaler Fourierreihen und geringe Anpassungen erfor-
dert, sind weitreichende Änderungen für den Übertrag auf die Topolo-
gie der Einheitskugel notwendig. Für diese werden Filter basierend auf
Kugelflächenfunktionen vorgestellt.
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Die beschriebenen Filter für beliebig dimensionale Hypertori sind die
ersten, die Approximationen der kontinuierlichen Wahrscheinlichkeits-
dichten liefern. Für die Topologie der Einheitskugel sind die Filter die
bislang ersten, die eine Verbesserung der Approximationen der Dichten
durch zusätzliche Parameter erlauben. Die Filter werden anhand viel-
fältiger Evaluationsszenarien mit unterschiedlichen Herausforderungen
untersucht. In allen Szenarien erreichen die neu vorgestellten Filter hoch-
qualitative Schätzergebnisse bei geringeren Laufzeiten als eine angepasste
Version des Partikelfilters, die für periodische Mannigfaltigkeiten geeignet
ist.

Darüber hinaus wird betrachtet, wie durch Schätzung der Orientierungen
der Schüttgutteilchen zuverlässiger entschieden werden kann, welche Mes-
sungen von demselben Partikel stammen. Dies wird durch Einbeziehung
eines zusätzlichen Terms im Multitarget-Tracking-Verfahren erreicht. Ge-
schlossene Formeln werden für von Mises Dichten und durch Fourierreihen
approximierte Dichten hergeleitet.

Die Arbeit zeigt, dass die für die Separation notwendigen Vorhersagen
in optischen Bandsortieranlagen durch Verwendung von Multitarget-
Tracking-Verfahren signifikant verbessert werden können, und legt die
Grundlage für die Nutzung von Flächenkameras in industriellen Anlagen.
Das vorgestellte Multitarget-Tracking-Verfahren arbeitet zuverlässig und
wird durch Einbeziehung der Orientierung robuster gegenüber hohem
Messrauschen. Durch Anwendung der verbesserten Bewegungsmodelle
können die Trajektorien der Partikel bei hinreichend präzisen Messungen
akkurat vorhergesagt werden.
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Abstract

Bulk material is a frequently encountered type of product in industrial
applications. Characteristic of bulk materials, which include mining prod-
ucts, grains, and recyclable materials, is that they are loosely transported
in large quantities. The processing of bulk materials is estimated to con-
sume up to 10% of all energy produced worldwide. Optical belt sorters
are a versatile technology for reliably separating streams of bulk material
even when classical separators such as sieves cannot be applied.

In optical belt sorters, a stream of bulk material is separated into two
streams using bursts of compressed air that alter the motion of the
particles that are hit. The bursts are emitted using digitally controlled
valves. In sorters currently used in industry, the valves are controlled
based on a single observation of each particle obtained using a line
scan camera. Due to processing delays, the particles must be observed
before they are in the reach of the bursts of compressed air. Therefore,
a prediction of each particle’s motion is required. We consider the
advantages and challenges of replacing the usual line scan camera with
an area scan camera, which allows us to obtain multiple observations of
each particle.

To make use of all observations of a particle, a multitarget tracking algo-
rithm tailored to the bulk material sorting task is derived. The tracking
is based on the particles’ centroids extracted using image processing
algorithms, which are employed without modifications in this thesis. For
our novel approach, we adjust and extend a classical multitarget tracking
algorithm. Further, we discuss potential challenges specific to the appli-
cation and suggest solutions. A particularly important component of the
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tracking algorithm is the motion model. In this thesis, we propose novel
motion models that take knowledge about previously observed particles
into account. Thus, we are able to outperform classical motion models
given in the target tracking literature.

Reliably determining which observations in consecutive frames stem from
the same particle is key to the success of a multitarget tracking algorithm.
To achieve a high reliability, we not only rely on the predicted position
of each particle but also estimate and integrate the orientation as an
additional feature. Estimating the orientation of a particle around the
vertical axis is an estimation problem on a circular manifold. Estimation
on circular or, more generally, periodic manifolds is an active field of
research to which this thesis also contributes. For circular manifolds,
two filters based on Fourier series are introduced that allow representing
asymmetric and multimodal densities. The first filter is based on approx-
imating prior and posterior densities directly using Fourier coefficients.
In contrast, the square roots of the densities are approximated in the
second filter. The two essential steps for recursive Bayesian estimators,
the update and the prediction step, are explicated for both filters. As we
explain how to implement Bayes’ formula for the update step and the
Chapman–Kolmogorov equation for the prediction step, the filters are
applicable to almost arbitrary estimation problems on the unit circle.

The presented filters are generalized for more challenging estimation
problems on higher-dimensional manifolds. While the generalization to
hypertoroidal manifolds only requires the use of multidimensional Fourier
series and minor modifications, more extensive changes are required for
adapting the concepts to estimation problems on the unit sphere. For
the unit sphere, two filters based on spherical harmonics are presented.

The explained filters for arbitrary-dimensional hypertori are the first that
provide continuous approximations of the probability densities. For the
unit sphere, the filters are the first that allow for improvements to the
approximations of the densities by increasing the number of parameters
used. The filters are evaluated on a variety of scenarios with different
challenges. In all scenarios, our filters achieve high-quality estimation
results at lower run times than a particle filter adapted to periodic
domains.
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Further, we describe how the process of determining which measurements
stem from the same particle can be improved by estimating the orien-
tations of the particles. This is achieved by integrating an additional
term into the multitarget tracking algorithm. Closed-form solutions are
derived for von Mises densities and densities approximated using Fourier
series.

Our work shows that the predictions for the separation in optical belt
sorters can be significantly enhanced using multitarget tracking and
paves the way for future industrial applications of area scan cameras
in optical belt sorters. The multitarget tracking algorithm presented is
highly reliable and, when incorporating the orientation, robust against
significant measurement noise. Using the improved motion models and
sufficiently precise measurements, the trajectories of the particles can be
predicted accurately.
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CHAPTER
1

Introduction

In the modern globalized economy, processing large quantities of products
in an automated manner is an efficient means to increase cost-effectiveness
and thus be competitive in the global market. One important type
of product is bulk material, which are products that are commonly
transported loosely in large quantities. Bulk materials include mining
products, granular materials, grains, and recyclable materials. Due to
technical advances in transport and processing technologies, an increasing
variety of products can be treated like classical bulk materials.

It is estimated that the processing of bulk materials consumes up to
10% of all energy produced worldwide [Dur00, Section 1.2]. A significant
amount of energy can be saved by ensuring early in the supply chain that
only the truly important main product is shipped and processed further.
For many bulk materials, the main product can be isolated using sorters
based on physical properties, such as the density or shape. Sorters using
physical properties include sieves, trommel screens [CHL+10], magnetic
separators [Obe74], and froth flotation cells [FJY07]. However, there is a
variety of bulk materials for which such processes are either inapplicable
or only approaches with undesirable properties exist. For example,
separators based on physical properties may harm the product or result
in a wet end product [Wot08].
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Chapter 1. Introduction

In this thesis, we consider optical belt sorters that sort bulk materials
based on image data. This type of sorter provides a means to sort a large
variety of bulk materials in a dry and non-destructive manner. In the
separation process of optical belt sorters, it is commonly assumed that
all particles have identical motion behavior. In this thesis, we explicate a
way to estimate the particles’ motion behavior using appropriate tracking
algorithms to improve the separation process. The algorithms are tailored
to the specific problem and its real-time constraints.

In particular, we focus on estimating the orientations of the particles,
which can help to improve the tracking. To estimate the orientation, a
real-time capable approach is introduced that allows a flexible trade-off
between processing time and estimation quality. The estimator derived
is able to deal with a wide variety of estimation problems on the unit
circle that are particularly hard to deal with using many state-of-the-art
techniques. The novel estimator is then extended for the estimation
of multiple possibly correlated angles. For multiple angles, both the
topologies of the arbitrary-dimensional hypertorus and of the unit sphere
are considered.

In the first section of this chapter, we introduce optical belt sorters.
Insights into the machinery facilitate the understanding of the challenges
and contributions of this thesis, which we lay out in the second section.
Related work is presented in the third section.

1.1 Optical Belt Sorters

Optical belt sorters belong to the class of sensor-based sorters [Wot08],
which can be used to sort a large variety of bulk materials. Characteristic
of sensor-based sorters is the use of digital processing based on an imaging
sensor’s data. Optical sorters that are the focus of this thesis constitute a
common type of sensor-based sorter. Such sorters are based on a grayscale
or color camera. While sensor-based sorters have been in existence for
over 80 years, their widespread use was deemed infeasible until about 30
years ago [Wot08].
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Line scan
camera

Data
processing

Illumination

Separate containers for
the individual classes

Conveyor belt
Array of
nozzles

Figure 1.1.: Schematic illustration of an optical belt sorter using a line scan camera
(adapted version of an illustration from [O10]).

The precise design of an optical sorter depends on the transport medium
used. In this thesis, we limit ourselves to optical belt sorters. In other
optical sorters, the bulk material may be transported on a large slide
instead of a conveyor belt or directly go into free fall. As the separation
process is similar for these sorters, many insights of this thesis can be
applied to sorters employing other transport mediums.

The main components of an optical belt sorter are illustrated in Fig-
ure 1.1. How the bulk material is applied to the belt depends on previous
processing steps as optical belt sorters may be integrated into large
industrial processes. If an optical belt sorter is used as a stand-alone
device or when the supply is highly time varying, a vibratory feeder
can be used to gradually feed the bulk material to the sorter. The bulk
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Chapter 1. Introduction

material is usually not applied directly to the belt but rather via a small
slide. On this slide, the particles accelerate along the transport direction,
which reduces the difference between the belt velocity and the particles’
velocities.

The belt on which the bulk material is transported is both used to
accelerate the particles along the transport direction and to reduce
movement orthogonal to the transport direction. In an optimal setting,
which can only be achieved in theory, all particles have no relative
movement to the belt and attain precisely the same velocity. Even in an
optimal setting, the motion behavior of the particles on sorters using a
slide instead of a belt is highly dependent on the shapes and orientations
of the particles, and thus, there is significantly more variation in the
particles’ motions.

After the particles leave the belt, they launch in an approximately
parabolic flight path. During the flight, the bulk material is inspected,
and the separation is performed. Observing the particles after the end
of the belt is preferred as no accumulated dirt, which could easily be
confused for a particle, is visible. Further, a controlled background with
a high contrast to the inspected particles can be employed.

Image processing is performed on the image data to detect the bulk mate-
rial particles and determine to which class a particle belongs. Depending
on the classification result, a decision is made as to which particles should
fly unobstructed and which should be separated from the stream of bulk
material. For the actual separation, the particles are targeted using
bursts of compressed air emitted from one or multiple nozzles of an array
of compressed air nozzles that are aligned orthogonally to the transport
direction. The bursts are triggered using digitally controlled valves and
alter the flight path of the particles that are hit, which are then collected
in a different container than the rest of the bulk material.

Unlike in sorters using physical properties, the separation step is distinctly
separate from the discrimination step in optical belt sorters. While this
allows for high flexibility in the discrimination step, ensuring a successful
separation requires particular care. The key challenge in the separation
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1.1 Optical Belt Sorters

task is that due to processing times and delays, the observation and
separation cannot occur simultaneously. As the particles usually have
velocities considerably higher than 1 m/s, the particles move significantly
during the processing times.

In industrial optical belt sorters equipped with line scan cameras, the
decision of which valve to activate and when to activate it is based on the
assumption of a straight flight path in the transport direction without
any motion orthogonal to the transport direction. Commonly, the valves
are activated at a fixed delay after the perception. As illustrated in
Figure 1.2, the delay needs to be long enough to account for processing
times during times of high load (i.e., when many particles are observed
concurrently). However, it is also important to choose the delay as
short as possible. Because the particles’ trajectories become increasingly
dissimilar the longer the particles are in flight, reliably hitting the particles
becomes more difficult for longer delays. After a reasonable delay has
been determined, the distance to the separation mechanism is usually
adapted to match the delay. Since the delay is identical for all particles,
the underlying assumption is that all particles take the same amount of
time to reach the separation mechanism.

Processing time 
(low load)

Processing time (high load)

Waiting time in queue

Image processing and valve section
~20–40 ms

Activating valve
~1 ms

>1 ms
Activation duration

Figure 1.2.: Delays in optical belt sorters using line scan cameras. The activation
duration of the valve depends on various parameters of the particle,
such as its shape (adapted version of an illustration from [O9]).
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Transport direction

Actual �ight path Predicted
�ight path

Observation line of
the line scan camera

Array of
nozzles

Figure 1.3.: Illustration that incorrect valves can be triggered when assuming a
motion straight along the transport direction (redrawn from [S7]). We
assume all nozzles are controlled by different valves.

The assumption of an identical delay and a straight flight path lead to the
inherent limitations of sorters based on line scan cameras. As illustrated
in Figure 1.3, the assumption of a straight flight path can cause an
incorrect valve to be triggered if the particle also moves orthogonally to
the transport direction. Further, if the delay between the observation
and the arrival at the separation mechanism is shorter or longer than
assumed, the timing of the valve activation can be incorrect. Thus, the
approach is limited to bulk materials for which the assumption of a
straight movement and an identical velocity of all particles is reasonably
accurate.

The key idea in the novel approach that we refer to as predictive tracking
is to use individualized predictions for each particle based on observations
of the particles’ trajectories. For this, we replace the line scan camera
with an area scan camera, as illustrated in Figure 1.4. Using the area
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scan camera, we can observe each particle at multiple points in time1.
Deriving high-quality predictions based on the image data in real time
while enabling an accumulation of discriminatory features of the particles
is a central challenge in this thesis.

Data
processing

Array of
nozzles

Separate containers for
the individual classes

Illumination

Area scan
camera

Conveyor belt

Figure 1.4.: Illustration of the novel configuration using an area scan camera
(adapted version of an illustration from [O1]).

1 As we have shown in [O5], even a color line scan camera can be used to extract some
information about the motion of the particles. To achieve this, the displacement
between the sensor pixels for the individual colors, which is present in many sensor
layouts, is used. The quality of the estimated direction, however, depends largely on
the sensor layout and the approach does not provide all the advantages obtained
when using an area scan camera.
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1.2 Outline and Contributions

The central research question of this thesis is how to best utilize the
area scan camera’s data to improve the separation results without any
specialized or improved image processing routines. As illustrated in the
thesis structure in Figure 1.5, we begin the thesis with some foundations in
the form of an introduction and information on an experimental platform
that served as the basis for many of our analyses. Then, we propose two
contributions, which we summarize in the subsections of this section.

Chapter 2. Experimental Platform TableSort

Chapter 3. Multitarget
Tracking for Optical

Belt Sorters

Chapter 4. Improving the 
Separation Process Using

Predictive Tracking

Chapter 5. State of the Art 
of Directional Estimation

Chapter 6. Directional 
Estimation Using

Orthogonal Basis Functions

Chapter 7. Multitarget Tracking Supported by
Directional Estimation

Chapter 8. Conclusion and Outlook

Chapter 1. Introduction
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Figure 1.5.: Thesis structure. The colors in this illustration are also used as the
background colors for the chapter and section numbers to indicate
which part of the thesis is currently addressed.
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The first contribution is an approach to generate accurate predictions
for optical belt sorters based on multitarget tracking. How the tracking
of the particles is realized is presented in Chapter 3. In Chapter 4,
we describe how the tracking results can be used to derive accurate
predictions to improve the separation quality. The tracking algorithm
is further enhanced based on our second contribution, which comprises
novel filters for directional estimation.

The basics and the state of the art of directional estimation are described
in Chapter 5. Our novel, real-time capable algorithms for estimation of
periodic quantities are presented in Chapter 6. Intermediate summaries of
the presented predictive tracking and the filters for periodic manifolds are
provided in Sections 4.6 and 6.6, respectively. In Chapter 7, we explicate
how the orientation can be integrated into the tracking algorithm to
improve its reliability. In the last chapter, we provide a conclusion and
describe potential future work.

1.2.1 Predictive Tracking for
Particles on a Conveyor Belt

Challenge An algorithm to track the particles and produce predictions
must be developed. The algorithm needs to respect the specifics and
properties of the scenario. In particular, the algorithm must be suitable for
high frame rates and large numbers of particles. To be independent of the
classification process, the algorithm should allow for direct accumulation
of the particles’ visual features.

Contribution An algorithm that allows tracking many objects simulta-
neously is adjusted to the bulk material sorting task. Knowledge about
where particles are expected to appear and disappear is integrated. Fur-
ther, the specifics of the possible challenges expected in the scenario and
their implications on the tracking are discussed. Challenges include errors
in the image processing component, for which strategies are explained
to mitigate negative consequences. The strategies are solely based on
the tracking and do not require improvements in the image acquisition
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Chapter 1. Introduction

and processing components. A particular adjustment was to integrate
the orientation to improve the reliability of the tracking algorithm. As
explained in the next subsection, accurately estimating orientations is a
research problem by itself.

To generate the predictions based on the tracking results, accurate motion
models are essential. While using classical motion models leads to an
improvement in the selection of the valves, classical motion models can
perform poorly regarding the nozzle activation timing. To alleviate this
and to further improve the valve selection, novel motion models are
proposed. The key idea of these models is to not merely consider each
particle in isolation. By also making use of the knowledge about particles
observed previously, the predictions can be further improved.

1.2.2 Adaptive Algorithms for Directional Estimation

Problem A key challenge in tracking the particles is determining which
measurements stem from the same particle. Using additional visual
features can help to improve the reliability of the so-called association
decisions. One such additional property is the orientation. To be suit-
able for real-time applications such as bulk material sorting, a trade-off
between estimation quality and run time is crucial. Further, the estima-
tors derived should be as general as possible to allow for estimation of
correlated angles, such as the orientations of neighboring bulk material
particles.

Contribution In this thesis, we provide filters that represent densities on
periodic manifolds using orthogonal basis functions. For the unit circle, we
represent the periodic function on [0, 2𝜋) using trigonometric polynomials.
Based on this representation, we lay out two filters that perform the
prediction and update steps in different manners. Both filters can be
flexibly configured for different trade-offs between estimation quality and
processing time and the configuration can be adapted during run time.
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The first filter, called the Fourier identity filter (IFF), is faster than
the second filter when comparing configurations with equal numbers of
parameters. The downside of this filter is that the approximation of the
density may have negative function values, which is undesirable in theory
and for some applications.

In the second filter, the Fourier square root filter (SqFF), we solve this
problem by approximating the square root of the density instead. By
calculating the square of the function values of the approximation, we
can obtain an approximation of the actual density that only attains
nonnegative values. A downside of this approach is that the prediction
and update steps are more complicated.

Neither of the filters is inherently superior to the other. The SqFF tends
to yield a better approximation of the true density and has the theoretical
advantage that the approximation is nonnegative everywhere. However,
the IFF is faster, and thus, more parameters can be used, which can lead
to better outcomes when a point estimate is desired.

We also present extensions of the two filters to the estimation of multiple,
possibly correlated angles. Such estimation problems can arise when
jointly estimating the orientations of neighboring particles. The IFF
and SqFF are generalized to the estimation of correlated angles using
multidimensional Fourier series. Further, we provide analogues to the
two filters for estimation problems on the unit sphere S2, which we call
spherical harmonics identity filter (ISHF) and spherical harmonics square
root filter (SqSHF). For these filters, we use spherical harmonics as the
basis functions to represent the densities and derive suitable prediction
and update steps.
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1.3 Related Work

There are three fields of research related to this thesis. The first is optical
belt sorting in general. The second is multitarget tracking, in particular
with the use of additional features. The last field is estimation on periodic
manifolds. In this section, we give a brief overview of relevant research
in these fields. Additional references are provided in the respective
chapters.

1.3.1 Optical Belt Sorting

Optical belt sorting is an applied research topic. Optical belt sorters
are equipped with a variety of components that can be adjusted and
improved. Many of the adjustments are performed by companies or
license-givers that tailor optical belt sorters to specific tasks. Due to
commercial interests, we believe considerable research is unpublished.

There are papers giving an overview of sensor-based sorters [Wot08],
papers specifically addressing optical belt sorting [Län07], and papers
addressing selected challenges in optical belt sorting [RLB15, RLB16].
In [KDJD03], multiple observations of different line scan cameras are
combined. The multiple observations, however, are only used to obtain
more information about the particles and are not used to improve the sep-
aration process. The most closely related work we know of is [HKK+18].
This paper also addresses the use of area scan cameras in optical belt
sorting but was written well after our initial paper [O10], and tracking is
not the focus of the work. The challenge addressed in [HKK+18] is easier
than that of our research because the bulk material is not distributed
randomly but rather forced into three separate lines.
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1.3.2 Multitarget Tracking

The multitarget tracking approach presented in this thesis builds upon
established multitarget tracking algorithms. In particular, classical ap-
proaches, as explained in [BP99, LIHL09], serve as the basis for the
novel algorithms due to their superior run time performance and their
inherent suitability to the accumulation of visual features over time. The
key feature of such approaches is that (when disregarding appearing
and disappearing targets), a one-to-one correspondence between the
measurements and the known supposed targets is assumed and used.

Our use of the orientation to improve the association decisions, without
the orientation playing a role in the motion model, is related to the
concepts of feature-, attribute-, and classification-aided tracking [Dru00,
Dru01, Dru03]. In these works, however, the densities are assumed to be
Gaussian, which is unsuitable for periodic quantities. Alternatives not
based on Gaussian distributions include feature-aided tracking without
conditional probabilities of the features [SC04] or classification-aided
tracking using confusion matrices [BSKG05]. We model the orientation
as an additional stochastically distributed quantity, and thus, a deriva-
tion of the best association decision for Gaussian distributions [Mah07,
Section 10.3] is also of interest as it can be used as a reference for the
derivation for distributions on periodic manifolds.

1.3.3 Estimation on Periodic Manifolds

For circular domains, there is a variety of filters preceding our proposed
IFF and SqFF. Promising alternatives are assumed density filters for
circular manifolds [ARCB09, TS13] that yield fast results for simple
system and measurement models. There are also widely applicable
assumed density filters [KGH16a] for more complicated models. However,
these filters do not allow a variable trade-off between estimation quality
and run time. Further, approximating all densities using densities of
a certain class can be too limiting, especially when the true density is
multimodal and asymmetric.
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The possibility to use Fourier series has previously been identified [WL75,
Wil74a, Wil74b]. These approaches differ from ours and are not suit-
able for arbitrary system models. Further, the parameter reduction is
performed differently and no variant is provided that ensures the nonneg-
ativity of the approximation of the density. An approach that ensures the
nonnegativity but only works in special cases was proposed in [BSH06a].
Since the invention of the IFF and SqFF, additional filters that allow
a variable trade-off between estimation quality and run time have been
proposed [O24, O16].

Unlike the assumed density filters, the IFF and SqFF are applicable to
arbitrary-dimensional hypertori. For estimation problems on these mani-
folds, there are currently no alternatives except particle filters [AMGC02]
that can easily be adjusted to this task. For estimation problems on the
unit sphere, assumed density filters exist [CP98, TS14]. They, however,
have the same limitations as assumed density filters on the circle and are
thus less versatile than the ISHF and SqSHF. A more thorough overview
of the related work on directional estimation is given as a historical
overview in Section 5.3.
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CHAPTER
2

Experimental Platform TableSort

In this chapter, we provide information on the experimental platform,
called TableSort [S8], that served as the basis for several evaluations of
the approaches presented in this thesis. The platform’s name is derived
from its small scale. Unlike most industrial optical belt sorters, TableSort
fits on a standard-sized table. While algorithms presented in this thesis
have also been used on data obtained from large-scale industrial optical
belt sorters (e.g., in [O10]), more thorough and in-depth analyses were
possible based on the TableSort system. In particular, simulations of the
particle movement on TableSort based on the discrete element method
(DEM) [CS79] provide reference data that help us evaluate individual
components of our algorithm. In this chapter, we first explain the
motivation for constructing TableSort. Then, the platform’s design and
key components are described. Last, we give a brief explanation of the
DEM model used to generate the simulation data.
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2.1 Motivation for the Experimental
Optical Belt Sorter

Changing the configuration of a large industry-scale optical belt sorter is
a tedious and time-consuming task. For our purpose, a suitable sorter
should allow a comparison of the sorting quality of the old line scan
camera-based approach with the new area scan camera-based approach.
Therefore, a sorter design that takes the components of both approaches
into account is desirable.

The most significant differences between a line scan camera-based layout
and an area scan camera-based layout are the choice and the placement
of the camera and the illumination. An example of an area scan camera-
based layout is given in Figure 2.1. When using predictive tracking, it
may make sense to install the area scan camera so that it can also observe
particles on the belt. Therefore, an experimental platform should allow
placing cameras and illuminations at different locations without a change
in the overall setup.

The different cameras require different illuminations. For a line scan
camera, two line lights can be employed to illuminate the observable
region. For an area scan camera, a suitable light source, which does
not obstruct the view of the camera but ensures a uniform illumination,
is required. A ring light is sketched in Figure 2.1. Other important
parameters of the belt sorter should also be easy to change. For example,
being able to change the point at which the bulk material is applied to
the belt allows for emulation of shorter belt lengths. Thus, experiments
that provide insights on the calming effect of the belt can easily be
performed.

An additional goal of the experimental platform was to allow an un-
obstructed view of the particles traveling through the system. This
facilitates analyses of the systems using additional sensors such cameras
with even higher frame rates than the one used for the tracking. TableSort
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was also aimed to be portable and easy to set up. Due to the sorter’s
portability, it was possible to set the sorter up at other research insti-
tutions to, e.g., determine relevant parameters for the DEM simulation
and validate the simulation results.

Area scan
camera

Ring light Array of
nozzlesConveyor belt

Separate containers for
the individual classes

Figure 2.1.: Three-dimensional sketch of an optical belt sorter equipped with an
area scan camera and a ring light.

2.2 Design of TableSort

Different designs for TableSort were analyzed in [S8]. They included
designs based on multiple blocks, layouts based on mounting profiles,
and designs based on panels with holes similar to optical breadboards. A
panel-based design was realized as it provides high flexibility in attaching
the individual components. A single panel was used because it was deemed
sufficiently sturdy in theoretical analyses and practical experiments.
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Figure 2.2.: CAD drawing of the panel to which the components are attached
(from [S8]).

The construction of TableSort was based on computer-aided design (CAD)
models. The panel presented in Figure 2.2 is based on an aluminum plate
with a thickness of 15 mm. It is colored black to minimize the reflections
of the illumination. The holes in the panel have a diameter of 8 mm and
are placed on a grid at a 25 mm distance to the neighboring holes. Com-
ponents of the belt sorter are attached to the panel using individualized
connectors and standardized screws. As long as the components do not
overlap, their locations can be chosen freely within this grid. As shown
in Figure 2.3, both a line scan camera and an area scan camera can be
mounted simultaneously along with suitable illuminations.

Special requirements for the individual components are considered in
the design of the connectors. For example, cameras may need to be
mounted significantly higher than the rest of the components. Thus, the
camera mounts allow mounting the cameras at heights above the panel
itself. Rotations of components can only be reproducibly realized for
components attached using more than one screw. The number of possible
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orientations realized using multiple screws is inherently limited due to
the grid. Special mounts can be used for components for which more
flexibility in the choice of angles is required, such as the line lights used
for illumination in line scan camera-based setups.

In addition to the camera and the illumination, a multitude of components
is required for a fully functional optical belt sorter. These components
include a vibratory feeder, a small slide for applying bulk material, a
conveyor belt, an array of nozzles, and separate containers for the resulting
streams of bulk material. Additional components for supplying the array
of nozzles with compressed air may also be mounted to the front or the
back. By rotating the panel by 90 degrees, a purely slide-based sorter
can also be realized.

Line scan
camera

Area scan
camera

Vibratory
feeder Ring

light

Line
lights

Conveyor
belt

Slide

Array of
nozzles

Figure 2.3.: TableSort equipped with a line scan camera, an area scan camera, and
appropriate light sources.
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2.3 DEM Model of TableSort

The CAD model of TableSort served as the basis for a highly accurate
numerical simulation of TableSort based on the DEM [O28, O27]. Fig-
ure 2.4 illustrates the model of the sorter used in the DEM. The DEM
simulation is based on approximating the effects of Newton’s and Euler’s
equations of motion on the particles at high temporal resolutions. All
interactions of the particles with each other and the solid components
of the sorter, e.g., the feeder, slide, walls, and belt, are respected. Rel-
evant parameters of the particles and of the sorter’s components were
determined experimentally [HWS13].

Slide

Vibratory feeder

Conveyor belt

Container for applying a
batch of the bulk material

Figure 2.4.: Visualization of the DEM simulation.
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In recent research, the separation process was included in the simula-
tion [O21]. The effects of the bursts of compressed air on the particles
were simulated using computational fluid dynamics (CFD), which had
previously been used to analyze the ejection phase in an optical belt
sorter [FGP15]. The basis for the CFD is the Navier–Stokes equation
based on the finite volume method. For the CFD, a detailed and locally
refined mesh was used. A one-way coupling between the CFD and the
DEM was employed. The particles’ positions simulated by the DEM were
influenced by the CFD, but the fluid field of the CFD was assumed to
be unaffected by the positions of the particles. A model to calculate the
particle–fluid force that is also suitable for particles with complex shapes
was employed [DF94].

The predictive tracking, as explained in the next chapters, was also
integrated into this framework. The integration was realized in the form
of a one-way coupling of the tracking algorithm with the DEM and a one-
way-coupling with the CFD. The DEM provided the particles’ positions
within the (simulated) observable area to the tracking algorithm. In every
time step, the tracking algorithm generated predictions as to when and
where each particle recognized by the tracking algorithm was predicted
to pass the separation mechanism. This information was then used to
trigger the valves. The effects of the bursts of compressed air were then
simulated using the CFD. Thus, a complete simulation of the sorting
process based on predictive tracking was realized. This simulation was
compared with an adjusted simulation in which the valve activations of
line scan camera-based sorters were emulated. The comparison indicated
a significant advantage of the predictive tracking approach in terms of
the quality of the sorting result. In-depth information on the results are
provided in [O14].
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CHAPTER
3

Multitarget Tracking for
Optical Belt Sorters

In this chapter, we explain how multitarget tracking is realized for the
application of sorting bulk materials. In the first section, we discuss how
measurements for tracking are derived from image data. An introduction
to single-target tracking is given in the second section. Classical motion
models for the tracking algorithms are introduced in the third section. The
fourth section provides an overview of approaches to multitarget tracking.
The multitarget tracking approach implemented for our application is
laid out in the fifth section. How the results of the tracking are used to
generate the predictions required to control the valves is explained in
Chapter 4.

To be precise in our explanations without using long expressions, we
define four terms. First, when we use the word particle (as in particle
of the bulk material, not as in particle of a particle filter), we refer to a
truly existing particle of the bulk material. The existence of the particle
is not dependent on whether it is correctly localized or tracked. Second,
when discussing multitarget tracking in general without the application
in mind, we use the term target instead. Third, the term measurement is
used to refer to information about a supposed particle that was obtained,
e.g., using image processing in our application. As we explain in the first
section of this chapter, not every particle always causes a measurement
and not every measurement actually stems from a particle. Fourth, we
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use the term track to refer to information about a supposed particle
derived using tracking, in particular the estimate of the particle’s current
state and the corresponding uncertainty. Optimally, only information
about a single particle is used in each track. Further, only one track
should exist per particle. This optimal result may not be achieved in
real-world scenarios, especially when measurements are lacking or faulty
measurements are produced by the image processing algorithm.

3.1 Deriving Measurements
from Image Data

In our basic multitarget tracking approach, we estimate the particles’
positions, velocities, and, depending on the model, also accelerations.
As explained in Chapter 7, it can also be useful to integrate further
properties, such as the orientation. Since the only sensor in our sce-
nario is a camera, all information is derived from image data. As the
first step, a background subtraction is performed. For this, an average
over a series of frames is calculated, which is then subtracted from the
grayscale or RGB values of the individual images. Connected-component
labeling [HRG+17] is then applied to find the individual particles. The
centroids of the resulting connected components can then be calculated,
e.g., using the first (image) moment [Bov05, Section 10.9.7.2.2]. The
set of pixel coordinates of the centroids can then be directly used as
measurements for tracking. However, it can be beneficial to convert the
pixel coordinates to world coordinates by employing appropriate camera
calibration techniques [Zha00] before passing them on to the tracking
algorithm.

Since image processing algorithms are generally not free of flaws, a
measurement does not necessarily stem from a real particle. For example,
dirt on the belt may be seen as an additional particle. It is also not
guaranteed that every particle that is visible in an image results in a

24



3.2 Single-Target Tracking

measurement. Further, if multiple particles are closely spaced, they may
look like a single particle. In this case, a single measurement with an
incorrect centroid instead of multiple measurements of the individual
particles may be derived from the image.

The image processing component is not the focus of this thesis and was
thus not optimized. Errors in the image processing do not necessarily lead
to errors in the separation. As we explain in more detail in Section 3.5.2,
if multiple particles of the same class (i.e., only ones that are to be
separated from the stream or ones that are not) are regarded as one
particle over the whole tracking area, this may not lead to errors. A
distinct problem occurs when multiple particles are temporarily seen as
one particle. While this can cause problems for the tracking, Section 3.5.2
explains how such problems can be alleviated in the multitarget tracking
algorithm. However, significant errors in the image processing component
can generally not be fully compensated. Thus, while the focus of this
thesis is to make the best use of the measurements obtained using image
processing, it can be worthwhile to improve the image acquisition and
image processing components if errors therein lead to an unsatisfactory
performance in a real-world scenario.

3.2 Single-Target Tracking

In this chapter and the chapters on directional estimation, we focus
on discrete-time models for recursive Bayesian estimation. Central to
the Bayesian philosophy is that the state is distributed according to
a probability distribution. This assumption has implications, such as
that the actual initial state varies according to the distribution of the
random vector 𝑥0 when repeating the experiment [Kay93, Chapter 10].
The distribution of 𝑥0, or at least some of its moments, are assumed to
be known.
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There are generally two ways to describe how the system evolves from
one time step to the next and how the measurements are related to the
actual state. In this chapter, we focus on describing the system evolution
and the generation of the measurements based on random variables. It is
also possible to provide descriptions based on densities and likelihoods,
which we use later when we derive new filters for periodic manifolds.

For a system model based on random variables, the random vector 𝑥𝑡+1
for the state at time step 𝑡+1 is given as a (potentially nonlinear) function
of the random variable 𝑥𝑡 at time step 𝑡, an (optional) known fixed input
𝑢̂𝑡, and a system noise term 𝑤𝑡 with a known distribution. The most
general nonlinear (NL) model based on random variables can be written
using a vector-valued nonlinear system function 𝑎𝑡 according to

𝑥NL
𝑡+1 = 𝑎𝑡(𝑥NL

𝑡 , 𝑢̂NL
𝑡 , 𝑤NL

𝑡 ) .

In recursive Bayesian estimation, it is commonly assumed that the density
of 𝑥𝑡+1 is conditionally independent of all 𝑥𝑠 and 𝑤𝑠 for 𝑠 < 𝑡, given 𝑥𝑡,
𝑢̂𝑡, and 𝑤𝑡.

For the measurement step, the random variable 𝑧𝑡 describing the mea-
surement is written as a (potentially nonlinear) function of the state 𝑥𝑡

and a noise term 𝑣𝑡. The most general form is the nonlinear measurement
equation

𝑧NL
𝑡 = ℎ𝑡(𝑥NL

𝑡 , 𝑣NL
𝑡 ) ,

which is based on a nonlinear measurement function ℎ𝑡.

Models that are particularly easy to handle are linear system and
measurement models. A linear system model can be written as

𝑥Lin
𝑡+1 = F𝑡𝑥

Lin
𝑡 + G𝑡𝑢̂

Lin
𝑡 + 𝑤Lin

𝑡 (3.1)

and a linear measurement model as

𝑧Lin
𝑡 = H𝑡𝑥

Lin
𝑡 + 𝑣Lin

𝑡 (3.2)

using the system matrix F𝑡, input matrix G𝑡, and measurement matrix
H𝑡. In this chapter and the next, we limit ourselves to linear system and
measurement models.
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The aim in recursive Bayesian estimation is usually to estimate relevant
parameters of the state of a system based on noisy measurements. We
shall assume that the entire state is to be estimated. An estimator is
a function of a random variable, e.g., the measurements. When this
function is applied to actual measurements, the resulting value is called
an estimate. The estimate serves as an approximation of the true value
that we aim to estimate.

An important measure of the quality of a Bayesian estimator is the
Bayesian mean squared error (BMSE) [Kay93, Section 10.3] that is
defined as the expected value of the square of the deviation between the
true state and the estimate, i.e.,

BMSE(𝑥̂) = E
(︀
(𝑥̂(𝑧) − 𝑥)2)︀ =

ˆ
Ω𝑥

ˆ
Ω𝑧

(𝑥̂(𝑧) − 𝑥)2𝑓𝑥,𝑧(𝑥, 𝑧) 𝑑𝑥 𝑑𝑧 ,

with Ω𝑥 and Ω𝑧 being the sample spaces of the state and the measurement.
The estimator that minimizes the BMSE is called the minimum mean
squared error (MMSE) estimator. If the sample spaces are Euclidean
spaces, the system and measurement models are linear, the noise terms are
uncorrelated, and 𝑥 and 𝑧 are jointly Gaussian-distributed, the Kalman
filter [Kay93, Chapter 13] is the MMSE estimator. If the assumption of
joint Gaussianity is violated, the Kalman filter is no longer the MMSE
estimator, but it is the best among the linear Bayesian estimators. The
Kalman filter keeps track of an estimate 𝑥̂ and a corresponding covariance
matrix C. It is initialized using the mean and covariance matrix of
the prior distribution. When a measurement is obtained, the updated
estimate 𝑥̂e

𝑡 and covariance matrix Ce
𝑡 are calculated from the current

estimate 𝑥̂p
𝑡 , the measurement 𝑧𝑡, the current covariance matrix Cp

𝑡 , and
the covariance matrix of the noise term C𝑣

𝑡 according to

𝑥̂e
𝑡 = 𝑥̂p

𝑡 + K𝑡(𝑧𝑡 − H𝑡𝑥̂
p
𝑡 ) ,

Ce
𝑡 = Cp

𝑡 − K𝑡H𝑡Cp
𝑡 ,

K𝑡 = Cp
𝑡 H𝑡(C

𝑣
𝑡 + H𝑡Cp

𝑡 H⊤
𝑡 )−1 .
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C𝑣
𝑡 and H𝑡 are dependent on the sensor, the sensor noise and, as described

in the next section, the state vector. When measurements are obtained
at regular time intervals, knowledge about the state at time step 𝑡 + 1
is derived from the information about the state at time step 𝑡 using the
prediction step

𝑥̂p
𝑡+1 = F𝑡𝑥̂

e
𝑡 + G𝑡𝑢̂𝑡 ,

Cp
𝑡+1 = F𝑡Ce

𝑡F⊤
𝑡 + C𝑤

𝑡 ,

which is a function of the current estimate 𝑥̂e
𝑡 , the current covariance

matrix Ce
𝑡 , the known input vector 𝑢̂𝑡, and the covariance matrix of the

system noise C𝑤
𝑡 . All information about the system model required by

the Kalman filter is contained in the matrices F𝑡, G𝑡, and C𝑤
𝑡 . System

models that are commonly used in target tracking are introduced in the
next section.

3.3 Simple Discrete-Time Motion Models

The models explained in this section are linear system models (3.1) that
are time-invariant, i.e., all matrices describing the model are identical
for all time steps. We can thus neglect the time index 𝑡 for the matrices.
Further, we only present models without any input. Thus, no matrix G
is required. Due to the different assumptions of the motion models, the
quantities estimated also vary. We now consider one particle in isolation
and use x𝑡 to denote the position of the particle along the transport
direction and y𝑡 for the position orthogonal to the transport direction.
The first temporal derivatives describing the velocities are denoted by ẋ𝑡

and ẏ𝑡 and the second temporal derivatives describing the accelerations
by ẍ𝑡 and ÿ𝑡. There is more than one variant of the constant velocity and
constant acceleration model [LJ03]. We always choose the discrete-time
model that is derived from the respective continuous-time model. More
information on the continuous-time models is given in the next chapter.
Using the models based on the continuous-time models is recommended
in [LJ03] as the actual movements are continuous in time. The variants
directly defined in discrete time use the same system matrices and mainly
differ in how the noise term affects the system.
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For the constant velocity model, our state vector 𝑥𝑡 is

𝑥𝑡 =

⎡⎢⎢⎣
x𝑡

ẋ𝑡

y𝑡

ẏ𝑡

⎤⎥⎥⎦ .

The accelerations are not part of the state vector as accelerations are
assumed to be only caused by the system noise. The system matrix for
the constant velocity model is

F =

⎡⎢⎢⎣
1 𝑇 0 0
0 1 0 0
0 0 1 𝑇
0 0 0 1

⎤⎥⎥⎦ ,

with 𝑇 denoting the time between two subsequent time steps. No input
is used by the system model. When disregarding the input and the
noise term, using the matrix F in the linear model (3.1) causes the
position components to change according to the current velocities, and
the velocities are kept constant. Assuming the noise term has a power
spectral density of 𝑆𝑤 along both axes, the noise covariance is given by

C𝑤 = 𝑆𝑤

⎡⎢⎢⎣
𝑇 3/3 𝑇 2/2 0 0
𝑇 2/2 𝑇 0 0

0 0 𝑇 3/3 𝑇 2/2
0 0 𝑇 2/2 𝑇

⎤⎥⎥⎦ .

If there are additional sources of acceleration not respected by the system
model, a larger covariance matrix should be used. This allows for, e.g.,
tracking maneuvering targets using a constant velocity model. In our case,
we need a larger covariance matrix because particles may accelerate or
decelerate due to the influence of the belt, the air resistance, or collisions
with walls or other particles.

As only the position of the particle can be observed, the measurement
matrix of a linear measurement model is a 2 × 4 matrix. If the mea-
surements are given in pixel coordinates, information on the camera
calibration may be used to generate a suitable measurement matrix. For
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simulations in which the positions are directly accessible or when the
measurements have already been converted to world coordinates, the
measurement matrix

H =
[︂
1 0 0 0
0 0 1 0

]︂
can be used. When the measurements are given in pixel coordinates, this
matrix can also be used to perform the tracking in pixel coordinates. In
this case, the tracking may be less accurate because image distortions
are not accounted for. The measurement covariance matrix C𝑣 is a
2 × 2 matrix that has to respect both the image acquisition and image
processing error. Assuming that the errors are stochastically distributed
is a convenient assumption that facilitates tractability but constitutes an
approximation in our application.

The constant acceleration model allows for incorporating an acceleration,
such as the one induced by the belt or the deceleration caused by the
air resistance during the flight. For the constant acceleration model, we
define the state vector as

𝑥𝑡 =

⎡⎢⎢⎢⎢⎢⎢⎣
x𝑡

ẋ𝑡

ẍ𝑡

y𝑡

ẏ𝑡

ÿ𝑡

⎤⎥⎥⎥⎥⎥⎥⎦ .

Changes in the acceleration, e.g., due to collisions or because the effect
of the belt on the particle changes, are not respected in the model and
can only be accounted for in the noise term. The noise is modeled in
the form of the third order temporal derivative of the position, which is
called the jerk. For the variant of the constant acceleration model we
use, which is called the Wiener-sequence acceleration model, the system
matrix is

F =
[︂

Fx 03×3
03×3 Fy

]︂
, Fx = Fy =

⎡⎣1 𝑇 𝑇 2/2
0 1 𝑇
0 0 1

⎤⎦ ,
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with 03×3 being a 3 × 3 matrix of zeros. We assume the power spectral
densities of the noise terms for the x- and y-axis are both 𝑆𝑤, i.e., they
are identical and known. The covariance matrix of 𝑤 is then

C𝑤 =
[︂
𝑆𝑤Q 03×3
03×3 𝑆𝑤Q

]︂
, Q =

⎡⎣𝑇 5/20 𝑇 4/8 𝑇 3/6
𝑇 4/8 𝑇 3/3 𝑇 2/2
𝑇 3/6 𝑇 2/2 𝑇

⎤⎦ .

Only the position components of the state vector can be measured. Under
the same assumption as in the constant velocity model, we obtain

H =
[︂
1 0 0 0 0 0
0 0 0 1 0 0

]︂
as the measurement matrix. For the measurement covariance matrix C𝑣,
the same matrix as in the constant velocity model can be used.

3.4 Overview of Multitarget
Tracking Algorithms

In the previous sections, we explained how single targets can be tracked
and described suitable motion models. To apply the Kalman filter to
a single-target tracking scenario, we only have to choose one of the
models and provide a measurement noise covariance matrix and the
power spectral density of the system noise.

The state of a multitarget tracking problem comprises the states of all
targets involved. To solve a multitarget tracking problem directly using a
Kalman filter, the number of targets would need to be known. Further, it
would be necessary to know which measurement stems from which target
to provide a suitable measurement matrix. This information is unavailable
in our scenario. Since we do not keep track of the correlations of the
positions of the particles (doing so for all particles would be infeasible in
our real-time application), there is no need to have a single state vector
containing the states of all particles. Instead, the states of the individual
targets can be split into multiple state vectors for the individual targets.
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This strategy is frequently applied in multitarget tracking and makes
the multitarget tracking algorithm easier to comprehend and analyze.
Further, estimating the states of all particles separately facilitates the
integration of new targets and the elimination of no longer relevant
tracks.

Multitarget tracking algorithms can be subdivided into three important
classes. First, there are algorithms that are said to perform explicit or
hard association decisions. The underlying assumption is that each target
gives rise to one measurement, and if all measurements are correctly
associated with the respective tracks, the multitarget tracking problem
can be treated like multiple single-target tracking problems. Second, there
are approaches that use soft association decisions, i.e., do not enforce
one-to-one assignments and allow using a single measurement to update
the information about multiple tracks. Third, there are approaches in
which the data association is only performed implicitly or not at all. We
give an outline of all the three classes in the following paragraphs.

Trackers Using Hard Association Decisions Two common algorithms
using hard association decisions are the local nearest neighbor (LNN)
and the global nearest neighbor (GNN) [BP99, Section 6.4], [Mah07,
Section 10.3.1.3]. Both are based on an uncertainty-aware distance called
the Mahalanobis distance. For both approaches, a matrix as depicted
in Figure 3.1 containing the squared Mahalanobis distances between the
current estimates of each track and the measurements is computed. The
calculation is in 𝑂(𝑛𝑚) for 𝑛 tracks and 𝑚 measurements and in 𝑂(𝑛2)
when 𝑚 and 𝑛 are approximately equal.

We now address the variant of the LNN in which each measurement is
assigned to a single track and vice versa. This prevents, e.g., multiple
tracks representing different targets from following only a single target.
In the LNN, we consider the tracks (or measurements) consecutively and
determine the most compatible measurement (or track). This pairing is
then fixed, and the measurement and the track will not be associated
again when considering the next tracks. This procedure can be visualized
using the association matrix as follows. Consider the rows in Figure 3.1
one after another. Look for the entry with the lowest value in the current
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column. The indices of the row and the column in which the cell lies
then describe the track–measurement pair that is fixed. The column and
the row are struck out and will not be used for future associations. If
the number of tracks is equal to the number of measurements, all cells
are struck out at the end. As we only have to iterate over all entries of
the matrix once, this approach is in 𝑂(𝑛2).
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Figure 3.1.: Matrix used to determine the association decisions (adapted version of
an illustration from [O7]). The upper indices are used to distinguish
the individual measurements and targets. 𝑑 denotes the squared
Mahalanobis distance, which does not only depend on the measurement
and the prior estimate but also the respective uncertainties.

The LNN can lead to incorrect association decisions even in simple
scenarios. In particular, the LNN is dependent on the order in which
the columns are considered. An example illustrating this problem is
presented in Figure 3.2. To make the scenario easy to comprehend, we
assume that the uncertainties are identical in both directions. In this case,
the squared Mahalanobis distance corresponds to the squared Euclidean
distance scaled by a scalar. We further assume that the uncertainties
are equal for all measurements and tracks, in which case the same scalar
applies to all measurement–track pairs.

If we begin with track 1 with the predicted position 𝑥̂p,1, this track is
associated with the most compatible measurement 𝑧1. Then, however,
track 2 can only be associated with the measurement 𝑧2, which runs
contrary to the intuition on how the correct association should look like.
If we had started with track 2, this track would have been assigned to
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measurement 1 as expected. A technique that can be adopted from
graph partitioning is to iterate through the entries of the matrix in
ascending order [MS07]. If an entry has not yet been struck out, the
measurement–track pair described by the entry is incorporated into the as-
sociation decision and the column and row are struck out. The complexity
increases to 𝑂(𝑛2 log 𝑛) because a sorting operation is required to deter-
mine the order for the iteration. By considering the measurement–track
combination with the lowest distance first, the scenario illustrated in
Figure 3.2 could be solved optimally. In more complicated scenarios,
however, the outcome can still be suboptimal.

1ẑ

2,px̂

1,px̂

2ẑ

Figure 3.2.: Example in which the LNN may perform badly.

Stated informally, the weakness of the LNN is that it may be necessary
to include measurement–track pairs that are not optimal when consid-
ered by themselves to maximize the overall quality of the association
decision. The GNN solves this by determining the association decision
that minimizes the sum of the squared Mahalanobis distances of all
track–measurement pairs. As we will see in the next section, minimiz-
ing the squared Mahalanobis distances corresponds to finding the most
likely association when all densities involved are Gaussian. As Chapter 7
explains, this does not apply to other densities. After the association
decision has been fixed according to the LNN or GNN, a Kalman filter
is used to update each track with the corresponding measurement. We

34



3.4 Overview of Multitarget Tracking Algorithms

choose the GNN for our application because it has proven to be real-time
capable, reliable, and suitable for our application. More details on the
GNN and the track management implemented for this thesis are provided
in the next section.

A popular extension of the approaches using hard association deci-
sions is the use of multiple hypotheses. In multi-hypotheses tracking
(MHT) [Bla04], [BP99, Section 6.7], more than a single association deci-
sion is considered. A tree of multiple possible hypotheses is generated
and maintained over multiple time steps. If an estimate is to be provided,
the currently most likely hypothesis is output. However, the most likely
hypothesis can change because less likely hypotheses can become more
likely as new measurements are obtained. Visually speaking, if there
are two almost equally likely association decisions in one time step, the
GNN would decide on one option and assume it to be correct. This is a
potential problem as even a single false association decision may result
in the loss of a track [Bla04]. In MHT, both hypotheses are considered
possible in the hope that it will become evident which hypothesis is
correct as new information emerges. With time, past ambiguities may
resolve while new ambiguities may arise.

Since considering all possible association decisions is generally intractable,
the first step in MHT is to perform gating. When performing gating,
a threshold is used beyond which a measurement–track pair is deemed
unlikely to be part of the best association decision. For each hypothesis,
an assessment is given that respects all aspects of the model, including
not only the compatibility of the observation with the track but also
knowledge about the frequency and distribution of measurements that
do not stem from actual targets. It is common to not directly work with
the individual association decisions but to rather provide values that
indicate the total compatibility of the track–measurement pairs based
on all plausible association decisions. If the ambiguities are limited to a
few of the tracks, the association decision can be finalized for the others.
When maintaining only the compatibility of the past measurements with
the tracks, it is necessary to ensure that no measurement is doubly
used when fixing measurement–track pairs. Since each hypothesis can
give rise to several new hypotheses in every time step, the number of

35



Chapter 3. Multitarget Tracking for Optical Belt Sorters

hypotheses would increase exponentially if no means to reduce the number
of hypotheses were employed. The reduction of the number of hypotheses
is a key part of a multi-hypothesis tracker and several strategies exist.
Due to the higher computational costs of multi hypothesis trackers, we
did not consider them for our real-time application.

Trackers Using Soft Association Decisions Soft association decisions
are used in the joint probabilistic data association filter (JPDAF)
[BSDH09], [BP99, Section 6.6], which is based on the probabilistic data
association filter (PDAF) [BP99, Section 6.6.1] for single-target tracking.
The gist of the PDAF is that when there is clutter (i.e., false measure-
ments that did not originate from an actual target), it may be reasonable
to partially use multiple measurements instead of deciding on one mea-
surement that might be clutter. How much each measurement affects the
state is determined by the compatibility of the measurement with the
track. Measurements that are far away from the expected measurement
are inherently weighted very little. In practice, using gating is essential
to exclude unlikely association decisions that negatively affect the run
time. The joint probabilistic data association filter transfers the concept
of the PDAF to the multitarget tracking case. Each track is potentially
updated using multiple measurements. While this approach can (assum-
ing everything is modeled correctly) achieve a lower BMSE than the
approaches based on the GNN or LNN, it also has its disadvantages.
First, if two targets are very close, the measurements of both targets
may be used to update both tracks. This may also apply to more than
two targets and can lead to all tracks following a path in between the
actual targets. This is a type of so-called track coalescence common to
JPDAF-based trackers [Ken08]. Second, even when using gating, the
JPDAF is expensive to calculate. Therefore, fast approximations [Bau15]
are often employed. Experiments with a fast JPDAF were performed in
this project, but the increase in the complexity of the algorithm was not
rewarded with a significant improvement in the estimation quality. For
this reason, and because collecting features for the classification would
have to be handled differently if a JPDAF-based tracker was used, we
did not consider the JPDAF further.
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Trackers Using Implicit Data Association and Association-Free
Approaches One approach to implicit data association is to use a single
measurement equation for all targets that is invariant under any permuta-
tion of the targets [BH13]. An approach that is free of associations is the
probability hypothesis density (PHD) filter [Mah03], in which the multi-
target tracking problem is interpreted in a finite set statistics [Mah07]
framework. Since the PHD filter was proposed, a variety of modifications
and ways to implement it efficiently have been proposed [UEW07]. There
are also other filters than the PHD filter that are based on finite set
statistics [HB15]. As such filters are not suitable for accumulating fea-
tures of the individual particles, we have not considered such approaches
in this thesis.

3.5 Implemented Multitarget
Tracking Algorithm

In this section, we detail how we have realized a multitarget tracking
algorithm for the scenario of tracking bulk material particles on a conveyor
belt based on the GNN. The entire processing chain is depicted in
Figure 3.3. The image acquisition and processing components, the sorting
decision, and the valve selection are not addressed in detail in this thesis.
The GNN comprises several steps. In addition to the prediction and
update steps of the filter, the association distances are calculated and the
association is performed. Further, in the track management, new tracks
are generated for new particles and existing tracks are deleted for particles
that have left the observable area. All of these steps are explained in
this chapter. The prediction for the separation that is specific to our
predictive tracking for optical belt sorting is addressed in detail in the
next chapter.
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Figure 3.3.: Processing chain for the predictive tracking approach.

In the first subsection of this section, we explain the motivation for the
use of squared Mahalanobis distances for the GNN and provide insights
on how to efficiently solve the association problem. While we assume that
a valid association decision comprising only one-to-one assignments exists
in the first subsection, we describe how the approach can be extended to
handle newly appearing as well as disappearing particles in the second
subsection.
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3.5.1 Solving the Association Problem

The motivation for the use of squared Mahalanobis distances in the
association matrix as shown in Figure 3.1 is based on the association like-
lihoods [Mah07, Section 10.3]. When all densities involved are Gaussian
densities in a Euclidean space, the association likelihood for a measure-
ment 𝑧 with the measurement covariance C𝑣 stemming from the 𝑖th track
with mean 𝑥̂p,𝑖 and covariance Cp,𝑖 is (see also [Mah07, Section 10.3,
Equations (10.19)–(10.26)])

ℓ(𝑧|𝑖) =
ˆ
R𝑛

ℓ(𝑧, 𝑥𝑖|𝑖) 𝑑𝑥𝑖 =
ˆ
R𝑛

𝒩 (𝑧; H𝑥𝑖, C𝑣) 𝒩 (𝑥𝑖; 𝑥̂p,𝑖, Cp,𝑖) 𝑑𝑥𝑖

= 1√︀
det 2𝜋(HCp,𝑖H⊤ + C𝑣)

· exp
(︂

− 1
2(𝑧 − H𝑥̂p,𝑖)⊤(HCp,𝑖H⊤ + C𝑣)−1(𝑧 − H𝑥̂p,𝑖)

)︂
.

(3.3)

We now say we have 𝑛 measurements 𝑧1, . . . , 𝑧𝑛 and 𝑛 tracks. In this
case, an association can be seen as a permutation 𝜏 of {1, . . . , 𝑛}. Then,
the most probable association maximizes [LIHL09, Section 11.3]

ℓ(𝑧𝜏(1), 𝑧𝜏(2), . . . , 𝑧𝜏(𝑛)|1, 2, . . . , 𝑛) =
𝑛∏︁

𝑖=1
ℓ(𝑧𝜏(𝑖)|𝑖) .

The best permutation also minimizes the negative log thereof, i.e., it
minimizes

− log ℓ(𝑧𝜏(1), 𝑧𝜏(2), . . . , 𝑧𝜏(𝑛)|1, 2, . . . , 𝑛) = −
𝑛∑︁

𝑖=1
log ℓ(𝑧𝜏(𝑖)|𝑖) . (3.4)

39



Chapter 3. Multitarget Tracking for Optical Belt Sorters

Inserting (3.3) into the right-hand side of (3.4), we get

𝑛∑︁
𝑖=1

(︂
1
2 log

(︀
det 2𝜋(HCp,𝑖H⊤ + C𝑣

)︀
+ 1

2(𝑧𝜏(𝑖) − H𝑥̂p,𝑖)⊤(HCp,𝑖H⊤ + C𝑣)−1(𝑧𝜏(𝑖) − H𝑥̂p,𝑖)
)︂

= 1
2

𝑛∑︁
𝑖=1

log
(︀

det 2𝜋(HCp,𝑖H⊤ + C𝑣)
)︀

⏟  ⏞  
independent of 𝜏

+ 1
2

𝑛∑︁
𝑖=1

(︂
(𝑧𝜏(𝑖) − H𝑥̂p,𝑖)⊤(HCp,𝑖H⊤ + C𝑣)−1(𝑧𝜏(𝑖) − H𝑥̂p,𝑖)⏟  ⏞  

Λ

)︂
,

(3.5)

when assuming the measurement covariance C𝑣 is identical for all mea-
surements. When determining the permutation that minimizes the ex-
pression, we can omit the part independent of 𝜏 . The remaining term is
proportional to the sum of the squared Mahalanobis distances.

In this form, we can show that lower system and measurement noise terms
can significantly improve the reliability of the GNN. We now assume
that the measurement covariance is fixed and only the system model can
be improved, which leads to a smaller C𝑤 regarding the Löwner partial
ordering. In this partial ordering, a matrix P is larger than (or as large as)
a matrix R if P−R is positive semidefinite. If C𝑤 is consistently smaller,
Cp,𝑖 will also be smaller after prediction steps have been performed. Thus,
HCp,𝑖H⊤ +C𝑣 decreases and (HCp,𝑖H⊤ +C𝑣)−1 increases [Nor89]. Due
to the improvement in the prediction accuracy, 𝑧𝜏(𝑖) − H𝑥̂p,𝑖 decreases
on average if the measurement 𝑧𝜏(𝑖) stems from the track 𝑖. For the
correct association, the two effects cancel out on average in Λ. However,
if 𝑧𝜏(𝑖) does not stem from the measurement 𝑖, 𝑧𝜏(𝑖) − H𝑥̂p,𝑖 does not
decrease on average. Since (HCp,𝑖H⊤ + C𝑣)−1 increases nonetheless, Λ
increases for incorrect associations. Thus, incorrect associations can be
distinguished more reliable from correct ones. Therefore, the reliability
of the multitarget tracker can be improved by employing superior motion
models.
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We can arrange the squared Mahalanobis distances in a matrix as shown
in Figure 3.1. The task of finding the best association can then be
reinterpreted as a linear assignment problem (LAP). Linear assignment
problems can be solved in 𝑂(𝑛3) using the Hungarian algorithm [Kuh55].
Efficient optimal LAP solvers in 𝑂(𝑛3) that are tailored to the use in
modern computers include, e.g., the LAPJV [JV87], which is named after
its authors.

One way to improve the run time is to use gating. While gating is not as
important for the GNN as it is for multiple hypothesis trackers and the
JPDAF, a significant reduction in the run time can be achieved. Gating
allows splitting the assignment problem into multiple smaller ones. Then,
the employed LAP solver only needs to be applied to each of the smaller
problems. Gating entails the risk of voiding the optimality. The risk,
however, can be negligible depending on the size of the gating regions.

A different way to improve the run time is to use the auction algo-
rithm [Ber09], which can be significantly faster than the Hungarian
algorithm. The auction algorithm is not guaranteed to yield the optimal
result. However, a bound for the deviation from the optimal result can
be given. The auction algorithm is highly parallelizable. In [O18], we
proposed an implementation of the auction algorithm on the GPU that
makes heavy use of parallelization and atomic operations. The described
implementation outperformed the GPU implementation of the auction
algorithm proposed in [VR09]. If the GNN is too costly even with all
optimizations, it is possible to temporarily replace the GNN with an
LNN to ensure the real-time performance of the system [O18].

If the run times are unsatisfactory even when using an LNN, or when
a GNN should be used even for tight real-time requirements, there is a
variety of strategies to further reduce the run time. A simple approach
is to discard individual frames. When skipping a frame, it is important
to perform another prediction step of the individual tracks’ Kalman
filters to account for the missing measurements. Further, it is possible to
only consider a part of the observable area. When using this strategy,
adjustments to the track management, which is explained in the next
subsection, are required. It is also possible to combine the two approaches
and observe different regions at different frame rates. This combination
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allows for observing the particles over a large field of view while also
facilitating high-quality estimates toward the end of the belt. The former
is useful for accumulating visual features for the classification, and the
latter is important for generating precise predictions.

3.5.2 Track Management

In the previous section, we have only regarded the case in which no new
particles appear in the field of view and no particles disappear from the
field of view. In the bulk material sorting task, particles appear and
disappear on a regular basis, making procedures to handle the particle
appearance and disappearance an important part of our algorithm. In
the first part of this subsection, we explain how new tracks are initialized.
In the second part, we describe how we determine which measurements
stem from already known tracks, which measurements stem from new
tracks, and which tracks were not observed at the current time step.
In the third part, we explain how the reliability of the tracking can be
improved in the presence of missing measurements and clutter.

Initialization of Tracks Regardless of the model used, it is necessary
to provide a prior distribution for each new track. A common strategy
is to initialize the prior with a large uncertainty and then rely on the
measurements to eliminate the mean of the prior, which may be a random
guess or some other value1. In our application, the state is only partially
observable. If we initialized the state of a particle for a CV model with
𝑥p

0 =
[︀
0 0 0 0

]︀⊤ and a very high uncertainty, only the x- and y-
components would be updated in the first update. The components ẋe

0
and ẏe

0 would still be zero, leading to the prediction that the particles
stay stationary. While the velocity components would be corrected

1 Strictly speaking, this goes against the Bayesian philosophy because the prior does
not actually describe the distribution of the initial state when the experiment is
repeated. As initializing the state with a high uncertainty is a just a trick to be able
to use the easy formulae of Bayesian estimators such as the Kalman filter, one should
be aware that certain properties and implications of recursive Bayesian estimation
may not actually apply.
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eventually in a single-target tracking scenario, significant problems can
arise in the multitarget tracking case. If we assume that the particles
stay stationary, the prediction of a particle’s position may be closer to a
measurement of a new particle than to the actual next measurement of
the respective particle. This may lead to incorrect association decisions
and could even lead to a complete breakdown of the multitarget tracking
algorithm. Therefore, we use a reasonable value for the velocity ẋp

0 along
the transport direction. For the first particles, an initial guess provided
by the user is employed. In our experience, a rough guess is sufficient
to start the tracking reliably. Once a sufficient number of particles
has been observed, the initial value for the velocity is refined based on
the average velocity of the observed particles and the corresponding
uncertainty is reduced. Using values for the prior distribution that are
based on previous observations is in line with the empirical Bayes [LC98,
Section 4.1] approach. The initial guess for the velocity ẏp

0 is zero because
we commonly have no reason to believe the particles are more likely to
move more in one direction orthogonal to the transport direction than
in the other. For the CA model, we initialize ẋp

0 and ẏp
0 as in the CV

model. We initialize the accelerations components ẍ0 and ÿ0 for the CA
model with zero. However, it would also be possible to refine the initial
accelerations with time.

Recognizing Disappeared Tracks and Measurements of New Particles
To account for appearing and disappearing particles, we extend the
original association matrix shown in Figure 3.1 that only allows for one-
to-one assignments. As illustrated in Figure 3.4, additional columns are
added for tracks of particles that are not observed again and rows are
added for measurements that stem from particles that have not been
observed yet.
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)mẑ,,npx(ˆd

)mẑ,1,px(ˆd

mẑ
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Figure 3.4.: Matrix used to determine the association decision that includes extra
columns and rows for the track management (adapted version of an
illustration from [O7]).

In the new columns and rows, we insert distance-like penalty terms.
The precise values used depend on the location of the measurement or
the predicted position of the particle. The penalty terms are based on
probability densities, as illustrated in Figure 3.5. If a measurement is at
the beginning of the field of view and within the area reachable within one
time step given our current value for the initial velocity ẋp

0 , the probability
that the measurement belongs to a new track is higher than thereafter.
We do not know the precise distribution of the initial velocities and instead
assume they are distributed according to the assumed distribution of
the initial velocities that we use for the track initialization. This leads
to a smooth transition to a lower value in the likelihood function in
Figure 3.5. Since the transition depends on the prior distribution of the
initial velocity, it is dependent on whether the initial guess provided by
the user or the refined value is used.
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Figure 3.5.: Likelihood that a measurement stems from a new particle or that a
particle being tracked is not observed again.

In our implementation, we do not allow the likelihood to reach zero to
permit an initialization of new tracks everywhere on the belt. This may
be necessary, for example, if a particle was erroneously missed in previous
frames, if two particles were seen as a single particle in previous steps,
or if a particle of the bulk material breaks apart. Because we assume
that we have no further knowledge about where particles separate or
previously missed particles appear, we preserve the low value over the
whole remaining area, as depicted in Figure 3.5.

The probability that no further measurements of a particle that is being
tracked are obtained depends on the predicted position of the tack.
The probability is low at the beginning of the belt and then smoothly
transitions to higher values for predictions outside the observable area.
It is possible to incorporate the uncertainty of the prediction of the
position in the probability. A nonzero value in the beginning and the
middle of the field of view ensures that particles that actually vanish in
an unintended way (e.g., because they jump over the boundaries of the
belt), can be accounted for. Further, the nonzero probability also allows
us to discontinue tracks that were caused by erroneous observations, e.g.,
dirt on the belt.
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For an easier implementation, the smooth transitions can be replaced
by step functions. When using a step function, the likelihood for the
appearance should at least stay high in the area that can be reached
in one time step given the current estimate of the initial velocity. An
additional safety margin should be added to account for the uncertainties
that would otherwise not be respected by the step function.

Thus far, we have discussed how the values for the white, green, and red
cells in Figure 3.4 are derived. The cells in blue are set to an appropriate
penalty term to ensure no problems occur when the number of extra
columns or rows is higher than necessary. However, using significantly
more columns or rows than necessary causes higher run times due to the
higher problem size of the LAP. For the auction algorithm, it may make
sense to include some additional variation in the penalty terms to further
reduce the computation time spent on the extra column and rows.

Having too few additional columns and rows to account for all appearing
and disappearing particles may cause significant problems. If there are
too few additional columns, not all tracks of the particles that have
disappeared can be labeled as disappeared. In this case, tracks have to be
associated with measurements of new tracks or of other existing tracks. If
there are too few additional rows, new measurements must be associated
with existing tracks or tracks of particles that have disappeared. These
effects significantly reduce the tracking accuracy and can even lead to a
breakdown of the tracker.

Dealing with False Measurements and Clutter In our multitarget
tracking scenario, it is possible that measurements are missed or that
dirt on the belt is falsely recognized as a particle. To reduce the impact
of these errors on the tracking, we use track scores [BP99, Chapter 6].
When a measurement is determined to stem from a yet unknown particle,
a new track is initiated and initialized with a low track score. In each
time step in which a measurement is associated with the track, its track
score increases. A cap is used to prevent the track score from rising
indefinitely. If no measurement is associated with the track, the track
score decreases. If the track score falls below a certain threshold, the track
is no longer seen as a valid track in the observable area and is removed
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from the multitarget tracking problem. If the track score is still above
the threshold, the track is further preserved. Since no measurement is
associated with the track, the update step is skipped. However, the same
prediction step is used as for tracks associated with a measurement. If
the supposed particle is to be separated from the stream of bulk material,
the track score can be used to judge whether to activate suitable valves.
A low track score may indicate that the image processing does not always
see the supposed particle as an actual particle. A potential cause is that
dirt on the belt is causing the irregular measurements. Therefore, if the
track score is low, it may make sense to not trigger the valves at all or to
only activate them if there is no risk of hitting particles that should not
be hit in the vicinity.

There are additional ways to reduce the effect of dirt on the belt on
the separation decision even if the image processing component always
classifies the dirt as a particle. As dirt on the belt consistently travels
at the speed of the belt, its motion behavior differs significantly from
that of actual particles whose motion behavior progressively adapts to
the belt. At the time the separation decision is made, the trajectory of
the particle can be used to assess whether the particle may be, in fact,
dirt on the belt.

A particular challenge in our application occurs if multiple particles are
detected as a single particle by the image processing component. This
can occur, for example, if the particles collide or touch over multiple time
steps. We first address the latter case. As briefly mentioned previously,
the erroneous detection of multiple particles as a single particle in the
whole observable area may not necessarily lead to errors in the separation.
This particularly holds if all or none of the particles are to be separated
from the stream. If none of the particles should be separated from the
stream, the separation mechanism will not be triggered if the classification
is accurate. Thus, no error will occur. If all of the particles should be
separated from the stream, they can be hit reliably if the classification is
correct, the activation duration is long enough, and the activated valves
cover the entire area of the supposed single particle. If two particles
of different classes are seen as a single particle at all time steps, errors
may be inevitable. For example, if damages are detected on one particle,
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the neighboring particle that is considered to be a part of the particle
will also be separated from the stream. If such errors have a significant
impact on the sorting quality, improving the image acquisition or image
processing component should be attempted.

If multiple particles that were previously detected as separate particles
collide at some point, we may obtain too few measurements at the time of
the collision. Further, the measurement will not be close to the centroid
of one of the particles but rather somewhere in between. By adding
an additional processing step, we can alleviate negative effects on the
tracking in many cases. If our predictions indicate that two particles are
supposed to be neighboring in the next time step and only one larger
particle is observed instead, it is reasonable to assume that the image
processing has determined the two particles to be a single particle. In
this case, we can split the particle before passing the measurements on
to the multitarget tracking algorithm.
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CHAPTER
4

Improving the Separation
Process Using
Predictive Tracking

In the previous chapter, we described how we perform the tracking of
the particles in the observable area. In this chapter, we first explain how
the process to generate the predictions for the separation is changed for
systems based on area scan cameras. In Section 4.2 on page 52, we go
into detail on how the CA and CV models can be formulated to generate
predictions for the separation. In Section 4.3 on page 55, we assess the
suitability of the CA and CV models. New models tailored for use in
bulk material sorting are provided in Section 4.4. An evaluation of the
performance of the novel models is provided in the last section.

4.1 Phases of Predictive Tracking

For the prediction for the separation, we subdivide the transport of the
bulk material into multiple phases. Before we explicate the phases of our
novel approach, we describe the phases in the line scan camera-based
approach, as illustrated in Figure 4.1. Transporting the particles on
the belt serves to bring the particles to an identical velocity along the
transport direction and decrease the motion orthogonal to the transport
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direction. As the relative movement between the particles and the belt
is to be reduced, we refer to the phase on the belt as the calming phase.
When the particles leave the belt, they transition into the flight phase.
During the flight phase, the particles are observed by the line scan
camera. As there may be dirt on the belt, it is advantageous to observe
the particles after they have left the belt. Further, the background can
be adapted to suit the sorting task. For each particle, we only obtain
a single observation, which is used to predict the position and point in
time at which the particle reaches the separation mechanism. We refer to
the phase between the observation and the separation as the prediction
phase. As a single observation does not allow deriving information about
the motion orthogonal to the transport direction, a straight movement
is assumed. If the particle should be separated from the stream, one or
multiple valves are activated. Since we have no knowledge about the
speed of the particles, the valves are triggered after a fixed delay. As the
prediction phase is of identical length for all particles, the underlying
implicit assumption is that all particles have the same velocity.

Flight phase

Observation
lineTransport direction

Calming phase

Prediction
phase

Figure 4.1.: Phases of the particle transport when using a line scan camera.

50



4.1 Phases of Predictive Tracking

Now, we consider the phases of the predictive tracking approach as
illustrated in Figure 4.2 for comparison. Until a particle enters the
observable area of the camera, it is only calmed by the belt. Once a
particle comes into the field of view of the area scan camera, it enters the
tracking phase that is new in the predictive tracking approach. In this
phase, the tracking as described in Chapter 3 is performed. As long as
the particles are on the belt, the calming function of the belt also applies
in the tracking phase. During the tracking phase, the remaining time
until the particle reaches the separation mechanism can be calculated as
explained in the next section. At some time step, there is too little time
remaining to postpone the valve activation decision for the particle until
the next time step. In this time step, a decision whether the particle
should be separated from the stream is made based on the classification
result. If the particle should be hit, one or multiple valves are chosen
and a point in time for the activation is specified.

Since the estimated velocities of the particles are not necessarily identical,
the position along the transport direction at which a particle may be at
the last usable observation is particle-dependent. Thus, unlike in line
scan camera-based sorters, the position at which the particles transition
into the prediction phase is different for the individual particles. In
Figure 4.2, we emphasize this by drawing the tracking phase so that it
includes particles that are very likely to be observed again in time, while
not including particles for which the sorting decision has already been
made. Under the assumption that one particle cannot jump ahead of
another particle even if it is faster, it is possible to visualize the tracking
phase as a continuous region. The regions are only used for visualization
purposes, and the border between the tracking phase and the prediction
phase changes depending on the estimated velocities of the particles.

Unlike in line scan camera-based sorters, the particles are usually observed
while they are still on the belt. As explained in Section 3.5.2, problems
caused by dirt on the belt can be alleviated using the tracking approach.
Therefore, there is less need to observe the particles in flight. While the
prediction phase can start during the flight phase, we assume that it
starts while the particles are still on the belt. This way, the flight phase
can be kept short. As the deviation between the assumed and the actual
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flight path grows for longer flight paths, a separation close to the edge
of the belt is desirable. However, since the separation can only occur in
flight, there is always some overlap between the prediction phase and the
flight phase.

Flight phaseTracking phaseCalming phase

Prediction
phaseTransport direction

Figure 4.2.: Phases of the particle transport when using predictive tracking.

4.2 Determining Predictions
Based on Motion Models

To perform the prediction for the separation, we first have to define a
coordinate xPredTo along the x-axis to predict to, such as the coordinate
along the x-axis of the center or the beginning of the separation mechanism.
By defining a line parallel to the y-axis at the chosen coordinate along
the x-axis, we obtain a predefined line to which we predict each particle’s
motion. The predicted time 𝑡Pred describing when the particle arrives
at the predefined line is used to determine when the valve should be
triggered. The selection of the valve to activate is based on the predicted
point yPred at which the particle crosses the predefined line. If the particle
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passes the array of nozzles in between two nozzles that are controlled by
different valves, it can make sense to trigger both valves. The precise
number of valves to trigger may also be determined based on the size of
the particle and the sizes of the nozzles.

To obtain the best prediction, it is generally not advisable to simply
perform multiple prediction steps in discrete time and then take the
prediction closest to the predefined line. First, the coordinate along the x-
axis will not be perfectly matched, which causes an additional imprecision
in the prediction of the position along the y-axis if the estimated velocity
along this axis is nonzero. Second, if the controller for the valves features
higher clocking rates than the sensor, a higher precision of the temporal
prediction may lead to improved separation results.

For the CV model, it is possible to derive an accurate prediction based
on the discrete-time model. For this, we perform prediction steps until
we obtain a point after the predefined line. Then, we linearly interpolate
the position between the last prediction before passing the predefined line
and the point thereafter and calculate the intersection with the predefined
line. The coordinate along the y-axis of the intersection corresponds to
the spatial prediction. To obtain the temporal prediction, we divide the
distance between the point of intersection and the last prediction before
the intersection by the distance between the last prediction before the
predefined line and the point thereafter. The result is then the fraction of
a time step that needs to be added to the time step of the last prediction
before the intersection to obtain the precise temporal prediction.

A linear interpolation between two predictions only yields an approxima-
tion if the velocity does not stay constant. Thus, this approach should not
be applied to other models such as the CA model. A generally applicable
strategy is to use models in continuous time. If we have a continuous-time
model for the evolution of x(𝑡) and y(𝑡), we can determine when the
particle reaches the predefined line by solving

x(𝑡) = xPredTo

for 𝑡. The resulting time 𝑡Pred can then be inserted into the model for the
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motion along the y-axis to obtain the predicted position yPred according
to

yPred = y(𝑡Pred) .

In the following paragraphs, we provide continuous-time versions of
the CV model and the CA model. We only consider the generation of
predictions and do not go into detail on the evolution of the uncertainties.
As we will see in the evaluation of the models, there are effects not
respected by the models that cause, e.g., biases. Due to such effects, we
would not obtain an accurate assessment of the uncertainties.

Constant Velocity Model When disregarding the noise term, the
continuous-time constant velocity model [LJ03] for the two-dimensional
tracking scenario on the belt can be given as a differential equation
according to

𝑥̇(𝑡) = A𝑥(𝑡) , A =

⎡⎢⎢⎣
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

⎤⎥⎥⎦ .

To perform a prediction based on an estimate of our discrete-time Kalman
filter, we convert the time index of the Kalman filter into a point in time.
The time at which the last observation before the prediction is obtained
is called 𝑡Last. We call the estimates for the position and velocity along
the x-axis at this point in time xLast and ẋLast and obtain

x(𝑡) = xLast + (𝑡 − 𝑡Last)ẋLast

as the formula for the evolution of the position along the x-axis in
continuous time. We can then determine the point in time 𝑡Pred,CV at
which the particle passes the predefined line at xPredTo by solving

xPredTo = xLast + (𝑡 − 𝑡Last)ẋLast

for 𝑡.

The position along the y-axis similarly follows the equation

y(𝑡) = yLast + (𝑡 − 𝑡Last)ẏLast . (4.1)
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The position yPred,CV along the y-axis at which the particle passes
the predefined line is obtained by inserting the predicted time 𝑡Pred,CV

into (4.1).

Constant Acceleration Model For the continuous-time constant accel-
eration model, the differential equation for the six-dimensional state
vector including the accelerations is

𝑥̇(𝑡) = A𝑥(𝑡) , A =
[︂
Ax 0
0 Ay

]︂
, Ax = Ay =

⎡⎣0 1 0
0 0 1
0 0 0

⎤⎦ .

From this formula, we can derive

x(𝑡) = x(𝑡Last) +
ˆ 𝑡

𝑡Last
ẋ(𝑡)𝑑𝑡 = xLast +

ˆ 𝑡

𝑡Last
ẋLast + (𝑡 − 𝑡Last)ẍLast 𝑑𝑡

= xLast + (𝑡 − 𝑡Last)ẋLast + 1
2(𝑡 − 𝑡Last)2 ẍLast ,

y(𝑡) = yLast + (𝑡 − 𝑡Last)ẏLast + 1
2(𝑡 − 𝑡Last)2 ÿLast . (4.2)

Analogous to the continuous-time CV model, we can solve x(𝑡) = xPredTo

for 𝑡 and then insert the result 𝑡Pred,CA into (4.2).

4.3 Evaluating Predictions
in Simulation Scenarios

In this section, we describe evaluation scenarios that we use to assess
the suitability of the motion models for the predictive tracking approach.
As no ground truth for the motion of the particles is available in real-
world scenarios, we use the noise-free simulation data obtained using
the DEM. The DEM simulation also allows for generating image data
(sample frames are used as the basis for the Figures 4.1 and 4.2). However,
in [O7], we have observed that including the image processing in the
evaluation makes the quality differences between the models harder to
assess. Therefore, our evaluation of the models is directly based on the
DEM data in world coordinates.
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The simulated scenarios are based on the TableSort system. The length
of the belt employed is 40 cm, and the belt is configured to run at 1.5 m/s.
We assume the separation is performed directly after the end of the belt
and set the predefined line to the edge of the belt. The edge of the belt
is chosen for two reasons. First, a separation directly after the end of the
belt can make sense because short flight paths are desirable as explained
in Section 4.1. Second, the simulation does not respect the air resistance,
and thus, becomes less realistic the longer the particles are in flight. To
evaluate the precision of the prediction without any additional effects,
the CFD component of the simulation that induces the separation is
disabled. The prediction for each particle is generated before it reaches 5

8
of the belt length, which means the prediction phase spans at least 15 cm.
The models are evaluated based on the position data sampled at 200 Hz.
Our evaluation criterion is the temporal and spatial deviation from the
actual time and place at which the particles reach the predefined line. It
is generally reasonable to assume that an improvement of the prediction
accuracy results in a higher hit rate for particles that should be hit and
a potential decrease in the number of falsely ejected particles.

Three different bulk materials that are expected to differ in regard to
their motion behavior are considered. The particles of the bulk materials
are modeled after actual wooden particles that were also used for tests
on the real TableSort system. The necessary parameters of the bulk
materials were derived using a process explained in [HWS13]. The first
bulk material comprises spheres with a radius of 2.5 mm. As the second
bulk material, cylinders with a height of 9 mm and a radius of 1.5 mm are
considered. Wooden cuboids with edge lengths of 2 mm, 5 mm, and 6 mm
are used as the third bulk material. The data sets contain 3713 spheres,
4427 cylinders, and 4357 cuboids. Each batch weighs approximately
0.2 kg.

To determine the ground truth for the evaluation, the DEM data are used
with a sampling rate of 1000 Hz. To determine the time and place of the
intersection used as ground truth, all centroid positions of each particle are
utilized. In particular, positions beyond the tracking phase are included.
For each particle, the last position before the edge of the belt and the
first position thereafter is determined. Then, a linear interpolation,
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as illustrated in Figure 4.3, is performed between the two positions.
Using a linear interpolation, we implicitly assume that the velocity
during each interval of length 1 × 10−4 s is constant. This assumption
is an approximation. However, the precision of the determined values is
generally much higher than the precision of the predictions generated at
least 15 cm before the end of the belt based on data sampled at 200 Hz.
Thus, the interpolated values can be reasonably used as ground truth.

Based on the ground truth time and position 𝑡GT and yGT for each
particle, the temporal and spatial deviations are calculated according
to

𝑡Err = 𝑡Pred − 𝑡GT ,

yErr = yPred − yGT .

As we only calculate the difference and do not take the absolute value,
we can differentiate between predicted values that are larger and ones
that are smaller than the respective ground truth values. The sign of the
temporal error is of particular interest. For 𝑡Err > 0, the particle arrived
earlier than predicted, whereas the particle arrived later than predicted
for 𝑡Err < 0.

Prede�ned line

Prediction
phase

Figure 4.3.: Illustration of the calculation of the ground truth intersection. The
edge of the belt is used as the predefined line to which the motion of
the particles is predicted.
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Using the noise-free measurements of the DEM at a sampling rate of
200 Hz, the association decisions can be determined reliably using the
approach described in Section 3.5. Further, as there is no measurement
uncertainty, only few observations before the start of the prediction
phase are required to perform the predictions according to the CA or CV
model as explained in Section 4.2. The temporal and spatial deviations
are visualized as boxplots. Each box ranges from the 25% to the 75%
percentile. The red line in the middle of each box marks the median.
The upper and lower whiskers extend to the highest and lowest value
that deviates no more than 2.7 standard deviations from the median. For
normally distributed deviations, the range of ±2.7 standard deviations
translates to a coverage of about 99.3%.

The evaluation results for the accuracy of the temporal predictions are
displayed in Figure 4.4. It is evident that the CA model is clearly the
better model in this scenario. Applying the CV model results in a
significant bias. That most particles arrive later than expected implies
that the velocity does not stay constant and that the particles still
accelerate further in the prediction phase. We confirm this in an analysis
of the particles’ velocities in the next section. The variance of the
deviations, however, is higher for the CA model in the spheres and
cylinders data sets. While the velocity affects the position linearly in time,
the effect of the acceleration is quadratic. Therefore, small deviations
between the estimated and the true acceleration can result in significant
deviations in the temporal prediction. In the next section, we address
how we can mitigate the bias without using the estimated acceleration.

For the spatial deviation, we examined three models. In addition to the
CA and CV models, we consider a model that assumes that the particles
move straight in the transport direction. This model is supposed to
emulate the model used by line scan camera-based sorters that assume an
absence of motion orthogonal to the transport direction. The evaluation
results are presented in Figure 4.5. The tracking-based predictions using
the CV or CA model are clearly superior to the predictions straight in
the transport direction. This indicates that an improvement in the valve
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selection can be achieved using the predictive tracking approach. For
the spheres data set, the constant velocity model performs best. For the
cuboids and cylinders data sets, the CA model performs significantly
better than the CV model.

(a) Results for the spheres
data set.

(b) Results for the cuboids
data set.

(c) Results for the
cylinders data set.

Figure 4.4.: Temporal deviations for all three scenarios for the CV and CA models.

(a) Results for the spheres
data set.

(b) Results for the cuboids
data set.

(c) Results for the
cylinders data set.

Figure 4.5.: Spatial deviations for all three scenarios for the prediction straight in
the transport direction and the CV and CA models.
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4.4 Scenario-Specific Motion Models

In this section, we derive motion models tailored to the scenario at hand.
For this, we integrate our knowledge about the motion of the conveyor belt
into our model. As the conveyor belt only moves in the transport direction,
it can make sense to consider different motion models for the x-axis and
the y-axis. In Section 4.2, we explained that the temporal component
of the prediction can be calculated first and the spatial displacement
can then be calculated based on the temporal prediction. Thus, we can
easily combine different models for the individual axes. As the temporal
prediction must be calculated first, we begin by analyzing the motion
behavior of the particles along the transport direction. Afterward, we
consider the motion orthogonal to the transport direction.

4.4.1 Models for the Temporal Prediction

To derive new motion models for our application, we regard the velocities
of the particles over the course of the belt. In Figure 4.6, we depict
interpolations of the particles’ average velocities and the corresponding
standard deviations depending on the position of the particles on the
belt. The particles clearly tend to accelerate further while they are on the
belt. This also applies to the prediction phase that ranges from 0.25 m to
0.40 m, which explains the bias of the CV model. The rate at which the
particles accelerate depends on the shape of the particles. While care has
to be taken when assessing the acceleration based on this plot with the
position on the belt on the abscissa, the plot implies that the velocities
approximately follow a constant acceleration. The plot also suggests that
the CA model was only able to obtain nearly bias-free results because
most particles do not reach their maximum velocity. If, however, the belt
was longer, a significant bias could also arise for the CA model as the
particles would stop accelerating during the prediction phase. Further, if
the belt was so long that the particles reached their maximum velocity
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before entering the prediction phase, the results of the CV model would
show less bias. If the scenario was changed so that the predefined line
was, e.g., 0.1 m after the end of the belt, the deceleration during the
prediction phase would lead to a bias for the CA model.

The aim of our new models is to achieve little bias without any require-
ments for the belt length, i.e., the belt should neither need to be long
enough to be suitable for the CV model nor so short that the particles
accelerate during the whole prediction phase as assumed by the CA
model. The key idea behind the novel models is that if the particles’
motion behavior is sufficiently similar, some particles can be observed
at the end of the prediction phase to improve the prediction results for
future particles. Data about the motion behavior can, e.g., be obtained
in experiments with a deactivated separation mechanism and a field of
view that includes the entire prediction phase. With a suitable field of
view, data about the particles’ motion behavior can also be accumulated
while the system is in regular use as long as the effects of the bursts of
compressed air are taken into account.

Figure 4.6.: Mean velocities and standard deviations plotted for a part of the belt
for all data sets. The dotted lines indicate ±1𝜎 added to the mean.
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In the following paragraphs, we give the temporal predictions as point
estimates. If the uncertainty in a prediction is asymmetric around
the estimate (e.g., if it is much more likely that the particle arrives
later than earlier), then basing the valve activation only on this point
estimate may not be optimal. However, approaches to fine-tune the
valve activations should be based on real-world experiments for the bulk
material sorting task to also take deviations from the assumed motion
model into account.

We start with an explanation of the model implicitly used by sorters
equipped with line scan cameras. Because only a single observation of
each particle is used, information about previously observed particles is
indispensable to activate the valves at the correct point in time.

Identical Delay Model We start by regarding how predictions as to
when the centroid of a particle arrives at the predefined line can be gen-
erated using line scan cameras. Line scan cameras yield one-dimensional
images that are concatenated into a two-dimensional image. When two-
dimensional image processing routines are applied to extract the centroid,
one coordinate describes the centroid’s position orthogonal to the trans-
port direction. The other coordinate describes the time 𝑡Obs at which
the centroid passed the observable line.

Assuming the line scan camera is aligned perfectly parallel to the y-axis,
the position at which the camera observes the particle along the x-axis
is fixed. Since the image processing component cannot determine the
centroid with perfect accuracy, there is an error in the point in time at
which the centroid passes the observable line. However, this error can
be kept small as line scan cameras may feature sampling rates of 10 kHz
and higher, yielding a high resolution along the time axis.

The valve is triggered after a fixed delay after the time of the observation
𝑡Obs. The predicted time at which the valve should be triggered can thus
be calculated using the time of the observation and a fixed offset 𝑡Offset.
The formula for this model, which we refer to as the identical delay (ID)
model, is thus

𝑡Pred,ID = 𝑡Obs + 𝑡Offset
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for line scan camera-based sorters. The optimal offset depends on the
hardware setup and the bulk material sorting task. Usually, the temporal
offset is fixed based on the processing times in cases of high load, as
explained in Section 1.1, and the sorter is adjusted to the offset. The
placement of the separation mechanism is refined based on experiments
to ensure that the timing of the valve activation is suitable to hit the
particles.

We now adapt this model to sorters using area scan cameras, which allow
for multiple observations of each particle but cannot ensure that the
particle is observed at the same coordinate along the x-axis. To derive the
parameters for the model, we assume that some particles have previously
been observed and tracked. For the previously observed particles, we
determine an approximation of the best point in time at which the valve
should have been triggered, i.e., when the particle reached the predefined
line. Then, we calculate the average delay 𝑡Avg between the time of
the last observation before the prediction phase and the time at which
the predefined line was reached. To generate a prediction for a newly
observed particle, the offset 𝑡Avg is then added to the time of the last
observation before the prediction phase 𝑡Last. Thus, the formula for the
ID model for the use in area scan camera-based sorters is

𝑡Pred,ID = 𝑡Last + 𝑡Avg .

Identical Velocity Model When using an area scan camera, the last
observation before the prediction phase may occur at different coordinates
along the x-axis. By respecting the coordinate along the x-axis at 𝑡Last,
the ID model can be enhanced for sorters equipped with area scan
cameras.

In a model that we refer to as the identical velocity (IV) model, the
delay between the last observation before the prediction phase and the
moment the predefined line is reached is not considered identical for all
particles. Instead, we assume that all particles have an identical velocity.
For all previously observed particles, we determine the velocity for which
the prediction result would have been identical to the approximation
of the actual point in time at which the predefined line was reached.
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We then calculate ẋAvg as the median or mean of all these velocities.
For each newly observed particle, the predicted time 𝑡Pred,IV can then
be calculated based on ẋAvg, the position of the last observation of the
particle along the x-axis xLast, and the x-coordinate of the predefined
line xpredTo according to

𝑡Pred,IV = 𝑡Last + xPredTo − xLast

ẋAvg .

Bias-Corrected Constant Velocity Model We now address how the
CV model, as presented in Section 4.2, can be improved. As Section 4.3
explains, using a CA model can result in a larger variance than using a
CV model. By eliminating the bias detrimental to the performance of
the CV model, we can achieve an improved model that performs better
than the CA model in two of the three scenarios. For this, we determine
the bias 𝑡Bias for the previously observed particles and then subtract it
from the predictions for future particles. Under the assumption that the
bias is similar for future particles, we obtain a bias-corrected variant of
the CV model by calculating the temporal prediction according to

𝑡Pred,CVBC = 𝑡Pred,CV − 𝑡Bias .

Identical Acceleration Model In the biased-corrected version of the
CV model, the correction term is independent of the last position at
which the particle was observed. In the identical acceleration (IA) model,
we strive to also incorporate the last position of the particle by assuming
that the temporal deviation is caused by an additional acceleration, which
is similar for all particles. For previously observed particles, we have an
approximation of the point in time 𝑡GT at which each particle reached
the predefined line. We now add an acceleration term to the CV model
to obtain a formula similar to that of the CA model. For each previously
observed particle with index 𝑖, we solve the equation

xPredTo = xLast,𝑖 + (𝑡GT,𝑖 − 𝑡Last,𝑖)ẋLast,𝑖 + 1
2(𝑡GT,𝑖 − 𝑡Last,𝑖)2 ẍOptimal,𝑖
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for ẍOptimal,𝑖 to obtain the acceleration that would have resulted in the
optimal temporal prediction for the particle. Using this equation, we
assume that the particle accelerates uniformly in the prediction phase.

We now define ẍAvg to be the median or mean of all ẍOptimal,𝑖 that are
available for the previously observed particles. For each new particle, we
predict the particle’s position based on the average acceleration ẍAvg and
the individually estimated velocity ẋLast. The prediction 𝑡Pred,IA is then
determined by solving

xPredTo = xLast + (𝑡 − 𝑡Last)ẋLast + 1
2(𝑡 − 𝑡Last)2 ẍAvg

for 𝑡.

Constant Acceleration Model with Limited Velocity While the par-
ticles still clearly accelerate in the prediction phase in the considered
scenarios, we know that they should never accelerate beyond the belt
velocity during the prediction phase. As the average velocities in Fig-
ure 4.6 indicate, had the belt been 10 cm longer (or significantly slower),
the particles’ accelerations would have changed while the particles are on
the belt as their velocities would not exceed the belt velocity. To make
the CA model more suitable for scenarios in which the particles reach
their maximum velocity during the prediction phase, we define a constant
acceleration model with limited velocity (CALV).

Depending on the feeding process and the speed of the belt, it is possible
that particles arrive at the belt at a velocity higher than the belt velocity.
However, as this does not occur in our scenarios, we limit ourselves to the
case in which the particles are slower than the belt velocity. As the first
step, we determine when the belt velocity ẋBelt will be reached according
to the prediction of a CA model by solving

ẋLast + ẍLast𝑡 = ẋBelt

for 𝑡. The result shall be called 𝑡MaxVel. We only need to consider
particles that are accelerating, i.e., for which ẍLast > 0 m/s2 holds in our
coordinate system. If the belt velocity is expected to be surpassed after
the predefined line to which we predict, then limiting a particle’s velocity
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does not affect the prediction result. Thus, we first calculate 𝑡Pred,CA

according to the CA model. If 𝑡MaxVel is larger than 𝑡Pred,CA, then the
belt velocity is not reached and 𝑡Pred,CA can be used as the prediction.
If the maximum velocity is reached before 𝑡Pred,CA, we use a CA model
until 𝑡MaxVel and a CV model with ẋBelt as the velocity thereafter. We
accomplish this by calculating the remaining distance at 𝑡MaxVel, dividing
it by the belt velocity, and adding 𝑡MaxVel. This results in the formula

𝑡Pred,CALV = 𝑡MaxVel +
(︀
xPredTo − xLast − ẋLast(𝑡MaxVel − 𝑡Last)

− 1
2 ẍLast(𝑡MaxVel − 𝑡Last)2)︀/ẋBelt

for the predicted time 𝑡Pred,CALV.

4.4.2 Models for the Motion Orthogonal
to the Transport Direction

The evaluation results in Section 4.3 indicate that respecting the motion
orthogonal to the transport direction can significantly reduce prediction
errors. Due to the symmetry of the sorter design, spatial deviations in one
direction are as likely as deviations in the opposite direction. Therefore,
treating both directions equally does not result in a bias. The absence of
a bias for the simple motion models can be seen in Figure 4.5.

As the distribution of the velocities is also approximately symmetric,
the average velocities are close to zero. Therefore, we visualize the
velocities of individual particles over the course of the belt in Figure 4.7.
For all types of particles, abrupt changes in the velocities occur due
to collisions. We do not attempt to model collisions as this would
be computationally expensive and may necessitate knowledge about
certain physical properties of the particles that is usually unavailable in
practice.

As depicted in Figure 4.7a, the spherical particles tend to arrive at the
belt at lower velocities orthogonal to the transport direction than the
cuboids and cylinders presented in Figures 4.7b and 4.7c. For the spheres,
comparably little deceleration occurs, which suggests that a CV model is
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(a) Velocities for the spheres data set.

(b) Velocities for the cuboids data set.

(c) Velocities for the cylinders data set.

Figure 4.7.: Velocities orthogonal to the transport direction of 15 particles of each
bulk material plotted over the position on the belt.
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suitable for predicting the motion orthogonal to the transport direction.
A significantly higher deceleration can be observed for the cuboids in
Figure 4.7b. The velocities do not stay constant but rather change at a
constant rate, which makes a CA model appear more suitable than a CV
model.

The velocities of the cylinders illustrated in Figure 4.7c indicate a much
more diverse behavior, and there are effects that cannot be observed
in the other data sets. In the cuboids data set, the velocities show a
clear trend to a velocity of 0 m/s. While the particles also decelerate on
average in the cylinders data set, the velocities of some particles clearly
cross the zero line. These particles show an increase in the absolute value
of the velocity orthogonal to the transport direction. Such an increase
can also be observed for particles that do not cross the zero line. The
cylinders speed up due to the form of the particles and the difference
between the velocities of the particles and the velocity of the belt. Unless
the particles are aligned with their long sides pointing in the transport
direction, the difference to the belt velocity induces a rolling motion.
Depending on the orientations of the cylinders, this rolling motion may
cause an acceleration orthogonal to the transport direction.

In the following paragraphs, two non-standard motion models for pre-
dicting the motion of bulk material particles orthogonal to the transport
direction are presented. Both models use an acceleration in addition to
the currently estimated velocity. However, the acceleration used is not
the currently estimated acceleration as used by the CA model.

Constant Acceleration Model Disallowing Sign Changes In this model,
we use our knowledge that the spheres and cuboids tend to experience a
reduction in their absolute velocities. Thus, when the velocity orthogonal
to the transport direction reaches approximately 0 m/s, it should stay
close to 0 m/s in the absence of collisions. Since one of the purposes of the
belt is to reduce the motion orthogonal to the transport direction, this
property is expected to hold for a variety of bulk materials. In contrast,
the use of a classical CA model would result in a predicted increase in the
velocity in the opposite direction once the velocity of 0 m/s is reached.
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In the constant acceleration model disallowing sign changes (CADSC) of
the velocity, we first determine the point in time 𝑡SignChange at which a
velocity of 0 m/s is reached under the assumption of a CA model. Based
on the last estimates of the velocity ẏLast and acceleration ÿLast before
the start of the prediction phase, we can calculate 𝑡SignChange as

𝑡SignChange = 𝑡Last + −ẏLast

ÿLast .

If the sign change is predicted to occur after the predicted time 𝑡Pred at
which the predefined line is supposedly reached, i.e., 𝑡SignChange ≥ 𝑡Pred,
the CA model can be used without any modification. We can also use the
prediction of the CA model if 𝑡SignChange < 𝑡Last, which occurs when the
signs of ẏLast and ÿLast are identical. If none of these two conditions holds,
we assume that the velocity orthogonal to the transport stays 0 m/s after
𝑡SignChange. Hence, the particles are assumed to move only along the
transport direction after 𝑡signChange. Thus, we can obtain yPred,CADSC by
using a CA model until 𝑡SignChange, which can be achieved by inserting
𝑡SignChange into (4.2).

Ratio-Based Deceleration Model In this model, we also use observa-
tions of previously observed particles as in the IA model for the temporal
prediction. In the cuboids and the spheres data sets, we observed a
tendency toward deceleration. We now say that all particles decelerate
similarly and evenly during the prediction phase. For the particles ob-
served previously, we calculate the ratio of the velocity at the end of the
prediction phase to the last estimated velocity before the start of the
prediction phase. We then calculate the median 𝑟 of these ratios and
assume that the ratio is similar for future particles. It is particularly
important to use the median and not the mean to be robust against
potentially large ratios that can occur when

⃒⃒
ẏLast

⃒⃒
is very small. Further,

the median prevents an influence of particles with massive changes due
to collisions.
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We now say that the change in the velocity occurs evenly over time and
model it as an acceleration. For each particle that enters the prediction
phase in the next time step, we calculate the acceleration that results in
a velocity of 𝑟ẏLast at the end of the prediction phase. This acceleration
can be calculated according to

ÿRatio = −(1 − 𝑟) · ẏLast

𝑡Pred − 𝑡Last .

The acceleration ÿRatio can then be used instead of the estimated ac-
celeration ÿLast in the CA model. When inserting 𝑡Pred in (4.2), we
obtain

yPred,Ratio = yLast + (𝑡Pred − 𝑡Last)ẏLast + 1
2(𝑡Pred − 𝑡Last)2 ÿRatio

as our prediction.

4.5 Performance Comparison
of the Motion Models

In this section, we extend the evaluation given in Section 4.3. We no
longer limit ourselves to the classical CV and CA models and also consider
combinations of one model for the temporal prediction with a different
model for the spatial prediction. In particular, we combine the most
promising model for the temporal prediction with different models for
the spatial prediction. If the assumptions of the model for the motion
orthogonal to the transport direction are accurate, using a more precise
point in time should result in better spatial predictions. For our novel
models that depend on previously observed particles, we use the first 10%
of the particles to determine the relevant parameters. To compare our
approaches with the optimal performance of a line scan camera-based
sorter, we make an exception for the identical velocity model. For the
IV model, we use 100% of the available data to calculate the median to
allow this model to achieve its optimal performance.
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In Figure 4.8, we provide the temporal deviations between the ground
truth and the predictions generated by the new models for the scenarios
described in Section 4.3. To facilitate a comparison with the simple
motion models, we also provide the results of the CA model, which are
also presented in Figure 4.4. The CV model is omitted due to its large
bias. Figure 4.8 shows that the CA model with limited velocity only
provides a significant improvement over the regular CA model in the
cylinders data set. For the spheres and the cuboids data sets, the CV
model with the simple bias correction outperforms the CA model. The
IA model performs best in all scenarios. The IV model performs the
worst out of the models shown in Figure 4.8.

In Figure 4.9, we depict multiple combinations of models for the prediction
along the transport direction with models for the prediction orthogonal to
the transport direction. For comparison with the simple motion models,
we provide the results for the CA model along both directions (CA–CA).
For all data sets, combining the CALV model with the CADSC model
does not yield an improvement compared with the regular CA model.
Combining the IA model with the CV model only yields good results
for the spheres data set, for which the regular CV model also performed
favorably. Combining the IA model with the CA model does not yield
a significantly different performance than the regular CA model. This
suggests that the improvement in the temporal prediction only has a
minor impact on the spatial prediction. For the spheres and the cuboids
data sets, the ratio-based model performs best. This does not hold for
the cylinders data set. Since the cylinders may accelerate or decelerate
orthogonal to the transport direction, assuming that the accelerations for
all particles are similar is not warranted. Thus, it is better to use a simple
CA model for the predictions orthogonal to the transport direction in
this scenario. For the cylinders, deriving motion models that take the
orientations of the individual particles into account may yield further
improvements.
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(a) Results for the spheres data set.

(b) Results for the cuboids data set.

(c) Results for the cylinders data set.

Figure 4.8.: Evaluation results for the temporal deviation in all three scenarios. A
list of the abbreviations used is given on page x.
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(a) Results for the spheres data set.

(b) Results for the cuboids data set.

(c) Results for the cylinders data set.

Figure 4.9.: Evaluation results for the spatial deviation in all three scenarios. A list
of the abbreviations used is given on page x.
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All in all, the evaluation results show that by using motion models
tailored to the scenario, we can achieve almost bias-free results with only
a fraction of the deviations of the models based on the assumptions of
line scan camera-based sorters. Using the novel models is particularly
important for improving the accuracy of the temporal prediction. For
the spatial prediction, the new ratio-based model can lead to significant
improvements over the CV and CA models if the particles are similar in
their acceleration behavior.

4.6 Summary and Discussion

In the current and previous chapter, we have explained a basic approach
to predictive tracking that will be further extended in Chapter 7. In
Chapter 3, we gave an introduction to single-target and multitarget track-
ing. Further, we described our implemented approach for the application
of tracking bulk material particles on a conveyor belt. The approach is
based on finding the most likely association between the tracks and the
measurements. Moreover, we addressed particular challenges to realizing
a reliable tracking in the bulk material sorting scenario.

In the current chapter, we described how predictions for the separation
can be realized based on information obtained using multitarget tracking.
For this, we first highlighted the differences between predictions of line
scan camera-based sorters and predictions based on tracking. Initially,
classical motion models were used for predictive tracking. While these
motion models already allowed for an improvement in the spatial predic-
tions, the precision of the temporal predictions was evidently suboptimal.
To improve both the accuracy of the temporal and spatial predictions,
novel models were developed that integrate information on previously
observed particles’ trajectories. Using these models, a clear improvement
in the accuracy of the temporal predictions was attained. A significant
improvement in the spatial predictions was also achieved for two of the
three bulk materials considered.
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4.6 Summary and Discussion

The evaluation of the motion models was based on data from the DEM
simulation that are not influenced by measurement noise. As observed
in [O7], the differences in the prediction accuracy of different motion
models are less pronounced when there are measurement errors stemming
from the image processing. When using the novel motion models, the
accuracy of the image processing may become the new limiting factor for
the accuracy of the predictions. Another challenge arising in the presence
of measurement noise is that the association decisions may no longer be
reliable. To facilitate reliable association decisions even in the presence
of significant measurement noise, we integrate orientation estimates into
the association decisions in Chapter 7. In the following two chapters, we
address the challenge of estimating periodic quantities and propose filters
for periodic manifolds that are suitable for real-time applications, such
as bulk material sorting.
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Estimating the orientation of a bulk material particle is an estimation
problem with the topology of the unit circle. A multitude of benefits
can be gained by estimating the orientations of bulk material particles.
First, the separation can be improved if the orientations of elongated
particles are known. Second, new motion models incorporating the
orientation could be derived for, e.g., cylinders. Third, the reliability
of the association process in the multitarget tracking algorithm can be
improved by incorporating the orientation, which is addressed in detail
in Chapter 7.

Future improvements to the tracking may involve jointly tracking clus-
ters of particles. If the particles are in contact, jointly estimating their
positions and orientations in one state vector may result in a higher
estimation quality because the states of the particles are correlated. Fur-
ther, we can use different measurement models based on whether the
cluster was detected to be a single or multiple particles by the image
processing component. The estimation problem can be significantly sim-
plified by assuming that the orientation of each particle is independent
of its position. Even with this simplification, we arrive at multivariate
estimation problems. For the multivariate estimation problem for the
position component, which is on a linear manifold, efficient filters for
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simple system and measurement models exist. The multivariate estima-
tion problem for the orientation component poses a greater challenge.
As we will see in this chapter, there are only few filters for multivariate
estimation problems with the appropriate topology. In Chapter 6, we
describe our novel filters that allow jointly estimating multiple correlated
angles.

In the context of statistics, it has been known for over a century [Sch17]
that periodic manifolds need to be treated differently than linear mani-
folds. In the field of recursive Bayesian estimation, which has received
significant attention since the advent of the Kalman filter [Kal60], re-
searchers have been tackling estimation on periodic manifolds as a special
problem in nonlinear estimation [BM75]. Before we explain the different
topologies, we first provide an example that illustrates that the straight-
forward use of a Kalman filter, which does not respect the periodicity of
the underlying domain, is not advisable for periodic manifolds. In the
example, we regard a circular manifold, which is the simplest periodic
manifold.

Example 1. In this example, we perform a single update step and
compare the result of a Kalman filter with the true posterior density.
First, we approximate the periodic prior density and likelihood on the
circle using Gaussian densities with corresponding means, as depicted
in Figures 5.1a and 5.1b. The result obtained using a Kalman filter is
plotted as a dark red dashed line in Figure 5.1c. In green, we show the
true posterior density. The mean of the posterior Gaussian given by the
Kalman filter may be a reasonable estimate when [0, 2𝜋) is regarded as
an interval. However, when interpreting [0, 2𝜋) as a circle, the result
is unsatisfactory. Instead of parameterizing a periodic function using a
scalar 𝑥 ∈ [0, 2𝜋), unit vectors in the circular subset {𝑥 ∈ R2 : ‖𝑥‖ = 1}
of the real plane R2 can be used. This allows us to plot the functions
in a way that makes the periodicity more evident. In Figure 5.1d, we
illustrate the prior density, the likelihood, and the true posterior density
in a three-dimensional plot. The peak of the true posterior density is
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(a) True prior density and approximation
thereof.

(b) True likelihood and approximation
thereof.

(c) True posterior density and result of
the Kalman filter.

(d) Prior density, likelihood, and true
posterior density. The circle is
embedded in R2 in this plot.

Figure 5.1.: Example of the application of a Kalman filter to estimate a periodic
quantity. The Gaussian densities have probability mass outside the
[0, 2𝜋) interval shown in the plot.
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located where the function values of both the prior density and the
likelihood are high. As apparent in Figure 5.1c, the peak of the density
given by the Kalman filter is on the opposite side of the circle. The
estimate provided by the Kalman filter is thus of very low quality.

The example above only demonstrates a single weakness of treating
periodic domains like linear ones. In the example, the correct mean
could be obtained by shifting the border of periodicity. However, even
with such an adjustment, the uncertainties of the Kalman filter can be
misleading, particularly if the prior density and the likelihood are (nearly)
contradictory. Using directional statistics, no such problems arise as the
periodicity is properly accounted for.

For univariate periodic estimation problems, the circle S1 that can be
parameterized by 𝑥 ∈ [0, 2𝜋) is considered. If the densities are, e.g.,
𝜋-periodic or repeat at every integer, they can be scaled appropriately
and treated like 2𝜋-periodic densities. More detail on this is given in
the context of extracting orientations from ambiguous image data in
Chapter 7 and Appendix E.2. The domains do not have to start at 0
as merely additions and subtractions are required to be able to use the
standard parameterization internally.

Estimation problems on periodic manifolds are particularly challenging
for random vectors with high numbers of variates. As in the case of
nonlinear estimation on linear domains, the higher the dimensionality, the
more challenging the estimation problem becomes. When considering a
multivariate estimation problem with a toroidal or hypertoroidal manifold,
the user should thus first check whether the estimation problem can be
separated into multiple independent estimation problems with lower
numbers of variates. This is trivial when the individual random variables
are independent. Independence, however, is not always required to be able
to reformulate the estimation problem as one involving only independent
random variables.

When facing an estimation problem with multiple angles, it is neces-
sary to be aware of the underlying topology. There are two classes of
topologies of particular interest, both of which are generalizations of
the unit circle. One generalization is the hypertorus. The hypertorus
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T𝑑 is a 𝑑-dimensional manifold that is the Cartesian product of 𝑑 unit
circles. If we generate a random vector comprising two independent
random variables on S1, the underlying topology of the random vector is
that of a torus. In our context, the hypertorus is thus a quite natural
generalization of the circular topology. A different generalization is the
𝑑-dimensional hypersphere S𝑑. When embedding the hypersphere S𝑑 in
R𝑑+1, the sphere can be described as

S𝑑 = {𝑥 ∈ R𝑑+1 : ‖𝑥‖ = 1} .

Special cases are the unit circle S1 and the unit sphere S2. An embedding
of the unit circle in R2 can be seen in Figure 5.1d.

Fields in which circular statistics find application include biology [Bat81],
modeling of wind directions [CBR08], and geology [Sch17, KS04]. Algo-
rithms for recursive Bayesian estimation on circular manifolds have been
applied to, e.g., speaker tracking [TS13] and phase estimation [LW75,
WL75, BCM70, BM75]. Directional statistics on the sphere are used,
e.g., in geosciences [Mar81, Wat56] and for analyzing crystal struc-
tures [CWN+15a, CWN+15b]. Estimation problems on spheres include
multiple speaker tracking [TS14], tracking on a sphere [CP98], and es-
timating the spin on a ball based on quaternions [GK14]. Important
applications of statistics on toroidal and hypertoroidal manifolds can be
found in the field of bioinformatics [MTS07, BMT+08, MHTS08, Hug07].
Estimation problems on hypertoroidal manifolds include the estimation
of correlated angles, such as angles on a robotic arm [O6]. Further, jointly
estimating multiple orientations of separate objects in a two-dimensional
space is an estimation problem on a hypertoroidal manifold. In the
context of bulk material sorting, the orientations of neighboring particles
may be estimated jointly to improve the estimation accuracy.

The remainder of this section is structured as follows. We provide the
basics of recursive Bayesian estimation in the first subsection. Afterward,
we lay out the basics of directional statistics in the second subsection
and provide a brief overview of recursive Bayesian estimation on periodic
manifolds in the third subsection.
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5.1 Nonlinear Recursive
Bayesian Estimation

In Section 3.2, we limited ourselves to describing the system evolution
and the generation of measurements using linear models. Further, we only
addressed how to describe the system and measurement models using
random vectors. While the description using random vectors may often be
more intuitive, there is a second approach to describe the system evolution
and the generation of the measurements that is based on probability
densities. This approach helps to understand the theory behind many
recursive Bayesian estimators.

To describe the system evolution using probability densities, a transition
density 𝑓T

𝑡 (𝑥𝑡+1|𝑥𝑡) describing the density at 𝑥𝑡+1 for a given 𝑥𝑡 is used.
To describe the generation of the measurements, a likelihood function
𝑓L

𝑡 (𝑧𝑡|𝑥𝑡) describing the density of 𝑧𝑡 for a given 𝑥𝑡 is used. It is important
to note that once the actual measurement 𝑧𝑡 is obtained, the measurement
is fixed and the function thus only depends on 𝑥𝑡. The function obtained
when varying the variable 𝑥𝑡 that the likelihood is conditioned on is not
a probability density function in general.

As we describe in detail in Section 5.3, other measures of error than
the Euclidean distance make more sense for periodic manifolds. Thus,
the best estimate for a given posterior density should also be calculated
differently. Common to all recursive Bayesian estimators, however, is
that approximating the posterior density as accurately as possible is
generally helpful in deriving the best estimate. In R𝑑, the mean of the
posterior density 𝑓 e is often of interest as it constitutes the estimate that
minimizes the BMSE [Kay93, Section 10.3]. We later discuss a similar
property for posterior densities on S1 for a different measure of the error.
Not all filters focus on approximating 𝑓 e. Some approaches, such as the
particle filter [AMGC02], do not provide a proper approximation of the
continuous probability density but do allow approximating properties of
the density, such as the mean of 𝑓 e, over multiple time steps.
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In the following paragraphs, we describe the theoretically optimal pre-
dicted and posterior densities. Beginning with the initial prior 𝑓p

0 (𝑥0),
update and prediction steps are usually performed alternatingly. Prac-
tical implementation of these steps often only yield approximations of
the true densities. We start by describing the update step that allows
for incorporating the measurement information. Then, we describe the
prediction step used to obtain the prior density for the next time step.
For both the update and prediction step, we introduce models for periodic
domains.

Update Step Given the prior density 𝑓p
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡−1) depending on

all measurements until 𝑡 − 1 (or none at time step 0), the posterior
density 𝑓 e

𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡) can be given according to Bayes’ rule [Kay93,
Section 10.3] as

𝑓 e
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡) =

𝑓L
𝑡 (𝑧𝑡|𝑥𝑡)𝑓

p
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡−1)´

Ω𝑥
𝑓L

𝑡 (𝑧𝑡|𝑥𝑡)𝑓
p
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡−1) 𝑑𝑥𝑡

,

with the sample space Ω𝑥, state 𝑥𝑡, and the measurements 𝑧1, . . . , 𝑧𝑡 of
all time steps so far. As the denominator is independent of 𝑥𝑡, we can
describe the posterior density via

𝑓 e
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡) ∝ 𝑓L

𝑡 (𝑧𝑡|𝑥𝑡)𝑓
p
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡−1) ,

in which ∝ indicates that the left-hand side is equivalent to the right-hand
side except for a scaling factor that is independent of 𝑥𝑡.

For linear domains, a simple measurement model is the identity model
(IM) with additive noise

𝑧IM
𝑡 = 𝑥IM

𝑡 + 𝑣IM
𝑡 ,

which is a special case of the linear measurement model (3.2). Adapted
to circular or, more generally, hypertoroidal domains, we define the
measurement model

𝑧TAIM
𝑡 = 𝑥TAIM

𝑡 + 𝑣TAIM
𝑡 mod 2𝜋 , (5.1)
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which we refer to as the topology-aware identity model (TAIM) with
additive noise. If the random vector 𝑣TAIM

𝑡 is defined on [0, 2𝜋)𝑑, the
likelihood can be given as

𝑓L,TAIM
𝑡 (𝑧𝑡|𝑥𝑡) = 𝑓

𝑣,TAIM
𝑡 (𝑧𝑡 − 𝑥𝑡 mod 2𝜋) .

In the more general case of a topology-aware nonlinear (TANL) measure-
ment model with additive noise for hypertoroidal manifolds, we can use
the model

𝑧TANL
𝑡 = 𝑎𝑡(𝑥TANL

𝑡 ) + 𝑣TANL
𝑡 mod 2𝜋 , (5.2)

for which the corresponding likelihood is

𝑓L,TANL
𝑡 (𝑧𝑡|𝑥𝑡) = 𝑓

𝑣,TANL
𝑡 (𝑧𝑡 − 𝑎𝑡(𝑥𝑡) mod 2𝜋) . (5.3)

Prediction Step To make statements about future time steps and to
make use of the information obtained from measurements of previous
time steps in the current time step, prediction steps can be utilized.
Based on probability densities, the prediction step can be described by
the Chapman–Kolmogorov equation according to

𝑓p
𝑡+1(𝑥𝑡+1|𝑧1, . . . , 𝑧𝑡) =

ˆ
Ω𝑥

𝑓T
𝑡 (𝑥𝑡+1|𝑥𝑡)𝑓 e

𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡 . (5.4)

Similar as for the measurement model, the identity model with additive
noise can be used as a system model on linear domains. This model is
given by

𝑥IM
𝑡+1 = 𝑥IM

𝑡 + 𝑤IM
𝑡 . (5.5)

Based thereon, we define a topology-aware variant for hypertoroidal
manifolds according to

𝑥TAIM
𝑡+1 = 𝑥TAIM

𝑡 + 𝑤TAIM
𝑡 mod 2𝜋 . (5.6)

Similar to (5.2), we also formulate a topology-aware nonlinear model
with additive noise

𝑥TANL
𝑡+1 = 𝑎𝑡(𝑥TANL

𝑡 ) + 𝑤TANL
𝑡 mod 2𝜋 . (5.7)
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If we have a system model based on random variables, the transition
densities must be derived to use the Chapman–Kolmogorov equation.
The transition densities corresponding to the models (5.5), (5.6), and
(5.7) are

𝑓T,IM
𝑡 (𝑥𝑡+1|𝑥𝑡) = 𝑓

𝑤,IM
𝑡 (𝑥𝑡+1 − 𝑥𝑡) ,

𝑓T,TAIM
𝑡 (𝑥𝑡+1|𝑥𝑡) = 𝑓

𝑤,TAIM
𝑡 (𝑥𝑡+1 − 𝑥𝑡 mod 2𝜋) ,

𝑓T,TANL
𝑡 (𝑥𝑡+1|𝑥𝑡) = 𝑓

𝑤,TANL
𝑡 (𝑥𝑡+1 − 𝑎𝑡(𝑥𝑡+1) mod 2𝜋) .

There is also a variety of other models, such as models involving multi-
plicative noise, for which the transition densities can be easily derived.

For Ω𝑥 = R𝑑, the prediction step for the identity model with additive
noise (5.5) can be reformulated to use the convolution operator * as

𝑓p
𝑡+1(𝑥𝑡+1|𝑧1, . . . , 𝑧𝑡) = (𝑓𝑤

𝑡 * 𝑓 e
𝑡 )(𝑥𝑡+1)

=
ˆ
R𝑑

𝑓
𝑤
𝑡 (𝑥𝑡+1 − 𝑥𝑡)𝑓 e

𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡 .

For the topology-aware identity model with additive noise on T𝑑, the
topology-aware convolution defined as

(𝑓𝑤
𝑡 * 𝑓 e

𝑡 )(𝑥𝑡+1) =
ˆ
T𝑑

𝑓
𝑤
𝑡 (𝑥𝑡+1 − 𝑥𝑡 mod 2𝜋)𝑓 e

𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡 (5.8)

needs to be used if 𝑓
𝑤
𝑡 is only defined on [0, 2𝜋). However, the integral

in the Chapman–Kolmogorov equation cannot always be simplified to a
simple operation based on the posterior density and the noise density. As
we later discuss, there is no direct analogue to the identity model with
additive noise on the unit sphere S2.
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5.2 Fundamentals of Directional Statistics

Directional statistics [MJ99, JS01] is a subfield of statistics concerned with
statistical models for periodic quantities. To facilitate the understanding
of directional estimation, we introduce some densities on the periodic
manifold and analogues to properties on linear manifolds, such as moments
and the mean. Furthermore, measures of distance on periodic manifolds
are introduced.

5.2.1 Densities on Periodic Manifolds

We first introduce the popular von Mises and wrapped normal distri-
butions. Both are derived, albeit in different ways, from the normal
distribution and constitute the foundation for popular filters. Afterward,
we explain a multitude of other densities. While there are no filters for
periodic manifolds that directly work with, e.g., the wrapped exponential
distribution, such densities can be approximated in the Fourier filters
described in the next chapter.

Wrapped Normal Distribution Visually speaking, the wrapped normal
distribution [JS01, Section 2.2.6] can be obtained by taking the density
of a regular normal distribution on R and wrapping it around the unit
circle. This is equivalent to summing up the density of all points mapped
to the same value when taking the input value modulo 2𝜋. The density
can be written in a series representation as

𝑓WN(𝑥; 𝜇, 𝜎) =
∑︁
𝑗∈Z

𝒩
(︀
𝑥 + 2𝜋𝑗; 𝜇, 𝜎

)︀
based on the mean 𝜇 (taken modulo 2𝜋) and standard deviation 𝜎 of
the normal distribution that is wrapped. Integrating this density over
[0, 2𝜋) yields the same result as integrating the normal distribution over
R, which is why the density is inherently normalized.

86



5.2 Fundamentals of Directional Statistics

Von Mises distribution The von Mises distribution [MJ99, Section 3.5.4]
(also called circular normal in [JS01, Section 2.2.4]) is not derived using
wrapping. Instead, this distribution can be derived by considering only
the probability density along the unit circle of a bivariate normal distri-
bution on R2 with a mean ‖𝜇‖ = 1 and a scaled identity matrix 𝜅I2×2
as the covariance matrix. To ensure the normalization of the density, a
normalization constant is required. The density of the normalized von
Mises distribution can be expressed in analytic form as

𝑓VM(𝑥; 𝜇, 𝜅) = e𝜅 cos(𝑥−𝜇)

2𝜋𝐼0(𝜅) .

The normalization involves the Bessel function of the first kind and order
zero 𝐼0(·).

Circular Uniform Distribution The circular uniform distribution is a
uniform distribution on the unit circle. Unlike on R𝑑, it is possible to have
a density that uniformly covers the entire space. The density is 1

2𝜋 at all
points on the circle so it normalized to 1 when integrated over [0, 2𝜋). It
is easy to generalize the circular uniform distribution for the hypertorus
and the hypersphere. The value of the density function just has to be
adapted to ensure the normalization when the density is integrated over
the entire domain.

Other Wrapped Distributions Several other distributions can be ob-
tained similarly to the wrapped normal distribution. By wrapping the
density of a Cauchy distribution, the density of the wrapped Cauchy
distribution [JS01, Section 2.2.7], [MJ99, Section 3.5.7]

𝑓WC(𝑥; 𝜇, 𝜎) = 1
2𝜋

(︃
1 + 2

∞∑︁
𝑘=1

e−𝑘𝜎 cos (𝑘(𝑥 − 𝜇))
)︃

= 1
2𝜋

1 − e−2𝜎

1 + e−2𝜎 − 2e−𝜎 cos(𝑥 − 𝜇)

is obtained. The wrapping performed for the wrapped exponential
distribution [JK04] is slightly different as the exponential distribution is
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only defined on R+. Therefore, the density on R+ is wrapped onto the
unit circle, resulting in the density

𝑓WE(𝑥; 𝜆) =
∞∑︁

𝑘=0
𝜆e−𝜆(𝑥+2𝜋𝑘) = 𝜆e−𝜆𝑥

1 − e−2𝜋𝜆
.

Multivariate Wrapped Normal Distribution Based on the idea of the bi-
variate wrapped normal (also called wrapped bivariate normal [JS01, Sec-
tion 2.3.2]) distribution, we define the density of the arbitrary-dimensional
wrapped normal distribution as

𝑓WN(𝑥; 𝜇, C) =
∑︁
𝑗∈Z𝑑

𝒩 (𝑥 + 2𝜋𝑗; 𝜇, C) . (5.9)

The parameters 𝜇 and C are the mean and covariance matrix of the
underlying normal distribution. To approximate the values of the density,
a partial sum can be calculated. However, if we, e.g., ensure that all
terms for 𝑗 ∈ {−3, . . . , 3}𝑑 are used in the approximation, the evaluation
becomes exponentially more costly with increasing dimension. As an
alternative, there are also multivariate generalizations of the von Mises
distribution [MHTS08], which we do not go into detail on.

Von Mises–Fisher Distribution The von Mises–Fisher distribution
[MJ99, Section 9.3.2] is a generalization of the von Mises distribution to
arbitrary-dimensional hyperspheres. We limit ourselves to the case of
the unit sphere S2. For all vectors 𝑥 ∈ R3 of unit norm, the density is
defined as

𝑓VMF(𝑥; 𝜇, 𝜅) = 𝑐(𝜅)e𝜅𝜇⊤𝑥 (5.10)

with the normalization constant

𝑐(𝜅) = 𝜅

4𝜋 sinh(𝜅)

for 𝜇 ∈ S2, and 𝜅 > 0. The function sinh(·) denotes the hyperbolic sine
function. The von Mises–Fisher distribution is radially symmetric around
𝜇.
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5.2.2 Moments and Measures of
Location and Correlation

On linear domains, the most common measures of location, dispersion,
and correlation are the mean, variance, and covariance, respectively. The
mean is the first moment and the variance is the second central moment.
These moments are also referred to as power moments to distinguish
them from other types of moments. A different type of moment that
is particularly useful for periodic domains is the trigonometric moment.
After introducing trigonometric moments, we explicate the mean direction
and give an outline of angular correlation coefficients. These two concepts
constitute measures of location and correlation of random variables on
periodic manifolds.

Trigonometric Moments Trigonometric moments for scalar random
variables are defined as [JS01, Section 2.1]

𝑚𝑘 = E(e𝑖𝑘𝑥) =
2𝜋ˆ

0

𝑓(𝑥)e𝑖𝑘𝑥𝑑𝑥 (5.11)

for 𝑘 ∈ Z. Due to the complex exponential function, 𝑚𝑘 is commonly a
complex number with a real and an imaginary part. In the context of
the trigonometric moment problem [Ger46], the trigonometric moments
are often defined with an additional minus sign in the argument of the
exponential function. The trigonometric moments can also be split into
two components that reflect the real and imaginary parts of 𝑚𝑘 [MJ99,
Section 3.4.1], [JS01, Section 2.1]. We use the definition involving complex
numbers in this thesis as the relationship to Fourier series is more apparent
in this formulation.

As the trigonometric moment consists of two components (in our case,
the real and imaginary parts), the first trigonometric moment can contain
information about both the location and the dispersion of the density. In
particular, if the first trigonometric moment 𝑚1 of a von Mises distribu-
tion or wrapped normal distribution is known, it is possible to determine
both parameters of the distribution.
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While the reference works on directional statistics [MJ99, JS01] do not
provide a definition for the trigonometric moments of multivariate densi-
ties, these moments have been defined in the context of the multivariate
trigonometric moment problem [ILL10, KPRvdO16] for vectors of in-
tegers 𝑘. After adapting the sign in the exponential function to be
consistent with (5.11), we obtain the formula

𝑚𝑘 = E(e𝑖𝑘·𝑥) =
ˆ

[0,2𝜋)𝑑

𝑓(𝑥)e𝑖(𝑘·𝑥) 𝑑𝑥 (5.12)

for the trigonometric moment with vector-valued index 𝑘, in which ·
denotes the dot product. For convenience, we define the trigonometric
moment vector 𝑚𝑘 of scalar index 𝑘 for multivariate densities as the
vector of all moments of vector-valued index 𝑚𝑘 that have 𝑘 as one index
and 0 as all others, i.e.,

𝑚𝑘 =

⎡⎢⎢⎢⎣
𝑚[𝑘,0,...,0]
𝑚[0,𝑘,...,0]

...
𝑚[0,0,...,𝑘]

⎤⎥⎥⎥⎦=

⎡⎢⎢⎢⎣
E(e𝑖𝑘𝑥1)
E(e𝑖𝑘𝑥2)

...
E(e𝑖𝑘𝑥𝑑)

⎤⎥⎥⎥⎦=

⎡⎢⎢⎢⎢⎣
´

[0,2𝜋)𝑑 𝑓(𝑥)e𝑖𝑘𝑥1𝑑𝑥´
[0,2𝜋)𝑑 𝑓(𝑥)e𝑖𝑘𝑥2𝑑𝑥

...´
[0,2𝜋)𝑑 𝑓(𝑥)e𝑖𝑘𝑥𝑑𝑑𝑥

⎤⎥⎥⎥⎥⎦ . (5.13)

Although the individual entries only describe the trigonometric moment
of a single variate of the random vector, a 𝑑-dimensional integral is
required to simultaneously marginalize out the other 𝑑 − 1 dimensions.
The definition (5.13) was first used for the torus in [KGDH14] and for
the hypertorus in [O6]. The entries of the vector 𝑚𝑘 will be referred to as
𝑚𝑘,1 to 𝑚𝑘,𝑑 in the following paragraphs. While there are also concepts
for trigonometric moments on the sphere [KGH16b, KMvdO16], we will
not use these in this thesis.

Mean Direction In linear spaces, the first power moment is the mean
of the distribution, which is a frequently used measure of the location
of the density. In contrast, the first trigonometric moment also contains
information about the dispersion. It is, however, possible to derive a
quantity that only describes the location of the density from the first
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trigonometric moment. For random variables on the circle, the so-called
mean direction can be calculated from the first trigonometric moment
according to [JS01, Section 2.1]

𝜇 = atan2(ℐ(𝑚1), ℛ(𝑚1)) (5.14)

using the four-quadrant arctangent [Hab11] that is commonly referred to
as atan2. If 𝑚1 = 0, then the mean direction is undefined. For example,
this is the case for the circular uniform distribution. As is implied
in the naming of the parameter, the mean direction of the densities
parameterized by a location parameter 𝜇 is commonly 𝜇.

As in [KH17, O6], we define the mean direction in the multivariate case
to be the stacked mean directions of the individual variates, which results
in the formula

𝜇 =

⎡⎢⎣atan2(ℐ(𝑚1,1), ℛ(𝑚1,1))
...

atan2(ℐ(𝑚1,𝑑), ℛ(𝑚1,𝑑))

⎤⎥⎦
based on the entries of the trigonometric moment vector of scalar index
𝑚1.

For quantities on the sphere, the mean direction is the normalized ex-
pected value of the random variable on the sphere [MJ99, Section 9.2.1],
i.e.,

𝜇 = E(𝑥)
(︃

𝑑∑︁
𝑖=1

E(𝑥𝑖)2

)︃− 1
2

.

For the von Mises distribution, the mean direction corresponds to the
parameter 𝜇 of the density. There are also densities on the sphere, such
as the spherical uniform distribution, for which the mean direction is
undefined.

Angular Correlation Coefficient Defining a measure of correlation for
directional quantities is less straightforward than for linear quantities. In
the literature, several correlation coefficients have been proposed, such as
the ones by Johnson and Wehrley [JW77] and Jupp and Mardia [JM80].
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For two random variables 𝑥1 and 𝑥2 defined on S1, we can formulate a
covariance matrix

ΣTorus = E

⎛⎜⎜⎝
⎛⎜⎜⎝
⎡⎢⎢⎣

cos(𝑥1)
sin(𝑥1)
cos(𝑥2)
sin(𝑥2)

⎤⎥⎥⎦− E

⎛⎜⎜⎝
⎡⎢⎢⎣

cos(𝑥1)
sin(𝑥1)
cos(𝑥2)
sin(𝑥2)

⎤⎥⎥⎦
⎞⎟⎟⎠
⎞⎟⎟⎠

⎛⎜⎜⎝
⎡⎢⎢⎣

cos(𝑥1)
sin(𝑥1)
cos(𝑥2)
sin(𝑥2)

⎤⎥⎥⎦− E

⎛⎜⎜⎝
⎡⎢⎢⎣

cos(𝑥1)
sin(𝑥1)
cos(𝑥2)
sin(𝑥2)

⎤⎥⎥⎦
⎞⎟⎟⎠
⎞⎟⎟⎠

⊤⎞⎟⎟⎠
(5.15)

that contains information about the correlation of the two random vari-
ables. Using entries of this covariance matrix, all the aforementioned
correlation coefficients can be determined. Therefore, the matrix de-
scribed by (5.15) is used to determine these correlation coefficients in
our library for directional estimation [O13]. Using the first trigonometric
moment 𝑚1, we can obtain the inner expected value in (5.15) according
to

E
(︀[︀

cos(𝑥1) sin(𝑥1) cos(𝑥2) sin(𝑥2)
]︀)︀⊤

=
[︀
ℛ(𝑚1,1) ℐ(𝑚1,1) ℛ(𝑚1,2) ℐ(𝑚1,2)

]︀⊤
.

For 𝑑-dimensional random vectors, this matrix can be generalized to

ΣHypertorus = E

⎛⎜⎜⎜⎜⎜⎝

⎛⎜⎜⎜⎜⎜⎝

⎡⎢⎢⎢⎢⎢⎣
cos(𝑥1)
sin(𝑥1)

...
cos(𝑥𝑑)
sin(𝑥𝑑)

⎤⎥⎥⎥⎥⎥⎦− E

⎛⎜⎜⎜⎜⎜⎝

⎡⎢⎢⎢⎢⎢⎣
cos(𝑥1)
sin(𝑥1)

...
cos(𝑥𝑑)
sin(𝑥𝑑)

⎤⎥⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝

⎡⎢⎢⎢⎢⎢⎣
cos(𝑥1)
sin(𝑥1)

...
cos(𝑥𝑑)
sin(𝑥𝑑)

⎤⎥⎥⎥⎥⎥⎦− E

⎛⎜⎜⎜⎜⎜⎝

⎡⎢⎢⎢⎢⎢⎣
cos(𝑥1)
sin(𝑥1)

...
cos(𝑥𝑑)
sin(𝑥𝑑)

⎤⎥⎥⎥⎥⎥⎦

⎞⎟⎟⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎠
⊤⎞⎟⎟⎟⎟⎟⎟⎠ ,
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which is a 2𝑑 × 2𝑑 matrix that describes the correlations of the individual
variates of the random vector. This matrix is a special case of a matrix
used to describe correlations in [Kur15, Section 2.2.3]. Obtaining the
entries of ΣHypertorus is nontrivial for arbitrary densities. However, as
explained in [O6, Appendix. C], the values are easy to derive based on
the Fourier coefficients of the density.

5.2.3 Distance Measures on Periodic Manifolds

On periodic domains, we should not simply use distance measures defined
on linear domains as they do not properly respect the periodicity of the
domain. As an easy example, on a circle, 0 and 2𝜋 − 0.1 are closer to
each other than 0 and 𝜋. Using the Euclidean distance, we would obtain
distances of 2𝜋 − 0.1 and 𝜋, respectively. Since (2𝜋 − 0.1) > 𝜋, the points
of the latter pair would appear closer to each other, which violates our
intuition about distances on the circle.

The absolute value, however, can be easily modified to take the periodicity
of the domain into account. Using [JS01, Section 1.3.2]

𝑑0(𝛼, 𝛽) = min(𝛼 − 𝛽, 2𝜋 − (𝛼 − 𝛽)) ,

we always obtain the smaller of the two arc lengths as the distance
between the angles 𝛼 and 𝛽. A completely different distance is given
by [JS01, Section 1.3.2]

𝑑cos(𝛼, 𝛽) = 1 − cos(𝛼 − 𝛽) , (5.16)

which we refer to as the cosine distance. The cosine itself increases as
the topology-aware distance 𝑑0 between the two angles increases. The
minus ensures that the distance increases the further the two angles are
apart. The additional 1 in (5.16) ensures that the distance is always
nonnegative and

𝑑cos(𝛼, 𝛽) = 0 ⇔ 𝛼 = 𝛽 .

Illustrations of the two distance measures for the unit circle are given
in [Kur15, Section 2.2.2].
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We now generalize 𝑑0 to higher-dimensional manifolds. Our generalization,
which is a topology-aware adaptation of the Euclidean distance, is defined
for the vectors of angles 𝛼 and 𝛽 as

𝑑0(𝛼, 𝛽) =

⎯⎸⎸⎷ 𝑑∑︁
𝑖=1

(︀
min(𝛼𝑖 − 𝛽𝑖, 2𝜋 − (𝛼𝑖 − 𝛽𝑖))

)︀2
.

We first used this distance measure in [O6].

To define a distance on the sphere S2, we need to take a different approach.
One possible distance can be obtained by considering the space R3 in
which S2 can be embedded and then determining the Euclidean distance
between the two points on the unit sphere. However, this does not
respect the curvature of the sphere. If we consider a point on the
sphere S2 embedded in R3, we can define a vector going from the origin
0 =

[︀
0 0 0

]︀⊤ to the respective point. If we have two points, we can
determine the vectors for both points and consider the angle between
them at 0. This measure of distance between the two points 𝑢 and 𝑣 on
the sphere is called angular distance [KS13, Section 7.2.1] and can be
calculated according to

𝑑ang(𝑢, 𝑣) = acos(𝑢 · 𝑣) . (5.17)

For the unit sphere, the length of the shortest arc on the surface between
the two points (also called orthodromic distance) is equal to the angle
between the two vectors in radian [KS13, Section 7.2.1].

5.3 Recursive Bayesian Estimation
on Periodic Manifolds

In this section, we provide a brief historical overview of approaches to
Bayesian estimation on periodic manifolds in discrete time. The filters
have different strengths and weaknesses and vary in terms of the system
and measurement models that can be employed. Thus far, no direct
analogue to the Kalman filter that can be used to efficiently deal with
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estimation problems with hundreds of dimensions is known. However, the
limited size of the domain can be used to derive filters that take different
approaches than filters on linear domains. When we state that a filter
can be used for arbitrary system or measurement models in the following
paragraphs, we do this without considering special cases, such as densities
that can only be described using Dirac delta distributions [KGH13].
Further, the applicability of a filter to an estimation problem does not
imply accurate estimation results.

Filters for Circular Manifolds Early work on estimation for circular
domains was performed by the engineering community for phase-locked
loop problems. Although the authors deal with an estimation problem
with the topology of the unit circle, they never refer to the field of
directional statistics and do not use its terminology. We believe the
reason for this is that the important reference books were yet to be
written and important terms of directional statistics were either not
coined or not sufficiently popularized yet. In the work [BCM70], the
authors use 2𝑑cos as a measure of distance on the circle and provide a
formula to obtain the estimate that minimizes the expected distance for a
given density. The formula essentially describes the mean direction (5.14).
The update step given in [BCM70] can provide the optimal result when
only update steps are performed and all densities and likelihoods involved
are von Mises-distributed. Fourier series are used in the prediction
step. However, an important problem of Fourier series approximations is
disregarded, namely that using a limited number of coefficients can cause
negative function values in the approximation. Further, the formulae are
tailored to von Mises distributions and have a run time complexity of
𝑂(𝑁2) when consistently employing 𝑁 Fourier coefficients.

In the papers [WL75, Wil74a, Wil74b], the authors use 𝑑cos as the mea-
sure of error and provide some insights based on Fourier series. The focus
is put on wrapped normal (therein called folded normal) distributions.
In [Wil74a], the authors discuss the prediction formula for the topology-
aware identity model with additive noise (5.6) and the update step using
Bayes’ formula. In [WL75, Wil74a], they point out that the operations
of the update step look like discrete convolutions and discuss the need
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for parameter reduction. The authors propose to, e.g., only preserve the
𝑁 largest coefficients [WL75]. A practical implementation and experi-
mental results are provided in [Wil74b]. The authors only consider using
seven coefficients and state that a straightforward truncation does not
work because the higher order coefficients become more important as the
uncertainty decreases. Therefore, they suggest approximating the results
with wrapped normal distributions instead.

A filter based on Fourier series for intervals was presented in [BSH06a]
and a generalization to higher dimensions was proposed in [BSH06b]. In
these works, the Fourier series represents a potentially complex-valued
function. The square of the complex norm of the function value at
each point approximates the value of the density at the respective point.
However, the formulae for the transformation and the prediction step
only work in special cases.

An early filter using the terminology of directional statistics was presented
in [ARCB09]. As all densities and likelihood functions are assumed
to be von Mises-distributed, we refer to this filter as the von Mises
filter. The prediction step is restricted to the topology-aware identity
model with additive noise. The filter is exact for the update step as
the class of von Mises distributions is closed under multiplication with a
subsequent normalization [ARCB09]. An approximation is performed for
the prediction step. The prediction step can be understood as follows.
Both von Mises distributions are approximated using wrapped normal
distributions, which are then convolved. As the class of wrapped normal
distributions is closed under convolution [JS01, Section 2.2.6], a wrapped
normal distribution is obtained. This wrapped normal distribution is
then approximated using a von Mises distribution for the next update
step.

A different filter for circular manifolds was proposed in [TS13]. It is
based on using wrapped normal distributions and assuming that only a
finite number of terms are relevant. The system is assumed to evolve
according to the topology-aware identity model with additive noise and
the likelihood is assumed to be wrapped normally distributed.
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A filter suitable for nonlinear system models with additive noise was
proposed in [KGH13]. The prediction step can be interpreted as an
adaptation of the unscented Kalman filter (UKF) [JU04] to circular
domains. Analogous to the UKF, the approximation of the resulting
density is again of the same type, i.e., von Mises-distributed. For the
update step, the likelihood is assumed to be Mises-distributed, and
the step is performed as in [ARCB09]. In [KGH14], an update step
allowing the use of arbitrary likelihood functions was introduced. For
this, the ideas of the progressive Gaussian filter (PGF) [Han13, SH14]
were adapted to the circular case. The most general variant of the filter
was proposed in [KGH16a]. In this variant, the noise term in the system
model does not need to be additive.

In [O11, O8], we proposed a Fourier filter that we describe in more detail in
the next chapter. In this filter, a nonnegative approximation of the density
is obtained by calculating the Fourier coefficients of the square root of the
density. The variant described in [O11] has a complexity of 𝑂(𝑁 log 𝑁) for
𝑁 Fourier coefficient and allows the use of arbitrary likelihood functions
in the update step and the topology-aware identity model with additive
noise in the prediction step. A more general prediction step with a
complexity of 𝑂(𝑁2 log 𝑁) that supports arbitrary transition densities is
described in [O8].

Since then, so-called discrete filters have been proposed for circular do-
mains [O24]. These filters involve approximations of the density function
in one of two ways. In the Dirac-based approach, the continuous probabil-
ity density function is converted into a discrete probability mass function
describing the probabilities on an equidistant grid. The probability mass
function is only defined on the grid points. In the second approach,
the approximation of the density is defined on [0, 2𝜋) and is a piecewise
constant function. The interval [0, 2𝜋) is subdivided into equally-sized
regions in which the function value stays constant. The integral over each
region of the piecewise constant function is supposed to be equivalent
to the integral of the actual density over the same region. The discrete
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filters are also widely applicable and can handle highly nonlinear system
and measurement models. Depending on the estimation problem and
the variant used, however, the filters may involve one-dimensional or
two-dimensional integrals.

Filters for Hypertoroidal Manifolds To our knowledge, the first filter
for toroidal manifolds was presented in [KGDH14]. The filter can be
used when the system and measurement models are identity models
with additive noise. This filter is based on bivariate wrapped normal
distributions and uses the vector-valued trigonometric moment as defined
in (5.13) and one of the circular correlation coefficients. In [KH15], an
update step for a bivariate von Mises distribution was introduced. A filter
for nonlinear models that adapts the ideas of the PGF to wrapped normal
distributions on toroidal domains was proposed in [O22]. The filter can
be used for arbitrary system models and likelihoods. One significant
limitation of the filter is that an approximation with a bivariate wrapped
normal distribution is performed in every time step.

Extending the filters [KGDH14, O22] to arbitrary-dimensional hyper-
toroidal manifolds is nontrivial and, to our knowledge, no assumed density
filters exist yet for 𝑑 ≥ 3. However, it is easy to adapt the particle fil-
ter [AMGC02] to hypertoroidal domains. An implementation of a particle
filter for hypertoroidal domains is provided in our library [O13]. In [O6],
we formulated Fourier filters for multivariate estimation problems on the
hypertorus. A promising future approach to filtering on the hypertorus
would be to generalize the discrete filters used on the circle.

Filters for Hyperspherical Manifolds A filter that is based on the von
Mises–Fisher distribution (therein called Langevin distribution) was pro-
posed in [CP98]. The authors note that finding a transition density that
causes the resulting predicted density to be von Mises-distributed is diffi-
cult and describe methods to perform prediction steps in an approximate
fashion. In [TS14], the authors state they match von Mises–Fisher dis-
tributions with wrapped normal distributions to perform the prediction
step and then match a von Mises–Fisher distribution to the result. A
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filter for hyperspherical manifolds based on the antipodally symmetric
Bingham distribution [Bin74] is given in [KGJH14]. The formulae for the
update step produce an exact posterior density for arbitrary dimensions.
The prediction step given, however, is an approximation and is limited
to S1 and S3. An adaptation of the ideas of the UKF to estimation
problems on the hypersphere was presented in [GKJH16]. A filter based
on spherical harmonics was proposed by us in [O2]. It adopts the ideas of
the IFF and allows for the use of certain types of transition densities and
arbitrary likelihood functions. The filter based on spherical harmonics is
presented alongside a novel variant in the next chapter.
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CHAPTER
6

Directional Estimation Using
Orthogonal Basis Functions

In the previous chapter, we have shown that there are a multitude of
filters for estimation problems on the circle. Except for the Bingham
filter that allows for two modes due to its antipodal symmetry, none of
the filters based on probability distributions are suitable for multimodal
estimation problems. As we address in more detail in Chapter 7, the
likelihoods for measuring orientations of bulk material particles based
on image data may have multiple modes and may not be antipodally
symmetric. Furthermore, only the particle filter exists for estimation
problems with 𝑑 ≥ 3. For jointly estimating the state of multiple bulk
material particles in clusters in future work, filters allowing for higher
numbers of modes are required.

In this chapter, we first explain the concepts of Fourier series, trigonomet-
ric polynomials, and spherical harmonics. Then, we propose new filters
based on orthogonal basis functions that allow for multimodal estimation
problems on the circle and can also be applied to higher dimensional
estimation problems with the topology of a hypertorus. After describing
filters for the hypertorus, filters for the unit sphere are given. In the
first filter for circular and hypertoroidal domains, which we call Fourier
identity filter (IFF), we approximate the densities directly using Fourier
series. In the second filter for circular and hypertoroidal domains, called
Fourier square root filter (SqFF), we approximate the square root of
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the density. Approximating the square root allows us to maintain an
approximation of the prior and posterior densities with only nonnegative
function values. When approximating a density directly, expressions can
be given that, if fulfilled, ensure that the approximation is nonnegative.
However, ensuring that the expressions hold is nontrivial. For example,
the expressions given in [FD04] can essentially be interpreted as stating
that an approximation is nonnegative if there is a series describing a
real-valued function that is the square root of the approximation. Instead
of always enforcing this condition, we directly work with the square root
to arrive at less costly filters that always yield approximations of the
densities with only nonnegative function values. While the SqFF has the
advantage that the approximation is nonnegative for all input values, the
IFF is, as our evaluation will show, faster for configurations with equal
numbers of coefficients. The Fourier series approximations of densities
on hypertoroidal manifolds are based on trigonometric polynomials, and
spherical harmonics are used for densities on the unit sphere. As the
filters for estimation problems on the unit sphere that we present later
in this chapter are not straightforward generalizations of the IFF and
SqFF, we refer to them as the spherical harmonics identity filter (ISHF)
and spherical harmonics square root filter (SqSHF).

The Fourier filters are versatile and do not suffer from most disadvantages
of the filters for the unit circle mentioned in Section 5.3. Unlike the
filters that approximate the density functions using a unimodal density in
every time step [ARCB09, TS13, KGH14, KDH15, KGH16a], the Fourier
filters inherently allow for a high number of modes without requiring a
large number of parameters. The quality of the approximation of the
density generally increases with increasing number of coefficients. As
a key advantage in real-time applications, such as the bulk material
sorting task, a trade-off between computation time and accuracy can be
flexibly adjusted, even between two consecutive steps during run time.
Another advantage, which we address in detail in Section 7.1.2, is that
the Fourier coefficients can be used to easily integrate knowledge about
the orientations of bulk material particles into the association decision of
the multitarget tracker.
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Unlike some of the filters in [O24], calculating integrals is necessary
neither online nor offline in any of the Fourier filters. In contrast to the
early Fourier-based approaches for the phase-locked loop problem, the IFF
and SqFF are in 𝑂(𝑁 log 𝑁) for 𝑁 coefficients when the topology-aware
identity model with additive noise is used as the system model. Further,
no assumptions about the densities are made, and we can not only use all
classes of densities introduced in Section 5.2.1 but also arbitrary densities
as long as they can be evaluated 𝑁 times. The likelihood functions can be
arbitrary, and the measurement space does not need to be periodic and
can be, e.g., R𝑑. Unlike the Fourier-based filters in [BSH06a, BSH06b],
the applicability of the IFF and the SqFF is not limited to special cases.
Further, unlike all previously proposed filters based on Fourier series,
the IFF and SqFF can be used to deal with arbitrary nonlinear system
models when the transition density is given [O8]. In this case, the run
time of the Fourier filters increases to 𝑂(𝑁2) for time-invariant transition
densities and to 𝑂(𝑁2 log 𝑁) for time-variant ones.

For hypertoroidal manifolds, the IFF and SqFF clearly exceed the previous
state of the art. Unlike the filters for the torus presented in [KGDH14,
O22], the Fourier filters support approximating almost arbitrary densities
and allow for high numbers of modes. Further, the particle filter is
the only alternative for 𝑑 ≥ 3. Thus, the IFF and SqFF are the only
filters that provide continuous approximations of the prior and posterior
probability density functions. The key advantage of the ISHF and SqSHF
over previously proposed filters for the sphere is that the approximation
quality can be improved by increasing the number of parameters. Further,
the ISHF and SqSHF are applicable to densities with several modes on
S2. With a complexity of 𝑂(𝑁(log 𝑁)2) for 𝑁 coefficients, the filters are
efficient to compute.

Some limitations apply to the filters proposed. First, the theoretical
applicability of the IFF and SqFF to arbitrary-dimensional estimation
problems is limited by the need to use more coefficients for higher dimen-
sions. If we use the minimum of 3 coefficients per dimension as required
by our implementation, we obtain 3𝑑 coefficients. For current standard
computers, the dimension of the estimation problem should not be much
higher than 10. Second, the Fourier filters are better suited to densities
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with few discontinuities. However, since trigonometric moments can also
be derived for probability mass functions on the hypertorus, the IFF
and the SqFF can also be used to approximate densities described by
Dirac delta distributions. However, if the delta distributions represent
a continuous density, knowledge about this density may be required to
choose a suitable number of coefficients for the Fourier filters.

6.1 Basics of Fourier Series
and Spherical Harmonics

In this section, we provide a brief overview of the orthogonal basis
functions used to represent densities on the circle S1, the hypertorus T𝑑,
and the sphere S2. Further important properties are introduced in the
sections on the respective filters.

Fourier Series and Trigonometric Polynomials Fourier series on circu-
lar domains can be based on two different systems of functions. The
system

ℬReal =
{︂

1
2 , cos(𝑥), sin(𝑥), cos(2𝑥), sin(2𝑥), . . .

}︂
is called the (real) trigonometric system, whereas the system consisting
of the complex exponential functions

ℬComplex =
{︀

e𝑖𝑘𝑥 : 𝑘 ∈ Z
}︀

is called the complex trigonometric system [Zyg03, Volume I, Section I.4].
We shall refer to functions of the trigonometric systems as basis functions
because the trigonometric systems are orthogonal and complete [Zyg03,
Volume I, Section I.6]. Some authors also require basis functions to be
normalized and use the term basis to denote a complete orthonormal
sequence [KS13, Section 2.6.1].
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The formal definitions of Fourier series [KS13, Definition 2.2.3], [Zyg03,
Volume 1, Section I.3] allow for the use of various systems of basis
functions, such as the trigonometric systems and the spherical harmonic
functions described in this section. However, the term Fourier series
is also frequently used (e.g., [PM06, Section 4.1], [Zyg03, Volume I,
Section I.4]) to refer to the special case of trigonometric Fourier series,
which we define in the next paragraph. In this thesis and our publications
dealing with circular or hypertoroidal manifolds [O11, O8, O6], we use
the shorthand term Fourier series for trigonometric Fourier series and
their higher-dimensional generalizations.

A series involving functions of the real trigonometric system weighted by
real-valued coefficients 𝑎𝑘 and 𝑏𝑘 in the form of

𝑓Real(𝑥) = 1
2𝑎0 +

∞∑︁
𝑘=1

(𝑎𝑘 cos(𝑘𝑥) + 𝑏𝑘 sin(𝑘𝑥))

is called a (real) Fourier series [Zyg03, Volume I, Section I.4]. The series
of the form

𝑓Complex(𝑥) =
∞∑︁

𝑘=−∞

𝑐𝑘e𝑖𝑘𝑥 (6.1)

involving complex-valued coefficients 𝑐𝑘 is called a complex Fourier
series [Zyg03, Volume I, Section I.4].

While a trigonometric polynomial can be evaluated on the entire real
line R, only a 2𝜋 interval of R is usually considered when dealing with
2𝜋-periodic functions. For the sake of compatibility with our notation
and conventions of directional statistics, we always use the interval [0, 2𝜋)
in our definitions and assume that all functions we use are defined on
this interval.

When performing a Fourier series expansion, a 2𝜋-periodic function 𝑓 is
represented as a Fourier series. The required coefficients are calculated
according to [Zyg03, Volume I, Section I.4]

𝑎𝑘 = 1
𝜋

2𝜋ˆ

0

𝑓(𝑥) cos(𝑘𝑥) 𝑑𝑥 , 𝑏𝑘 = 1
𝜋

2𝜋ˆ

0

𝑓(𝑥) sin(𝑘𝑥) 𝑑𝑥
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for the real Fourier series and according to

𝑐𝑘 = 1
2𝜋

2𝜋ˆ

0

𝑓(𝑥)e−𝑖𝑘𝑥𝑑𝑥 (6.2)

for the complex Fourier series. Due to the periodicity of the sine, cosine,
and complex exponential functions, the integral can be calculated for any
2𝜋 interval of 𝑓 if the function is defined as a periodic function on the
entire real line. In our application, we only approximate real functions,
and for these, 𝑐−𝑘 is equal to 𝑐𝑘 (the complex conjugate of 𝑐𝑘) [Zyg03,
Volume I, Section I.1], [PM06, Section 4.1].

In our filters, we only employ finite numbers of coefficients. A (real)
trigonometric polynomial of order 𝑘max is defined as [Zyg03, Volume I,
Chapter I.1], [Rud87, Section 4.23]

𝑠Real
𝑘max

(𝑥) = 1
2𝑎0 +

𝑘max∑︁
𝑘=1

(𝑎𝑘 cos(𝑘𝑥) + 𝑏𝑘 sin(𝑘𝑥)) .

For a complex trigonometric polynomial, the symmetric partial sum

𝑠Complex
𝑘max

(𝑥) =
𝑘max∑︁

𝑘=−𝑘max

𝑐𝑘e𝑖𝑘𝑥 (6.3)

of (6.1) is used. The value 𝑘max ∈ N is called the order of the trigonometric
polynomial [Zyg03, Volume I, Section I.1]. In our library [O13], both the
complex and real representation can be used for estimation problems on
the unit circle. To simplify the explanations in this thesis, we focus on
complex trigonometric polynomials.

Generalization for Hypertori The complex trigonometric Fourier series
defined above can be generalized to higher dimensions. The system

ℬMultidimensional = {e𝑖(𝑘1𝑥1+𝑘2𝑥2+···+𝑘𝑑𝑥𝑑) : 𝑘 ∈ Z𝑑}
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is orthogonal and complete over the 𝑑-dimensional hypercube [−𝜋, 𝜋]𝑑
[Zyg03, Volume II, Chapter XVII] and thus also the [0, 2𝜋)𝑑 domain that
we interpret as a hypertorus. For brevity, we rewrite the sum in the
exponent using a dot product according to e𝑖(𝑘·𝑥). The corresponding
Fourier series is given by [Zyg03, Volume II, Chapter XVII]

𝑓(𝑥) =
∑︁

𝑘∈Z𝑑

𝑐𝑘e𝑖(𝑘·𝑥)

and the Fourier coefficients can be calculated according to [Zyg03, Vol-
ume II, Chapter XVII]

𝑐𝑘 =
(︂

1
2𝜋

)︂𝑑 ˆ

[0,2𝜋)𝑑

𝑓(𝑥)e−𝑖(𝑘·𝑥) 𝑑𝑥 . (6.4)

This definition only differs in the factor 1/(2𝜋)𝑑 from that of the trigono-
metric moment given in (5.12). For practical applications, we again limit
ourselves to symmetric partial sums of the 𝑑-dimensional Fourier series.

An important property required for deriving likelihoods from measurement
noise densities is the time shifting property [Zyg03, Volume I, Chapter II]
that we generalize to the multidimensional case. If 𝑐𝑘 is the Fourier
coefficient with index 𝑘 of 𝑓(𝑥), the Fourier coefficient 𝑐shifted

𝑘 for 𝑓(𝑥+𝑢)
can be calculated according to

𝑐shifted
𝑘 = 𝑐𝑘e𝑖(𝑘·𝑢) . (6.5)

Spherical Harmonics For Fourier series on S2, the trigonometric Fourier
series cannot be trivially extended as in the hypertoroidal case. A common
complete orthonormal sequence for the square-integrable functions on S2

is given by the spherical harmonic functions [KS13, Section 7.3.3], which
are also called spherical harmonics for brevity. Spherical harmonics are
well researched as they are of interested in a variety of fields, such as
computer graphics [BGK95, RH01], chemistry [Chi76], physics [BL84,
AW12], weather modeling [WHM13], and medical imaging [YHS+07].
In this thesis, we focus on the complex spherical harmonics, which are
more prevalent in the literature than the real spherical harmonics [KS13,
Section 7.4.3], [Chi76, Chapter 4].
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The basis functions 𝑌 𝑚
𝑙 are indexed by the degree 𝑙 ∈ N0 and order

𝑚 ∈ {−𝑙, −𝑙+1, . . . , 𝑙−1, 𝑙}. The formula for the complex basis functions
are given by [KS13, Section 7.3.3]

𝑌 𝑚
𝑙 (𝜃, 𝜑) = 𝑁𝑚

𝑙 𝑃 𝑚
𝑙 (cos(𝜃))e𝑖𝑚𝜑 (6.6)

with the normalization constant

𝑁𝑚
𝑙 =

√︃
2𝑙 + 1

4𝜋

(𝑙 − 𝑚)!
(𝑙 + 𝑚)!

and the Legendre function using the Rodrigues’ formula

𝑃 𝑚
𝑙 (𝑥) =

⎧⎪⎪⎨⎪⎪⎩
(−1)𝑚

2𝑙 𝑙! (1 − 𝑥2)𝑚/2 𝑑𝑙+𝑚

𝑑𝑥𝑙+𝑚
(𝑥2 − 1)𝑙 𝑚 ∈ Z+

0

(−1)𝑚 (𝑙 + 𝑚)!
(𝑙 − 𝑚)!𝑃

−𝑚
𝑙 (𝑥) 𝑚 ∈ Z−∖{0} ,

which includes the Condon–Shortley phase. The Condon–Shortley phase
is an additional term that causes the sign to alternate with increasing 𝑚
for 𝑚 > 0. In some publications, e.g., [BFB97], the term is included in
the definition of the spherical harmonics instead of in the definition of
the Legendre function. There are also conventions that do not include it
at all [KS13, Section 7.4.1].

For each degree 𝑙, there are 2𝑙 + 1 basis functions. In Figure 6.1, we
illustrate the real spherical harmonics up to degree 3. The spherical
harmonic expansion based on the basis functions defined in (6.6) is given
by [KS13, Section 7.3.5]

𝑓(𝜃, 𝜑) =
∞∑︁

𝑙=0

𝑙∑︁
𝑚=−𝑙

𝑐𝑚
𝑙 𝑌 𝑚

𝑙 (𝜃, 𝜑) .

The Fourier coefficients of a Fourier series expansion based on spherical
harmonics, also simply called spherical harmonic coefficients, are given
by

𝑐𝑚
𝑙 =

ˆ 2𝜋

0

ˆ 𝜋

0
𝑓(𝜃, 𝜑)𝑌 𝑚

𝑙 (𝜃, 𝜑) sin(𝜃) 𝑑𝜃 𝑑𝜑 .
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Figure 6.1.: Real spherical harmonic functions up to degree 3 (adapted version of
an illustration from [O2]).

For practical purposes, we limit ourselves to a sum with the maximum
degree 𝐿. In other words, the partial sum

𝑠𝐿(𝜃, 𝜑) =
𝐿∑︁

𝑙=0

𝑙∑︁
𝑚=−𝑙

𝑐𝑚
𝑙 𝑌 𝑚

𝑙 (𝜃, 𝜑) ,

involving a total of 𝑁 = (𝐿 + 1)2 spherical harmonic coefficients is used.
When approximating real functions using complex spherical harmonics,
only the coefficients of nonnegative order need to be determined because
the coefficients of negative order can be derived from the coefficients of
positive order.

Until this point, we have parameterized the points on the unit sphere by
the two angles 𝜃 and 𝜑. As explained in Chapter 5, S2 can be embedded
in R3. In this case, we can parameterize the points on the unit sphere
using a three-dimensional vector 𝑥 of unit norm in Cartesian coordinates.
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The convention to convert spherical coordinates to Cartesian coordinates
that we use is [KS13, Section 7.2.1]

𝑥 =
[︀
sin(𝜃) cos(𝜑) sin(𝜃) sin(𝜑) cos(𝜃)

]︀⊤
.

For the conversion of Cartesian coordinates to spherical coordinates, we
can use the system of equations

cos(𝜑) = 𝑥1√︀
𝑥2

1 + 𝑥2
2

,

sin(𝜑) = 𝑥2√︀
𝑥2

1 + 𝑥2
2

,

cos(𝜃) = 𝑥3 ,

which is uniquely defined for 𝜑 ∈ [0, 2𝜋) and 𝜃 ∈ [0, 𝜋]. It is also possible
to use the atan2 to arrive at more implementation-friendly formulae.
In the remainder of this thesis, we use the parameterization based on
the three-dimensional vector. This parameterization is the common
parameterization for densities on the sphere, such as the von Mises–Fisher
density.

6.2 Filters for Circular Manifolds

In this section, we explain the IFF and the SqFF for circular manifolds.
In our explanation, we employ different representations of functions,
which are illustrated in Figure 6.2. One way to represent a function is
based on its function values on equidistant grid points. Using so-called
sampling (not to be confused with stochastic or deterministic sampling
of density functions), continuous-time analog signals are represented by a
sequence of numbers [Uns00]. In this context, the continuous-time signal
is assumed to be periodic and the samples are obtained at different points
in time. The time in the context of sampling should not be confused with
the time index of our filter. For improved comprehensibility, we adapt
the terminology of sampling theory to match the rest of our paper. We
replace the term signal with function and state the function is evaluated
at different points on a grid instead of sampled at different points in
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time. It is commonly assumed that the function can be written as a finite
sum of sine and cosine functions, i.e., a trigonometric polynomial. When
using equidistant grid points, the sampling theorem [Uns00] gives a lower
bound for the minimum number of grid points required to reconstruct
the original function, e.g., using a cardinal series. In a cardinal series
(also called cardinal function [Whi15]), the function values on the grid
are multiplied with cardinal sine functions [Uns00]. The weighted sum of
the cardinal sine functions is then a continuous function again.

The discrete Fourier transform (DFT) [DM84, Chapter 2] can be used to
derive complex Fourier coefficients. If the sampling theorem is fulfilled,
the values obtained by applying a DFT to the function values on the grid
only deviate from the Fourier coefficients by a known constant. Due to
this close relationship, we shall refer to algorithms to derive the Fourier
coefficients from function values on a grid simply as DFTs.

Square root of the density

Continuous density

Sampling
Fourier series

Fourier series 
expansion

DFT

IDFT

Square
root Square

  sampled at 
equidistant points

 sampled at 
equidistant points

Square
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Fourier coefficients
of     (univariate)
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of     (multivariate)
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idC
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Figure 6.2.: Representations of periodic functions employed in this thesis and ways
to transform one representation into another. The dashed lines indicate
that the continuous functions obtained may not be identical to the
original function if only a finite number of Fourier coefficients or grid
points are used.
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A popular approach to calculate Fourier coefficients using function values
on an equidistant grid was presented in [CT65]. It has a complexity
of 𝑂(𝑁 log 𝑁) and has since become popular for calculating the DFT.
It is currently referred to as the fast Fourier transform [DV90]. Thus,
even if no closed-form (or at least analytic) expressions can be given for
the Fourier coefficients of a density, we can approximate the function in
𝑂(𝑁 log 𝑁) when the cost of each function evaluation is independent of
the number of Fourier coefficients.

The trigonometric polynomial with the determined Fourier coefficients
can be used as an approximation of the original function. An exact
formula for the original function is only obtained if the sampling theorem
is fulfilled. To determine as many function values on an equidistant grid as
we have Fourier coefficients, the inverse discrete Fourier transform (IDFT)
can be employed (the coefficient vector can be padded with zeros if more
values are desired). An efficient way to implement the IDFT is to employ
the inverse fast Fourier transform, which is also in 𝑂(𝑁 log 𝑁). Using
an IDFT is more efficient than evaluating the trigonometric polynomial
at all 𝑁 grid points as the evaluation of the trigonometric polynomial
is dependent on the number of coefficients. The effort to evaluate a
trigonometric polynomial with 𝑁 coefficients for 𝑁 arbitrary input values
is in 𝑂(𝑁2). The methods to obtain Fourier coefficients and values of
the function on a grid can be applied similarly for the square root of the
function.

Obtaining the square root of a function is easy when the function is
known and vice versa. The same holds for the function values on a grid.
To obtain the Fourier coefficients of a function based on the Fourier
coefficients of the square root of the function, a discrete convolution can
be used. The discrete convolution of two Fourier coefficient vectors (or
more generally, tensors) corresponds to the multiplication of the functions
described by the trigonometric polynomials. Thus, the coefficient vector,
matrix, or tensor only has to be convolved with itself.

However, when the Fourier coefficients of a function are given, there is,
to our knowledge, no easy way to directly obtain the Fourier coefficients
of the square root of the function. When we need to obtain the Fourier
coefficients of the square root of the function based on the Fourier

112



6.2 Filters for Circular Manifolds

coefficients of the original function, we use the only way permitted in the
diagram in Figure 6.2 to approximate the coefficients. We first perform
an IDFT to obtain the function values on a grid. Then, we calculate
the square root of these function values. Afterward, a DFT is used to
obtain an approximation of the Fourier coefficients. We consider an easy
example that shows that this is generally an approximation.

Assume we are given the Fourier coefficient vector 𝑐 = [ 1
4𝜋 , 1

2𝜋 , 1
4𝜋 ]⊤,

which describes the trigonometric polynomial 1
2𝜋 (1 + cos(𝑥)). When we

apply an IDFT to 𝑐, we obtain three values of the function. This number
of values is sufficient to reconstruct the function. However, when we take
the square root of the function values, we obtain three function values
of
√︁

1
2𝜋 (1 + cos(𝑥)). For this function, the three values do not fulfill the

sampling theorem. Thus, the Fourier coefficients obtained from these
values via a DFT are generally only an approximation.

It would also be possible to, for example, approximate the logarithm
of the density. However, approximating the logarithm of a density can
lead to problems, e.g., for densities with values of zero or close to zero.
For values approaching zero, the logarithm diverges to −∞, and for the
input value of zero, it is undefined. In this thesis, we thus focus on
approximating the density or its square root using Fourier coefficients.
To differentiate between the two representations, we use the upper index
“id” to denote Fourier coefficients of the density, whereas we use the upper
index “sqrt” for Fourier coefficients of the square root of the density.

In the remainder of this section, we first address how to represent densities
using Fourier series. Afterward, we explicate how to perform update and
prediction steps. We first regard the prediction step for simple system
models and then describe a more general form in Section 6.2.4.

6.2.1 Approximating Densities on the Circle

We start with the Fourier coefficient of index 0 when representing the
density directly. Because

e𝑖𝑘𝑥 = cos(𝑘𝑥) + 𝑖 sin(𝑘𝑥) ,
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we know that
∀𝑘 ∈ Z∖{0} :

ˆ 2𝜋

0
e𝑖𝑘𝑥 𝑑𝑥 = 0 . (6.7)

Hence, the integral of a trigonometric polynomial over any 2𝜋 interval
is ˆ 2𝜋

0

𝑘max∑︁
𝑘=−𝑘max

𝑐𝑘e𝑖𝑘𝑥 𝑑𝑥 = 2𝜋𝑐0 .

Thus, if we directly approximate a univariate density,

𝑐id
0 = 1

2𝜋

because the integral must be 1 to ensure the normalization of the density.
For most densities of practical relevance, the other coefficients 𝑐id

𝑘 converge
to 0 for |𝑘| → 0. Some notes on the convergence of the coefficients and a
way to obtain bounds for their sizes are provided in Appendix A.

The Fourier coefficients for the IFF have a close relationship to trigono-
metric moments as

∀𝑘 ∈ Z−∖{0} : 𝑐id
𝑘 = 1

2𝜋
𝑚−𝑘 .

Combined with the knowledge that 𝑐−𝑘 = 𝑐𝑘 and 𝑐id
0 = 1

2𝜋 , it is easy to
derive formulae for the Fourier coefficients of univariate densities if the
formulae for the trigonometric moments are known. Due to this close
relationship, the Fourier filters, in particular the IFF, respects multiple
trigonometric moments. In contrast, the assumed density filter given
in [ARCB09] only focuses on the first trigonometric moment.

As explained at the beginning of this section, the Fourier coefficients of
the square root can, in general, not be trivially derived from the Fourier
coefficients or trigonometric moments of the actual density. Therefore, it
is useful to have formulae that do not involve integrals for the Fourier
coefficients of the square root of common densities. In Appendix B.1, we
provide closed-form or analytic expressions for most of the parametric
densities that were introduced in Section 5.2.1.
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If no closed-form solution is available for a density, the Fourier coefficients
can be obtained by calculating the integrals in (6.2) using numerical
integration (𝑓(𝑥) has to be replaced with

√︀
𝑓(𝑥) for the approximation

of the square root). A fast approximation can be obtained by evaluating
the function on an equidistant grid and then performing a DFT in
𝑂(𝑁 log 𝑁).

6.2.2 Update Step

To implement the update step of a recursive Bayesian estimator (as
explained in Section 5.1), we need to implement a multiplication of the
prior density with the likelihood followed by a normalization. We now
explain how these operations can be implemented for the IFF and SqFF.
Alternative update steps for both filters are explained in Appendix C.1.

Update Step of the IFF

The operations that need to be performed for an update step based on
the prior density and the likelihood function are illustrated in Figure 6.3a.
The corresponding operations on the Fourier coefficient vectors are illus-
trated in Figure 6.3b. To multiply two trigonometric polynomials, we
can use the fact that the multiplication of two functions corresponds to a
discrete convolution of the Fourier coefficient vectors. Thus, to calculate
the Fourier coefficient vector 𝑐e,id

𝑡 representing the exact unnormalized
multiplication result1

𝑓 e
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡) = 𝑓p

𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡−1)𝑓L
𝑡 (𝑧𝑡|𝑥𝑡)

based on the Fourier coefficient vectors 𝑐p,id
𝑡 and 𝑐L,id

𝑡 of 𝑓p
𝑡 and 𝑓L

𝑡 , we
compute the discrete convolution

𝑐̊e,id
𝑡 = 𝑐p,id

𝑡 * 𝑐L,id
𝑡 .

1 Even in the circular case, we always denote the measurements as vectors because
the measurements may be higher dimensional than the state.
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Figure 6.3.: Update step of the IFF.

If we have a topology-aware system model with additive noise (e.g., the
identity model (5.1) or a nonlinear model (5.2)) and the noise terms for
the individual time steps are independent and identically distributed
(i.i.d.), we do not need to transform 𝑓L

𝑡 in every time step. We can
transform the likelihood once for 𝑧 = 0 and then shift it according to the
actual measurement 𝑧𝑡 by employing (6.5) in every time step.

The discrete convolution is in 𝑂(𝑁 log 𝑁). In our approximation of
the Fourier series using a trigonometric polynomial with 𝑁 terms, we
implicitly assume that all coefficients of higher order are 0. When
performing the discrete convolution, additional entries with indices lower
than −𝑘max and higher than 𝑘max can become nonzero. We use 𝑐̊e,id

𝑡

to denote the convolution result to emphasize that the vector is longer
than the original vectors and describes an unnormalized density. To
avoid a steady increase in the number of coefficients, which would result
in increased storage and computational requirements, we perform a
parameter reduction.

116



6.2 Filters for Circular Manifolds

In our Fourier filters, the parameter reduction is realized in the form of a
truncation. This means we discard the coefficients of higher orders to
obtain a trigonometric polynomial of order 𝑘max again. In our illustration
of the operations performed on the Fourier coefficients in Figure 6.3b, we
use 𝑐e,id

𝑡 to denote the vector of the correct length that is the result of
the truncation. For practical implementations, the convolution should
be combined with the truncation, i.e., elements of the result that are
discarded should not be calculated at all.

To obtain Fourier coefficients representing a normalized density, we
perform a normalization. As explained in Section 6.2.1, the integral
of a trigonometric polynomial over [0, 2𝜋) only depends on the zeroth
coefficient. For a function to integrate to 1, the zeroth coefficient must
be 1

2𝜋 . A function given as a trigonometric polynomial can be scaled
by multiplying all the coefficients by the desired factor. This is evident
from the formula of the trigonometric polynomial (6.3). We divide all
the coefficients by 2𝜋𝑐e,id

𝑡,0 and call the result 𝑐e,id
𝑡 . Since 𝑐e,id

𝑡,0 = 1
2𝜋 holds,

the end result 𝑐e,id
𝑡 describes a normalized density.

Update Step of the SqFF

No major changes are required for the SqFF. We provide an overview of
the approach in Figure 6.4. The illustration can be used to quickly grasp
the differences to the update step of the IFF sketched in Figure 6.3.

For brevity, we omit all the measurements obtained before the current
time step 𝑡 in the arguments of 𝑓 e

𝑡 , 𝑓p
𝑡 , and 𝑓L

𝑡 in the derivation. For the
SqFF, we need to derive the Fourier coefficients for the square root of
the posterior density. Thus, we need to obtain the Fourier coefficients
for the right-hand side of

√︀
𝑓 e

𝑡 (𝑥𝑡) =
√︃

𝑓p
𝑡 (𝑥𝑡)𝑓L

𝑡 (𝑧𝑡|𝑥𝑡)´
Ω𝑥

𝑓p
𝑡 (𝑥𝑡)𝑓L

𝑡 (𝑧𝑡|𝑥𝑡)𝑑𝑥𝑡
.
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the continuous densities.
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(b) Operations for the
Fourier coefficients.

Figure 6.4.: Update step of the SqFF.

As

𝑓p
𝑡 (𝑥𝑡)𝑓L

𝑡 (𝑧𝑡|𝑥𝑡)´
Ω𝑥

𝑓p
𝑡 (𝑥𝑡)𝑓L

𝑡 (𝑧𝑡|𝑥𝑡)𝑑𝑥𝑡
= 𝑠𝑓p

𝑡 (𝑥𝑡)𝑓L
𝑡 (𝑧𝑡|𝑥𝑡)

for some constant 𝑠 > 0,√︃
𝑓p

𝑡 (𝑥𝑡)𝑓L
𝑡 (𝑧𝑡|𝑥𝑡)´

Ω𝑥
𝑓p

𝑡 (𝑥𝑡)𝑓L
𝑡 (𝑧𝑡|𝑥𝑡)𝑑𝑥𝑡

=
√

𝑠
√︁

𝑓p
𝑡 (𝑥𝑡)𝑓L

𝑡 (𝑧𝑡|𝑥𝑡)

∝
√︁

𝑓p
𝑡 (𝑥𝑡)𝑓L

𝑡 (𝑧𝑡|𝑥𝑡) =
√︁

𝑓p
𝑡 (𝑥𝑡)

√︁
𝑓L

𝑡 (𝑧𝑡|𝑥𝑡)

holds. As 𝑠 is the reciprocal of the integral over the unnormalized
posterior density, we know that we have to normalize the result using
the square root of the integral of the actual unnormalized density 𝑓 e

𝑡 and
not

√︁
𝑓 e

𝑡 . All required operations are illustrated in Figure 6.4a.
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For the Fourier coefficients, we can implement the multiplication similarly
as for the IFF and only have to adjust the normalization. First, we
calculate the Fourier coefficient vector

𝑐̊e,sqrt
𝑡 = 𝑐p,sqrt

𝑡 * 𝑐L,sqrt
𝑡

describing the unnormalized and non-truncated result. Instead of ob-
taining the truncated result 𝑐̆e,sqrt

𝑡 using a separate truncation step (as
illustrated in Figure 6.4b), better performance can be achieved by in-
tegrating the truncation into the convolution by not calculating any
coefficients with indices 𝑘 : |𝑘| > 𝑘max. While it is irrelevant if the trun-
cation or the normalization is performed first in the IFF, it is important
to truncate first in the SqFF. The truncation operation can void the
normalization of the density as all elements of the vector influence the
integral of the square of the function represented by the coefficients.

To integrate over a density represented by a trigonometric polynomial
approximating its square root, we use the fact that the function can
be multiplied by itself by performing a convolution. To calculate the
integral over [0, 2𝜋), we only require the zeroth coefficient 𝑐e,id

𝑡,0 that can
be calculated according to

𝑐e,id
𝑡,0 =

𝑘max∑︁
𝑘=−𝑘max

𝑐e,sqrt
𝑡,𝑘 𝑐e,sqrt

𝑡,−𝑘 =
𝑘max∑︁

𝑘=−𝑘max

|𝑐e,sqrt
𝑡,𝑘 |2 =

⃦⃦⃦
𝑐e,sqrt

𝑡

⃦⃦⃦2
.

Thus, the integral of the function represented by 𝑐e,sqrt
𝑡 over [0, 2𝜋) is

2𝜋‖𝑐e,sqrt
𝑡 ‖2. The same formula can also be derived using the Parseval

relation [KS13, Section 2.7.1] (also called Parseval’s formula [Zyg03,
Volume I, Section II.1, Theorem 1.12]). By calculating

𝑐e,sqrt
𝑡 = 1

√
2𝜋
⃦⃦⃦
𝑐e,sqrt

𝑡

⃦⃦⃦ 𝑐e,sqrt
𝑡 ,

we can ensure that the squared norm of the new vector 𝑐e,sqrt
𝑡 is 1/(2𝜋),

which ensures the normalization of the density.
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6.2.3 Prediction Step for the Topology-Aware
Identity Model with Additive Noise

To realize a prediction step for the topology-aware identity model with
additive noise, operations corresponding to the topology-aware convo-
lution (5.8) of the original densities must be implemented. Alternative
prediction steps for the identity model with additive noise are described
in Appendix C.2.

Prediction Step of the IFF

As illustrated in Figure 6.5, we can use the fact that the Fourier coefficients
for the topology-aware convolution of two functions can be obtained using
a Hadamard (element-wise) product of the coefficient vectors followed
by a multiplication with 2𝜋 [Str07, Section 4.4]. This means the Fourier
coefficient vector representing the convolution result can be calculated
according to

𝑐p,id
𝑡+1 = 2𝜋(𝑐e,id

𝑡 ∘ 𝑐𝑤,id
𝑡 ) ,

in which ∘ denotes the Hadamard product. The prediction operation for
the topology-aware identity model with additive noise is thus in 𝑂(𝑁).

Topology-aware
convolution

t
ef t

wf

+1t
pf

(a) Operations performed on
the continuous densities.

Hadamard product
and multiplication

with      

t
id,ec

+1t
id,pc

t
id,wc

π2

(b) Operations for the Fourier
coefficients.

Figure 6.5.: Prediction step of the IFF for the topology-aware identity model with
additive noise.
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Prediction Step of the SqFF

While the prediction step of the IFF is simple, the prediction step of
the SqFF is a comparatively expensive and complicated operation. The
result of our operations should be the Fourier coefficients of√︁

𝑓p
𝑡+1(𝑥𝑡+1) =

√︀
(𝑓 e

𝑡 * 𝑓𝑤
𝑡 )(𝑥𝑡+1) .

We cannot directly perform a convolution because we would obtain the
Fourier coefficients of

√︀
𝑓 e

𝑡 *
√︀

𝑓𝑤
𝑡 , but in general,√︀

(𝑓 e
𝑡 * 𝑓𝑤

𝑡 )(𝑥𝑡+1) ̸=
(︀√︀

𝑓 e
𝑡 *
√︀

𝑓𝑤
𝑡

)︀
(𝑥𝑡+1) .

Therefore, we proceed as illustrated for the densities in Figure 6.6a. We
first calculate 𝑓 e

𝑡 and 𝑓𝑤
𝑡 from their square roots. Then, we perform a

topology-aware convolution and determine the square root of the result.

To implement these steps based on the Fourier coefficients, we start by
performing discrete convolutions of the Fourier coefficient vectors, as
illustrated in Figure 6.6b. The intermediate results

𝑐e,id
𝑡 = 𝑐e,sqrt

𝑡 * 𝑐e,sqrt
𝑡

and
𝑐𝑤,id

𝑡 = 𝑐𝑤,sqrt
𝑡 * 𝑐𝑤,sqrt

𝑡

represent the normalized densities 𝑓 e
𝑡 and 𝑓𝑤

𝑡 but the vectors are longer
than the original vectors 𝑐e,sqrt

𝑡 and 𝑐𝑤,sqrt
𝑡 .

As in the IFF, the convolution can then be performed using the Hadamard
product, i.e.,

𝑐p,id
𝑡+1 = 2𝜋(𝑐e,id

𝑡 ∘ 𝑐𝑤,id
𝑡 ) .

None of the vectors 𝑐e,id
𝑡 , 𝑐𝑤,id

𝑡 , and 𝑐p,id
𝑡+1 may be truncated without

possibly voiding the nonnegativity of the density represented by 𝑐p,id
𝑡+1.

To obtain the Fourier coefficients of the square root of 𝑓p
𝑡+1, we proceed

as explained at the beginning of Section 6.2. As we have the Fourier
coefficients of the (correctly normalized) density 𝑓p

𝑡+1, we can first use an
IDFT to obtain the function values of 𝑓p

𝑡+1 on a grid. Using these, the
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function values of
√︁

𝑓p
𝑡+1 on a grid can be determined. Then, an IDFT is

used to calculate the Fourier coefficient vector 𝑐̊p,sqrt
𝑡+1 . The vector 𝑐̊p,sqrt

𝑡+1
may not represent a normalized density because the number of coefficients
used may not be sufficient to accurately represent

√︁
𝑓p

𝑡+1. Further, the
vector 𝑐̊p,sqrt

𝑡+1 is generally longer than desired, and thus, a truncation is
performed. The density described by the truncation result 𝑐p,sqrt

𝑡+1 is still
unnormalized. After one final normalization, performed as in the update
step, the coefficient vector 𝑐p,sqrt

𝑡+1 representing the normalized result is
obtained.

Topology-aware
convolution

Square Square

Square
root
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pf
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t
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(a) Operations performed on
the continuous densities.
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∥∥
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∥
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(b) Operations for the Fourier coefficients.

Figure 6.6.: Prediction step of the SqFF for the topology-aware identity model with
additive noise.
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Remark 2. Performing the truncation at the end is not the only possibility.
We could truncate 𝑐e,sqrt

𝑡 and 𝑐𝑤,sqrt
𝑡 initially to ensure that 𝑐e,id

𝑡 , 𝑐𝑤,id
𝑡 ,

and 𝑐p,id
𝑡+1 have the correct sizes. However, in this case, not all the

coefficients obtained from the previous step would be used. Another way
to perform the truncation is to calculate only half of the values on the
grid of 𝑓p

𝑡+1. As long as all entries of 𝑐p,id
𝑡+1 are used, all function values will

be nonnegative. While the cardinal series based on the function values on
the grid may have negative function values, this does not pose a problem
as the function values on the grid are all nonnegative, which ensures that
the square roots of function values on the grid are real numbers.
Remark 3. If multiple prediction steps are performed consecutively, it can
make sense to continue with 𝑐p,id

𝑡+1 and skip the calculation of 𝑐p,sqrt
𝑡+1 . Since

the prediction step only involves a Hadamard product, the vector length
never increases beyond 4𝑘max + 1. However, one must pay attention to
ensure that the vector 𝑐𝑤,id

𝑡 at the respective time step always represents
a nonnegative function. This can be ensured, e.g., by calculating 𝑐𝑤,id

𝑡 via
a discrete convolution of 𝑐𝑤,sqrt

𝑡 with itself. If the approximation of 𝑓L
𝑡

is likewise ensured to be nonnegative and no truncations are performed,
even an update step can be performed without voiding the nonnegativity.
However, to truncate the coefficient vectors without voiding the nonnega-
tivity, a transformation to the square root representation is required. The
prediction step of the SqFF presented in this subsection ensures that all
densities represented by the intermediate results (including the cardinal
series of the function values on the grid) are nonnegative everywhere. An
alternative prediction step in which this condition may be temporarily
voided is described in Appendix C.

6.2.4 General Prediction Step

For the general prediction step, we assume that the transition den-
sity 𝑓T

𝑡 is available. If the system model is given based on random
variables instead, we assume that a derivation of 𝑓T

𝑡 , as briefly dis-
cussed in Section 5.1, is possible. Having 𝑓T

𝑡 at our disposal, we explain
how the Chapman–Kolmogorov equation (5.4) can be realized in both
representations.
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General Prediction Step of the IFF

The Chapman–Kolmogorov equation consists of a multiplication

𝑓 j
𝑡(𝑥𝑡+1, 𝑥𝑡|𝑧1, . . . , 𝑧𝑡) = 𝑓T

𝑡 (𝑥𝑡+1|𝑥𝑡)𝑓 e
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡)

followed by a marginalization

𝑓p
𝑡+1(𝑥𝑡+1|𝑧1, . . . , 𝑧𝑡) =

ˆ
S1

𝑓 j
𝑡(𝑥𝑡+1, 𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡 .

We visualize all involved densities in Figure 6.7. In Figure 6.7a, we depict
the density before the prediction step 𝑓 e

𝑡 and the prediction result 𝑓p
𝑡+1.

In Figure 6.7b, we illustrate 𝑓 e
𝑡 in a three-dimensional plot with 𝑥𝑡+1

on an additional axis. As 𝑓 e
𝑡 does not depend on 𝑥𝑡+1, there is zero

variation along this dimension. This plot, however, makes it visually
easier to grasp how the joint density is calculated. In Figure 6.7c, we give
the transition density depending on 𝑥𝑡+1 and 𝑥𝑡. The joint density 𝑓 j

𝑡

illustrated in Figure 6.7d is the product of the two functions illustrated
in Figures 6.7b and 6.7c. A marginalization of the joint density yields
the predicted density, as illustrated in Figure 6.7a. All steps performed
are summarized in Figure 6.8a.

In Figure 6.8b, we give an overview of how these steps can be performed
based on the Fourier coefficients. We treat 𝑓T

𝑡 as a function of two input
arguments and determine the Fourier coefficient matrix CT,id

𝑡 thereof.
If we use the same 𝑘max along all dimensions for the approximation of
𝑓T

𝑡 , we have a (2𝑘max + 1) × (2𝑘max + 1) matrix of coefficients. If 𝑓T
𝑡 is

time-invariant, the coefficient matrix only needs to be calculated once.

To calculate the coefficient matrix of 𝑓 j
𝑡 , we perform a discrete convolution.

We shall assume that the first dimension of CT,id
𝑡 corresponds to 𝑥𝑡+1 and

the second dimension to 𝑥𝑡. Then, the coefficient vector of 𝑓 e
𝑡 needs to be

written as a 1 × (2𝑘max + 1) vector. The convolution result corresponding
to the coefficient matrix of 𝑓 j

𝑡 is then a (2𝑘max + 1) × (4𝑘max + 1) matrix
and the index 𝑘1 for the first dimension ranges from −𝑘max to 𝑘max and
the index 𝑘2 for the second dimension from −2𝑘max to 2𝑘max.
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(a) Density before the prediction step 𝑓e
𝑡

and after the prediction step 𝑓p
𝑡+1.

(b) Density 𝑓e
𝑡 , which is independent of

𝑥𝑡+1, plotted depending on 𝑥𝑡 and
𝑥𝑡+1.

(c) Transition density 𝑓T
𝑡 . (d) Joint density 𝑓 j

𝑡 .

Figure 6.7.: Visualization of the functions involved in the prediction step.
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Figure 6.8.: Prediction step of the IFF for nonlinear system models.

To marginalize 𝑥𝑡 out of 𝑓 j
𝑡 , we first write out the trigonometric polynomial

of 𝑓 j
𝑡 , yielding

ˆ
S1

𝑓 j
𝑡(𝑥𝑡+1, 𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡 =

ˆ 2𝜋

0

𝑘max∑︁
𝑘1=−𝑘max

2𝑘max∑︁
𝑘2=−2𝑘max

𝑐j,id
[𝑘1,𝑘2]e

𝑖𝑘1𝑥𝑡+1e𝑖𝑘2𝑥𝑡𝑑𝑥𝑡

=
𝑘max∑︁

𝑘1=−𝑘max

e𝑖𝑘1𝑥𝑡+1

2𝑘max∑︁
𝑘2=−2𝑘max

𝑐j,id
[𝑘1,𝑘2]

ˆ 2𝜋

0
e𝑖𝑘2𝑥𝑡𝑑𝑥𝑡 .

Due to (6.7), the sum over 𝑘2 can be reduced to the single term for 𝑘2 = 0.
We thus obtain

ˆ
S1

𝑓 j
𝑡(𝑥𝑡+1, 𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡 =

𝑘max∑︁
𝑘1=−𝑘max

e𝑖𝑘1𝑥𝑡+1𝑐j,id
[𝑘1,0]

ˆ 2𝜋

0
1 𝑑𝑥𝑡

=
𝑘max∑︁

𝑘1=−𝑘max

2𝜋𝑐j,id
[𝑘1,0] e𝑖𝑘1𝑥𝑡+1 ,

which is a trigonometric polynomial that only depends on 𝑥𝑡+1.
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Remark 4. For practical implementations, the whole procedure can be
combined into a single step. Instead of calculating all 8𝑘2

max + 6𝑘max + 1
coefficients of 𝑓 j

𝑡 , we can just determine the 2𝑘max + 1 coefficients that
are preserved during the marginalization and multiply them by 2𝜋. This
already significantly improves the run time. As can be derived using the
formula for the discrete convolution, we can obtain the desired entries
using a matrix–vector multiplication according to

𝑐p,id
𝑡+1 = CT,id

𝑡 flip(𝑐e,id
𝑡 )⊤ ,

in which flip indicates that the order of the entries of the vector is
reversed. Since the Fourier coefficient vector describes a real function, the
complex conjugate can be used instead of the flip operation. The effort
of this vector–matrix multiplication is in 𝑂(𝑁2). If a DFT is required in
every time step to obtain the coefficient matrix CT,id

𝑡 , the total effort is
still in 𝑂(𝑁2 log 𝑁). However, if the Fourier coefficients of 𝑓T,id

𝑡 can be
calculated ahead of time (e.g., if the transition density is time-invariant)
or if a closed-form formula is available for the coefficients, the prediction
step is in 𝑂(𝑁2) in this formulation.

General Prediction Step of the SqFF

For the SqFF, we approximate the square root of the transition density
using a trigonometric polynomial. Because√︁

𝑓 j
𝑡(𝑥𝑡+1, 𝑥𝑡|𝑧1, . . . , 𝑧𝑡) =

√︁
𝑓T

𝑡 (𝑥𝑡+1|𝑥𝑡)𝑓 e
𝑡 (𝑥𝑘|𝑧1, . . . , 𝑧𝑡)

=
√︁

𝑓T
𝑡 (𝑥𝑡+1|𝑥𝑡)

√︀
𝑓 e

𝑡 (𝑥𝑘|𝑧1, . . . , 𝑧𝑡) ,

we can obtain the square root of the joint density by multiplying the
square roots of 𝑓T

𝑡 and 𝑓 e
𝑡 . As illustrated in Figure 6.9, the multiplication

of 𝑓T
𝑡 and 𝑓 e

𝑡 corresponds to a discrete convolution. The resulting Fourier
coefficient matrix Čj,id

𝑡 of
√︁

𝑓 j
𝑡 is thus obtained using

Čj,sqrt
𝑡 = 𝑐e,sqrt

𝑡 * CT,sqrt
𝑡 .

127



Chapter 6. Directional Estimation Using Orthogonal Basis Functions

Multiplication

Square

Marginalization

Square
root

t
jf

+1t
pf

t
ef

√
t
Tf

√

t
jf

√

+1t
pf

√

(a) Operations performed
on the continuous
densities.

Truncation

Discrete
convolution

Discrete
convolution

Take central row
multiplied with      

Function
values of
        on
a grid

Square
rootIDFT

Function
values of
           on

a grid

DFT

t
sqrt,jČ
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(b) Operations for the Fourier coefficients.

Figure 6.9.: Prediction step of the SqFF for nonlinear system models.

The dimensions of the vector 𝑐e,sqrt
𝑡 and the matrix CT,sqrt

𝑡 need to be as
in the IFF. The coefficient matrix Čj,sqrt

𝑡 represents a normalized density
but it has more entries than CT,sqrt

𝑡 . Since we are still in the square root
representation at this point, we can truncate this intermediate result.
While the truncation is optional, it can help reduce the computational
time required for the next operations (and also for the discrete convolution
as the discarded entries do not need to be determined). The result of the
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truncation is denoted C̆j,sqrt
𝑡 to emphasize that it has the same size as

CT,sqrt
𝑡 but may correspond to a density that is not normalized because

the truncation may void the normalization. We do not normalize the
density at this point because a normalization is not required for this
intermediate result.

As √︁
𝑓p

𝑡+1(𝑥𝑡+1|𝑧1, . . . , 𝑧𝑡) =

√︃ˆ
S1

𝑓 j
𝑡(𝑥𝑡+1, 𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡

̸=
ˆ
S1

√︁
𝑓 j

𝑡(𝑥𝑡+1, 𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡 ,

we face a similar challenge as in the prediction step with the topology-
aware identity model with additive noise. Therefore, we calculate the
coefficient matrix C̊j,id

𝑡 representing the unnormalized joint density 𝑓 j
𝑡

by performing a discrete convolution of Čj,sqrt
𝑡 with itself. We denote

the result C̊j,id
𝑡 to emphasize that the density represented by C̊j,id

𝑡 is
unnormalized and the number of coefficients in C̊j,id

𝑡 is higher than in
CT,sqrt

𝑡 .

By taking the central row and multiplying all entries with 2𝜋, we can ob-
tain the vector 𝑐̊p,id

𝑡+1 representing the unnormalized predicted density 𝑓p
𝑡+1.

The vector 𝑐̊p,id
𝑡+1 is also longer than the original vector 𝑐e,sqrt

𝑡 . Discarding
the entries outside the central row is valid as the marginalization per-
formed is (when disregarding numerical imprecisions) exact, and thus, no
negative function values can be caused. As in the IFF, it is more efficient
to not determine the entries outside the central row when performing the
discrete convolution. As in the prediction step for the topology-aware
identity model with additive noise, 𝑐̊p,id

𝑡+1 may not be truncated as doing
so can void the nonnegativity of the density described by the coefficient
vector. The rest of the steps are performed as in the prediction step for
the topology-aware identity model with additive noise. Function values of
𝑓p

𝑡+1 on a grid are calculated using an IDFT, the square roots thereof are
determined, and then a DFT is used to obtain the vector 𝑐̊p,sqrt

𝑡+1 . After a
truncation and a normalization, the vector 𝑐p,sqrt

𝑡+1 of the correct length
describing the normalized prediction result is obtained.
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Remark 5. In the explanation above, we calculated

C̊j,id
𝑡 = C̆j,sqrt

𝑡 *C̆j,sqrt
𝑡 = trunc

(︁
𝑐e,sqrt

𝑡 * CT,sqrt
𝑡

)︁
* trunc

(︁
𝑐e,sqrt

𝑡 * CT,sqrt
𝑡

)︁
,

in which trunc denotes a truncation. In this formulation, we can convolve
the truncation result C̆j,sqrt

𝑡 with itself, and thus, we only require two
discrete convolutions. The convolution of C̆j,sqrt

𝑡 with itself is the most
expensive operation of the prediction step, resulting in a computational
complexity of 𝑂(𝑁2 log 𝑁).

As an alternative approach that does not allow for a truncation of the in-
termediate results, we can calculate a coefficient matrix Čj,id

𝑡 representing
the joint density using the formula

Čj,id
𝑡 =

(︁
𝑐e,sqrt

𝑡 * 𝑐e,sqrt
𝑡

)︁
*
(︁

CT,sqrt
𝑡 * CT,sqrt

𝑡

)︁
⏟  ⏞  

ČT,id
𝑡

.

While Čj,id
𝑡 must not be truncated, ČT,id

𝑡 only needs to be calculated
once in the beginning if the transition density is time-invariant. The
convolution of 𝑐e,sqrt

𝑡 with itself is in 𝑂(𝑁 log 𝑁). The remaining convo-
lution of a vector with a matrix can then be calculated with a run time
complexity of 𝑂(𝑁2) as in the IFF, resulting in a total complexity of
𝑂(𝑁2).

6.3 Filters for Hypertoroidal Manifolds

In this section, we describe the Fourier filters for hypertoroidal manifolds.
As they are merely a generalization of the Fourier filters used in the
circular case, we focus on the changes required and refer the reader to
Section 6.2 for the rationale behind the individual steps. We follow
the structure of the previous section and begin with the approximation
of densities, continue with the update step, and then discuss both the
prediction step for the topology-aware identity model with additive noise
and the general prediction step based on transition densities.
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6.3.1 Approximating Densities on the Hypertorus

When we approximate 𝑑-variate densities using Fourier series, we use
coefficient tensors with the same length along all dimensions, i.e., each
component of the vector-valued index vector 𝑘 can attain all values
from −𝑘max to 𝑘max. We thus have a 𝑑-dimensional tensor with 𝑁 =
(2𝑘max + 1)𝑑 coefficients.

As the integral formula (6.4) is particularly expensive for multidimensional
functions, we focus on ways to approximate densities and likelihoods
without a need for calculating integrals. A general way to approximate
the densities is to use the 𝑑-dimensional DFT. Given 𝑁 function values
on a grid, 𝑁 Fourier coefficients can be derived in 𝑂(𝑁 log 𝑁). However,
evaluating the density on 𝑁 grid points can be an expensive operation.
For example, for the multivariate wrapped normal distribution (5.9), we
know of no other approximation for arbitrary numbers of variates than
truncating the series. Even if the partial sum described in Section 5.2.1 is
used, the cost of evaluating the multivariate wrapped normal distribution
grows exponentially with increasing dimension. In Appendix B.2, we pro-
vide a closed-form formula for the Fourier coefficients of the multivariate
wrapped normal distribution.
Remark 6. The bivariate assumed density filter proposed in [KGDH14] is
based on the trigonometric moment vector 𝑚1 as defined in (5.13) and a
circular correlation coefficient. While the Fourier filters are not explicitly
based on these quantities, the Fourier coefficients contain information
about the trigonometric moments and the circular correlation. The
moment vector 𝑚1 with scalar index consists of 𝑑 trigonometric moments
with vector-valued indices. Due to the close relationship of the Fourier
coefficients to the trigonometric moments with vector-valued indices, all
entries of 𝑚1 can be directly calculated from the Fourier coefficients.
As many other correlation coefficients, the circular correlation used
in [KGDH14] can be calculated from the Fourier coefficients.
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6.3.2 Update Step

The operations of the update step are almost identical to the operations in
the univariate case introduced in Section 6.2.2. All discrete convolutions
are now 𝑑-dimensional, and the parameter reduction in the form of
the truncation has to respect all dimensions in the multivariate case.
A key difference to the update steps in the univariate case lies in the
normalization step.

For the IFF, a normalization can be performed by dividing all entries of
the coefficient tensor C̆e,id

𝑡 by (2𝜋)𝑑𝑐e,id
𝑡,0 , with 𝑐e,id

𝑡,0 being the coefficient
with the index vector containing only zeros. In the hypertoroidal case, we
have to divide all coefficients by (2𝜋)𝑑𝑐e,id

𝑡,0 to ensure that the coefficient
𝑐e,id

𝑡,0 of the normalized result Ce,id
𝑡 is 1/(2𝜋)𝑑. When 𝑐e,id

𝑡,0 = 1/(2𝜋)𝑑,
the 𝑑-dimensional integral of the trigonometric polynomial over the
hypertorus T𝑑 is 1.

For the SqFF, we use the fact that the integral of the square of a function
described by a Fourier coefficient tensor over T𝑑 is equal to the sum of
the squared entries of the tensor. We can either derive this using steps
similar to those in the univariate case in Section 6.2.3 or by using the fact
that the multidimensional trigonometric system is a complete orthogonal
sequence of the separable Hilbert space (i.e., a Hilbert space with a
countable orthogonal basis) 𝐿2(T𝑑), allowing us to invoke the Parseval
relation [KS13, Section 2.7.1]. The integral of the function represented
by C̆e,sqrt

𝑡 is thus (2𝜋)𝑑‖C̆e,sqrt
𝑡 ‖2

F (the additional scaling factor (2𝜋)𝑑 is
necessary because our basis functions are not normalized in 𝐿2(T𝑑)). We
use the shorthand ‖C̆e,sqrt

𝑡 ‖2
F for the sum of the squared entries of the

tensor. The lower index F is used because the operation can be seen
as the Frobenius norm for tensor-valued arguments. By dividing all the
coefficients by the square root of the integral, i.e.,

√︀
(2𝜋)𝑑‖C̆e,sqrt

𝑡 ‖F, we
can ensure that the squared Frobenius norm of the resulting coefficient
tensor ‖Ce,sqrt

𝑡 ‖2
F is 1/(2𝜋)𝑑. Thus, the density represented by Ce,sqrt

𝑡

integrates to 1 when integrated over T𝑑.
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6.3.3 Prediction Step for the Topology-Aware
Identity Model with Additive Noise

In the prediction step of the IFF, only two minor changes to the approach
in the univariate are required. First, the Hadamard product is calculated
of 𝑑-dimensional tensors instead of vectors. Second, the result has to be
multiplied with (2𝜋)𝑑 instead of 2𝜋 to ensure the normalization.

For the prediction step of the SqFF, the discrete convolution is now 𝑑-
dimensional and the Hadamard product changes as in the IFF. We need
to use a 𝑑-dimensional IDFT to obtain the values of 𝑓p

𝑡+1 on a grid on T𝑑.
After taking the square root of all function values, a 𝑑-dimensional DFT is
used to obtain the Fourier coefficient tensor C̊p,sqrt

𝑡+1 . We then truncate the
tensor along all dimensions to obtain the Fourier coefficient tensor C̆p,sqrt

𝑡+1
representing an unnormalized density. After the normalization, which is
performed as in the update step using a division by

√︀
(2𝜋)𝑑‖C̆p,sqrt

𝑡+1 ‖F,
we obtain the Fourier coefficient tensor of the prediction result Cp,sqrt

𝑡+1 .

6.3.4 General Prediction Step

For the multivariate variant of the general prediction step, all operations
of the prediction step defined in Section 6.2.4 have to be adjusted to
the higher dimensionality of the space. Both CT,id

𝑡 and CT,sqrt
𝑡 are

now 2𝑑-dimensional, which means, e.g., that CT,id
𝑡 is a four-dimensional

tensor when 𝑓 e
𝑡 is bivariate and CT,id

𝑡 is six-dimensional when 𝑓 e
𝑡 is

trivariate. The 2𝑑-dimensional tensors have (2𝑘max + 1)2𝑑 entries. The
first 𝑑 dimensions correspond to the 𝑑 dimensions of 𝑥𝑡+1, and the second
𝑑 dimensions correspond to the 𝑑 dimensions of 𝑥𝑡. For the convolution
of Ce,id

𝑡 and CT,id
𝑡 to work correctly, Ce,id

𝑡 must then be reshaped into
the form of a

1 × · · · × 1⏟  ⏞  
𝑑 times

× (2𝑘max + 1) × · · · × (2𝑘max + 1)⏟  ⏞  
𝑑 times

tensor with the last 𝑑 dimensions corresponding to the dimensions of 𝑥𝑡.
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The non-truncated convolution result is also a 2𝑑-dimensional tensor. For
the IFF, the 2𝑑-dimensional discrete convolution of Ce,id

𝑡 and CT,id
𝑡 only

has to be followed by a truncation that corresponds to a marginalization
of all dimensions describing 𝑥𝑡. By calculating only the entries of the
tensor with indices 0 for the last 𝑑 dimensions and multiplying the result
with (2𝜋)𝑑, the convolution can be combined with the truncation.

For the SqFF, all steps are also the higher-dimensional analogues to the
steps in the univariate case. First, a 2𝑑-dimensional discrete convolu-
tion of CT,sqrt

𝑡 and Ce,sqrt
𝑡 (with the dimensions as described above) is

calculated. Then, the result Čj,sqrt
𝑡 is truncated along all 2𝑑 dimensions,

yielding the tensor C̆j,sqrt
𝑡 describing the square root of a potentially

unnormalized density. Afterward, a 2𝑑-dimensional convolution is used to
obtain the coefficient tensor C̊j,id

𝑡 representing the joint density 𝑓 j
𝑡 . The

marginalization is then performed as in the IFF. After the 2𝑑-dimensional
IDFT, the square root is taken and a 𝑑-dimensional DFT is used to obtain
the tensor C̊p,sqrt

𝑡+1 . Afterward, C̊p,sqrt
𝑡+1 is truncated. Finally, we perform a

normalization to calculate the tensor Cp,sqrt
𝑡+1 describing a correctly normal-

ized density from the result of the truncation C̆p,sqrt
𝑡+1 . The normalization

is performed by dividing all entries of C̆p,sqrt
𝑡+1 by

√︀
(2𝜋)𝑑‖C̆p,sqrt

𝑡+1 ‖F.

When 𝑁 is the number of coefficients in Ce,id
𝑡 , the computational complex-

ity for performing the convolution of the two 2𝑑-dimensional tensors is
in 𝑂(𝑁2 log 𝑁). However, as in the univariate case, this operation is not
always required. For the IFF, an operation similar to the one explained
in Remark 4 can be employed to perform the prediction step in 𝑂(𝑁2).
For the SqFF, we can proceed similarly as explained in Remark 5 if the
transition density is time-invariant. The discrete convolution of CT,sqrt

𝑡

with itself is performed once at the beginning and the result is saved.
The convolution of Ce,sqrt

𝑡 with itself during run time is in 𝑂(𝑁 log 𝑁).
Then, the convolution of the two tensors can be performed as in the IFF
in 𝑂(𝑁2). Thus, a complexity of 𝑂(𝑁2) can also be attained for the
SqFF for time-invariant transition densities.
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6.4 Filters for the Unit Sphere

The spherical harmonics filters for the unit sphere are no straightforward
generalizations of the filters for the unit circle, and thus, significant
adaptations are required. As in the circular and hypertoroidal case, we
present two variants. The first variant is the spherical harmonics identity
filter (ISHF), which is based on directly approximating the density. The
second variant is the spherical harmonics square root filter (SqSHF) [O2],
in which the square root of the density is approximated. As in the filters
for circular and hypertoroidal estimation problems, we ensure that the
number of coefficients 𝑁 = (𝐿 + 1)2 used to represent the densities is
kept constant over time. For this, we ensure that the maximum degree 𝐿
is not increased during prediction and update steps.

6.4.1 Approximating Densities on the Sphere

As in the hypertoroidal case, determining the spherical harmonic coeffi-
cients using numerical integration is computationally costly. In [DH94],
the authors proved that if a function is band-limited (i.e., the coefficients
are 0 for all degrees 𝑙 > 𝐿), the function values on a finite set of grid
points can be used to obtain all spherical harmonic coefficients. For this,
an equiangular grid that is denser near the poles than on the equator
is used and weights are employed to compensate for this. When the
function is not band-limited, we only obtain an approximation of the
coefficients. The effect is similar to the approximation error that occurs
when using a DFT for functions on the circle or hypertorus that are not
band-limited.

The fastest known solution that returns the (disregarding numerical
imprecision) precise spherical harmonic coefficients is in 𝑂(𝑁(log 𝑁)2)
[HRKM03]. Furthermore, fast approximations in 𝑂(𝑁 log 𝑁) exist
[ST02]2. The implementation of our filters is based on the spherical

2 To avoid confusion, please note that in [ST02], 𝑁 denotes the maximum degree and
not the total number of coefficients.
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harmonic transform implemented by the authors of [SDW06]. For az-
imuthally symmetric functions, meaning functions that are rotationally
symmetric around the line going through the origin and

[︀
0 0 1

]︀⊤, all
coefficients 𝑐𝑚

𝑙 with 𝑚 ̸= 0 are zero [KS13, Section 7.5.3]. Formulae for
the spherical harmonic coefficients of the von Mises–Fisher distribution
are provided in Appendix B.2.

In the hypertoroidal case, we have used that functions can be easily shifted
based on their Fourier coefficients. For functions described by spherical
harmonic coefficients, a rotation according to a rotation matrix can
be implemented based on the spherical harmonic coefficients [BFB97]3.
However, straightforward implementations of this approach are costly. A
different approach is more efficient when fast transformations are available.
First, we generate function values on a grid using the inverse spherical
harmonic transform. Then, we rotate the grid points. Finally, we apply
a spherical harmonic transform on the function values that respects the
new grid to obtain the spherical harmonic coefficients of the rotation
result. For the hypertorus, the shifting operation is in 𝑂(𝑁). Thus,
we were able to initially transform functions (e.g., the likelihood) once
and shift them afterward in 𝑂(𝑁). Since the rotation operation for the
spherical harmonic coefficients involves a spherical harmonic transform
and its inverse, it can be less expensive to evaluate the functions on all
grid points in every time step. Nonetheless, being able to rotate densities
is useful for a system model introduced later.

3 The paper addresses the rotation for real spherical harmonics. However, it is also
possible to implement the approach for complex spherical harmonics.
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6.4.2 Update Step

We again begin with the filter that directly works with the approximation
of the density and then present the update step of the filter based on the
square root of the density. Performing the update step using formulae that
directly use the spherical harmonic coefficients is expensive. Therefore,
we propose an update step that is an analogue to the alternative update
step for the IFF and SqFF presented in Appendix C. As in the circular
case, similar update steps are used for the two representations.

Update Step of the ISHF In theory, the spherical harmonic coefficients
of the multiplication of two functions given by their spherical harmonic
coefficients can be calculated directly using the coefficients of the individ-
ual functions. A multiplication approach merely based on the coefficients
is introduced in Appendix D. While we do not use the formula presented
in Appendix D, it allows for the insight that coefficients up to degree
2𝐿 may be required for representing the multiplication result when both
the prior density and the likelihood are approximated using coefficients
up to degree 𝐿. This insight will be useful for the prediction step of the
SqSHF.

To obtain an efficient implementation, we proceed as in the alternative
approach to the update step of the Fourier filters explained in Appendix C.
As illustrated in Figure 6.10, we first invoke a fast inverse spherical
harmonic transform and then perform a Hadamard product of the function
values on the grid. Then, we have function values of the unnormalized
product on a grid. Afterward, we use a fast transformation to obtain the
spherical harmonic coefficients. A spherical harmonic transform of the
likelihood is not required in this case. Using the fast transformations,
the multiplication of the densities is in 𝑂(𝑁(log 𝑁)2) or 𝑂(𝑁 log 𝑁),
depending on whether a precise or an approximate transformation is
used. Further performance improvements can be achieved by staying in
the grid representation when performing multiple update steps without
prediction steps in between. As in the alternative update step for the
Fourier filters described in Appendix C.1, we accept that the number of
grid points may not be sufficient to represent the unnormalized posterior
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density 𝑓 e
𝑡 even if the number of grid points was sufficient to precisely

represent 𝑓p
𝑡 and 𝑓L

𝑡 . If both 𝑓p
𝑡 and 𝑓L

𝑡 can be represented precisely using
spherical harmonics up to degree 𝐿, we could pad Cp,id

𝑡 with zeros to
degree 2𝐿 before applying the transformation. If a precise transformation
is used, we would obtain sufficient grid points to precisely represent the
unnormalized multiplication result 𝑓 e

𝑡 .

For the normalization, we consider how the integral over the spherical
harmonic representation can be calculated. All spherical harmonics except
𝑌 0

0 integrate to 0 when integrated over the whole unit sphere. Since 𝑌 0
0

is 1/
√

4𝜋 everywhere, we can determine the integral by multiplying the
coefficient of degree and order zero with 1/

√
4𝜋 and the surface area

of the unit sphere 4𝜋 to calculate the integral. Thus, the integral of
the multiplication result is

√
4𝜋𝑐e,id,0

𝑡,0 . By dividing all the coefficients
by

√
4𝜋𝑐e,id,0

𝑡,0 , we can ensure that the coefficient 𝑐e,id,0
𝑡,0 of the resulting

matrix Ce,id
𝑡 is

√
4𝜋, which ensures that the density integrates to one.

Update Step of the SqSHF For the update step of the SqFF, we
proceed similarly as for the ISHF. As illustrated in Figure 6.11, we first
generate function values of

√︀
𝑓p

𝑡 on a grid using an inverse spherical
harmonic transform. The square root of the likelihood

√︀
𝑓L

𝑡 is then
evaluated at all grid points. The multiplication yields the function values
of the square root of the unnormalized posterior density

√︁
𝑓 e

𝑡 on a grid.

For the normalization, we invoke the Parseval relation for spherical
harmonics [KS13, Section 7.3.8] to know that the reconstructed density
integrates to ⃦⃦⃦

C̆e,sqrt
𝑡

⃦⃦⃦2

F
=

𝐿∑︁
𝑙=0

𝑙∑︁
𝑚=−𝑙

⃒⃒⃒
𝑐e,sqrt,𝑚

𝑡,𝑙

⃒⃒⃒2
.

To ensure the function is normalized, we thus only have to divide all the
coefficients by ‖C̆e,sqrt

𝑡 ‖F.
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6.4.3 Prediction Step

Because there is no established easier variant of the prediction step on S2,
we start with the more general case to derive a simple prediction step for
the spherical harmonics filter. However, we only use the general formula-
tion using the transition density as our starting point and do not derive
a prediction step for arbitrary transition densities as in Sections 6.2.4
and 6.3.4 because it would require, among others, a basis for S2 × S2 to
approximate the transition density. In S2, (5.4) becomes

𝑓p
𝑡+1(𝑥𝑡+1|𝑧1, . . . , 𝑧𝑡) =

ˆ
S2
𝑓T

𝑡 (𝑥𝑡+1|𝑥𝑡)𝑓 e
𝑡 (𝑥𝑡|𝑧1, . . . , 𝑧𝑡) 𝑑𝑥𝑡 .
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It is not possible to define an easy model that simply adds a second
random vector 𝑤𝑡 to 𝑥𝑡 as it is unclear how this addition would be
realized on S2. This challenge is also reflected in the fact that there are
multiple interpretations of the convolution on the unit sphere. Rather,
there are different types of convolutions [KS13, Section 9], none of which
is a perfect analogue to the convolution on a real vector space.

Prediction Step of the ISHF We shall now define an easy system model
and derive requirements for suitable transition densities. To obtain an
easy system model, we assume that all points 𝑥𝑡+1 with an identical
distance to 𝑥𝑡 have the same probability density 𝑓T

𝑡 (𝑥𝑡+1|𝑥𝑡). Under this
assumption, the distance between 𝑥𝑡 and 𝑥𝑡+1 is sufficient to calculate
the transition density.

A possible transition density that satisfies the assumption is based on
the von Mises–Fisher density (5.10) and is given by

𝑓T
𝑡 (𝑥𝑡+1|𝑥𝑡) = 𝑓VMF(𝑥𝑡+1; 𝜇 = 𝑥𝑡, 𝜅T

𝑡 ) . (6.8)

To validate that the von Mises–Fisher density fulfills the desired properties,
we write out the formula for the density as

𝑓VMF(𝑥𝑡+1; 𝜇 = 𝑥𝑡, 𝜅𝑡) = 𝑐(𝜅𝑡)e𝜅𝑡𝑥⊤
𝑡

𝑥
𝑡+1 .

As intended, this formula only depends on the distance between the two
points 𝑥𝑡 and 𝑥𝑡+1 as 𝑥⊤

𝑡 𝑥𝑡+1 = (𝑥𝑡 · 𝑥𝑡+1) is the cosine of the angular
distance (5.17). As the arccosine is monotonically decreasing, the dot
product without the arccosine is monotonically decreasing with increasing
distance. Thus, the density decreases as the distance between 𝑥𝑡 and
𝑥𝑡+1 increases.

The transition density based on the von Mises–Fisher density thus has the
commonly desired property that it favors points 𝑥𝑡+1 that are closer to 𝑥𝑡

over points that are further away. However, this property is not essential,
and we could use any other density that is rotationally symmetric around
the vector going through the origin and the mean direction, such as the
Watson distribution [Wat65].
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As in [THBM96], we are left with a function that only depends on the
dot product between the two vectors. By considering the scalar result
of the dot product as the input of a new function ℎ0 ∈ 𝐿2([−1, 1]),
the convolution can be described using a function of scalar argument.
This leads us to one of the types of convolutions on the sphere [KS13,
Section 9.4] with

𝑓p
𝑡+1(𝑥𝑡+1|𝑧1, . . . , 𝑧𝑡) =

√︂
1

2𝜋

ˆ
S2
ℎ0(𝑥𝑡+1 · 𝑥𝑡)𝑓(𝑥𝑡) 𝑑𝑥𝑡 .

The first step to finding a way to calculate the convolution using spheri-
cal harmonic coefficients is to interpret ℎ0(𝑥𝑡+1 · 𝑥𝑡) as an azimuthally
symmetric function in 𝐿2(S2) [KS13, Section 9.4.1]. In the case of the
von Mises–Fisher distribution, the azimuthally symmetric function can
be written as

𝑓
𝑤
𝑡 (𝑤𝑡) = 𝑓VMF(𝑤𝑡; 𝜇 =

[︀
0, 0, 1

]︀⊤
, 𝜅T

𝑡 ) ,

which we shall refer to as our system noise density. Using the spherical
harmonic coefficients 𝑐

𝑤,0
𝑡,𝑙 of degree 𝑙 and order 0 of 𝑓

𝑤
𝑡 (all other coef-

ficients are zero as 𝑓
𝑤
𝑡 is azimuthally symmetric [KS13, Section 7.5.3]),

we can obtain the spherical harmonic coefficients 𝑐p,𝑚
𝑡+1,𝑙 of 𝑓p

𝑡+1 according
to [KS13, Section 9.4.1]4

𝑐p,𝑚
𝑡+1,𝑙 =

√︂
4𝜋

2𝑙 + 1𝑐e,𝑚
𝑡,𝑙 𝑐

𝑤,0
𝑡,𝑙 .

Thus, the prediction step can be performed as illustrated in Figure 6.12.

Calculate

t
id,eC

+1t
id,pC

+1t
id,w

C

t,l
0,w

ct,l
,mec

+ 1l2

π4
√

=,l+1t
,mpc

Figure 6.12.: Prediction step of the ISHF.

4 It should be noted that this formula is essentially equivalent to the formulae ob-
tained for convolutions that are defined differently, e.g., in [DH94, DP10]. These
convolutions can be interpreted to involve an integral over 𝑆𝑂(3) [KS13, Section 9.3].
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When the spherical harmonic coefficients of 𝑓
𝑤
𝑡 and 𝑓 e

𝑡 are given, the effort
to calculate the 𝑁 spherical harmonic coefficients of 𝑓p

𝑡+1 is thus in 𝑂(𝑁).
If the spherical harmonic coefficients of 𝑓

𝑤
𝑡 need to be calculated, the

additional cost of 𝑂(𝑁(log 𝑁)2) for the transformation is the dominant
term for the run time. However, faster run times could be achieved
by employing a transformation that takes advantage of the azimuthal
symmetry or by approximating the coefficients using the formula provided
in Appendix B.2. Further, if the system noise term is i.i.d., it only has
to be transformed once.

The model we just presented can be seen as an analogue to the random
walk model on the real plane. We can also realize a prediction step for
the more general model

𝑓T
𝑡 (𝑥𝑡+1|𝑥𝑡) = 𝑓VMF(𝑥𝑡+1; 𝜇 = Q𝑡𝑥𝑡, 𝜅T

𝑡 )

involving a rotation matrix Q𝑡 ∈ 𝑆𝑂(3), which was described in [KGH16b,
Equation (6)]. To apply the additional rotation, we have to rotate the
density 𝑓 e

𝑡 before the convolution or, equivalently, rotate the result 𝑓p
𝑡+1.

The rotation can be performed as described in Section 6.4.1.

Prediction Step of the SqSHF For the square root variant of the
prediction step illustrated in Figure 6.13, we first obtain the coefficients
representing the actual density. Unlike in the hypertoroidal case, we
cannot square the density using an easy operation on the coefficients.
Therefore, we perform the squaring using transformations. As explained in
Appendix D, if two functions are approximated up to degree 𝐿, coefficients
up to degree 2𝐿 may be nonzero for the multiplication result. Likewise,
when squaring a function, higher order coefficients are necessary to
represent the precise result. To obtain a sufficient number of grid points,
we first pad the coefficient matrices Ce,sqrt

𝑡 and C𝑤,sqrt
𝑡 with zeros to

degree 2𝐿. Afterward, we perform the precise fast inverse spherical
harmonic transform to obtain the function values of

√︀
𝑓 e

𝑡 and
√︀

𝑓
𝑤
𝑡 on a

grid. The individual function values are then squared.
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Figure 6.13.: Prediction step of the SqSHF.
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Since we have used sufficient grid points to avoid introducing an approxi-
mation error in the squaring operation, we can then obtain the matrices
Če,id

𝑡 and Č𝑤,id
𝑡 representing the same densities as Ce,sqrt

𝑡 and C𝑤,sqrt
𝑡

using an exact spherical harmonic transform. Due to the equality of the
densities represented by the coefficient matrices, the densities described
by Če,id

𝑡 and Č𝑤,id
𝑡 are nonnegative on the entire domain. If the system

noise is i.i.d., Č𝑤,id
𝑡 can be reused. We then perform the convolution-like

operation as for the ISHF. As the formula provides the exact result, the
matrix Čp,id

𝑡+1 also describes a nonnegative function. Using the inverse
spherical harmonic transform, we obtain values of 𝑓p

𝑡+1 on a grid. We then
calculate the square root of these values and perform a spherical harmonic
transform. Because the degree of the resulting approximation may not
be sufficient to precisely represent the square root, an approximation
error is introduced. The resulting matrix C̊p,sqrt

𝑡+1 contains coefficients
up to degree 2𝐿 and may not represent a normalized density due to the
approximation error. We first perform a truncation and then normalize
the result afterward. Since the precise spherical harmonic transform is
required to ensure the nonnegativity of the result, the prediction step of
the SqSHF is in 𝑂(𝑁(log 𝑁)2).

6.5 Evaluations

In this section, we compare the proposed filters with alternative ap-
proaches in different scenarios. For the ISHF and SqSHF, a tracking
scenario on the sphere is examined. For the IFF and SqFF, we consider
three different bivariate and one trivariate scenario. We refer the reader
to [O11] for an evaluation of the SqFF for circular scenarios. At least
3000 runs were performed for all filters for each scenario.

In each scenario, the respective system is simulated for multiple time
steps. The filter results are evaluated at the last time step of each run.
We only consider the quality at the last time step to reduce the influence
of the initial prior density and to show the performance of the filters when
they are in their typical predict–update cycles. The Fourier filters could
be compared with each other based on the quality of the approximation
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of the posterior density. However, such an evaluation would not allow a
comparison with the particle filter because there is no established way
to obtain a continuous density from the samples of a particle filter on
a hypertorus or unit sphere. Further, deriving an approximation of the
ground truth of the posterior density using numerical integration would
become very costly for multiple time steps because the integrals of the
Chapman–Kolmogorov equation would have to be nested. Therefore,
we limit ourselves to evaluating the quality of the point estimate of the
state.

The point estimates of the filters using continuous densities are derived by
calculating the mean direction of the density. For the particle filter, the
particles are interpreted as weighted samples, of which the mean direction
is determined. We use distance measures as explained in Section 5.2.3
to assess the accuracy of the estimates. The distance 𝑑0 is used for the
hypertoroidal scenarios, and 𝑑ang is used for the spherical scenario. The
individual distances are then combined into a single measure of error by
taking the mean. Since we are taking an average over the error of multiple
runs in a Bayesian estimation problem, the error will not approach 0 for
increasing quality of the estimator. Rather, the error will approach the
average error that an estimator would attain if it was able to calculate
the mean direction based on the true posterior density.

We provide three plots for each scenario. In the first plot, we display
the error depending on the number of coefficients or particles used. For
simplicity, we refer to both the number of particles and the number of
coefficients in the Fourier and spherical harmonics filters as the number
of parameters. For the IFF and SqFF, we always use tensors with sizes
of 2𝑘max + 1 along all dimensions. For the ISHF and SqSHF, we vary
the maximum degree 𝐿 and always use all coefficients up to the specified
degree. The number of coefficients 𝑁 can thus be written according to
𝑁 = (2𝑘max + 1)𝑑 for the hypertoroidal scenarios and 𝑁 = (𝐿 + 1)2

for the spherical scenario. On the axes of the plots, we show the total
number of coefficients 𝑁 . For the particle filter, we provide the number
of particles used.
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In the second plot, we present the run times for all configurations. For all
filters, we use the Matlab implementations that we have made available
as part of libDirectional [O13, O17]. All run times were measured on a
laptop with an Intel Core i7-5500U processor, 12 GB of RAM, running
Matlab 2018a on Windows 10. The run times given are the average run
times per time step, including both the prediction and update step (no
prediction step is performed at the last time step). The computational
effort to initialize the filter, e.g., the time to approximate an i.i.d. system
noise term using Fourier coefficients, is not included in the run time per
time step.

In the third plot, we combine the information of the first two plots to
provide a fair comparison of the approaches by plotting the error over
run time. For the end user, the number of parameters is not crucial
(assuming memory efficiency is not an issue) and only the error and the
run time are of interest. This particularly holds true for real-time tasks
as encountered in optical belt sorting.

6.5.1 Hypertoroidal Scenarios

We first describe three bivariate scenarios on the torus. The first scenario
is based on the topology-aware identity model with additive noise as both
the system and the measurement model. In the second scenario, we use a
nonlinear measurement model. In the third scenario, a nonlinear system
model is used. After the bivariate scenarios, we describe one trivariate
scenario. For all scenarios on the hypertorus, the system was simulated
for 10 time steps.

6.5.1.1 Bivariate Scenario with Topology-Aware Identity Models

The initial prior density used in this scenario is

𝑥0 ∼ 𝑓WN

(︂
𝑥;
[︂
1
1

]︂
,

[︂
1 0
0 1

]︂)︂
.
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As the system model, we use a topology-aware identity model with the
i.i.d. additive noise term 𝑤𝑡 distributed according to

𝑤𝑡 ∼ 𝑓WN

(︂
𝑤𝑡;
[︂
0
0

]︂
,

[︂
4 3.6

3.6 4

]︂)︂
.

The measurement model is also a topology-aware identity model with
additive noise. The i.i.d. measurement noise 𝑣𝑡 is distributed according
to a mixture of four wrapped normal distributions and can be described
by

𝑣𝑡 ∼ 1
4

(︂
𝑓WN

(︂
𝑣𝑡;
[︂
0.25
0.25

]︂
, C𝑣

𝑡

)︂
+ 𝑓WN

(︂
𝑣𝑡;
[︂
2𝜋 − 0.25

0.25

]︂
, C𝑣

𝑡

)︂
+ 𝑓WN

(︂
𝑣𝑡;
[︂

0.25
2𝜋 − 0.25

]︂
, C𝑣

𝑡

)︂
+ 𝑓WN

(︂
𝑣𝑡;
[︂
2𝜋 − 0.25
2𝜋 − 0.25

]︂
, C𝑣

𝑡

)︂)︂
,

C𝑣
𝑡 =

[︂
1 0.5

0.5 1

]︂
.

Run-time-wise, the scenario is well suited for the use of the Fourier filters.
For the topology-aware identity model with i.i.d. additive noise terms,
the system noise term and the likelihood only need to be transformed
once. Only a shifting operation (6.5) is required for the coefficients of the
likelihood to adapt them to the actual measurement. Due to the close
spacing of the modes, the density is still unimodal. Therefore, it is also
suited to the use of the bivariate wrapped normal filter, which we include
in our analysis.

In our plot of the error over number of parameters in Figure 6.14a,
we present the performance of the bivariate wrapped normal filter as
a horizontal line because its number of parameters cannot be varied.
Further, its results are a good baseline for the evaluation of the other
filters. While the results of the bivariate wrapped normal filter are
suboptimal, the estimation quality surpasses that of a particle filter with
2000 particles. The Fourier filters, however, achieve a better estimation
quality than the bivariate wrapped normal filter using only 25 (𝑘max = 5)
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(a) Error over number of parameters. As no additional
parameters can be used for the bivariate wrapped
normal filter, its results are shown as a straight line.

(b) Time over number of parameters.

(c) Error over run time.

Figure 6.14.: Evaluation results for the bivariate scenario with identity models as
the system and measurement models.
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coefficients. The results of the Fourier filters do not change more than
10−4 when improving the number of coefficients beyond 25. This may
indicate that the mean directions determined by the filters are almost
identical to the mean direction of the true posterior density.

As presented in Figure 6.14b, the computation time per time step increases
approximately linearly with the number of parameters for the Fourier
filters and the particle filter. For 1681 (𝑘max = 41) coefficients, the Fourier
coefficient matrices contain values in the order of 10−20 for the highest
and lowest indices. We believe the implementation of the convolution in
Matlab takes advantage of this, which explains why the computational
effort of the IFF increases slower between 𝑘max = 25 and 𝑘max = 41 than
between 𝑘max = 15 and 𝑘max = 25. To improve the clarity of the plots
involving run times, we have omitted the bivariate wrapped normal filter,
which had a run time of approximately 41 ms on average.

In our plot of the error over run time in Figure 6.14c, the superiority of
the two Fourier filters over the particle filter is evident as a far better
estimation quality is attained at equal run times. The IFF and SqFF are
also superior to the bivariate wrapped normal filter, which was slow to
achieve its results. As the particle filter neither surpasses the estimation
quality nor the run time of the bivariate wrapped normal filter, we cannot
compare the two filters on a run time basis using our current evaluation
results. In this scenario, the IFF performs slightly better than the SqFF
as the IFF needed less than one millisecond to attain a quality that the
SqFF achieved in over one millisecond.

6.5.1.2 Bivariate Scenario with a Nonlinear Measurement Model

We now address a more difficult scenario with a nonlinear measurement
model. In this scenario, the Fourier filters are expected to have longer run
times as the Fourier coefficients for the likelihood have to be determined
in every time step. In this scenario, two joint angles of a robotic arm,
as illustrated in Figure 6.15, are estimated. The density of the initial
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state that is used to draw the initial true states and initialize the filters
is given by

𝑥0 ∼ 𝑓WN

(︂
𝑥0;
[︂
1
1

]︂
,

[︂
0.2 0
0 0.2

]︂)︂
.

To estimate the joint angles, only one point on the end effector (shown
in red) can be observed in a two-dimensional view from the side. We
simulate the two-dimensional position measurements and perturb them
by normally distributed noise. The perturbed measurements can thus
potentially attain any value in R2. The measurement equation is given
by

𝑧𝑡 =
[︂
cos(𝑥𝑡,1)
sin(𝑥𝑡,2)

]︂
𝑙1 +

[︂
cos(𝑥𝑡,1 + 𝑥𝑡,2)
sin(𝑥𝑡,1 + 𝑥𝑡,2)

]︂
𝑙2 + 𝑣𝑡 .

For our simulation, we set 𝑙1 = 1.25, 𝑙2 = 1.5, and

𝑣𝑡 ∼ 𝒩
(︂

𝑣𝑡;
[︂
0
0

]︂
,

[︂
0.2 0
0 0.2

]︂)︂
.

end effector

1l

2l

1α

2α

Figure 6.15.: Illustration of the robot arm simulated for the evaluation (from [O6]).
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As the system model, we use a topology-aware identity model with the
i.i.d. additive noise term

𝑤𝑡 ∼ 𝑓WN

(︂
𝑤𝑡;
[︂
0
0

]︂
,

[︂
0.2 0
0 0.2

]︂)︂
.

In this scenario, the Fourier filters require more coefficients to achieve
their optimal performance. Except for low numbers of parameters, the
IFF and SqFF are superior to the particle filter for equal numbers of
parameters (see Figure 6.16a). The run time plot in Figure 6.16b indicates
that the SqFF is slower than the particle filter, while the IFF is faster
for some configurations.

In our comparison of the error over run time in Figure 6.16c, we can see
the particle performs well for low run times. However, the estimation
quality of the Fourier filters with only 2 ms run time per step is unmatched
even by a particle filter requiring more than 5 ms per time step. On a run
time basis, the IFF performs better than the SqFF in this scenario.

6.5.1.3 Bivariate Scenario with a Nonlinear System Model

In this subsubsection, we consider another challenging scenario for the
Fourier filters. Our system model is based on the function

𝑎𝜌(𝛼) = 𝜋 ·
(︂

sin
(︂

sign(𝛼 − 𝜋)
2

|𝛼 − 𝜋|𝜌

𝜋𝜌−1

)︂
+ 1
)︂

, (6.9)

which is a continuous bijection on [0, 2𝜋) for every parameter 𝜌. The
function has first been used in [GKH15] and is illustrated for different
parameters in Figure 6.17.

For our bivariate evaluation scenario, we use the topology-aware nonlinear
system model with additive noise (5.3) given by

𝑥𝑡+1 =
[︂
𝑎1.5(𝑥𝑡,1)
𝑎2.0(𝑥𝑡,2)

]︂
+ 𝑤𝑡 , 𝑤𝑡 ∼ 𝑓WN

(︂
𝑤𝑡;
[︂
0
0

]︂
,

[︂
1 −0.3

−0.3 1.5

]︂)︂
.

151



Chapter 6. Directional Estimation Using Orthogonal Basis Functions

(a) Error over number of parameters.

(b) Time over number of parameters.

(c) Error over run time.

Figure 6.16.: Evaluation results for the bivariate scenario with a nonlinear
measurement model.
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Figure 6.17.: Continuous bijection 𝑎𝜌(𝛼) as defined in (6.9) for different values of 𝜌.

This system model requires the nonlinear prediction step of the Fourier
filters as presented in Section 6.3.4. The initial state is drawn from a
uniform distribution on the torus. For our measurement model, we use a
topology-aware identity model with the i.i.d. additive noise term

𝑣𝑡 ∼ 𝑓WN

(︂
𝑣𝑡;
[︂
0
0

]︂
,

[︂
1 0.5

0.5 1

]︂)︂
.

The evaluation results presented in Figure 6.18a indicate that the Fourier
filters perform better than the particle filter on a per parameter basis.
The increased run time of the general prediction step of the SqFF is
apparent in the run times provided in Figure 6.18b. As the system model
is time-invariant and the system noise is i.i.d., the Fourier coefficients of
the transition density only have to be determined once. The IFF is much
faster as only a 𝑑-dimensional part of the convolution result is required.
For the SqFF, we use the approach described in Section 6.3.4 that yields
a 2𝑑-dimensional tensor for the joint density as an intermediate result.
The particle filter also requires more run time per particle than in the
previous scenarios.
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(a) Error over number of parameters.

(b) Time over number of parameters.

(c) Error over run time.

Figure 6.18.: Evaluation results for the bivariate scenario with a nonlinear system
model.
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In our comparison on a run time basis in Figure 6.18c, both Fourier filters
are superior to the particle filter. Using less than 10 ms per time step,
they reach a close to optimal performance that is not attained even by
a particle filter using more than 40 ms per time step. While the SqFF
is better than the IFF for the lowest parameterization of 9 coefficients,
the IFF reaches its optimal estimation quality using less computation
time.

6.5.1.4 Trivariate Scenario with Topology-Aware Identity Models

In our last scenario for the hypertorus, we evaluate the performance of
the filters in a trivariate scenario. We use topology-aware identity models
with i.i.d. additive noise terms as the system and measurement models.
The state of the system and the filters are initialized according to

𝑥0 ∼ 𝑓WN

⎛⎝𝑥0;

⎡⎣1
1
1

⎤⎦ ,

⎡⎣1 0 0
0 1 0
0 0 1

⎤⎦⎞⎠ .

Both the system and measurement noise terms are distributed according
to mixtures of trivariate wrapped normal distributions. The system noise
used is

𝑤𝑡 ∼ 1
2 𝑓WN

⎛⎝𝑤𝑡;

⎡⎣0.5
0.5
0.5

⎤⎦ ,

⎡⎣ 0.2 0.1 0.05
0.1 0.15 0.03
0.05 0.03 0.25

⎤⎦⎞⎠
+ 1

2 𝑓WN

⎛⎝𝑤𝑡;

⎡⎣2𝜋 − 0.5
2𝜋 − 0.5
2𝜋 − 0.5

⎤⎦ ,

⎡⎣ 0.2 0.1 0.05
0.1 0.15 0.03
0.05 0.03 0.25

⎤⎦⎞⎠
and the measurement noise is

𝑣𝑡 ∼ 1
2 𝑓WN

⎛⎝𝑣𝑡;

⎡⎣0.5
0.5
0.5

⎤⎦ ,

⎡⎣0.25 0.05 0.03
0.05 0.2 0.1
0.03 0.1 0.15

⎤⎦⎞⎠
+ 1

2 𝑓WN

⎛⎝𝑣𝑡;

⎡⎣2𝜋 − 0.5
2𝜋 − 0.5
2𝜋 − 0.5

⎤⎦ ,

⎡⎣0.25 0.05 0.03
0.05 0.2 0.1
0.03 0.1 0.15

⎤⎦⎞⎠ .
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As illustrated in Figure 6.19a, the particle filter achieves a better esti-
mation quality than the IFF when comparing configurations with equal
numbers of parameters. We believe this is due to the particle filter’s
ability to place samples in regions of high probability density, which is
advantageous in this trivariate scenario with relatively low noise. The
SqFF is better than the IFF for equal numbers of parameters. This
effect is less pronounced in the bivariate evaluation scenarios but makes
a distinct difference in the trivariate scenario.

In the run times presented in Figure 6.19b, we see that the particle
filter is considerably slower than the Fourier filters for equal numbers
of parameters. The high run times of the particle filters are caused by
the high computational effort involved in approximating the density of
the trivariate wrapped normal distribution. In the Fourier filters, the
trivariate wrapped normal distribution does not have to be evaluated at
run time. For the IFF, the closed-form solution given in Appendix B.2
can be used. For the SqFF, the evaluation of the trivariate wrapped
normal distribution is only required to transform the densities during the
initialization.

Due to their superior run times, the Fourier filters outperform the par-
ticle filter when considering configurations of comparable run time in
Figure 6.19c. While the SqFF achieves better results for low numbers
of coefficients, the IFF achieves its close-to-optimal performance slightly
faster than the SqFF.

6.5.2 Spherical Scenario

The evaluation scenario on the unit sphere is a tracking scenario on the
sphere. The prior density used for the initialization of the filters and
the generation of the initial state is a uniform distribution on the sphere.
As our system model, we use the model given in (6.8) with 𝜅T

𝑡 = 7 in
every time step. Similar to the evaluation in [O2], each measurement
only contains information about a single axis of the space R3 in which
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(a) Error over number of parameters.

(b) Time over number of parameters.

(c) Error over run time.

Figure 6.19.: Evaluation results for the trivariate scenario with topology-aware
identity models.
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the unit sphere is embedded. We use a time-variant measurement model
according to

𝑧𝑡 =

⎧⎪⎨⎪⎩
𝑥𝑡,1 + 𝑣𝑡 if 𝑡 mod 3 = 0
𝑥𝑡,2 + 𝑣𝑡 if 𝑡 mod 3 = 1
𝑥𝑡,3 + 𝑣𝑡 if 𝑡 mod 3 = 1 ,

with the normally-distributed measurement noise term 𝑣𝑡 ∼ 𝒩 (𝑣; 0, 1).
Unlike in the evaluation in [O2], only one measurement is obtained and
processed in every time step. We evaluate the estimates of the filters at
𝑡 = 8. We obtain a measurement at 𝑡 = 0 and thus perform 9 update
and 8 prediction steps in each run.

As illustrated in Figure 6.20a, the ISHF and SqSHF are clearly superior
to the particle filter compared on a per parameter basis. For equal
numbers of coefficients, the SqSHF is superior to the ISHF, which we have
observed similarly for the SqFF and IFF in the hypertoroidal scenarios.
As displayed in Figure 6.20b, the run times of the spherical harmonics
filters are higher than those of the particle filter for equal numbers
of parameters. The SqSHF is slower than the ISHF when comparing
configurations with equal numbers of parameters. This was expected
because more operations are required for the SqSHF. In the comparison
of the filters on a run time basis in Figure 6.20c, both spherical harmonics
filters clearly outperform the particle filter. Due to its much higher speed,
the ISHF performs better than the SqSHF in this scenario.

6.6 Summary and Discussion

In the current and previous chapter, we addressed challenges in estimation
on periodic manifolds and proposed novel filters. In Chapter 5, we
explained the basics of nonlinear estimation and directional statistics.
Then, we provided a historical overview of previously proposed filters for
estimation problems on the circle, the hypertorus, and the unit sphere.
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(a) Error over number of parameters.

(b) Time over number of parameters.

(c) Error over run time.

Figure 6.20.: Evaluation results for the tracking scenario on the sphere.
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In the current chapter, we provided filters based on trigonometric poly-
nomials and spherical harmonics. For the circle and the hypertorus, the
IFF and SqFF were proposed. The ISHF and SqSHF were derived for
the unit sphere. The IFF and ISHF are based on approximating the
densities and likelihoods directly using Fourier or spherical harmonic
coefficients. In the SqFF and SqSHF, approximations of the square roots
of the functions are employed. For all topologies and all filters, the update
step for arbitrary likelihoods was derived. Two predictions steps, both
a simple and a very general one, were presented for the circle and the
hypertorus. For the unit sphere, a simple system model was described
and approaches to perform the prediction step were given.

The IFF and ISHF are faster and involve less complicated prediction steps
than the SqFF and SqSHF. In contrast, the SqFF and SqSHF ensure that
the density represented by the Fourier coefficients is always nonnegative.
In our evaluation of their ability to estimate the mean direction, the
SqFF and SqSHF performed better than the IFF and ISHF compared
on a per coefficient basis. However, due to the higher speed of the IFF
and ISHF, more coefficients can be used at comparable run times. Using
more coefficients, the IFF and ISHF were able to outperform the SqFF
and SqSHF in configurations of comparable run time.

Thus, despite the theoretical advantages of the SqFF and SqSHF, the
IFF and ISHF may perform better if only the mean direction is to be
estimated. However, the differences observed between the IFF and SqFF
were only small. A larger difference in the run times was observed in the
comparison of the ISHF with the SqSHF. For all topologies, the novel
filters attained high-quality estimates at lower run times than a particle
filter for periodic domains.
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CHAPTER
7

Multitarget Tracking Supported
by Directional Estimation

In Section 3.5.1, we explained the association process of our basic mul-
titarget tracking algorithm. The derivation of the matrix used for the
association is based on the assumption that the posterior densities and
the measurement noises are Gaussian-distributed. In the tracking ap-
proach explained in Section 3.5.1, the association process is only based
on information about the particles’ positions.

As mentioned in Section 1.3.2, extensions to the association process have
been proposed in related works. In [Dru00, Dru01], the author discusses
the integration of additional features into multitarget tracking. For
features on continuous domains, he suggests extending the state vectors
used to track the positions of the targets by the feature data. Standard
approaches to multitarget tracking relying on the assumption of Gaussian
densities can then be applied to the extended state vector. However, the
author implies that changes may be required if the densities involved are
clearly non-Gaussian.

In this chapter, we integrate the orientations of the bulk material particles
into the multitarget tracking algorithm for the bulk material sorting task.
We only consider the angle around the vertical axis [O1], which can be
derived from the image data for certain bulk materials. As explained
in Chapter 5, Gaussian distributions should not be used to estimate
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orientations. Therefore, we begin with a new derivation of the association
likelihood for state vectors that comprise both information about the
position and the orientation of the particle. The required changes to the
association process for including the orientations are given in the first
section. We evaluate the novel approach against the previous approach
without the orientation in the second section.

7.1 Adjusting the Association Process

To integrate the orientations into the association process, orientation mea-
surements must be extracted and passed on to the respective components.
If we treat the orientation as an additional feature, the changes to the
processing chain can be performed as depicted in Figure 7.1. The changes
to the original processing chain, given in Figure 3.3, are highlighted in
red. The components that need to be adapted include the prediction
step, the update step, and the calculation of the distances.

In the first subsection, we explicate what information can be derived
about the particles’ orientations based on two-dimensional image data. A
derivation of a new matrix that can be used to maximize the association
likelihood respecting both the positions and the orientations is provided
in the second subsection.

7.1.1 Estimating Orientations of Bulk Material
Particles Based on Image Data

Each particle of the bulk material is a three-dimensional object in a
three-dimensional space. Full parameterizations of three-dimensional ori-
entations, e.g, Euler angles, comprise at least three parameters. However,
estimating the three-dimensional orientation based on two-dimensional
images is nontrivial and would make the estimation problem quite com-
plicated with little benefit over estimating a two-dimensional orientation.
Therefore, we only estimate the orientation around the vertical axis,
which can be extracted more easily from the two-dimensional image
data.
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Track management

Image acquisition

Preprocessing
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Figure 7.1.: Processing chain with integrated orientation estimation. In this
diagram, we consider the orientation to be an additional feature.

Figure 7.2a presents a sample image containing cuboids that were used
in the simulation for the evaluation described in Section 4.3. Based
on the image data of each particle, an angle around the vertical axis
can be extracted. However, for this bulk material, an image processing
routine to extract the orientations may yield different results. Since
the particles are 180-degree symmetric, the image data are ambiguous
in regard to the orientation around the vertical axis. Further, while
the cuboids shown in Figure 7.2a do not have square surfaces, errors
in the image processing may lead to a result that, visually speaking,
corresponds to a confusion of the long and the short edges. This can
lead to an additional offset of 90 degrees. When assuming the errors
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to be distributed stochastically, the corresponding likelihood function is
multimodal. An example of a noise density for a topology-aware identity
measurement model with additive noise (5.2) is depicted in Figure 7.2c.
Regarding the orientation around the vertical axis, there is less ambiguity
in the cylinders displayed in Figure 7.2b. While the cylinders are also
180-degree symmetric, additional errors of ±90 degrees are unlikely. An
example of a possible noise density for the cylinders is given in Figure 7.2d.
For some particles such as spheres, no meaningful orientation around the
vertical axis can be extracted based on the contour of the particle viewed
from above.

Since we only consider the orientation around the vertical axis, the
estimation results can deteriorate if the particle rotates along a different
axis than the vertical axis. For example, cuboids have different faces
on which they can lie. If the face on which a cuboid lies changes, the
orientation around the vertical axis extracted by the image processing may
change abruptly. Such erroneous changes can have a negative influence
on the association decision. However, judging based on our recordings
of cuboids, such effects only occur rarely in the area recorded for the
tracking. Further, problems in the extraction of the orientation may
only arise if the visible orientation is influenced by the rotation. For
example, when cylinders roll on their curved sides, this movement does
not influence the angle around the vertical axis derived from the image
data.

7.1.2 Association Likelihood for
the Position and Orientation

To improve the associations, we estimate the orientation along with the
particle’s position. The state thus comprises not only the necessary
components for the kinematic model (i.e., the position and velocity when
using the CV model) but also the orientation of the particle as a scalar
angle. In our mathematical description, we subdivide the state 𝑥 of each
particle into one part describing the position 𝑥Pos and another part for
the orientation 𝑥Ori. Likewise, the measurement 𝑧 is subdivided into 𝑧Pos

and 𝑧Ori. To avoid a more challenging estimation problem, we assume the
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two parts to be independent. For many bulk materials, the orientation
of a particle does not influence the effect of the belt on the motion of
the particle, and thus, this assumption is mostly accurate. However, for
particles such as cylinders whose motions depend on their orientations,
the assumption of independence clearly introduces an approximation.

(a) Sample frame containing cuboids. (b) Sample frame containing cylinders.

(c) Sample noise density for cuboids. (d) Sample noise density for cylinders.

Figure 7.2.: Sample image data of wooden cylinders and cuboids recorded on
TableSort and examples for possible measurement noise densities.
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For deriving the association likelihood, we begin, as in Section 3.5.1, by
formulating the likelihood as an integral according to

ℓ(𝑧|𝑖) =
ˆ
R2×[0,2𝜋)
ℓ(𝑧, 𝑥𝑖|𝑖) 𝑑𝑥𝑖 =

ˆ
R2×[0,2𝜋)
ℓ(𝑧Pos, 𝑧Ori, 𝑥Pos,𝑖, 𝑥Ori,𝑖|𝑖) 𝑑𝑥𝑖 .

Using the assumption that the position and the orientation are indepen-
dent, we can rewrite the association likelihood as [O1]

ℓ(𝑧|𝑖) =
ˆ
R2
ℓ(𝑧Pos, 𝑥Pos,𝑖|𝑖) 𝑑𝑥Pos,𝑖

ˆ
[0,2𝜋)
ℓ(𝑧Ori, 𝑥Ori,𝑖|𝑖) 𝑑𝑥Ori,𝑖

= ℓ(𝑧Pos|𝑖) ℓ(𝑧Ori|𝑖) .

By taking the negative logarithm of ℓ(𝑧|𝑖), we get

− log ℓ(𝑧|𝑖) = − log ℓ(𝑧Pos|𝑖) − log ℓ(𝑧Ori|𝑖) .

As in Section 3.5.1, we now assume that we have 𝑛 tracks and 𝑛 mea-
surements 𝑧1, . . . , 𝑧𝑛. The permutation 𝜏 of {1, . . . , 𝑛} that maximizes
the likelihood

ℓ(𝑧𝜏(1), 𝑧𝜏(2), . . . , 𝑧𝜏(𝑛)|1, 2, . . . , 𝑛) =
𝑛∏︁

𝑖=1
ℓ(𝑧𝜏(𝑖)|𝑖)

also minimizes

− log ℓ(𝑧𝜏(1), 𝑧𝜏(2), . . . , 𝑧𝜏(𝑛)|1, 2, . . . , 𝑛) = −
𝑛∑︁

𝑖=1
log ℓ(𝑧𝜏(𝑖)|𝑖)

= −
𝑛∑︁

𝑖=1
log ℓ(𝑧Pos,𝜏(𝑖)|𝑖) −

𝑛∑︁
𝑖=1

log ℓ(𝑧Ori,𝜏(𝑖)|𝑖) .

To obtain the optimal solution for 𝑛 tracks and 𝑛 measurements, we
formulate a linear assignment problem in the form of an 𝑛 × 𝑛 matrix.
Instead of defining one matrix with the values of − log ℓ(𝑧𝑗 |𝑖) (with 𝑖
and 𝑗 in {1, . . . , 𝑛}) as its entries, we generate two matrices that we can
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consider separately. The first matrix contains the relevant information
about the negative logarithm of the association likelihood of the position
component, while the second matrix is used for the orientation component.
The LAP to be solved is described by the sum of the two matrices.

In Section 3.5.1, we performed further simplifications for normally dis-
tributed noise terms. These simplifications can also be used for the
entries of the first matrix if the prior density and the likelihood of the
position component are normally distributed. For arbitrary densities
on the circle, the integrals required to determine − log ℓ(𝑧Ori,𝑗 |𝑖) for the
second matrix cannot be simplified further. To obtain easier formulae for
the second matrix, we consider two classes of densities. In Appendix E,
we consider the case that all densities involved are von Mises densities.
The presented formula can be used in combination with the von Mises
filter, but an additional reformulation may be required for estimation
problems involving multimodal densities, such as the one illustrated in
Figure 7.2d. The second class of densities that we consider in the follow-
ing paragraphs are densities represented by Fourier coefficients. After
deriving the association likelihood for such densities, we provide more
details on how the actual association matrix should be generated from
the individual association matrices.

Association Likelihood for Densities Represented by Fourier
Coefficients For densities represented by Fourier coefficients, the deriva-
tion of the association likelihood is more straightforward than for von
Mises densities. A reformulation of the estimation problem as described
in Appendix E.2 is also not necessary because trigonometric polynomials
are inherently suited to approximating multimodal densities. We only
address the calculation of the association likelihood when the density
is approximated directly using a Fourier coefficient vector, which is the
case in the IFF. Using the SqFF is preferable as negative association
likelihoods may be obtained for the IFF. For the SqFF, the coefficient
vector representing the density instead of its square root can be obtained
using a discrete convolution. Based on the vector obtained, the same
formula can be applied as for the IFF.
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If 𝑓p,Ori,𝑖(𝑥Ori,𝑖) denotes the prior density of the orientation component
of track 𝑖 (into which all measurements assigned to the track until 𝑡 − 1
have been integrated) and 𝑓L,Ori,𝑗(𝑧Ori,𝑗 |𝑥Ori,𝑖) the likelihood that the
orientation component of measurement 𝑗 stems from a particle with 𝑥Ori,𝑖

as its orientation component, the association likelihood ℓ(𝑧Ori,𝑗 |𝑖) is

ℓ(𝑧Ori,𝑗 |𝑖) =
ˆ 2𝜋

0
𝑓p,Ori,𝑖(𝑥Ori,𝑖)𝑓L,Ori,𝑗(𝑧Ori,𝑗 |𝑥Ori,𝑖) 𝑑𝑥Ori,𝑖 .

The Fourier coefficients vectors of 𝑓L,Ori,𝑗 and 𝑓p,Ori,𝑖 shall be called 𝑐L,𝑗

and 𝑐p,𝑖. The Fourier coefficient vector of the result of the multiplication
of the prior density and the likelihood can be obtained according to

𝑐e,𝑖,𝑗 = 𝑐p,𝑖 * 𝑐L,𝑗 .

To integrate over the Fourier series represented by 𝑐e,𝑖,𝑗 , we take the
zeroth coefficient and multiply it by 2𝜋. Since we only require the zeroth
coefficient, we do not need to employ a discrete convolution. The formula
for the zeroth coefficient

𝑐e,𝑖,𝑗
0 =

𝑘max∑︁
𝑘=−𝑘max

𝑐p,𝑖
𝑘 𝑐L,𝑗

−𝑘

can be formulated as a vector–vector multiplication according to

𝑐e,𝑖,𝑗
0 = (𝑐p,𝑖)⊤flip(𝑐L,𝑗) = (𝑐p,𝑖)⊤𝑐L,𝑗 .

The last reformulation is possible because 𝑐L,𝑗 describes a real func-
tion. Since we can determine the association likelihood according to
ℓ(𝑧Ori,𝑗 |𝑖) = 2𝜋𝑐e,𝑖,𝑗

0 , we can take the logarithm thereof and invert the sign
to efficiently calculate − log ℓ(𝑧Ori,𝑗 |𝑖) for the entries of the association
matrix for the orientation component.
Remark 7. Since we need to consider 𝑁 Fourier coefficients for each of the
𝑛 targets and 𝑚 measurements, calculating the entries individually is in
𝑂(𝑛𝑚𝑁). To achieve good run times with our implementation, we stack
the 1×𝑁 vectors (𝑐p,𝑖)⊤ for all 𝑛 targets into an 𝑛×𝑁 matrix. Similarly,
we stack the 𝑁×1 vectors 𝑐L,𝑗 into an 𝑁×𝑚 matrix. The multiplication of
the two matrices yields an 𝑛×𝑚 matrix containing all required association
likelihoods. The association matrix for the orientation component can
then be obtained by taking the negative logarithm of all entries.
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Combined Association Matrix To combine the association matrix for
the orientation containing − log ℓ(𝑧Ori,𝑗 |𝑖) with the association matrix for
the position containing the squared Mahalanobis distances, a simple sum
suffices if the factor 1

2 in (3.5) is taken into account. Combining the two
matrices via a simple sum is optimal in theory but may not be optimal in
real-world applications. If the actual system or measurement noise does
not match the noise assumed in the model, the association likelihood is
higher or lower than the appropriate value. Since the particles’ motions
may be affected in ways that cannot be accounted for by the model
(e.g., collisions in our bulk material tracking scenario), preventing such
inaccuracies by refining the model parameters is not always possible.
As deviations between the model and the true behavior may affect the
position and orientation components differently, one of the two matrices
may be given more weight than justified by the actual precision of the
prediction. To counter such effects, the two matrices can be combined
using an additional weighting factor. However, the effect of this weighting
factor is dependent on whether the terms with an identical sum for all
possible permutations (see Section 3.5.1) are disregarded.

To account for newly appearing particles and particles leaving the ob-
servable area, additional columns and rows are added as illustrated in
Figure 3.4. The penalty terms in the additional cells, marked in red,
green, and blue in Figure 3.4, need to be adjusted when both the po-
sitions and orientations are used to generate the association matrix.
Suitable values for the penalty terms also need to respect whether the
permutation-invariant optional terms are disregarded.

The association likelihood was only derived for von Mises densities and
densities represented by Fourier coefficients. If the densities or likelihoods
are not given in this form, the integral in − log ℓ(𝑧Ori,𝑗 |𝑖) can be solved
numerically to obtain accurate entries for the association matrix. Alter-
natively, the Fourier coefficients of the prior density and the likelihood
can be calculated, and then, the formula based on the Fourier coefficients
can be used. If only point estimates can be derived from a filter, the
orientations can still be used by replacing the negative logarithm of the
likelihood with the distance (e.g., the cosine distance) between the point
estimate and the measurement. This approach can also be employed if
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− log ℓ(𝑧Ori,𝑗 |𝑖) cannot be calculated (e.g., due to time constraints). It
is essential to reformulate the problem as a unimodal one as described
in Appendix E.2 when using the distance-based approach. Further, when
using a distance measure on the circle that does not respect the uncertain-
ties, finding an appropriate weighting factor when combining the matrix
for the orientation component with the matrix for the position component
is essential. However, even with a suitable weighting factor, the implicit
assumption when using a distance measure is that the uncertainties in
the orientations are identical for all tracks and measurements. Therefore,
if the distance-based approach is used, it should be used with caution.

7.2 Evaluation

If we evaluated the tracking performance based on only the accuracy
of the temporal and spatial predictions as in Section 4.5, we would not
respect that the associations also have an impact on the classification
result. False associations can lead to incorrect data in the accumulated
features, which can lead to errors in the classification and separation.
Therefore, we introduce a measure of the reliability of the association
decision that is tailored to our application. The evaluation scenario
is described in the second subsection, and the evaluation results are
presented in the last subsection.

7.2.1 Evaluation Criteria

To derive a meaningful measure of the association errors, we first consider
the optimal case. When all association decisions are correct, there is a
one-to-one correspondence between the tracks and the particles. This
has two implications. First, only measurements of one particle are used
in each track. Second, measurements that stem from the same particle
are only used in a single track.
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5 5 55555Track A
(a) A track without any errors
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exists with measurements
of particle 5).
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on. This also causes both
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Figure 7.3.: Illustrations for the two types of association errors. Each number
indicates the ID of the actual particle from which the measurement
stems. At most, measurements of two particles (4 and 5) are depicted.

In Figure 7.3a, we visualize a single track to which 7 measurements of
a particle with ID 5 were associated. If no additional measurements
stem from the particle with ID 5, this is an optimal and error-free
result. We define two types of errors that lead to deviations from this
optimal result. We refer to an error as error of the first kind when
measurements of different particles are used in a single track. An example
is depicted in Figure 7.3b. An error is called error of the second kind when
multiple tracks contain measurements of a single particle, as illustrated
in Figure 7.3c. The errors often coincide. When two particles collide, the
measurements of the neighboring tracks can be confused in one time step.
An example of the resulting associations is shown in Figure 7.3d. It can
also occur that the two particles are consistently confused from a certain
time step on. Each track then starts following a different particle than at
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its initialization. We illustrate this in Figure 7.3e. While the two types
of errors often coincide, errors of the individual kinds can also occur in
isolation. For example, an error of the second kind occurs in isolation if
a track is discontinued because the particle is not detected in one time
step and a new track is initiated in the next time step. Such errors can
be significantly reduced by the use of track scores. It is also possible that
an error of the first kind occurs in isolation, e.g., when a track following
a particle that has disappeared starts following a particle that has newly
entered the field of view.

Errors of the first kind are only counted once per track and errors
of the second kind only once per particle. Thus, a track containing
measurements of three different particles only counts as a single error
of the first kind. Likewise, if measurements of a single particle are used
by three different tracks, this only counts as a single error of the second
kind.

7.2.2 Evaluation Description

For a reliable evaluation, we require knowledge about which measurement
stems from which particle. Therefore, we evaluate our approach based
on a DEM simulation. In the simulation, all data about the individual
particles are labeled with unique IDs. For each measurement we give
to the tracking algorithm as input, we store the ID of the particle it is
derived from. This information is only used to evaluate the tracking
performance and is not used by the multitarget tracking algorithm.

The evaluation is based on a simulation of the TableSort system with a belt
velocity of 1.15 m/s. The wooden cylinders described in Section 4.3 are
used as the bulk material in the evaluation. The DEM simulation provides
the orientations as full rotation matrices. We reduce the rotation matrices
to the angles around the vertical axis to simulate measurements that
could be encountered in real-world scenarios. The simulation data with
10 000 Hz are downsampled to 100 Hz for the evaluation. All positions
of the particles on the belt are used. The simulation results comprise a
total of 158 750 observations stemming from 4 427 particles.
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To emulate the challenges of using real-world measurements that are never
free of noise, we generate noisy measurements by adding artificial noise to
the data obtained from the simulation. The position measurements are
perturbed by an additive measurement noise 𝑣Pos

𝑡 ∼ 𝒩 (𝑣Pos
𝑡 ; 0, 𝜎2I2×2).

We consider four different scenarios, in which we employ standard
deviations 𝜎 of 0.0003 m, 0.0005 m, 0.0008 m, and 0.001 m.

In the evaluation, we compare the multitarget tracking algorithm de-
scribed in Chapter 3 that bases the association decisions only on the
position component with the improved approach described in this chapter
that incorporates the orientation component. In this evaluation, we use
a constant velocity model, which is a suitable model for a belt velocity of
1.15 m/s. For the orientation component, an identity model with additive
noise is used as the system model. For each particle, an IFF with 21
coefficients is employed to estimate its orientation. For the generation of
the association matrix, the Fourier coefficients are used as described in
the previous section. The parameters of the measurement noise used in
the measurement model of the filter are set according to the parameters
of the artificially introduced noise. Reasonable predefined values are used
for the parameters of the noise terms in the system model. Some parame-
ters, such as the penalty terms for the additional rows and columns of the
association matrix and the weighting factor for the combination of the
matrices for the position and orientation components, were determined
experimentally.

7.2.3 Evaluation Results

In the evaluation results presented in Figure 7.4, the number of errors
significantly increases with growing uncertainty. A higher quality of the
association decisions can be achieved in the presence of high noise when
using the orientation as an additional feature.
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(a) Errors of the first kind.

(b) Errors of the second kind.

Figure 7.4.: Errors of the first and second kind for the tracking approaches with
and without the use of the orientation. No large difference between the
number of errors of the first and second kind were observed in any
configuration.
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In the scenario involving measurement noise with a standard deviation
of 0.0003 m, zero association errors were observed for both approaches.
Error-free results were also obtained in experiments with even less noise.
With increasing standard deviation, the number of errors increases sig-
nificantly. For a standard deviation of 0.001 m, 181 errors of the second
kind occurred when only the position component was considered for the
association. The highest possible number of errors of the second kind
is equal to the number of particles, i.e., 4 427 in our scenario. Thus,
the number of errors is non-negligible. When also using the orienta-
tions, the number of errors also increases with growing uncertainty. For
𝜎 = 0.0005 m, all errors except two of both kinds could be prevented
by using the orientation in the association decision. For 𝜎 = 0.0008 m,
we achieved a reduction of the errors of over 25% and for 𝜎 = 0.001 m
of over 35%. Eliminating all false associations using the orientation is
not possible using our current models. Association errors often occur
when particles collide. When cylinders collide, fast rotations that are
not modeled by the motion model frequently occur. Such rotations will
also lead to higher values in the association matrix for the orientation
component.

Nonetheless, improvements of 25% and higher are valuable for improving
the prediction accuracy and the reliability of the predictive tracking.
Since each error can lead to an erroneous accumulation of features or
imprecise predictions, integrating the orientation into the association
process is expected to result in a higher sorting quality in real-world
applications. Further, if the rate of false associations is high over multiple
time steps, the multitarget tracking algorithm can break down completely.
By reducing the number of false associations, the tracker can remain
stable in the presence of higher measurement noise.
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CHAPTER
8

Conclusion and Outlook

In this thesis, we have developed and evaluated approaches to improve the
reliability of optical belt sorters. The improvements were achieved mainly
using algorithmic innovations. In terms of changes to the hardware, it was
only necessary to replace the line scan camera with an area scan camera
and adapt the light source. Using simple image processing routines, the
particles’ centroids were extracted from the image data. By deriving
a suitable multitarget tracking algorithm, we were able to accurately
predict the particles’ trajectories. The higher accuracy of our novel
predictions can be used to separate the stream of bulk material more
reliably. Moreover, the presented multitarget tracking algorithm allows
accumulating visual features of the particles and thus facilitates the
classification decision. In real-world sorting tasks, improvements to the
classification and the separation entail a higher sorting quality.

When particles are densely clustered and the measurement uncertainty
is high, false associations may occur even when using suitable motion
models. The reliability of the associations can be improved by integrating
additional features into the association decision. Therefore, we integrated
the particles’ orientations as an additional property that can be accu-
rately estimated using techniques of recursive Bayesian estimation on
periodic manifolds. In this context, two filters for circular manifolds were
developed that can be used for almost arbitrary system and measurement
models when the likelihoods and transition densities are given. The
filters can be adapted well to the sorter’s current workload because they
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offer a variable trade-off between estimation quality and run time. For
jointly estimating the orientations of neighboring particles in future work,
higher-dimensional variants of the filters were derived. First, the filters
were generalized for arbitrary-dimensional hypertori. Second, adapted
forms of the filters were proposed for the unit sphere.

In the first section, we summarize the key contributions of this thesis.
Potential areas of future work are discussed in the second section.

8.1 Contributions

We divide the contributions of this thesis into two categories that we
address consecutively. First, we briefly describe the features and prop-
erties of the proposed filters for periodic manifolds. Second, we provide
a summary of the predictive tracking approach that was developed to
improve optical belt sorters.

New Filters for Periodic Manifolds Classical filters for circular man-
ifolds based on, e.g., wrapped normal distributions are limited by the
underlying assumed density and mainly focus on the first trigonometric
moment. In this thesis, we presented two filters based on Fourier series
that allow approximating the posterior density using a variable number
of parameters. Using sufficiently high numbers of parameters, almost
arbitrary densities and likelihoods can be approximated accurately.

The proposed two Fourier filters, the Fourier identity filter and the
Fourier square root filter, differ in whether the density or its square root
is approximated using a trigonometric polynomial. While the Fourier
square root filter provides a valid probability density function in each time
step, the Fourier identity filter is faster when using the same number of
parameters. Due to the close relationship between trigonometric moments
and Fourier coefficients, the Fourier filters can consider different numbers
of trigonometric moments. For both filters, we were able to efficiently
implement Bayes’ formula and the Chapman–Kolmogorov equation. For
the update step, the computational effort never exceeds 𝑂(𝑁 log 𝑁) for
𝑁 coefficients. The computational effort of the prediction step is in
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𝑂(𝑁2) for time-invariant transition densities and in 𝑂(𝑁2 log 𝑁) for
time-variant ones. For simple system models, the computational effort
of the prediction step can be reduced to 𝑂(𝑁 log 𝑁) for both filters and
even to 𝑂(𝑁) for the Fourier identity filter when the system noise is
i.i.d.

Previously proposed assumed density filters are hard to generalize to
hypertoroidal manifolds as, among others, a suitable correlation coeffi-
cient must be chosen and matched. In contrast, we were able to extend
the Fourier filters in a straightforward manner by employing multidi-
mensional Fourier series. The Fourier filters are, to our knowledge, the
only filters yielding continuous densities that can be used for estimation
problems on hypertoroidal manifolds with dimension three and higher.
Their computational complexity does not directly depend on the dimen-
sionality of the estimation problem and mainly depends on the number of
Fourier coefficients used. However, generally, a higher number of Fourier
coefficients should be used to accurately approximate densities in higher
dimensions.

The concept of using orthogonal basis functions for recursive Bayesian
estimation was also applied to filtering on the unit sphere. Spherical
harmonics were employed to approximate the densities and likelihoods.
For filtering on the unit sphere, the prediction and update steps had to
be adapted. The prediction step had to be designed differently because
there is no direct analogue to the identity model with additive noise on
the sphere. By limiting ourselves to transition densities that treat all
points at the same distance to the current state equally, we were able to
derive a prediction step that is intuitive, theoretically sound, and allows
for an efficient implementation. The prediction and update steps can
both be performed in 𝑂(𝑁(log 𝑁)2).

Improvements to Optical Belt Sorting Using the newly introduced
area scan camera, the predictions as to when and where each particle
reaches the separation mechanism were improved. To generate accu-
rate predictions, we tailored a multitarget tracking approach to the task
of tracking bulk material particles on a conveyor belt. The proposed
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approach uses hard association decisions based on the most likely asso-
ciation of the measurements to the known tracks. As hard association
decisions are used, the approach is suitable for accumulating the particles’
visual features derived from the image data. We paid special attention to
modeling the appearance of particles newly entering the field of view and
the disappearance of particles leaving the field of view. By continuously
refining our estimate of the initial velocity of the particles, the reliability
of the judgment whether a particle has newly entered the field of view is
improved over time.

Reliable associations of the measurements to the tracks are important
both for highly accurate state estimates and predictions based thereon
and for reliably accumulating each particle’s visual features. To further
improve the quality of the association decisions, we integrated the esti-
mation of the orientations into the tracking. For this, we analyzed the
association likelihood for states comprising linear and periodic quanti-
ties. For the general case, we provided a formula involving an integral.
For real-time applications, a closed-form formula for the density rep-
resentations used by the Fourier filters were derived. Integrating the
orientations allowed for more reliable association decisions in the presence
of significant measurement noise.

To plan the valve activations for the separation, the times and places at
which the particles pass the separation mechanism are predicted based on
continuous-time motion models. Accurate motion models are crucial to
bridging the temporal gap between the particle’s last observation and its
arrival at the separation mechanism with high precision. We presented
novel motion models that outperformed the classical constant velocity
and constant acceleration models. For the motion along the transport
direction, combining the estimate of the particle’s current velocity with
the acceleration behavior of previously observed particles yielded the
best results. Orthogonal to the transport direction, we obtained the
most accurate results for two of the three types of particles considered
by combining the estimated velocity of the particle with the assumption
that the particle’s deceleration is similar to the deceleration of previously
observed particles.
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8.2 Future Research

In the context of bulk material sorting, there is a variety of ways to
further improve the quality of the sorting result. For further enhancing
the precision of the predictions derived using the multitarget tracking
algorithm, focusing on optimizing the image processing component to
improve the accuracy of the measurements may be rewarding. A promis-
ing extension would be a close integration of the image processing and
tracking algorithms. For example, the image processing may benefit
from information about the predictions of the particles’ positions to,
e.g., improve the segmentation of colliding particles. Another promising
way to improve the detection of the particles would be to amend the
background subtraction that is currently based on the assumption of a
static background. Since the belt is seen periodically, it would be possible
to maintain a model of its current appearance that includes the currently
accumulated dirt. This model could then be used to reduce the number
of false measurements.

To further enhance the reliability of the tracking algorithm and the
precision of the predictions without any changes to the image processing
routines, motion models that are even more accurate could be developed.
New models could be derived by simplifying physical simulations or using
data-driven machine learning approaches. To maximize the performance
of the models, bulk materials could be divided into classes (e.g., based on
their shape), and models could be developed for each individual class. As
good results were obtained for motion models utilizing knowledge about
previously observed particles, new motion models should also adapt to the
precise bulk material during run time to further improve the prediction
accuracy.

The estimates of the particles’ states and the reliability of the tracking
algorithm could be enhanced by jointly estimating the positions and
orientations of neighboring particles. Particularly if the particles are
in contact, estimating their states jointly is expected to improve the
estimation quality. While a Kalman filter may be employed to estimate
the positions, the orientations could be estimated jointly using the Fourier
filters for hypertoroidal domains.
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The reliability of the association decisions could be further enhanced by
integrating additional properties that can be extracted from the image
data into the association process. For example, popular features in image
processing and visual tracking [SCC+14] could be used. Since we cannot
expect to have accurate measurement models with stochastic noise for
these features at our disposal, they may not integrate seamlessly into the
current approach. However, as long as similarity scores can be derived,
these could be transformed and combined with the association matrix
containing the negative logarithms of the likelihoods to improve the
association decisions.

Further, work on extracting additional knowledge about the particles
from their trajectories [O20, O23] is ongoing. If, for example, the classes
to separate differ in their acceleration behavior, the trajectories derived
using the tracking algorithm could be used to enhance the classification
or even enable classifying visually indistinguishable particles. Moreover,
information about the physical properties of the particles that are relevant
to subsequent processing steps could be derived.

Future work on the approach to use orthogonal basis functions for es-
timation problems on periodic manifolds could focus on improving the
performance of the filters or making the approach applicable to addi-
tional filtering problems. In some applications, sparse representations of
the Fourier coefficient vectors [KM12] could improve the performance of
the Fourier filters. Sparse representations are particularly promising if
prediction steps with the topology-aware identity model with additive
noise are performed frequently as the operations involved do not change
the sparsity of the Fourier coefficient tensor.

The spherical harmonics filters could be generalized to allow for arbitrary
transition densities in the prediction step. This can, e.g., be useful if
transitioning into certain parts of the sphere is less likely than transi-
tioning into other parts. To implement the general prediction step for
the unit sphere, the transition density needs to be approximated using
orthogonal basis functions for S2 × S2. A suitable basis could be derived
based on the spherical harmonic functions.
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Other domains to consider for estimation based on orthogonal basis
functions include hyperspherical manifolds and the unit ball. For the
former, the use of hyperspherical harmonics should be considered. For
the latter, an orthogonal basis could be derived by regarding the unit ball
as the Cartesian product of S2 and the interval [0, 1]. A suitable basis
can then be generated by combining the spherical harmonic functions for
S2 with a scaled Fourier basis for [0, 1].
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APPENDIX
A

Notes on the Convergence of
Fourier Series Approximations
of Densities

In this appendix, we describe some basic convergence properties when ap-
proximating densities or the square roots of densities using trigonometric
polynomials. We start by considering the approximation of the density
directly. We know that every valid density 𝑓 integrates to 1, and thus,
𝑓 ∈ 𝐿1(S1), i.e., the density is integrable. Using the Riemann–Lebesgue
lemma [BC49, Section II.1, Theorem 1], we obtain⃒⃒

𝑐id
𝑘

⃒⃒ |𝑘|→∞−−−−→ 0 .

We now assume that the density is square integrable on [0, 2𝜋), i.e.,
𝑓 ∈ 𝐿2(S1), which is a reasonable assumption in practice. In this case,
the sum of the absolute values of the Fourier coefficients convergences,
i.e.,

∞∑︁
𝑘=−∞

⃒⃒
𝑐id

𝑘

⃒⃒
< ∞ .

185



Appendix A. Notes on the Convergence of Fourier Series Approximations of Densities

This can be proven using Bessel’s inequality [Zyg03, Volume I, Section I.7].
We can thus invoke the theorem of Riesz–Fischer [Zyg03, Volume I,
Chapter IV, Theorem 1.1] and conclude for the trigonometric polynomial
𝑠𝑘max with all terms of the Fourier series from −𝑘max to 𝑘max that

ˆ 2𝜋

0
|𝑓(𝑥) − 𝑠𝑘max(𝑥)|2 𝑑𝑥

𝑘max→∞−−−−−−→ 0 .

In other words, 𝑠𝑘max converges in 𝑓 ∈ 𝐿2(S1).

For the approximation of the square root, we define 𝑔 =
√

𝑓 . We know
that 𝑔 ∈ 𝐿2(S1) because the integral of 𝑔2 is 1 due to the normalization
of the density. Thus, we know

∞∑︁
𝑘=−∞

⃒⃒⃒
𝑐sqrt

𝑘

⃒⃒⃒
< ∞ ,

which implies ⃒⃒⃒
𝑐sqrt

𝑘

⃒⃒⃒
|𝑘|→∞−−−−→ 0 .

If the convergence of 𝑐id
𝑘 and 𝑐sqrt

𝑘 to 0 did not hold, this would be unfa-
vorable to approximations with limited numbers of coefficients because
coefficients of arbitrary size could arise at arbitrarily large indices. How-
ever, the convergence properties provided so far do not guarantee good
results in practice. Using only these, no statements can be made about
the coefficients with indices 𝑘 : |𝑘| > 𝑘max when we choose 𝑘max based
on, e.g., the available run time.

By introducing another assumption about the density, we can provide
limits on the sizes of the entries 𝑐id

𝑘 . In practice, we rarely encounter
densities with infinitely many modes on S1. If the density does not
diverge to ∞ for any point and only has a finite number of modes in
[0, 2𝜋), the density function is a bounded variation function. For a
density with 𝑀 modes, we can give an upper bound for its total variation
𝑇𝑓 (0, 2𝜋) [Rud87, Chapter 7] according to

𝑇𝑓 (0, 2𝜋) ≤ 2𝑀 sup
𝑥

(𝑓(𝑥))
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and for the total variation of its square root 𝑔 according to

𝑇𝑔(0, 2𝜋) ≤ 2𝑀 sup
𝑥

(𝑔(𝑥)) .

If the function is also continuous on (0, 2𝜋), 𝑠𝑘max converges uniformly,
which is stronger than the convergence in 𝐿2(S1). This can be proven us-
ing the Dirichlet–Jordan theorem [GM07, Section 11.5.6, Theorem 11.91]).

The total variation can be used to bound the Fourier coefficients according
to [Tai67]⃒⃒

𝑐id
𝑘

⃒⃒
≤ 𝑇𝑓 (0, 2𝜋)2𝜋

|𝑘|
,

⃒⃒
𝑐sqrt

𝑘

⃒⃒
≤ 𝑇𝑔(0, 2𝜋)2𝜋

|𝑘|
.

For example, the maximum value of a von Mises distribution is always
less than 4 for 𝜅 ≤ 100. We thus know that⃒⃒

𝑐id
1000

⃒⃒
≤ 𝑇 (0, 2𝜋) 2𝜋

1000 < 2 · 4 · 2𝜋

1000 < 0.0503 .

Thus, we obtain at least a linear convergence for bounded variation
functions. In our closed-form formulae for popular densities on the circle
given in Appendix B.1, a superlinear convergence rate is obtained for
most of the densities considered.

For the SqFF, we can provide an additional bound the Fourier coefficients
with indices 𝑘 : |𝑘| > 𝑘max. As we have shown in Section 6.2.2,

∞∑︁
𝑘=−∞

|𝑐𝑘|2 = ‖𝑐sqrt‖2 = 1
2𝜋

holds for valid densities. Thus, if the Fourier coefficients with indices
−𝑘max to 𝑘max have been calculated in a precise manner, the remaining
Fourier coefficients for representing the square root of the density can be
bounded according to

|𝑐sqrt
𝑘 | ≤

⎯⎸⎸⎷ 1
2𝜋

−
𝑘max∑︁

𝑘=−𝑘max

|𝑐𝑘|2 ∀𝑘 ∈ Z : |𝑘| > 𝑘max .
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APPENDIX
B

Fourier Coefficients of
Common Densities

In this appendix, we provide closed-form or analytic formulae for the
Fourier coefficients of densities on periodic manifolds. We begin with
densities on the circle. Afterward, formulae are given for one density on
the hypertorus and one density on the unit sphere.

B.1 Densities on the Circle

In this part of the appendix, we consider the densities on the unit
circle introduced in Section 5.2.1 and provide formulae for the Fourier
coefficients of the densities and their square roots. For distributions that
have the mean direction as a parameter, we only provide closed-form
expressions for 𝜇 = 0. The formulae for the coefficients of the density
shifted by the actual mean direction can easily be derived by combining
the formulae for 𝜇 = 0 with the shifting operation (6.5). The formulae
were first described by us in [O11].
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Wrapped Normal Distribution For 𝜇 = 0, the wrapped normal distri-
bution reduces to

𝑓WN(𝑥; 𝜇 = 0, 𝜎) = 1
𝜎

√
2𝜋

∞∑︁
𝑗=−∞

exp
(︂

−(𝑥 + 2𝜋𝑗)2

2𝜎2

)︂
.

Using the formula for the trigonometric moments [Kur15, Section 2.2.4],
we get

∀𝑘 ∈ Z : 𝑐id
𝑘 = 1

2𝜋
e−𝜎2𝑘2/2

for the Fourier coefficients of the density. The coefficients decrease
exponentially for |𝑘| → ∞. Thus far, we have not found an analytic
expression for the Fourier coefficients of the square root of the density.
However, a DFT can be used to obtain an approximation of the Fourier
coefficients.

Von Mises Distribution For the von Mises distribution, we get

𝑓VM(𝑥; 𝜇 = 0, 𝜅) = e𝜅 cos(𝑥)

2𝜋𝐼0(𝜅)

as the formula for the density when the mean direction is set to zero.
Using the formula for the trigonometric moments [Kur15, Section 2.2.4],
we obtain the formula

∀𝑘 ∈ Z : 𝑐id
𝑘 = 1

2𝜋𝐼0(𝜅)𝐼|𝑘|(𝜅)

for the Fourier coefficients, in which 𝐼|𝑘| denotes the Bessel function of
the first kind of order |𝑘|.

To derive the Fourier coefficients of the square root of the density, we
begin by writing out the formula

√︀
𝑓VM(𝑥; 𝜇 = 0, 𝜅) =

√︃
e𝜅 cos(𝑥)

2𝜋𝐼0(𝜅) .
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We can then expand the fraction via√︃
e𝜅 cos(𝑥)

2𝜋𝐼0(𝜅) = 2𝜋𝐼0(𝜅/2)
2𝜋𝐼0(𝜅/2) · e𝜅/2·cos(𝑥)√︀

2𝜋𝐼0(𝜅)
= 2𝜋𝐼0(𝜅/2)√︀

2𝜋𝐼0(𝜅)
· e𝜅/2·cos(𝑥)

2𝜋𝐼0(𝜅/2) .

Because the part in green is independent of 𝑥, we can move it in front of
the integral used to determine the Fourier coefficients. The remaining part
in blue is the formula for a von Mises density with 𝜅/2 as its concentration
parameter. Thus, we can use the formula for the Fourier coefficients of
the von Mises distribution for 𝜅/2 to determine the Fourier coefficients
of the term in blue. Combining the two terms, we obtain

∀𝑘 ∈ Z : 𝑐sqrt
𝑘 = 2𝜋𝐼0(𝜅/2)√︀

2𝜋𝐼0(𝜅)
1

2𝜋𝐼0(𝜅/2)𝐼|𝑘|(𝜅/2) = 1√︀
2𝜋𝐼0(𝜅)

𝐼|𝑘|(𝜅/2) .

To analyze the convergence of the Fourier coefficients for |𝑘| → 0, we
regard the Bessel function [AS72, Section 9.6.10]

𝐼|𝑘|(𝜅/2) =
(︁𝜅

4

)︁|𝑘| ∞∑︁
𝑚=0

( 1
16 𝜅2)𝑚

𝑚! Γ(|𝑘| + 𝑚 + 1) .

While the term in front of the sum may (if 𝜅 > 4) increase exponentially,
the terms summed decrease in the order of a factorial due to the gamma
function in the denominator.

Circular Uniform Distribution As explained in Section 6.2.1, the coeffi-
cient 𝑐id

0 is always 1
2𝜋 when approximating a density directly. All other

coefficients are zero because the density is a constant function. As can
be easily derived using (6.2), the zeroth Fourier coefficient of the square
root of the density 𝑐sqrt

0 is 1/
√

2𝜋 and all other coefficients are zero.

Wrapped Cauchy Distribution When the mean direction is set to zero,
the density of the wrapped Cauchy distribution is given by

𝑓WC(𝑥; 𝜇 = 0, 𝑎) = 1
2𝜋

(︃
1 + 2

∞∑︁
𝑘=1

e−𝑘𝑎 cos(𝑘𝑥)
)︃

.
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Again, we can determine the Fourier coefficients of the density using
the trigonometric moments of the wrapped Cauchy distribution [Kur15,
Section 2.2.4] to obtain

∀𝑘 ∈ Z : 𝑐id
𝑘 = 1

2𝜋
e−|𝑘|𝑎 .

Using manual reformulations and the help of a computer algebra system,
we were able to derive the formula

𝑐sqrt
𝑘 =

√︂
1

2𝜋3 tanh
(︁𝑎

2

)︁ ∞∑︁
𝑚=0

(Γ( 1
2 + 𝑚))2(sech( 𝑎

2 ))2𝑚

Γ(1 − 𝑘 + 𝑚)Γ(1 + 𝑘 + 𝑚)

depending on the hyperbolic tangent tanh(·) and the hyperbolic secant
sech(·) for the Fourier coefficients of the square root of the density. If
the regularized generalized hypergeometric function [Wei] 3𝐹2(·, ·, ·) is
available as a library function, we can rewrite the formula as

𝑐sqrt
𝑘 =

√︂
1

2𝜋
tanh

(︁𝑎

2

)︁
3𝐹2

(︂[︂
1
2 ,

1
2 , 1

]︂
, [1 − 𝑘, 1 + 𝑘] ,

(︁
sech

(︁𝑎

2

)︁)︁2
)︂

.

Wrapped Exponential Distribution For the wrapped exponential dis-
tribution, the formulae given in [JK04] can be used to obtain the real and
complex parts of the trigonometric moments. Using these, we obtain

∀𝑘 ∈ Z : 𝑐id
𝑘 = 1

2𝜋

𝜆2 − 𝜆𝑘𝑖

𝜆2 + 𝑘2

for the Fourier coefficients. For the square root of the density, we derived
the formula

∀𝑘 ∈ Z : 𝑐sqrt
𝑘 =

√
𝜆

𝜋(𝜆 + 2𝑘𝑖)
(e𝜋𝜆 − 1)√

e2𝜋𝜆 − 1
for the Fourier coefficients. In both cases, the Fourier coefficients converge
linearly to 0 for 𝑘 → ∞.
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B.2 Densities on Higher-Dimensional
Manifolds

First, we introduce a formula for the Fourier coefficients of the multivariate
wrapped normal distribution for hypertoroidal manifolds. Second, we
address the Fourier coefficients of the von Mises–Fisher distribution with
𝜇 =

[︀
0 0 1

]︀
. For the five-parameter Fisher–Bingham distribution, an

analytic expression was derived in [AKK16], but it is not closed-form
and involves infinite series.

Multivariate Wrapped Normal Distribution For all absolutely contin-
uous densities, the characteristic function 𝜙𝑥 of the random vector 𝑥 is
given by [And03, Section 2.6.1],

𝜙𝑥(𝑡) = E(e𝑖(𝑡·𝑥)) =
ˆ

Ω𝑥

e𝑖(𝑡·𝑥)𝑓(𝑥) 𝑑𝑥 .

For vectors 𝑡 comprising only integers, the formula only differs by a factor
of 1/(2𝜋)𝑑 from the formula for the Fourier coefficient with index −𝑡.

We now derive the characteristic function of the multivariate wrapped
normal distribution using the characteristic function of the (regular)
multivariate normal distribution. We start by splitting the multidimen-
sional integral for the characteristic function of the multivariate normal
distribution into an infinite number of hypercubes, yielding

𝜙𝑥(𝑡) =
ˆ
R𝑑

e𝑖(𝑡·𝑥)𝒩 (𝑥; 𝜇, C) 𝑑𝑥

=
∑︁
𝑗∈Z𝑑

ˆ
[0,2𝜋)𝑑

e𝑖(𝑡·(𝑥+2𝜋𝑗))𝒩 (𝑥 + 2𝜋𝑗; 𝜇, C) 𝑑𝑥

=
∑︁
𝑗∈Z𝑑

ˆ
[0,2𝜋)𝑑

e𝑖(𝑡·𝑥)𝒩 (𝑥 + 2𝜋𝑗; 𝜇, C) 𝑑𝑥 .
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Then, we can swap the sum and the integral to obtain

𝜙𝑥(𝑡) =
ˆ

[0,2𝜋)𝑑

e𝑖(𝑡·𝑥)
∑︁
𝑗∈Z𝑑

𝒩 (𝑥 + 2𝜋𝑗; 𝜇, C) 𝑑𝑥

=
ˆ

[0,2𝜋)𝑑

e𝑖(𝑡·𝑥)𝑓WN(𝑥; 𝜇, C) 𝑑𝑥 .

Thus, the characteristic function of the multivariate wrapped normal
distribution is equivalent to the characteristic function of the (regular)
multivariate normal distribution.

We can now use the formula for the characteristic function of the multi-
variate wrapped normal distribution [Obe73, Table C] to obtain a closed-
form formula for the Fourier coefficients of the multivariate wrapped
normal distribution. By including the factor 1/(2𝜋)𝑑 and evaluating the
characteristic function at −𝑘, we get

𝑐id
𝑘 = 1

(2𝜋)𝑑
𝜙𝑥(−𝑘) = 1

(2𝜋)𝑑
e−𝑖(𝑘·𝜇)−(𝑘⊤C𝑘)/2 .

We have not found a closed-form formula for the Fourier coefficients
of the square root of the density. However, if the expensive evaluation
of the density function is to be avoided, one can calculate the Fourier
coefficients of the density in 𝑂(𝑁) and then evaluate the function on
an equidistant grid using an IDFT. Since this is equal to evaluating the
truncated Fourier series at the grid points, it is not guaranteed that all
function values are nonnegative. If all function values are nonnegative,
we can calculate the square roots of the values and then perform a DFT
to obtain an approximation of the Fourier coefficients of the square root
of the multivariate wrapped normal density.
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B.2 Densities on Higher-Dimensional Manifolds

Von Mises–Fisher Distribution In [Seo06], the spherical harmonic co-
efficients of azimuthally symmetric von Mises–Fisher densities (i.e., von
Mises–Fisher densities with 𝜇 =

[︀
0 0 1

]︀
) are discussed. Therein, the

recursion relation

𝑐0
0 = 1 ,

𝑐0
1 = cosh 𝜅 − 1

𝜅
,

𝑐0
𝑙+1 + 𝑐0

𝑙 = e𝜅

2 sinh(𝜅) − 1
𝜅

𝑙∑︁
𝑚=0

(2𝑚 + 1)𝑐0
𝑚

and a closed-form approximation of 𝑐0
𝑙 according to

𝑐0
𝑙 ≈ exp

[︂
− 𝑙(𝑙 + 1)

2𝜅

]︂
for 𝜅 ≫ 1 are given. All coefficients of order 𝑚 ≠ 0 are zero due to the
azimuthal symmetry of the density.
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APPENDIX
C

Alternative Update
and Prediction Steps

In this appendix, we provide alternative variants of the prediction step
with additive noise and the update step for the unit circle. These variants
provide interesting insights into how the prediction and update steps
can be performed based on grid values. Using the alternative prediction
and update steps, an alternative filter could be derived. Further, the
alternative variant of the update step is used as the basis for the update
step of the spherical harmonics filter. However, it is important to note
that the formulae given do not yield the same results as the prediction
and update steps presented in Section 6.2.2 and Section 6.2.3.

C.1 Update Step

The alternative update step for the IFF is sketched in Figure C.1a.
As the first step, function values of 𝑓p

𝑡 on a grid are derived from the
Fourier coefficient vector 𝑐p,id

𝑡 . Afterward, we evaluate 𝑓L
𝑡 at the same

grid points. We then calculate the Hadamard product of the vectors
comprising the function values on the grid. After performing a DFT,
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Appendix C. Alternative Update and Prediction Steps

we have a new coefficient vector 𝑐e,id
𝑡 , which is as long as 𝑐p,id

𝑡 but
represents an unnormalized density. The end result is then obtained
using a normalization that is performed as in the regular update step
described in Section 6.2.2.
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(a) Alternative update step for the IFF.
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√

(b) Alternative update step for the SqFF.

Figure C.1.: Alternative update steps for the IFF and SqFF.

There are some key differences to the regular update step. First, we do
not need the correspondence between the multiplication of the functions
and the discrete convolution of the coefficient vectors. This is useful for
the spherical harmonics filters, since performing the operation based on
the coefficients is much more elaborate. The second difference is that 𝑐L,id

𝑡

does not need to be derived from 𝑓L
𝑡 . In the update step illustrated in

Figure C.1a, we perform one IDFT and one DFT. In the regular update
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C.2. Prediction Step for the Topology-Aware Identity Model with Additive Noise

step, one DFT and one convolution are required. However, since all of
these operations are in the same complexity class, this difference does
not result in major differences in the run times. A third difference is
that no truncation is required. As evident from the derivation of the
regular update step, 4𝑘max + 1 coefficients are required to represent the
exact result of the multiplication of the trigonometric polynomials for 𝑓p

𝑡

and 𝑓L
𝑡 . In the alternative update step, we limit ourselves to 2𝑘max + 1

grid points for the approximation of the coefficient vector 𝑐e,id
𝑡 . This

means we accept that the function values of 𝑓 e
𝑡 on the grid may not

allow for a precise reconstruction of 𝑓 e
𝑡 . In both the regular and the

alternative update step, an approximation error generally occurs unless
𝑓 e

𝑡 can be precisely represented using the considered 2𝑘max + 1 Fourier
coefficients. In the regular update step, an approximation error occurs
when the likelihood 𝑓L

𝑡 is represented using the coefficient vector 𝑐L,id
𝑡

that may not precisely describe 𝑓L
𝑡 . An additional error occurs in the

truncation step. In the alternative update step, an approximation error is
introduced when we only calculate 𝑁 function values of 𝑓 e,id

𝑡 even though
more would be required for an exact representation. This is usually the
case as more grid points are required for 𝑓 e,id

𝑡 than for 𝑓p
𝑡 and 𝑓L

𝑡 . Thus,
the coefficient vector 𝑐e,id

𝑡 is generally an approximation.

We can also provide an alternative variant of the update step for the
SqFF, which is summarized in Figure C.1b. The alternative update step
for the SqFF follows the same rationale as the alternative update step
for the IFF. A key difference is that all approximation errors affect the
approximation of the square root of the density. As the Fourier coefficient
vector 𝑐p,sqrt

𝑡 describes a real function, all function values
√︀

𝑓p
𝑡 are real

numbers. Further, 𝑓L
𝑡 is a nonnegative function, and thus, all values of√︀

𝑓L
𝑡 are real numbers. Consequentially, all values of

√︀
𝑓 e

𝑡 are real-valued.
Therefore, the trigonometric polynomial with the coefficient vector 𝑐e,sqrt

𝑡

is a real function. Hence, the squared function values are guaranteed to
be nonnegative.
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Figure C.2.: Alternative prediction steps for the IFF and SqFF.

C.2 Prediction Step for the Topology-Aware
Identity Model with Additive Noise

In Figure C.2a, we illustrate an alternative prediction step for the identity
model with additive noise for the IFF. Using an IDFT, we determine
the function values of 𝑓 e

𝑡 on a grid. We can directly evaluate 𝑓𝑤
𝑡 on the

grid points and do not require its Fourier coefficients (if 𝑤𝑡 is i.i.d., the
function values only have to be calculated once). Afterward, we perform
a cyclic convolution of the vectors containing the function values of 𝑓 e

𝑡
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C.2. Prediction Step for the Topology-Aware Identity Model with Additive Noise

and 𝑓𝑤
𝑡 , which corresponds to a Hadamard product of the coefficient

vectors [Yar10, Section 8.10.8]. As no additional Fourier coefficients are
required to represent the result, performing the operation like this does
not introduce an additional approximation error. If all function values
of 𝑓 e

𝑡 generated using the IDFT are nonnegative, the function values
of 𝑓p

𝑡+1 will also be nonnegative. This is because the values of 𝑓𝑤
𝑡 on

any grid are always nonnegative and the cyclic convolution only involves
multiplications and summations, which yield nonnegative values if all
input values are nonnegative. However, the cardinal series based on the
function values on the grid may have negative function values. This also
holds for the trigonometric polynomial with the coefficient vector 𝑐p,id

𝑡+1
derived using an IDFT. In the approach depicted in Figure C.2a, we
assume that the cardinal series based on the function values of 𝑓𝑤

𝑡 on
the grid is a normalized density. If this is not the case, the coefficient
vector obtained via a DFT may not be normalized and an additional
normalization step may be required.

The alternative update step for the SqFF is presented in Figure C.2b.
We first obtain function values of

√︀
𝑓 e

𝑡 on a grid using an IDFT. Then,
we square the function values. Even when

√︀
𝑓 e

𝑡 is perfectly described
by 𝑐e,sqrt

𝑡 , this step introduces an approximation error. As discussed
previously, more coefficients, and thus also more grid points, are required
to precisely represent the square of a function. We then evaluate 𝑓𝑤

𝑡

on a grid. Afterward, we calculate the cyclic convolution as in the
IFF. An approximation error is introduced in the next step in which
we calculate the square roots of the function values of 𝑓p

𝑡+1 to obtain
the function values of

√︁
𝑓p

𝑡+1 on a grid. Using a DFT, we can obtain a
Fourier coefficient vector again. Due to the approximation errors, the
resulting coefficient vector may not correspond to a normalized density.
Therefore, a normalization is required.

The resulting coefficient vector 𝑐p,sqrt
𝑡+1 always represents a density that is

nonnegative everywhere. While applying an IDFT to 𝑐p,sqrt
𝑡+1 may yield

negative values, the values are squared, and thus, only positive values
are obtained for 𝑓 e

𝑡 . The function values of 𝑓𝑤
𝑡 are always nonnegative

because we directly calculate function values of a valid density. Hence, the
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Appendix C. Alternative Update and Prediction Steps

cyclic convolution only yields nonnegative function values for 𝑓p
𝑡+1. Thus,

all function values of
√︁

𝑓p
𝑡+1 on the grid are real. Thus, the trigonometric

polynomial with the coefficient vector 𝑐p,sqrt
𝑡+1 is a real function and the

reconstructed density is always nonnegative. However, as in the IFF,
applying a DFT to the function values on the grid of 𝑓 e

𝑡 , 𝑓𝑤
𝑡 , or 𝑓p

𝑡+1
obtained as intermediate results would not necessarily result in Fourier
coefficients of a trigonometric polynomial with only nonnegative function
values.

It is also possible to skip the DFT and IDFT operations in Figures C.1a
and C.2a to create a new filter, which is based on unnormalized function
values on a grid and does not require DFTs and IDFTs. Whenever a valid
normalized density is to be derived from the function values on the grid,
we can proceed as follows. First, we calculate the square roots of the
function values. As all function values on the grid are nonnegative, the
square roots of the values are real-valued. Second, we perform a DFT to
obtain the Fourier coefficients representing the square root of the density.
Third, we perform a normalization based on the Fourier coefficients.
As in the SqFF, the Fourier coefficients then represent a function that
may have negative function values. By squaring the potentially negative
function values, we obtain a valid approximation of the density. The
Fourier coefficient vector representing the square root of the density can
also be used to provide a flexible truncation operation. If the coefficient
vector is padded with zeros or truncated, applying an IDFT to the new
vector yields only real values. By squaring these values, nonnegative
function values on a grid can be obtained. The nonnegative values can
then be used in the next prediction or update step of the filter based
on unnormalized function values on a grid. If the number of parameters
was reduced by directly evaluating the function on a new grid using,
e.g., a cardinal series, nonnegative function values could arise. However,
the Fourier coefficient vector representing the square root of the density
is not always required to reduce the number of parameters in a way
that ensures the nonnegativity of the function values. An approach to
parameter reduction that can be implemented directly based on a grid
is to only preserve every 𝑞th (𝑞 ∈ N+) grid point and the corresponding
function values.
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APPENDIX
D

Multiplying Functions on
the Sphere Based on Their
Spherical Harmonic Coefficients

A basis for deriving the spherical harmonic coefficients of the result
of the multiplication of two spherical harmonic approximations is the
equation [DH94, Theorem 2]

𝑌 𝑚1
𝑙1

𝑌 𝑚2
𝑙2

=
𝑙1+𝑙2∑︁

𝑙𝑐=|𝑙1−𝑙2|

√︃
(2𝑙1 + 1)(2𝑙2 + 1)

4𝜋(2𝑙𝑐 + 1) 𝐶𝑙1,𝑙2,𝑙𝑐

0,0,0 𝐶𝑙1,𝑙2,𝑙𝑐

𝑚1,𝑚2,𝑚1+𝑚2
𝑌 𝑚1+𝑚2

𝑙𝑐
,

(D.1)
in which 𝐶 is the Wigner symbol in the convention of [BL84, Equa-
tion (3.165)]. While calculating the Wigner symbol is costly, it is possible
to precalculate the values. A simple way to use (D.1) to obtain the
spherical harmonic coefficients of the multiplication result is as follows.
We allocate a new coefficient matrix for the (unnormalized) multiplication
result C̊e,id

𝑡 . The matrix, which is initialized with zeros, needs to be
able to store coefficients up to degree 𝐿1 + 𝐿2 when 𝐿1 and 𝐿2 are the
maximum degrees of the spherical harmonic approximations of the two
functions. As in the Fourier filters, we always use the same number of
coefficients for all functions, i.e., the matrix needs to be able to store
coefficients up to degree 2𝐿.
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To obtain the coefficients of the multiplication result, we consider all pairs
of spherical harmonic basis functions with the corresponding spherical
harmonic coefficients. Due to the possible applicability of the approach
to the update step, we shall call the involved coefficient matrices Cp,id

𝑡 ,
CL,id

𝑡 , and Ce,id
𝑡 . We can use (D.1) to know that

𝑐e,id,𝑚1
𝑡,𝑙1

𝑌 𝑚1
𝑙1

𝑐L,id,𝑚2
𝑡,𝑙2

𝑌 𝑚2
𝑙2

=
𝑙1+𝑙2∑︁

𝑙𝑐=|𝑙1−𝑙2|

𝑐e,id,𝑚1
𝑡,𝑙1

𝑐L,id,𝑚2
𝑡,𝑙2

√︃
(2𝑙1 + 1)(2𝑙2 + 1)

4𝜋(2𝑙𝑐 + 1) 𝐶𝑙1,𝑙2,𝑙𝑐

0,0,0 𝐶𝑙1,𝑙2,𝑙𝑐

𝑚1,𝑚2,𝑚1+𝑚2
𝑌 𝑚1+𝑚2

𝑙𝑐

holds. For all valid combinations of basis functions 𝑌 𝑚1
𝑙1

and 𝑌 𝑚2
𝑙2

, we
add

𝑐e,id,𝑚1
𝑡,𝑙1

𝑐L,id,𝑚2
𝑡,𝑙2

√︃
(2𝑙1 + 1)(2𝑙2 + 1)

4𝜋(2𝑙𝑐 + 1) 𝐶𝑙1,𝑙2,𝑙𝑐

0,0,0 𝐶𝑙1,𝑙2,𝑙𝑐

𝑚1,𝑚2,𝑚1+𝑚2

to the entries of the preallocated matrix for degrees 𝑙𝑐 from |𝑙1 − 𝑙2| to
𝑙1 + 𝑙2 and order 𝑚1 + 𝑚2.

If both functions are represented using 𝑁 = (𝐿 + 1)2 coefficients, we have
𝑁2 = (𝐿 + 1)4 combinations. For each combination, 𝑂(𝐿) = 𝑂(

√
𝑁)

coefficients must be updated, resulting in a run time of 𝑂(𝐿5) = 𝑂(𝑁2.5)
for this naïve implementation. While it may be possible to realize a
more efficient implementation (similar to the fast discrete convolution
for Fourier coefficient tensors), we know of no implementation with a
computational effort of less than 𝑂(𝑁2.5) that yields the result without
using a spherical harmonic transform.
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APPENDIX
E

Association Likelihood
for von Mises Densities

In this appendix, we first derive a closed-form formula for the association
likelihood for von Mises densities. The formula can be used as an approx-
imation for other densities if they are unimodal and can be approximated
well using von Mises densities. In the second part of this appendix, we
provide a way to reformulate certain multimodal estimation problems.
Such problems arise, e.g., in the bulk material tracking scenario when
the orientations of the particles are ambiguous due to symmetries.

E.1 Derivation of the
Association Likelihood

In Section 3.5.1, we have identified terms in −
∑︀𝑛

𝑖=1 log ℓ(𝑧𝜏(𝑖)|𝑖) that are
independent of the permutation 𝜏 . Because such terms do not influence
the result of the LAP solver, they can be disregarded when calculating the
entries of the association matrix. For normal distributions, the only term
that remains is the squared Mahalanobis distance scaled by 1

2 . In our
derivation of the closed-form formula for the association matrix for von
Mises densities, we also identify components that can be disregarded.
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The involved von Mises densities are parameterized as follows. The
prior density of the 𝑖th track is given by 𝑓VM(𝑥Ori,𝑖; 𝜇̂p,𝑖, 𝜅p,𝑖), and the
measurement likelihood of the 𝑗th measurement is 𝑓VM(𝑧Ori,𝑗 ; 𝑥Ori,𝑖, 𝜅𝑣,𝑗).
For these von Mises densities, we get

−log ℓ(𝑧Ori,𝑗 |𝑖)=−log
ˆ 2𝜋

0
𝑓VM(𝑧Ori,𝑗; 𝑥Ori,𝑖, 𝜅𝑣,𝑗)𝑓VM(𝑥Ori,𝑖; 𝜇̂p,𝑖, 𝜅p,𝑖)𝑑𝑥Ori,𝑖

=− log
ˆ 2𝜋

0

1
2𝜋𝐼0(𝜅𝑣,𝑗)2𝜋𝐼0(𝜅p,𝑖)
e𝜅𝑣,𝑗 cos(𝑧Ori,𝑗−𝑥Ori,𝑖)e𝜅p,𝑖 cos(𝑥Ori,𝑖−𝜇̂p,𝑖)𝑑𝑥Ori,𝑖

= log
(︀
2𝜋𝐼0(𝜅𝑣,𝑗)2𝜋𝐼0(𝜅p,𝑖)

)︀
−log

ˆ 2𝜋

0
e𝜅𝑣,𝑗 cos(𝑧Ori,𝑗−𝑥Ori,𝑖)e𝜅p,𝑖 cos(𝑥Ori,𝑖−𝜇̂p,𝑖)𝑑𝑥Ori,𝑖 .

We now take the sum over all negative logarithms of the likelihoods for an
association decision that is described by the permutation 𝜏 . In this case,
the measurement index is defined by the track index and the permutation
according 𝑗 = 𝜏(𝑖). Thus, we obtain

−
𝑛∑︁

𝑖=1
log ℓ(𝑧Ori,𝜏(𝑖)|𝑖) =

𝑛∑︁
𝑖=1

log
(︀
2𝜋𝐼0(𝜅𝑣,𝜏(𝑖))2𝜋𝐼0(𝜅p,𝑖)

)︀
+

𝑛∑︁
𝑖=1

− log
ˆ 2𝜋

0
e𝜅𝑣,𝜏(𝑖)cos(𝑧Ori,𝜏(𝑖)−𝑥Ori,𝑖)e𝜅p,𝑖cos(𝑥Ori,𝑖−𝜇̂p,𝑖)𝑑𝑥Ori,𝑖⏟  ⏞  

Δ:=

.
(E.1)

Because the value of
𝑛∑︁

𝑖=1
log
(︀
2𝜋𝐼0(𝜅𝑣,𝜏(𝑖))2𝜋𝐼0(𝜅p,𝑖)

)︀
=

𝑛∑︁
𝑖=1

log
(︀
2𝜋𝐼0(𝜅𝑣,𝜏(𝑖))

)︀
+

𝑛∑︁
𝑖=1

log
(︀
2𝜋𝐼0(𝜅p,𝑖)

)︀
=

𝑛∑︁
𝑖=1

log
(︀
2𝜋𝐼0(𝜅𝑣,𝑖)

)︀
+

𝑛∑︁
𝑖=1

log
(︀
2𝜋𝐼0(𝜅p,𝑖)

)︀
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is independent of 𝜏 , we can disregard the first sum on the right-hand side
of (E.1).

As 𝑓VM(𝑧Ori,𝑗 ; 𝑥Ori,𝑖, 𝜅𝑣,𝑗) = 𝑓VM(𝑥Ori,𝑖; 𝑧Ori,𝑗 , 𝜅𝑣,𝑗), the product in Δ is
essentially a product of two unnormalized von Mises densities. To find a
closed-form formula, we use the fact that the result of the multiplication
of two von Mises densities is a (generally unnormalized) von Mises density.
For the density obtained after the normalization, the parameters can
be calculated depending on the means 𝜇1 and 𝜇2 and concentration
parameters 𝜅1 and 𝜅2 according to [ARCB09]

𝐶(𝜇1, 𝜇2, 𝜅1, 𝜅2) = 𝜅1 cos(𝜇1) + 𝜅2 cos(𝜇2) , (E.2)
𝑆(𝜇1, 𝜇2, 𝜅1, 𝜅2) = 𝜅1 sin(𝜇1) + 𝜅2 sin(𝜇2) , (E.3)

𝜇Mult(𝜇1, 𝜇2, 𝜅1, 𝜅2) = atan2(𝑆(𝜅1, 𝜅2, 𝜇1, 𝜇2), 𝐶(𝜅1, 𝜅2, 𝜇1, 𝜇2)) ,

𝜅Mult(𝜇1, 𝜇2, 𝜅1, 𝜅2) =
√︁

(𝐶(𝜇1, 𝜇2, 𝜅1, 𝜅2))2 + (𝑆(𝜇1, 𝜇2, 𝜅1, 𝜅2))2
.

We use these formulae for the input arguments 𝜇1 = 𝑧Ori,𝑗 , 𝜇2 = 𝜇̂p,𝑖,
𝜅1 = 𝜅𝑣,𝜏(𝑖), and 𝜅2 = 𝜅p,𝑖 and omit the input arguments of 𝐶, 𝑆, 𝜇Mult,
and 𝜅Mult for brevity from now on.

While a normalization is not desired in our case, we can use the formula
for the parameters of the result of the update step to know that

exp
(︀
𝜅𝑣,𝜏(𝑖) cos(𝑧Ori,𝜏(𝑖) − 𝑥Ori,𝑖)

)︀
exp

(︀
𝜅p,𝑖 cos(𝑥Ori,𝑖 − 𝜇̂p,𝑖)

)︀
= 𝜆 exp

(︀
𝜅Mult cos(𝑥Ori,𝑖 − 𝜇Mult)

)︀
(E.4)

holds for some constant 𝜆 > 0. To obtain 𝜆, we use that the exponential
function is positive on the entire real line, and thus, both the left-hand
and the right-hand sides of (E.4) are positive. Since the entire function on
the right-hand side of (E.4) is scaled by the same value, we can evaluate
the left-hand side and the right-hand side without 𝜆 for an arbitrary
input value and then determine by which factor the two values differ.
Using zero as the input value, we get

𝜆 =
exp

(︀
𝜅𝑣,𝜏(𝑖) cos(𝑧Ori,𝜏(𝑖)) + 𝜅p,𝑖 cos(𝜇̂p,𝑖)

)︀
exp (𝜅Mult cos(𝜇Mult))

. (E.5)
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Now, we inspect the argument of the exponential function in the denomi-
nator

Γ = 𝜅Mult cos(𝜇Mult) .

We write cos(𝜇Mult) depending on 𝐶 and 𝑆 defined in (E.2) and (E.3),
yielding

cos(𝜇Mult) = cos(atan2(𝑆, 𝐶)) .

We further use [Hem]

cos(atan(𝛼)) = 1√
1 + 𝛼2

and consider all quadrants and borders of the quadrants of the atan2
separately to obtain

cos(𝜇Mult)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

cos(atan(𝑆/𝐶)) = 1√
1+𝑆2/𝐶2

= 𝐶√
𝐶2+𝑆2 𝐶 > 0, 𝑆 > 0

cos(𝜋 + atan(𝑆/𝐶)) = − 1√
1+𝑆2/𝐶2

= −|𝐶|√
𝐶2+𝑆2 = 𝐶√

𝐶2+𝑆2

𝐶 < 0, 𝑆 > 0

cos(−𝜋 + atan(𝑆/𝐶))
= cos(𝜋 + atan(𝑆/𝐶)) = 𝐶√

𝐶2+𝑆2

𝐶 < 0, 𝑆 < 0

cos(atan(𝑆/𝐶)) = 𝐶√
𝐶2+𝑆2 𝐶 > 0, 𝑆 < 0

cos(0) = 1 = 𝐶√
𝐶2 = 𝐶√

𝐶2+𝑆2 𝐶 > 0, 𝑆 = 0
cos
(︀

𝜋
2
)︀

= 0 = 𝐶√
𝐶2+𝑆2 𝐶 = 0, 𝑆 > 0

cos(𝜋) = −1 = 𝐶√
𝐶2 = 𝐶√

𝐶2+𝑆2 𝐶 < 0, 𝑆 = 0
cos
(︀

− 𝜋
2
)︀

= 0 = 𝐶√
𝐶2+𝑆2 𝐶 = 0, 𝑆 < 0

undefined 𝐶 = 𝑆 = 0 .

Since cos(atan2(𝑆, 𝐶)) is defined for the same values and has the same
function values as 𝐶/

√
𝐶2 + 𝑆2,

cos(𝜇Mult) = 𝐶√
𝐶2 + 𝑆2

holds.
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Thus, we can rewrite Γ as

Γ = 𝜅Mult
𝐶√

𝐶2 + 𝑆2
=
√︀

𝐶2 + 𝑆2 𝐶√
𝐶2 + 𝑆2

= 𝐶 .

By writing out 𝐶, we obtain

Γ = 𝜅𝑣,𝜏(𝑖) cos(𝑧Ori,𝜏(𝑖)) + 𝜅p,𝑖 cos(𝜇̂p,𝑖) .

The right-hand side is precisely the argument of the exponential function
in the numerator of (E.5). Hence, 𝜆 = 1.

Using this, we can write Δ as

Δ =
ˆ 2𝜋

0
exp

(︀
𝜅Mult cos(𝑥Ori,𝑖 − 𝜇Mult)

)︀
𝑑𝑥Ori,𝑖 .

This is an integral of a von Mises density without the normalization
constant over [0, 2𝜋). Since the value of the integral is the reciprocal of
the normalization constant, we obtain

− log Δ = − log(2𝜋𝐼0(𝜅Mult)) = − log(2𝜋) − log(𝐼0(𝜅Mult)) .

The term − log(2𝜋) can be discarded because it is independent of the
permutation 𝜏 . Thus, only − log(𝐼0(𝜅Mult)) needs to be considered for
the entries of the association matrix for the orientation component. To
calculate the entries of the association matrix, we replace 𝜏(𝑖) by 𝑗 and
then calculate the negative logarithm of the concentration parameter
𝜅Mult for all combinations of indices 𝑖 and 𝑗 from 1 to 𝑛.

The formula can be used as an approximation if the densities and like-
lihoods can be approximated using von Mises densities. However, no
reasonable approximation can be obtained when the mean direction is
undefined, e.g., when the density is antipodally symmetric. For example,
the noise distributions presented in Figures 7.2c and 7.2d do not have
well-defined mean directions. To approximate the association likelihood
based on the formula just presented, we describe a way to reformulate
the estimation problem.
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E.2 Adjusting the Estimation
Problem for Visual Ambiguities

In Figure 7.2d, a von Mises mixture with two components is used to
describe the measurement noise. The noise density was generated under
the assumption that there are two sources of error. First, the extracted
orientation is influenced by a von Mises-distributed noise term. Second,
the image processing provides the resulting orientation or the orientation
shifted by 𝜋 with equal probability.

More formally, we can write the underlying measurement equation as

𝑧𝑡 = (𝑥𝑡 + 𝑣𝑡 + 𝜋𝑟𝑡) mod 2𝜋 (E.6)

with a von Mises-distributed noise term 𝑣𝑡 and a uniformly distributed
discrete random variable 𝑟𝑡 with probability mass function

𝑝𝑟
𝑡 (0) = 𝑝𝑟

𝑡 (1) = 1
2 .

This equation can also be used for, e.g., 120 or 90-degree symmetries
by letting 𝑟𝑡 take on additional values and scaling the random variable
differently in the measurement equation.

Using the Fourier filters, even densities and likelihoods with multiple
modes do not pose a problem for the estimator. However, for the von
Mises filter, it is advantageous to reformulate the estimation problem as
a unimodal one. While the orientation of a particle around the vertical
axis is 2𝜋-periodic, its absolute orientation may not be relevant to us. To
improve the association decision, it is sufficient to focus on states that
can be distinguished visually. Thus, we can formulate our problem as
a 𝜋-periodic problem that considers states that are supposedly visually
indistinguishable to be equal. The new measurement model is thus

𝑧Symm
𝑡 = (𝑥Symm

𝑡 + 𝑣Symm
𝑡 ) mod 𝜋 . (E.7)

Similarly, a 𝜋-periodic system model needs to be used for the prediction
step. Using appropriate adjustments, filters for 2𝜋-periodic manifolds
can be used for the 𝜋-periodic estimation problem. To be able to use
2𝜋-periodic filters, the measurements need to be multiplied by 2, which
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yields values in [0, 2𝜋). Further, the derived estimates need to be divided
by 2 to obtain an estimate in [0, 𝜋). For the Fourier filters, the system
noise density and likelihood can simply be evaluated on a grid on [0, 𝜋) to
obtain appropriate coefficients using a DFT. To be able to apply the von
Mises filter, the 𝜋-periodic system and measurement noise densities need
to be scaled and approximated by 2𝜋-periodic von Mises densities.

If the estimation problem is not formulated according to (E.7) but
according to (E.6), suitable 𝜋-periodic system and measurement models
have to be derived from the 2𝜋-periodic models. Let us again consider
a measurement noise density that is an antipodally symmetric mixture
of two von Mises densities in the 2𝜋-periodic formulation. To wrap this
density on [0, 2𝜋) to a circle with circumference 𝜋, we add 𝑓(𝑥+𝜋) to 𝑓(𝑥)
for all 𝑥 ∈ [0, 𝜋) and obtain a normalized density on [0, 𝜋). The problem
can then be seen as a 𝜋-periodic problem in the form of (E.6). When
appropriate 𝜋-periodic models have been derived, 2𝜋-periodic filters can
be applied by using the above described adjustments.
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Optical belt sorters are employed in a variety of sorting applications ranging 
from food safety assurance to mineral sorting. Due to processing delays 
and high particle velocities, predicting the motion of bulk material particles 
with high precision is the key to reliably ejecting particles from streams of 
bulk material. Unlike line scan cameras, which are currently widely used 
in industrial applications, area scan cameras allow for observing each 
particle at multiple points in time. Using multitarget tracking algorithms 
tailored to the scenario, the trajectories of the particles can be derived 
from the observations. With the help of newly proposed motion models, 
precise predictions can be inferred from these trajectories.

To also track the orientations of the particles, real-time capable estima-
tors for periodic quantities are proposed. They are based on orthogonal 
basis functions and allow for flexible trade-offs between estimation 
quality and run time. The novel estimators outperform state-of-the-art 
approaches and provide an accurate description of the uncertainties in 
the estimated quantities.

By integrating orientation estimates into the multitarget tracking algo-
rithm, the bulk material particles can be tracked more reliably. Overall, 
this work shows that by equipping an optical belt sorter with an area 
scan camera and employing customized algorithms for multitarget 
tracking and orientation estimation, the expected sorting quality can 
be significantly improved.
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