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Triplet exciton diffusion in metalorganic phosphorescent host-guest systems from first principles
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We present an ab initio computational study of triplet exciton diffusion in four phosphorescent emitters
commonly used in organic light-emitting diodes (OLEDs). By kinetic Monte Carlo simulations, triplet diffusion
lengths are obtained for these emitters in neat films and as a guest in two different hosts. The triplet transfer rates
governing the diffusion contain a transfer integral factor that includes both Förster and Dexter contributions
and a Franck-Condon weighted density of vibrational states that includes the coupling to all intramolecular
vibrations in a fully quantum mechanical way. We find that at guest concentrations around 10 mol% the Förster
transfer contribution is most important. At larger concentrations of about 30–40 mol% the Dexter contribution
becomes dominant. We show that obtaining the triplet transfer rates by the semiclassical Marcus theory yields
diffusion lengths that are too short and that using a simple cubic lattice in combination with the often used
Miller-Abrahams rates instead of using a real morphology with the ab initio rates leads to an underestimation of
the diffusion lengths due to transfers down in energy that are too slow.
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I. INTRODUCTION

In phosphorescent organic light-emitting diodes (OLEDs),
the emission takes place from a host-guest blend in which,
often iridium-cored, metalorganic emitter molecules (guests)
are incorporated at a small concentration in a host material.
In dilute host-guest systems and at low luminance levels, the
internal quantum efficiency (IQE) can be close to 100% [1–3].
With increasing guest concentration, the photoluminescence
efficiency of host-guest systems is often found to decrease [4],
leading to a decrease of the maximum possible IQE of
OLEDs. This effect, known as concentration quenching, is
attributed to increased triplet exciton diffusion at high guest
concentrations, when transfer between the guests is favored
due to shorter distances [5,6]. Furthermore, at high luminance
levels, triplet exciton diffusion enhances the IQE loss (“roll-
off”) that occurs due to triplet-triplet annihilation (TTA) and
triplet-polaron quenching (TPQ) [7–19].

Triplet exciton diffusion has been extensively studied for
purely organic neat-film materials that are commonly used as
a host, as an electron or hole transport layer, or a fluorescent
emissive layer [20–24]. Due to the long triplet lifetime in
such materials and the small intermolecular distances, the
diffusion lengths can be of the order of 100 nm. The transfer
is commonly viewed as a result of a Dexter-type process [25],
with an exponential (exp[−2αR]) distance (R) dependence.
Here, α is an effective inverse triplet exciton wave function
decay length. In contrast, the diffusion of triplets between
iridium-cored phosphorescent emitter molecules, embedded
at small concentrations in a host-guest blend, is less well

*These authors contributed equally to this work.

understood. Kawamura et al. have suggested that the triplet
diffusion leading to concentration quenching is best described
as a result of a Förster-type dipole-dipole interaction, with an
R−6 distance dependence. For molecules containing a heavy-
metal atom such as iridium, which due to a strong spin-orbit
interaction gives rise to a significant admixture of singlet
character in the triplet state, such a mechanism is quantum-
mechanically allowed. On the other hand, Ribierre et al.
conclude that concentration quenching follows an exponential
Dexter-type distance dependence [6]. Recently, Ligthart et al.
have reported that the enhancement of the efficiency loss due
to TTA in a phosphorescent host-guest system with varying
guest concentration can be understood from both mechanisms
[19]. From the latter study, carried out for guest concentrations
xg up to 18 mol%, it follows that triplet exciton diffusion can
significantly enhance the efficiency loss due to TTA for xg

larger than approximately 5 mol%.
These experimental studies probe, inevitably, the exciton

transfer processes that give rise to triplet diffusion in an
ensemble-averaged manner. The development of a mechanis-
tic and predictive model that includes the role of the energetic
and positional disorder in the dilute amorphous films and the
effect of thermal activation should be based on a theoretical
framework for describing, at the molecular scale, the rate of
exciton transfer between a donor (D) and an acceptor (A)
molecule. From studies of the transfer process by Scholes
et al. [26–29], the donor-acceptor (D-A) transfer rate kDA is
from a Fermi’s Golden rule approach [27] given by

kDA = 2π

h̄
J2

DAρFC. (1)

Here JDA is the D-A transfer integral, which is dependent on
the distance and relative orientation of the donor and acceptor,
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and ρFC is the Franck-Condon (FC) weighted density of
vibrational states of the D-A pair. The function ρFC is a sum
over all possible combinations of vibronic transitions, at the
donor and acceptor molecules, that satisfy the criterion of
energetic resonance: �E ≡ EDA∗ − ED∗A = ∑

i ni h̄ωi, with
�E the energy difference between the donor and acceptor
triplet states, h̄ωi the vibron energy for mode i, and ni the
number of excited (ni < 0) or absorbed (ni > 0) vibrons
for that mode. The asterisk indicates whether the donor or
acceptor is excited by the presence of the exciton. Importantly,
Eq. (1) shows that the transfer rate can be factorized. The
distance dependence of kDA is contained in the factor J2

DA,
which contains contributions due to Förster-type and Dexter-
type coupling. The temperature and �E dependence are
contained in ρFC, which contains the combined contributions
of many vibron modes of each molecule. Within simplified
approaches, this factor is approximated using a semiclassical
approach to the triplet-vibron coupling (Marcus theory
[30]), using a quantum-mechanical single-mode approach
(Marcus-Levich-Jortner (MLJ) theory [31,32]), or using the
Miller-Abrahams (MA) theory [33]. For some classes of
materials, the validity of these various approaches has been
studied theoretically and experimentally [21,24,34–36]. E.g.,
Hoffmann et al. [36] found that the temperature dependence
of triplet diffusion in conjugated polymers is best described
by Marcus theory, with a transition to MA theory at lower
temperatures. A similar conclusion was drawn by Liu et al.
for diffusion in the disordered fluorescent small-molecule
host-guest system consisting of tris(8-hydroxyquinolinato)
aluminum (Alq3) doped with 4-(dicyanomethylene)-2-
methyl-6-julolidyl-9-enyl-4H-pyran (DCM2) [21]. However,
for metalorganic phosphorescent emitter molecules, it is
presently not clear which of these approaches is most
accurate, which type of transfer process (Förster or Dexter)
is predominant, and to what extent information about the
detailed diffusion mechanism can be gained by studying
the guest concentration and temperature dependence of the
diffusion-related efficiency loss due to, e.g., concentration
quenching or TTA.

Here, we present the results of a first-principles study
of the triplet transfer rate kDA between four iridium-cored
metalorganic guest molecules that are used frequently as
phosphorescent emitters in OLEDs and the resulting diffusion
lengths in realistic thin films. The emitter materials studied
and their emission colors are

(i) tris[2-phenylpyridinato-C2,N]iridium(III)(Ir(ppy)3,
green),

(ii) bis[2-(2-pyridinyl-N)phenyl-C](acetylacetonato)-irid-
ium(III) (Ir(ppy)2(acac), yellow-green),

(iii) bis(2-benzo[b]thiophen-2-ylpyridine)(acetyl-aceton-
ate)iridium(III) (Ir(BT)2(acac), yellow),

(iv) bis(2-methyldibenzo[f,h]quinoxaline)(acetylaceton-
ate)iridium(III) (Ir(MDQ)2(acac), orange-red).

For all these emitter molecules we studied the thermody-
namically most stable isomers. For Ir(ppy)3 this is the facial
isomer, for the other three emitters we studied the trans-N,N
isomers. Our study includes the calculation of the triplet
transfer integrals JDA, the FC weighted density of vibrational
states ρFC, based on all the vibron energies and on the triplet-
vibron coupling for all modes, and the effects of energetic

and positional disorder on the diffusion coefficient. The triplet
energetic disorder and triplet transfer integrals are calculated
for realistic molecular geometries obtained from a Monte
Carlo based simulated annealing algorithm. Two commonly
used host materials are considered: 4,4’-N,N’-dicarbazole-
1,1’-biphenyl (CBP) and tris(4-carbazoyl-9-ylphenyl)amine
(TCTA). We show that for guest concentrations above 10
mol%, Dexter transfer is the dominant diffusion mechanism,
whereas for concentrations around 10 mol%, the relative
contributions of Förster and Dexter transfer depend on the
emitter material. Our calculations furthermore show that for
these systems Marcus theory predicts triplet transfer rates that
are up to one order of magnitude too small.

The structure of the paper is as follows. In Sec. II we
present the ab initio methods used for calculating the two
factors in Eq. (1) and the methods used for obtaining a realistic
thin-film morphology with positional and energetic disorder.
In Sec. III we present for the four iridium-cored phosphores-
cent emitters the calculated distance dependence of the triplet
transfer rates, interpret these in terms of the commonly used
Förster and Dexter models, and compare a full multimode
approach with the results of the Marcus, MA, and single-mode
MLJ theory. In Sec. IV, we study the consequence of using the
calculated transfer rates on the diffusion lengths in the various
host-guest systems, incorporating realistic disorder in energy,
position, and orientation of the molecules. Section V gives a
summary and outlook.

II. THEORETICAL METHODS

In this section we discuss first the theoretical methods that
we use to calculate the D-A transfer integrals (subsection A)
and the FC weighted densities of vibrational states (subsec-
tion B). Using Eq. (1), this provides the transfer rates for each
specific D-A pair. Subsequently, we discuss how a realistic
host-guest morphology is obtained (subsection C), how the
transition dipole moments are calculated (subsection D), and
how the guest concentration and temperature dependent diffu-
sion coefficient is obtained (subsection E).

A. Triplet transfer integrals

The triplet exciton transfer integral, JDA, consists of a
Coulomb and an exchange contribution [25,27]. The Coulomb
contribution can be approximated well by Förster theory [37]
when the donor-acceptor distance is sufficiently large with
respect to the donor and acceptor molecule size [38]. At guest
concentrations used in typical OLEDs (xg � 10 mol%) this
condition is satisfied. The process associated with the ex-
change contribution is Dexter transfer [25]. In purely organic
molecular materials, triplet transfer is governed by the Dexter
process because the Coulomb contribution to the transfer
integral vanishes due to spin conservation. However, for the
iridium-cored metalorganic emitter molecules considered in
this work the admixture of singlet character in triplet exciton
states is strong enough to facilitate significant Förster transfer.
Förster theory describes the Coulomb coupling of excitons as
a dipole-dipole interaction [38],

JDA,Förster = 1

4πε0εr

κμDμA

R3
, (2)
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with μD and μA the transition dipole moments of the donor
and acceptor molecule, respectively, ε0 the vacuum dielectric
permittivity, εr the relative dielectric constant of the host-guest
system, and κ an orientational factor given by

κ = �μD · �μA − 3(�μD · �R)(�μA · �R). (3)

Within first order perturbation theory, the Dexter transfer
integral JDA,Dexter is equal to the direct exchange integral
JDA,exchange,d, between the excited donor (D∗A) and the excited
acceptor (DA∗) states. In order to obtain this contribution,
the coupling matrix elements of emitter molecule dimers
were calculated using the Löwdin orthogonalization based on
single-molecule Kohn-Sham molecular orbitals and the Fock
and overlap matrix from the molecular dimer [39,40].

Previous studies have shown that contributions of interme-
diate charge transfer (CT) states of the type D+A− or D−A+
can strongly enhance the transfer integral for Dexter coupling
[27,41]. We add the contribution of intermediate CT states to
the total transfer integral for Dexter coupling as described in
Ref. [41]:

JDA,Dexter = JDA,exchange,d + 1

2

∑
CT states

JD,CTJCT,A

×
[

1

ECT − ED
T

− 1

ECT − EA
T

]
, (4)

where the coupling integrals to the CT states are given by
JD,CT and JCT,A, and the energies of the donor and acceptor
triplet and CT states by ED

T , EA
T , and ECT, respectively. We

show in Sec. III that for the iridium-cored emitters studied
in this work the CT-state contributions enhance the Dexter
transfer integrals significantly.

B. Vibronic coupling

The FC weighted density of vibrational states ρFC in
Eq. (1) sums over all possible combinations of vibrational
modes of both molecules that enable the triplet transfer.
The triplet-vibron coupling is often described using Marcus
theory, within which the coupling to vibrational modes is
treated semiclassically. The transfer rate is then given by
kDA,Marcus = (2π/h̄)J2

DAρMarcus, with

ρMarcus = 1√
4πλkBT

exp

(
− (�E + λ)2

4λkBT

)
, (5)

where kB is the Boltzmann constant, T the temperature, and λ

the reorganization energy. Within a harmonic approximation,
the reorganization energy is equal to a sum over all the vibron
mode energies, weighted by their dimensionless coupling
strength Si, the Huang-Rhys parameter:

λ = 2
∑

i

Si h̄ωi. (6)

The factor 2 accounts for the modes of the donor and accep-
tor molecules, under the assumption that the mode energies
and couplings are the same for both molecules. It has been
recognized by Siders and Marcus [42] that the Marcus theory
does not yield correct results for the case of strong coupling
(Si > 1) to modes with relatively high energy, i.e., when
h̄ωi > 0.05 eV, well above kBT at room temperature.

Exciton transfer for coupling to a single high-energy
mode is described within the Marcus-Levich-Jortner (MLJ)
theory [31,32]. Historically, a restriction to a single-mode
formulation has often been made in view of the intractable
number of degrees of freedom in ρFC when including combi-
nations of all vibron modes in the molecules. Another limiting
factor is the calculation of the vibron modes and vibron
couplings for medium-sized molecules (∼100 atoms). Using
modern computational methods and resources both issues can
be tackled. Vibron energies and couplings can be calculated
for large molecules using density functional theory (DFT).
Calculating ρFC can be done by using Monte Carlo sampling
techniques [43] or by transforming the problem to the time
domain and numerically calculating the resulting time integral
[44,45]. Here, ρFC is calculated using a method developed in
our previous work on charge transfer [45]. In this method
all vibron energies (h̄ωi) and couplings (Si) are calculated
with DFT and ρFC is transformed into an integral in the
time domain that is solved numerically. The integral involves
a broadening parameter (λcl), which can be physically in-
terpreted as a very small reorganization contribution that is
treated classically. This slightly broadens the vibronic levels
and makes the triplet transfer energetically allowed. In our
previous work we showed that for small values the transfer
rate is independent of λcl. The full expression of ρFC is given
in Appendix A of Ref. [45]. A comparison with the MLJ
theory is given in Appendix B of the same paper.

In Fig. 2, we show ρFC for the case of coupling be-
tween identical donor and acceptor molecules, each with one
quantum-mechanically treated vibron mode with an energy
h̄ω and for a combined (donor-acceptor) coupling parameter
SDA = 2S. In panels (a) and (c), the vibron energy is equal
to the thermal energy (h̄ω = kBT ). In that case, and more
generally for h̄ω � kBT , Marcus theory provides a good ap-
proximation. In panels (b) and (d), the vibron energy is sig-
nificantly (4×) larger than the thermal energy so that Marcus
theory no longer applies. Panel (d) corresponds to a modest
vibronic coupling strength (SDA = 1), which is common for
charges [45]. Panel (b) corresponds to a strong vibronic cou-
pling strength (SDA = 4), which in Sec. III will be shown to be
realistically applicable to triplets on the metalorganic emitter
molecules studied in this work. The diffusion in a disordered
organic material consists of a sequence of transfers between
molecules with random energies, often distributed according
to a Gaussian density of states. As the width (standard devia-
tion σT) of the density of states is only approximately 0.05 eV,
a typical triplet transfer process is expected to occur within the
energy range −0.05 eV < �E < +0.05 eV. Panel (d) shows
that at a modest vibronic coupling strength (SDA = 1), the
approximate and exact densities of states ρMarcus and ρFC,
respectively, have very similar values around �E = 0. This
was found to explain why charge mobilities calculated using
Marcus theory do not differ much from those calculated with
a fully quantum-mechanical approach [45]. However, panel
(b) shows that for a strong coupling strength, the quantum-
mechanically exact rate is significantly larger than the Marcus
rate. The enhancement is due to nuclear tunneling [46].

The triplet-vibron couplings of the four emitter molecules
in Fig. 1 were calculated using open-shell DFT employing
the B3LYP functional [47] and a def2-SVP basis set [48],
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FIG. 1. Chemical structures of the two host materials (CBP
and TCTA) and four emitter materials [Ir(ppy)3, Ir(ppy)2(acac),
Ir(BT)2(acac), Ir(MDQ)2(acac)] studied in this work.

using corresponding effective core potentials as employed in
the ORCA [49] package. The B3LYP functional was chosen
because it has been successfully used in calculating the life-
times and triplet energies of iridium cored emitters [50,51]
and also performs rather well in the calculation of reorganiza-
tion energies for electrons and holes [52]. The dimensionless
triplet-vibron couplings (Si) and vibron mode energies (h̄ωi)
were obtained from calculations of the Hessians and gradients
in the triplet and ground state geometries, as detailed in
Ref. [45] for the case of charges.

C. Calculation of the morphology and energetic disorder

To generate microscopic morphologies, a Metropolis
Monte Carlo based simulated annealing algorithm [53] was

FIG. 2. Dependence of the FC weighted density of vibrational
states, to which the triplet exciton transfer rate is proportional [see
Eq. (1)], on the energy difference �E between the final and initial
state, for the case of coupling to a single quantum-mechanical mode
with energy h̄ω and with a coupling strength S (SDA = 2S). Panels
(a)–(d) give the results for four combinations of these parameters.
The points are prefactors at integer multiples of h̄ω for �E of delta
functions in ρFC divided by h̄ω. The full lines connect these points.
The dashed curves give the classical Marcus result, obtained from
Eqs. (5) and (6).

used to generate atomistically resolved amorphous samples
of the two host and four emitter materials. We generated
pure guest and mixed host-guest morphologies with a guest
concentration of 10 mol%. The details of the method can be
found in the Supplemental Material (SM) [54].

To obtain distributions of triplet energies of host and guest
molecules, we performed DFT-based calculations using the
Quantum Patch method [55]. These calculations were per-
formed with open-shell DFT using the Turbomole package
[56] with the B3LYP functional [47] and def2-SVP basis
set [48]. Due to the effect of the environment the energetic
disorder is slightly different for the CBP, TCTA, and neat film
systems. In the CBP films with 10 mol% emitter, the energetic
disorder is 0.058, 0.044, 0.037, and 0.052 eV for Ir(ppy)3,
Ir(ppy)2(acac), Ir(BT)2(acac), and Ir(MDQ)2(acac), respec-
tively. In the 100 mol% emitter films, the energetic disorder
is 0.050, 0.056, 0.032, and 0.066 eV, respectively. Details
about the calculation method and triplet energies and energetic
disorder values for TCTA can be found in the SM [54].

D. Transition dipole moments and lifetimes

The transition dipole moments for the different emitter
molecules are required in order to calculate the Förster trans-
fer integrals as given in Eq. (2) and to determine the radiative
lifetimes of the triplet excitons. We start with calculating the
triplet energy ET as the difference between the spin-restricted
and geometrically relaxed DFT triplet state energy and the
ground state DFT energy, both calculated in the zeroth or-
der relativistic approximation (ZORA) with scalar relativistic
corrections; see Table I). These energies are quite close to
the experimental values [19]. Next, we calculate with time-
dependent DFT (TD-DFT), including spin-orbit coupling in
the ZORA approximation [57], the energy splitting of the
three triplet states and their transition dipole moments in the
geometry of the spin-restricted DFT calculations. In the calcu-
lations, the segmented all-electron relativistically controlled
(SARC) basis set for the ZORA method was used for the
iridium atom [58]. For the other atoms the 6-31G basis set
was used. In order to describe the effect of the environment, a
conductorlike polarizable continuum model (CPCM) [59] was
used with εr = 3, close to the relative dielectric constant mea-
sured in CBP and TCTA [60,61], and n = √

εr. All methods
and basis sets are implemented in the ORCA [49] package that
was used for the calculations.

Using the calculated transition dipole moments μi (i =
I, II, III), the radiative lifetime τ of the triplet states can be
calculated by [50,62,63]

1

τi
= 4

3

μ2
i n2

4πε0 h̄

(
ET

h̄c

)3

, (7)

where, because of their small energy splittings, we can take
in this expression the energies of all three triplet states equal
to ET. The lifetimes of the three triplet states are reported
in Table I. We assume that transitions between the three
triplet states induced by vibrations occur sufficiently rapidly
to establish thermal equilibrium in the occupations of the three
triplet levels before decay of the exciton or transfer to an-
other molecule. The Boltzmann-averaged effective radiative
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TABLE I. Calculated triplet energies, triplet level splittings, triplet lifetimes [Eq. (7)], Boltzmann-averaged lifetimes [Eq. (8)], and effective
transition dipole moments [Eq. (9)] for the different emitter molecules. The values in parentheses are obtained from experiments on the emitters
in a TCTA film [19] (the results in a CBP film are almost the same).

ET �EII-I �EIII-I τI τII τIII τ μ

(eV) (meV) (meV) (μs) (μs) (μs) (μs) (D)

Ir(ppy)3 2.51 (2.43) 14.6 40.6 94.8 10.4 0.15 1.26 (1.22) 0.540
Ir(ppy)2(acac) 2.43 (2.38) 6.67 25.0 7.15 18.0 0.35 1.73 (1.38) 0.411
Ir(BT)2(acac) 2.16 (2.23) 3.55 34.4 60.1 284 0.29 2.39 (1.31) 0.490
Ir(MDQ)2(acac) 2.05 (2.05) 8.79 17.5 13.1 9.62 0.50 1.93 (1.65) 0.474

lifetime then becomes

τ−1 = τ−1
I + τ−1

II exp
(−�EII-I

kBT

) + τ−1
III exp

(−�EIII-I
kBT

)
1 + exp

(−�EII-I
kBT

) + exp
(−�EIII-I

kBT

) . (8)

The average triplet lifetimes of the different emitter molecules
at 300 K are given in Table I, together with experimental
values [19]. The calculated and experimental values are quite
close. The shorter experimental lifetimes for Ir(BT)2(acac)
and Ir(MDQ)2(acac) can be attributed to significant nonradia-
tive decay rates in these molecules: The photoluminescence
(PL) efficiencies of Ir(BT)2(acac) and Ir(MDQ)2(acac) are
0.65 [64] and 0.77 [65], respectively, whereas the PL efficien-
cies of Ir(ppy)3 and Ir(ppy)2(acac) are close to 1 [2,64].

In order to calculate the Förster transfer integrals we should
use Eq. (2). Because the three triplet levels of the emitter
molecules can all be thermally occupied (see above) we need,
in principle, to average the Förster transfer integrals over
all possible transitions from the three levels of the donor
to the three levels of the acceptor molecule. Taking into
account all the transitions between the triplet levels would
involve an average over nine different Förster transfer inte-
grals. However, we can readily see from Table I that most
of these contributions will be small, since for each molecule
the lifetime of the highest triplet state (TIII) is at least 20
times smaller than the other lifetimes. Since the lifetime is
proportional to the square of the transition dipole moment, the
strongest Förster transfer integral contribution is at least 20
times larger than the other contributions. To avoid having to
sum over all transitions, and having to take all the correlations
in orientations of the molecules into account, we therefore
only take the donor TIII to acceptor TIII Förster transfer integral
into account. This assumption leads to an error in the transfer
rate of at most 15% [for Ir(MDQ)2(acac)], which is on the
order of the diffusion length error bars (see Sec. IV). The
Förster contribution to the triplet transfer rate should then be
Boltzmann weighted by the occupation of the highest triplet
level. Since the rate is proportional to the fourth power of
the transition dipole (assuming that μD = μA) we take as
effective transition dipole moment

μ =
(

exp
(−�EIII-I

kBT

)
1 + exp

(−�EII-I
kBT

) + exp
(−�EIII-I

kBT

)
) 1

4

μIII. (9)

These transition dipole are given in the last column of
Table I.

E. Calculation of the diffusion length

Calculations of the guest concentration dependence of the
triplet exciton diffusion length, LD, are carried out for each
of the eight host-guest systems and four pure guest systems
studied. For that purpose, we perform random walker kinetic
Monte Carlo (KMC) simulations in a simulation box of 50 ×
50 × 50 nm3 with periodic boundary conditions, with a mor-
phology obtained using the morphology expansion method
discussed in the SM [54]. Each emitter molecule in the box
is assigned a triplet energy drawn from a Gaussian density
of states with a standard deviation σT (see subsection C), a
randomly chosen orientation, and the transition dipole mo-
ment given in Table I. For each emitter pair, the transfer rate
is obtained using Eq. (1), with the squared transfer integrals
[J2

DA = (JDexter + JFörster )2] and the FC weighted density of
vibrational states ρFC calculated from the energies, distances,
orientations, and transition dipole moments of the molecules
in the box. After that, the random walk of a triplet exci-
ton, introduced at a randomly chosen position, is followed
throughout the simulation, until the exciton decays. After each
decay a new triplet exciton is introduced, until a sufficient
level of statistical accuracy is obtained.

From diffusion theory, the probability (P) distribution of
diffusion distances in the positive or negative x directions is
for ordered systems given by

P(|x|) = 1

2LD,1D
exp

[
− |x|

LD,1D

]
, (10)

with LD the one-dimensional diffusion length. For disordered
molecular systems that contain a certain fraction of strongly
isolated sites from which no diffusion takes place, such as
the host-guest systems studied in this work, it is not correct
anymore to obtain the diffusion length from the root-mean-
square displacement [66]. However, P(|x|) is still proportional
to exp(−|x|/LD). We therefore define LD as the average of the
values obtained from the exponential decrease of the emission
profiles in the positive and negative x, y, and z directions.
In order to obtain the three-dimensional diffusion length, we
multiply the one-dimensional diffusion length by a factor√

3, so that the diffusion lengths reported are obtained from
Eq. (10) and LD = √

3LD,1D.

III. RESULTS

A. Transfer integrals

Figures 3(a) and 3(b) show for neat (100 mol%
emitter) films of Ir(ppy)3, Ir(ppy)2(acac), Ir(BT)2(acac), and
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FIG. 3. (a) Squared Förster transfer integrals for triplet excitons
as a function of the center-of-mass distance between two emit-
ter molecules, calculated for 100 mol% films of the four emitter
materials studied in this work. The Förster transfer integrals were
obtained by generating random orientations of the molecules. The
white solid line shows the result for a squared orientational factor
κ2 = 〈κ2〉 = 2/3. The y-axis to the right shows the rate kDA for a
transfer with equal D and A triplet energies. (b) Squared Dexter
transfer integrals for triplet excitons. The shaded circles show the
result when neglecting the CT-state contribution in Eq. (4). The
dashed line indicates the transfer integral decrease expected in
the case of an exponential exp(−2αR) distance dependence, with
α = 10 nm−1. The y-axis to the right shows the rate kDA for a transfer
with equal D and A triplet energies. The white solid line shows the
same result as in (a).

Ir(MDQ)2(acac) the calculated center-of-mass distance (R)
dependence of the absolute values of the squared transfer
integrals, for Förster-type and Dexter-type coupling, respec-
tively. The full white curves in Fig. 3(a) indicate the R−6

distance dependence of the decay expected for Förster-type
transfer. The dashed lines in Fig. 3(b) indicate the exponential
(exp[−2αR]) decay expected for Dexter-type transfer, for α =
10 nm−1. Figure 3(b) shows that for intermolecular distances
larger than 1.5 nm the transfer integrals for Förster transfer
are for all emitters much larger than those for Dexter transfer.
The molecular density of the films is around 1.4 nm−3. In neat
films, the average nearest-neighbor distance is therefore below

1 nm, so that Dexter transfer is then the dominant diffusion
mechanism. This will be confirmed in Sec. IV.

Transfer integrals have also been calculated for 10 mol%
films with a CBP and TCTA host (see SM [54]). The trans-
fer integrals are comparable to those of the 100% systems,
although the statistics is less good. At a 10% guest concentra-
tion, the average emitter-emitter separation is approximately
2 nm. One could therefore expect that Förster transfer is
then the dominant diffusion mechanism. However, we will
show in Sec. IV that as a result of the randomness of the
spatial distribution of emitter sites, leading locally to much
shorter distances between the emitters, the Dexter transfer
contribution is then still significant.

Figure 3(b) also shows the significance of the CT-state
contributions described in Eq. (4). Including the CT-state
coupling enhances the Dexter transfer integrals by at least
two orders of magnitude. The resulting effect on the diffusion
length will be discussed in Sec. IV. For Ir(MDQ)2(acac), the
Dexter coupling extends over a larger distance than for the
other emitters considered. The difference can be attributed to
the larger molecular size of this emitter.

B. Vibronic coupling and energy dependence of the transfer rate

Figure 4(a) shows for the emitter molecules studied in
this work the cumulative triplet-vibron coupling strength.
Each step in the figure, at a vibron energy h̄ωi, gives the
contribution λi = Sih̄ωi of mode i to the total reorganization
energy per molecule. The figure shows that the four emit-
ters can be separated into two groups. For Ir(ppy)2(acac)
and Ir(MDQ)2(acac), vibron modes with energies around
25 meV already contribute to about half of the total reorga-
nization energy per molecule. In contrast, for Ir(BT)2(acac)
and Ir(ppy)3, the high-energy vibrons that are due to C-C
bond stretching, from 125 meV to 200 meV, contribute most.
Furthermore, the total reorganization energy is significantly
larger for Ir(BT)2(acac) and Ir(ppy)3 than for Ir(ppy)2(acac)
and Ir(MDQ)2(acac).

The contribution of low-energy modes, below 0.025 eV, is
for all four emitters found to be very small. In contrast, modes
with such low energies were found to contribute strongly to
the electron-vibron and hole-vibron coupling for the purely
organic materials NPB, TCTA, and spiro-DPVBi [45].

Figure 4(b) (full curves) shows for each of the materials
studied in this work the energy (�E ) dependence of the
triplet transfer rate for the case of Förster transfer at 300 K
between two molecules at a distance of 1 nm, averaged over
all combinations of relative molecular orientations [i.e., based
on the transfer integral given by the white solid curve in
Fig. 3(a)]. We note that the transfer integral is not depen-
dent on the energy difference between D and A, so that
the �E dependence is equal for Förster and Dexter trans-
fer. The short-dashed curves give, for comparison, the rates
obtained from Marcus theory using the total reorganization
energy for the transfer process, λ = 2

∑
i λi. The differences

between the two groups of emitters, mentioned earlier, are
evident. While the triplet transfer rate for Ir(ppy)2(acac) and
Ir(MDQ)2(acac) is reasonably approximated by the Marcus
rate (the deviation at �E = 0 is approximately a factor of
two), the Marcus theory underestimates for Ir(BT)2(acac) and
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FIG. 4. (a) Cumulative vibronic coupling energy per molecule
as a function of the vibron energy for Ir(ppy)2(acac) (light green),
Ir(BT)2(acac) (orange), Ir(ppy)3 (dark green), and Ir(MDQ)2(acac)
(red). (b) Quantum-mechanical multimode rate (full curve), single-
mode approximation [Eq. (11), dashed curve], and Marcus rate
[Eq. (5), dotted curve] of triplet transfer for the four investigated
emitters at 300 K. The Förster coupling given by Eq. (2) was used
for two molecules at 1 nm center-of-mass distance, with εr = 3,
μD = μA = μ from Table I, and κ2 = 2/3.

Ir(ppy)3 the rate by about one order of magnitude. At lower
temperatures, the underestimation by the Marcus theory is
for all iridium emitters even more pronounced. At 150 K,
the underestimation by the Marcus rate is one order of mag-
nitude for Ir(ppy)2(acac) and Ir(MDQ)2(acac) and almost
three orders of magnitude for Ir(BT)2(acac) and Ir(ppy)3 (see
the SM [54]). This shows that nuclear tunneling, which for
charges is often only at low temperatures of importance [45],
is for triplet excitons already significant at room temperatures,
in particular when strongly coupled high-energy modes are
involved, such as for Ir(BT)2(acac) and Ir(ppy)3. Treating
these modes classically, instead of quantum mechanically,
leads to a strong underestimation of the transfer rate.

Figure 4(b) also shows that for all systems studied the
transfer rate is a smooth function of the energy difference
�E between the final and initial states. This is due to the
multimode nature of the triplet transfer process, as would
already be expected from Fig. 4(a). We note that for electron

or hole hopping in purely organic systems, the rate was in
some cases found to be determined predominantly by a single
vibron mode, leading to an oscillatory component in the
dependence on �E [45].

The �E dependence of the transfer rate is quite insensitive
to the detailed contributions of individual modes. Actually,
it is possible to describe the transfer as a result of coupling
with a single (effective) high-energy mode, combined with
coupling to a continuum of lower-energy modes. Application
of the single-mode MLJ theory, with a Boltzmann factor
added for �E > 0 in order to satisfy detailed balance, then
leads to an effective FC weighted vibrational density of states

ρFC,eff (�E ) = 1

h̄ωeff

exp(−Seff )

�(�E/h̄ωeff + 1)
exp

(
�E ln(Seff )

h̄ωeff

)

× exp

(
−�E + |�E |

2kBT

)
, (11)

corresponding to a vibronic coupling with a strength Seff to a
single mode with an energy h̄ωeff . The two effective param-
eters, Seff and h̄ωeff , are obtained from a fit of ρFC,eff (�E )
to the ab initio function ρFC(�E ), under the constraint that
Seff h̄ωeff = λ, with λ = 2

∑
i Si h̄ωi the total reorganization

energy. For the studied emitters, these parameters are given
in Table II. We note that Seff contains the contributions from
both molecules and that the value Seff/2 per molecule is not
simply equal to the ratio of the first and second vibronic
emission peaks because of the multimode nature of the triplet-
vibron coupling. This means that the effective parameters
introduced in Eq. (11) cannot straightforwardly be obtained
from emission spectra of the emitter molecules.

Figure 4(b) (long-dashed curves) shows that this approx-
imation agrees well with the ab initio result. A first benefit
of deriving the effective parameters h̄ωeff and Seff is that
from their value the location of the transfer process in the
diagram shown in Fig. 1 may be quantified. Secondly, the
approximation provides a convenient method for describing
the rate using a compact expression that may be readily used
in, e.g., KMC device simulations. We note that the effective
parameters are temperature dependent, as may be seen from
Table II. At lower temperature, the quantized nature of ever
lower energy modes must be included, so that h̄ωeff becomes
smaller. Seff becomes then larger, as the product Seff h̄ωeff

remains equal to the (temperature independent) reorganization
energy λ. The overall effect is a predicted decrease of the
transfer rate with decreasing temperature, as may be seen from
the one but last column in Table II for the case of transfer
with �E = 0. However, the temperature dependence is much
weaker than that following from Marcus theory [Eq. (5)].

Similar to our finding that for commonly used iridium-
cored metalorganic phosphorescent emitters the triplet-vibron
coupling is strong (Seff 	 1), theoretical work by Pabst et al.
has revealed that also for purely organic materials used in
organic electronic devices the triplet reorganization energies
are high (0.6–0.8 eV per D-A pair) and at least twice as large
as those for electrons and holes (0.2–0.4 eV per D-A pair)
[67,68]. The authors found that the triplet wave functions are
considerably more localized on the molecules than the single
electron or hole wave functions. Highly localized triplet wave
functions lead to strong C-C bond distortions, resulting in a
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TABLE II. Total reorganization energy λ for D-A transfer between the investigated emitters, and effective vibron energy h̄ωeff and triplet-
vibron coupling strength Seff at 300 K|150 K that provide with ρFC,eff from Eq. (11) a best fit to the ab initio FC weighted vibrational density
of states ρFC that enters Eq. (1). The one but last column gives ρFC,eff for �E = 0. The last column gives the Förster radius RF,0 for transfer
with �E = 0 from Eq. (13) at 300 K.

λ h̄ωeff Seff ρFC,eff,0 RF,0

(eV) (eV) (eV−1) (nm)

Ir(ppy)3 0.524 0.135|0.123 3.88|4.26 0.153|0.115 1.29
Ir(ppy)2(acac) 0.336 0.085|0.061 3.95|5.51 0.226|0.066 1.22
Ir(BT)2(acac) 0.535 0.133|0.127 4.02|4.22 0.134|0.116 1.31
Ir(MDQ)2(acac) 0.246 0.083|0.063 2.96|3.91 0.624|0.318 1.60

strong coupling with the corresponding high-energy vibrons.
We find a similar trend in the case of the phosphorescent
iridium molecules studied in this work. For Ir(ppy)3 and
Ir(BT)2(acac), the triplet wave function extends over the
iridium core and one of the ligands, while for Ir(ppy)2(acac)
and Ir(MDQ)2(acac), the triplet wave function extends over
the iridium core and both of the ppy or MDQ ligands. The
different degrees of delocalization are reflected in the triplet
reorganization energy, which is lower for Ir(ppy)2(acac) and
Ir(MDQ)2(acac), with smaller contributions from the C-C
vibrons; see Fig. 4(a). Plots of the triplet wave functions are
given in the SM [54].

C. Förster radius

In analyses of experiments probing Förster transfer, the ef-
fective (ensemble-averaged) rate is conventionally expressed
as

kFörster (R) = 1

τ

(
RF

R

)6

, (12)

with τ the lifetime of the exciton at the donor and RF the
so-called Förster radius. At the microscopic level, the dis-
tribution of D-A transfer integrals and D-A triplet energy
differences leads to a distribution of pair-specific Förster radii.
The Förster radius for transfer between molecules for which
�E = 0 may from Eqs. (1), (2), (11), and (12) be written as

RF,0(κ ) ∼=
(

κ2μ4τ

8πε2
0ε

2
r h̄

exp(−Seff )

h̄ωeff

)1/6

. (13)

The Förster radii RF,0 calculated with Eq. (13) are reported
in Table II. These Förster radii are calculated at room tem-
perature for κ2 = 〈κ2〉 = 2/3 (the isotropic orientation value
[38]). The values for μ and ET are obtained from Table I, and
the values of h̄ωeff and Seff from Table II. For Ir(ppy)3, the
value of RF,0 = 1.29 nm is slightly smaller than the Förster
radii of 1.4 nm and 1.8 nm that were deduced by Kawamura
et al. [4] from concentration quenching and spectral over-
lap measurements, respectively. For Ir(Btp)2(acac), the same
experimental studies yielded Förster radii of 0.8 nm for a
concentration quenching study, and 1.5 nm for a spectral over-
lap measurement, whereas we find a value of RF,0 = 1.31 nm
for the similar molecule Ir(BT)2(acac). The calculated values
of the Förster radius for �E = 0 do not include the effects
of energetic relaxation in the triplet density of states. These
effects can be important because in diffusion experiments and
spectral overlap measurements relaxation plays a role. The

role of relaxation in diffusion will be studied in the next
section.

D. Dexter rate

The Dexter transfer rate is often expressed as

kDexter (R) = k0 exp(−2αR), (14)

where α is the wave function attenuation parameter and R is
the D-A distance. The prefactor k0 includes the vibronic factor
ρFC discussed previously and a transfer integral contribution
that is extrapolated to R = 0. In Eq. (14), the orientations of
the donor and acceptor molecules are not taken into account.
Previous results have shown that the triplet transfer integral
is highly dependent on orientation [41]. This is confirmed
by our calculations. At a fixed distance, the squared transfer
integrals shown in Fig. 3(b) show a value spread of many
orders of magnitude. Between 0.8 to 1.5 nm the disorder
in the squared transfer integrals is much stronger than the
distance dependence. Above 1.5 nm the coupling decreases
rapidly, which implies that Dexter transfer with R > 1.5 nm
practically does not occur. For the case of Dexter transfer we
therefore expect diffusion over significant distances only for
average guest-guest distances smaller than 1.5 nm. In the next
section we will look at the emitter concentration dependence
of the diffusion process and show that this is indeed the case.

IV. DIFFUSION LENGTH—CONCENTRATION AND
TEMPERATURE DEPENDENCE

A. KMC simulations for a realistic morphology

Figure 5(a) shows the results of calculations of the triplet
diffusion lengths for CBP films with 10 mol% of Ir(ppy)3,
Ir(ppy)2(acac), Ir(BT)2(acac), and Ir(MDQ)2(acac), ob-
tained using KMC simulations for a realistic morphology.
The diffusion lengths taking into account Dexter and Förster
transfer (“full”) vary from 1.5–2.5 nm. Consistent with these
small values, which are on the order of the nearest-neighbor
to next-nearest-neighbor distance, we find that many triplets
introduced in the system do not diffuse but decay radiatively
on the molecule at which they have been generated. The figure
also gives the results when including only Dexter transfer
(JDA = JDexter) and only Förster transfer (JDA = JFörster). In all
cases the Dexter-only values are about a factor of two smaller
than the Förster-only contributions. This can be explained by
the fact that at 10 mol% the average guest-guest distance
is on the order of 2 nm. As can be seen from Fig. 3, the
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FIG. 5. Triplet diffusion lengths at room temperature for (a) 10
mol% and (b) 100 mol% films of the four emitter materials studied in
this work, obtained from KMC simulations for a realistic morphol-
ogy. A comparison is made between results obtained using Dexter-
only (JDA = JDexter), Förster-only (JDA = JFörster), and full (JDA =
JDexter + JFörster) transfer integrals. The Marcus result shows the effect
of taking JDA = JDexter + JFörster and using the semiclassical Marcus
expression ρMarcus [Eq. (5)] instead of ρFC. The FC weighted density
of vibrational states (ρFC) has been calculated with all the vibron
contributions. The numerical uncertainty is indicated by the thin
black error bars. (c) Concentration dependence of the triplet diffusion
length calculated with Dexter (triangles), Förster (squares), and
combined (circles) transfer integrals for the four emitter molecules
in CBP. The average guest-guest distance is defined as daverage ≡
(cemitter × n)−1/3 with n the molecular density of the film.

squared Förster transfer integrals dominate over the Dexter
transfer integrals at distances larger than 1.5 nm. The diffusion
lengths with combined Dexter and Förster couplings are only
slightly longer than the largest of the Dexter-only or Förster-
only diffusion lengths. This can be explained by the fact that
the Dexter and Förster D-A couplings can both enhance or
diminish each other, depending on the relative sign of the
transfer integrals.

Figure 5(a) also shows that the Marcus theory approxi-
mation to ρFC underestimates the diffusion length in all the

emitter systems. However, the effect is not as large as might be
expected from the transfer rates shown in Fig. 4(b), where at
�E = 0 an order of magnitude difference was found between
the transfer rates obtained with the full theory for ρFC and
within the framework of Marcus theory. We ascribe this to the
very wide distribution of the transfer integrals [see Figs. 3(a)
and 3(b)], in combination with the relatively small probability
that (in these 10 mol% films) an exciton diffuses before
decaying radiatively. The diffusion process often involves at
most a single, already quite improbable, transfer process.
The effect of a change of the transfer rate by one order of
magnitude is therefore relatively small.

The results for the 100 mol% films are shown in Fig. 5(b).
In these neat film systems, the strong short-range Dexter
coupling between nearest-neighbor molecules is the dominant
process. For nearest-neighbor transfer, the squared Dexter
coupling is up to four orders of magnitude larger than the
squared Förster coupling. Förster coupling contributes there-
fore only little to the triplet transfer. As the diffusion length is
in this case a result of many transfer steps, the difference be-
tween the full theory and Marcus theory is larger than for the
10 mol% films, in particular for Ir(ppy)3 and Ir(BT)2(acac).

Figure 5(c) shows the emitter concentration dependence
of the diffusion length, for Dexter-only, Förster-only, and
combined transfer. In the 2–10 mol% range, the Förster con-
tribution is dominant or at least comparable with the Dexter
contribution. Above approximately 30 mol%, depending on
the system, the Dexter contribution is largest.

B. Diffusion on a simple cubic lattice

In the absence of detailed structural information, the actual
thin film morphology is in KMC simulations of OLEDs
often replaced by a simple cubic (sc) lattice [69,70]. In such
simulations, the �E dependence of exciton transfer is usually
described by the Miller-Abrahams (MA) theory, which does
not require molecule-specific knowledge of the vibron spectra
and the exciton-vibron interaction strength. The molecule-
specific parameters that lead to the transfer integrals (JDA) and
the FC weighted density of vibrational states (ρFC), discussed
in this work, are often unknown. Information about the exci-
ton transfer rate can be obtained from dedicated experiments
probing the effect of diffusion on the efficiency loss due
to, e.g., quenching at defects or due to TTA. It is therefore
of interest to compare the Förster radii that would follow
from a KMC analysis of experiments probing triplet diffusion
when assuming a sc lattice and thermally activated exciton
transfer as described using the MA model, with the values
that follow from assuming diffusion in the actual morphology
and thermally activated transfer as described using the model
presented in this paper.

We consider a sc lattice with a lattice constant of 1 nm,
containing 10 mol% of randomly dispersed guest molecules,
assuming σT = 0.05 eV. Within the MA model, the trans-
fer rate is given by k = kFörster exp[−(�E + |�E |)/(2kBT )],
with kFörster = (1/τ )(RF/R)6. We note that the diffusion length
does not depend on τ . The simulations are carried out for T =
300 K. Figure 6 (open circles) gives the dependence of the
diffusion length on RF. The colored squares give for the four
emitter molecules the diffusion length and the Förster radii
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FIG. 6. Results of KMC simulations of the triplet diffusion
length for Förster-type emitter-emitter transfer as a function of
Förster radius in 10 mol% emitter systems at room temperature. Col-
ored squares: results for realistic morphologies of the four emitters
embedded in CBP using the full model for the Förster transfer. The
Förster radii on the x-axis are obtained from Table II (RF,0). Colored
diamonds: the same but with a MA-type vibronic factor ρMA =
ρFC,eff,0 exp[−(�E + |�E |)/(2kBT )], with ρFC,eff,0 from Table II.
Open circles connected by a curve that serves as a guide to the eye:
results for a simple cubic (sc) lattice and triplet energy disorder σT =
0.05 eV using Eq. (12) and the MA model for the energy dependence
of the transfer: k = (1/τ )(RF/R)6 exp[−(�E + |�E |)/(2kBT )]. Un-
less otherwise indicated, the uncertainties are equal to the symbol
size.

calculated at �E = 0 (see Sec. III C) for the real morphology
and using the full model for the dependence of the transfer
rate on �E , developed in this paper. For all emitters, the
description using a sc lattice and the MA model requires the
use of a larger value of RF than using the realistic morphology
and the full model for the rates. The Förster radii that, using
the sc lattice and the MA approximation, yield the best fit
to the actual diffusion lengths are approximately 1.5 nm
for Ir(ppy)3, Ir(ppy)2(acac), and Ir(BT)2(acac), and 2.0 nm
for Ir(MDQ)2(acac). The difference is due to neglecting the
spatial and orientational disorder and the use of MA theory
instead of the FC weighted density of vibrational states. The
latter effect is found to have the largest impact. That may be
seen from the diamond symbols in Fig. 6, which show simu-
lation results for a real morphology and Förster couplings but
with a MA-type vibronic factor (ρMA = ρFC,eff,0 exp[−(�E +
|�E |)/(2kBT )]). The importance of using the full model for
the rates can be understood from Fig. 4(b), which shows
that within the full model energetically downward transfer
is favored considerably. This effect is not present in the MA
rate.

V. SUMMARY AND CONCLUSION

We have developed an ab initio model for triplet exciton
diffusion due to intermolecular transfer in four phosphores-
cent emitters that are commonly used in OLEDs: Ir(ppy)3,
Ir(ppy)2(acac), Ir(BT)2(acac), and Ir(MDQ)2(acac). Our

study includes neat films and 10 mol% films formed by the
commonly used host materials CBP and TCTA, containing
these emitters as a guest. The triplet transfer rates and the
resulting diffusion lengths are expressed as a sum of Förster
and Dexter contributions and are calculated for realistic mor-
phologies. The effects of positional, orientational, and ener-
getic disorder are thus included. The molecular reorganization
process that occurs upon triplet transfer is described by taking
the coupling of triplet states with all intramolecular vibron
modes into account, by expressing the rate in terms of the
full Franck-Condon weighted density of vibrational states
(ρFC).

Due to the various types of disorder, the Förster and Dex-
ter transfer integrals show both, for a given donor-acceptor
distance, a wide distribution. On average, the Förster transfer
integrals are larger for an average guest-guest distance above
approximately 1.5 nm (20–30 mol%). The Dexter transfer
integrals, which are enhanced by at least two orders of
magnitude due to coupling via intermediate charge-transfer
states, are strongest for average guest-guest distances smaller
than 1.5 nm. Each of the four iridium emitters has its own
unique vibron spectrum, with associated vibron couplings.
These spectra lead in all cases studied to a dependence of
the triplet transfer rate on the difference between the final
and initial triplet state energies that deviates strongly from the
often-used Miller-Abrahams model. Furthermore, for some
cases [Ir(ppy)3 and Ir(BT)2(acac)] the transfer rate is en-
hanced by an order of magnitude or more as compared to the
semiclassical Marcus theory.

In the 10 mol% films, the average diffusion lengths are
small, close to the average intermolecular distance of around
1.5 nm. Many triplets then do not diffuse before decaying. At
this concentration, Förster transfer is the predominant mecha-
nism for all systems studied. In contrast, for 100 mol% emitter
films the calculated diffusion length increases to 15–30 nm.
Above 30–40 mol% Dexter transfer is the dominant mecha-
nism, and the Förster contribution becomes unimportant. For
Ir(ppy)3 and Ir(BT)2(acac), Marcus theory underestimates the
diffusion length then by a factor of 2–3.

Finally, we have “translated” the results of our study to
KMC simulations assuming a simple cubic lattice and assum-
ing thermally activated exciton transfer as described within
the Miller-Abrahams theory, as is commonly done in OLED
device simulations. We find that a description of Förster-type
diffusion leading to the same diffusion length as obtained
from our ab initio study would require the use of Förster
radii of approximately 1.5 nm for Ir(ppy)3, Ir(ppy)2(acac),
and Ir(BT)2(acac), and 2.0 nm for Ir(MDQ)2(acac). These
values are 0.2–0.4 nm larger than obtained within our full
theory. The difference is mainly due to the use of the Miller-
Abrahams rate, which does not account for the favoring of
transfers down in energy as in the full theory.

This work unveils the importance of molecule-specific
parameters, such as transfer integrals, energetic disorder, and
triplet-vibron couplings, in the calculation of triplet diffusion
in host-guest systems. Although many different stable and
functional iridium-cored phosphorescent emitters have been
discovered [71], the molecular parameters determining the
transfer rates between these molecules have long remained
unknown. The calculational method presented in this work
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is expected to support exploring novel routes towards engi-
neering triplet-vibron coupling in order to increase or decrease
triplet diffusion.
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