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Abstract  

German universities are facing an intense, competitive environment caused by globalization, digi-

talization, and public sector reforms. The latter also gave the universities more decision-making 

autonomy, which goes hand in hand with more responsibilities, but also with the possibility of in-

dividualizing their strategy. This thesis examines how German universities can use Data Mining 

techniques to extract useful information from their available data resources to address these cur-

rent challenges by supporting management decisions. The use of Data Mining methods in education 

is called Educational Data Mining. Research in this area has so far focused mainly on supporting 

students and lecturers. This thesis focuses on researching the benefits of Educational Data Mining 

for university management, which has been mentioned several times in various Educational Data 

Mining studies but has not been studied in detail so far.  

After discussing the most important challenges faced by German universities, their current tasks 

and objectives were examined. A framework model was then developed that illustrates how the 

results of two specific Data Mining projects can help universities tackle the challenges and accom-

plish their tasks. The selected Data Mining projects are dropout analysis and enrollment prediction 

because the student and applicant data are available to all the German universities. The proposed 

framework model was verified with two case studies in which the specified analyses were carried 

out at a German university of applied sciences. To build well-performing models, several Data Min-

ing methods were used and compared. Subsequently, the results were discussed with representa-

tives from the case university, and suggestions were made how the information generated could be 

included in the decisions of the university administration.  

It has been shown that German universities can use their data resources to support their manage-

ment activities. An overview of this support was presented in the form of a framework model that 

is not only a first attempt to close the existing research gap in the field of EDM but should also 

motivate university decision-makers to use their existing data resources. Therefore, the presented 

thesis can stimulate further research that combines the results of EDM projects with managerial 

decisions to increase the efficiency of educational institutions. In addition, university administra-

tors can be inspired to use all available resources to ensure their long-term success.  
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1 Introduction 

This first chapter aims on clarifying the motivation for writing this dissertation. Therefore, urgent 

challenges faced by German universities are summarized in Section 1.1, which are discussed in 

more detail in Chapter 2. It is assumed that German universities can address these current chal-

lenges by extracting information from their data resources with Data Mining (DM) techniques. 

Therefore, the research area of Educational Data Mining (EDM), which is the application of DM in 

the educational sector, is examined in Section 1.2 with two literature reviews. In the first review, 

the current state of EDM research is surveyed to identify if previous researches investigated the 

usefulness of EDM for the management of universities. In the second literature review, the status 

of EDM research in Germany is recorded because the presented research is focused on German 

universities. Section 1.3 presents the research objectives before describing the approach to achiev-

ing these goals in Section 1.4. The last section of this chapter, Section 1.5, gives an overview of the 

research contributions of this dissertation.  

1.1 Relevance of the Research 

The recent reforms at German universities changed the tasks of and the demands on the university 

management, which now has more decision-making autonomy. As a result, university management 

is more flexible in decision-making but also has the responsibility of defining its own organizational 

goals. This increases the need for an entrepreneurially oriented strategic university management 

(Scherm 2013, 2014; Fangmann 2014; Blümel 2016). The growth of universities in terms of num-

ber of students, number of employees, and financial resources supports this need and make uni-

versities more comparable to small and medium-sized enterprises than to public authorities (Hein-

richs 2010: Introduction). Accordingly, in recent years German universities have become service 

providers exposed to national and international competition (Marettek & Ákos 2010). 

This has sharpened the competitive situation of German universities. Privately held universities, 

international Higher Education Institutions (HEIs), and independent research institutes offer qual-

ified students and researchers alternatives to public universities (Erhardt, D. 2011: 43), which are 

the focus of this study. In addition, online universities and online degree programs make studying 

more flexible and allow students to choose from a broad variety of courses, regardless of where 

they live. Furthermore, the diversity of study programs has been increased, but the number of first-

year students is slowly declining, driving universities into a steadily growing competitive environ-

ment (Hochschulrektorenkonferenz 2015; Wehrlin 2011). This is supported by globalization, in-

ternational agreements and advances in information and communication technology that are open-

ing up even more opportunities for the diminishing student body (Erhardt, D. 2011: 2). In addition, 
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students are more demanding, due to the many choices they nowadays have 

(Hochschulrektorenkonferenz 2015; Heinrichs 2010: 214; Gerhard 2004: 133). Because satisfied 

and successful students and graduates are the showpiece of universities that influence the reputa-

tion and perception of others, meeting these demands becomes an increasingly important task for 

universities to ensure their future and long-term success (Kamm 2014: 183).  

In summary, two major challenges have been identified for the universities in Germany:  

 More decision-making autonomy: During the deregulation1 of the German public sector and 

the reform of the New Public Management (NPM), the administrative regulations of public in-

stitutions were changed to make them more economical, effective, and efficient (Schmücker 

2011: 13). For the management of public universities this meant more decision-making rights, 

enabling need-based and flexible decisions that increase competitiveness. The accelerated de-

cision-making process, in turn, increased the strategic and operational responsibility of uni-

versities and thus the need for professionalized university management (Berthold 2011: 

2,33,47; Zechlin 2012: 54). 

 Intense competitive environment: In Germany, it is endorsed that universities advocate and 

compete for highly qualified students, researchers, and resources (Enders 2008: 234; 2009: 7; 

Haberecht 2009: 31). This has been promoted by the country for several years, because it is 

considered that the university landscape is mediocre without competition (Haberecht 2009: 

31; Kamm 2014: 351). In addition, global networking influences the environment in which 

HEIs in Germany have to work. This increases the number of competitors, which goes hand in 

hand with the wide range of degree program choices that students have today. In the course 

of the Bologna reform and the establishment of university rankings, the comparability of study 

programs has also increased as these developments support the standardization of the univer-

sity profiles (Erhardt, D. 2011: 45). In addition, German universities are financially poorly po-

sitioned in international comparison (Krull 2008: 243); therefore, they are expected to seek 

additional financial resources (Kamm 2014: 253).  

These challenges are accompanied by new tasks that university decision-makers must face, and 

new goals must be achieved. For example, universities need to become service providers, reduce 

their dropout rate, and ensure the quality of education. Accordingly, the need for a professionalized 

strategic management,2 based on objective decisions, is more present than ever (Mühlenbein 2006: 

30; Wehrlin 2011; Berthold 2011: 33; Scherm 2014). As shown in Figure 1, this is associated with 

                                                             
1  Deregulation describes the division of responsibility between the state and social institutions, which strengthens 

their self-responsibility (Erhardt, M. et al. 2008: 4). 
2  Strategic management can be understood as a process of developing and implementing strategies to successfully 

position an organization in the environment and to build potential and competencies (Bea & Haas 2017). 
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the growing importance of information3 as information and knowledge support decision-making, 

planning security, transparency, and monitoring of results (Wehrlin 2011: 26; Mühlenbein 2006: 

30; Scherm 2014; Fangmann 2014). With the help of DM methods, information and knowledge can 

be extracted from data, which is considered one of the most important assets in the so-called “data 

age” (Han et al. 2012: 2; Reinsel, Gantz & Rydning 2018). Data are also being generated and stored 

at German HEIs but have only been used to a limited extend (Scholz 2014).  

This study focuses on student- and applicant-related data resources because the Higher Education 

Statistics Act4 requires the capture of certain attributes (BMJV 1990). As a result, all public univer-

sities in Germany have student data available and can use them to inform their management about 

their ‘clients’, including their needs and claims as well as their resource and service requirements.  

1.2 Current State of the Research 

Data Mining is defined by Han et al. (2012) as “… the process of discovering interesting patterns 

and knowledge from large amounts of data (Han et al. 2012: 5).” Consequently, DM can be under-

stood as an action that leads to meaningful insights that are retrieved from data relative to a pre-

defined target. When used in an educational setting, DM is referred to as EDM, which is understood 

as “…the development of methods to explore the unique types of data in educational settings and 

                                                             
3  Information are facts or details on a particular topic that are of value and knowledge for the information recipient. 
4  In German: Hochschulstatistikgesetz (HStatG). 

Figure 1. Illustration of the motivation for using DM. 

Challenges* 
• Increased competi-

tive environment 

• More responsibility 
through more deci-
sion-making auton-
omy 

Management 
strategy and 

strategic goals 

Information about: 
 ‘clients’ (students and 

applicants) 

 ‘clients’ needs and 
demands 

 Demands of study 
programs 

 Needed services 

 Resource needs 

Data  
Mining 

Student & 
applicant 
data re-
sources Information 

deficit 

Tasks and objectives* 
• Becoming a service 

provider 

• Reduce dropout 
rates 

• Secure the quality 
of education 

*  See chapter 2.2 for a full list of the identified challenges, 
tasks and objectives of German universities. 
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using these methods to better understand students and the settings they learn in (Romero & 

Ventura 2010).” With the development of the term Learning Analytics (LA), which focuses on opti-

mizing the learning environment by collecting and analyzing student data (Papamitsiou & 

Economides 2014; Romero & Ventura 2013), the understanding of EDM has broadened. Nowadays, 

it is widely understood as “…the field of using DM techniques in educational environments 

(Bakhshinategh et al. 2017).” Accordingly, EDM encompasses all applications of DM techniques in 

educational institutions aimed at identifying knowledge from data generated in an educational en-

vironment (Kumar & Chadha 2011). The purpose of EDM, therefore, ranges from understanding 

and encouraging students and lecturers to assist the management of educational institutions in ad-

dressing their various daily challenges (Barahate 2012; Huebner 2013). 

 State of the art of EDM research 

Research efforts in the field of EDM have matured over the last decade, with more publications 

available each year. To examine whether EDM has already been used to support managerial deci-

sions at universities, a literature review was carried out. This comprehensive review focused on 

identifying the topics addressed so far in the EDM research community, which in turn provides a 

good overview of the state of the art. The focus is on survey articles, which have been identified as 

the optimal starting point because they present an overview of studies already undertaken in the 

EDM area. In order to find relevant literature, academic libraries and databases were screened for 

corresponding books and book chapters, journal publications, and conference papers. The follow-

ing databases were searched: IGI Global InfoSci Journals Archive, IEEE Xplore Digital Library, ACM 

Digital Library, AIS e-Library, Business Source Premier, Springer Link, and Google Scholar. In addition 

to the keyword “Educational Data Mining”, the search terms “Educational Data Mining - Overview”, 

“Educational Data Mining - Review”, “Educational Data Mining - State of the Art”, “Data Mining in 

Universities”, “Data Mining for University Management”, “Data Mining and University Manage-

ment”, and “Knowledge Discovery in University Databases” were used. After surveying the titles 

and abstracts of the articles found, 39 articles were chosen for further investigation. These are sum-

marized in Table 1 and described below. 

Even before the application of DM techniques in an educational context became known as EDM, 

Luan (2002) discusses possible uses of DM in educational institutions. The author suggests that the 

enrollment process, marketing measures, and institutional effectiveness can be supported by DM 

applications. In a second study, conducted two years later, Luan (2004) discusses the possibilities 

of DM applications for academic planning and intervention, such as the creation of student profiles 

or the prediction of alumni pledges. Therefore, both studies suggest that the management of edu-

cational institutions can benefit from analyzing their data resources with DM methods.  
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Table 1. Overview of the objectives focused by EDM research, identified from the reviewed articles. 
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Luan (2002)    X   X   X* 
Beikzadeh et al. (2005) X* X* X*  X*  X*    
Luan (2004)    X  X    X* 
Delavari et al. (2005) X* X X* X* X*  X* X*  X* 
Romero & Ventura (2007)   X  X  X    
Delavari et al. (2008) X X X    X X   
Baker & Yacef (2009) X X      X   
Romero et al. (2010) X X X  X X X X X  
Kumar et al. (2011) X X X X X  X X   
Scheuer & McLaren (2012)  X X  X  X    
Bala & Ojha (2012) X  X X    X   
Barahate (2012) X X X     X   
Calders & Pechenizkiy (2012)   X  X  X X X  
Goyal & Vohra (2012) X X  X  X X   X 
AlHammadi & Aksoy (2013) X X X  X  X    
Huebner (2013) X X X     X   
Mohamad & Tasir (2013)  X      X X  
Romero et al. (2013) X X   X  X    
Bousbia & Belamri (2014) X X X  X  X X   
Papamitsiou et al. (2014) X X X X X      
Peña-Ayala (2014) X X X  X  X X   
Prakash et al. (2014) X X     X X   
Suhirman, Zain & Chiroma (2014) X X X  X X X X X  
Fatima, Fatima & Prasad (2015) X X X     X   
Ganesh & Christy (2015) X X   X   X  X 
Jacob et al. (2015) X X X  X  X    
Sen (2015) X X  X    X   
Sukhija, Jindal & Aggarwal (2015) X X     X X  X 
Thakar, Mehta & Manisha (2015) X X  X X  X X   
Mehta & Buch (2016) X          
Tandale (2016) X X X X       
Bakhshinategh et al. (2017) X X    X X X X X 
Dhingra & Sardana (2017) X X X  X   X   
Dutt, Ismail & Herawan (2017)  X X     X X  
Silva & Fonseca (2017) X X X    X    
Thilagaraj & Sengottaiyan (2017) X X  X  X X    
Lenin (2018) X X   X     X 
Manjarres, Sandoval & Suárez (2018) X X X  X   X   
Aldowah, Al-Samarraie & Fauzy (2019) X X X   X X X   
Count 32 33 24 11 19 7 23 24 6 8 

* Only suggested by the authors. 

In the same year, Beikzadeh & Delavari (2005) published a study identifying six processes within 

an HEI that could benefit from DM applications. The authors suggest useful DM methods and 

knowledge that can be generated to increase the motivation of HEIs to use DM. The enhanced ana-

lytics model was released in 2005, which the authors believe should serve as a roadmap for the use 

                                                             
5  Decision Support Systems. 
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of DM in HEIs (Delavari, Beikzadeh & Phon-Amnuaisuk 2005). This roadmap clearly indicates the 

usefulness of the various DM applications for university administration and management, and the 

attached brief case study shows that modeling student data can help universities to understand the 

requirements students have. In 2008, Delavari, Phon-Amnuaisuk & Beikzadeh (2008) re-published 

the roadmap, combined with analytical guidelines aimed at improving the current decision-making 

process of HEIs. However, a thorough review of the roadmap has not been published, so the iden-

tified decision support remains a proposal from the authors. 

The first comprehensive review of literature published in the domain, which coined the term EDM, 

examines the research conducted between 1995 and 2005 (Romero et al. 2007). The authors note 

that the focus of DM applications in the educational sector was on support and recommendations 

for students and lecturers, and on the improvement of planning and scheduling of educational ac-

tivities. A further literature review published by Baker et al. (2009) categorizes the EDM’s main 

areas of research until 2009. The authors point out that the main interest of EDM research has been 

in student models generated based on web data and student interaction data. In 2010, Romero et 

al. (2010) published their second comprehensive EDM literature review, which identifies the key 

stakeholders of EDM applications and categorizes the tasks that so far have been addressed in the 

research community. In addition to students and lecturers, course developers, educational re-

searchers, managers, and administration are identified as main target groups of EDM.  

In 2011, Scheuer et al. (2012) provide an overview of the topics discussed in EDM research and the 

DM methods used. The overview presented shows that reports and alerts that support students 

and lecturers are a major topic in EDM. It is suggested that these reports and alerts can also help 

other university stakeholders, which leaves room for the assumption that EDM applications are 

also profitable for university management. In the same year, Kumar et al. (2011) provide another 

summary of the tasks addressed in EDM research, namely, student modeling, feedback for lecturers 

and researchers, planning and scheduling, and the evaluation and construction of courseware. 

The Bala et al. (2012) study discusses the DM methods used in the EDM area and the main applica-

tions for which they were used. The authors state that EDM can provide decision support for uni-

versity management, but the article does not provide details on how to achieve this managerial 

support. In comparison, Barahate (2012) identifies the learners and lecturers as the main target 

groups of EDM applications. The review conducted by Goyal et al. (2012) combines the aforemen-

tioned articles by discussing the uses of EDM in HEIs. Accordingly, it is proposed that learners’ and 

lecturers’ profit from EDM, which in turn can improve educational practice. 

In 2013, Romero et al. (2013) provide another overview of the current state of the EDM domain, 

which aims to categorize the research area. Therefore, the authors discuss related topics, stake-

holders, and the main applications of DM in the educational sector. They also suggest a need for 
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educational institutions to develop a data-driven culture that uses data to improve decision-mak-

ing. This indicates that, although EDM has become a developed research discipline, EDM applica-

tions thus far are mainly isolated and not integrated into an institution-wide strategy. The survey 

conducted by Huebner (2013) in the same year points to research gaps that have not been ad-

dressed by the EDM community so far. The authors point out that several studies have discussed 

the benefits of EDM for improving institutional efficiency, but the question of how institutions can 

use EDM to achieve improvements is unanswered. In addition, they note that many of the studies 

to date are not generalizable case studies. This is underpinned by the EDM review by Mohamad et 

al. (2013), which also points out that the research results available so far are difficult to apply in a 

different context than the one in which they are generated. In the short paper published by 

AlHammadi et al. (2013), an impact cycle is presented that suggests that knowledge about the stu-

dent created with the help of DM can influence the work of lecturers, administrators, and managers. 

This cycle is a first attempt to link the results of EDM projects with institutional efficiency. 

Another comprehensive literature review aimed at organizing recent work in EDM research ac-

cording to its goals and the methods used was presented by Peña-Ayala (2014). The author states 

that most research focuses on student modeling to characterize the learner, their performance, and 

their behavior. In the same year, Papamitsiou et al. (2014) published a literature review focusing 

on the practical work achieved in EDM and LA. The authors emphasize that most case studies con-

ducted so far are exploratory or experimental in nature and primarily support learners and lectur-

ers. The comprehensive review conducted by Suhirman et al. (2014) focuses on the research car-

ried out for educational decision support. An overview of the tasks addressed by the EDM commu-

nity is presented, and the key benefiters are identified that are analogous to those discussed in 

previous research. The comprehensive description of the tasks discussed so far mentions the pos-

sibilities EDM provides for the management of educational institutions. In addition, the authors 

suggest that standardizing DM applications and tools for the needs of educational institutions can 

increase the use of EDM. However, the research does not discuss details of how the management of 

educational institutions is supported. 

In 2015, Thakar et al. (2015) presented another overview of the EDM domain, which subdivides 

the past research into five main areas: surveys of articles published in EDM, prediction of academic 

achievement, comparison of DM techniques to predict the academic performance, the correlation 

between pre- and post-enrollment factors and others, including the determination of student sat-

isfaction or the assessment of the faculty. The authors note that the approaches used in different 

researches are separate. Accordingly, a need for models and regulatory frameworks is identified 

that will ensure the sustainable growth of EDM applications at all levels of a university. A second 

study to summarize EDM submissions by 2015 has been published by Jacob et al. (2015). The au-
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thors point out that EDM has so far mainly aimed at studying, predicting, and improving the aca-

demic performance of learners, but the knowledge generated can be helpful to all academic stake-

holders, including management. The short papers published by Ganesh et al. (2015) and Sukhija et 

al. (2015) discuss a limited number of researches according to their contributions. Both articles 

summarize that the main focus of the research investigated is on supporting the students and lec-

turers of educational institutions. In 2016, Mehta et al. (2016) published a study discussing the 

utility of EDM for the educational sector, which states that the use of DM techniques supports its 

general improvement. This conclusion is corroborated by the work of Tandale (2016), which pre-

sents a survey of the EDM domain, concluding that all the educational stakeholders can benefit from 

DM applications. Nevertheless, the study does also not discuss details of how the management of 

educational institutions is supported.  

Another survey, which covers the applications and tasks being investigated by the EDM community, 

was published by Bakhshinategh et al. (2017). The research focuses on the papers published be-

tween 2006 and 2016. The previously addressed EDM applications are compared to the stakehold-

ers they are targeting, with the result that the primary benefiters are the lecturers. In addition, the 

study indicates that the EDM applications performed examine student characteristics, predict stu-

dent performance, detect unwanted student behavior, analyze social networks, generate reports 

and alerts, and improve the planning and scheduling for administrators. Again, no details are pro-

vided on how this support is achieved. The short overview provided by Silva et al. (2017) on the 

EDM domain comes to the same conclusion, but once more it is not specified how the decision-

makers of an educational institution can benefit from the insights DM applications provide. The 

three-decade literature review presented by Dutt et al. (2017) focuses on the use of clustering 

methods in the EDM domain, which shows that clustering has been mainly used for e-learning-

related tasks. The authors conclude their research with a general statement that reiterates that the 

question of how institutions use DM to improve their institutional efficiency is still unanswered.  

In 2018, another comprehensive literature review on the use of DM techniques between 1993 and 

2015 was published by Manjarres et al. (2018). The 127 studies investigated in detail were classi-

fied according to addressed tasks and applied DM techniques. The authors conclude that the studies 

published so far in EDM are the description of specific case studies conducted in educational insti-

tutions worldwide that are not transferable to other institutions. Lenin (2018) focuses his research 

on DSS in education and the implementation of DM methods in these systems. The author concludes 

that little research has been done in this field, which leaves room for the assumption that in general 

little research has been done with the focus on the decision support that can be provided by EDM 

applications.  

At the beginning of 2019, the comprehensive review of Aldowah et al. (2019) was published, dis-

cussing the usefulness of EDM and LA for higher education in the 21st century. In total, 402 articles 
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were examined. The authors emphasize that both EDM and LA can help HEIs to develop strategies 

that focus on students. In addition, they state in several phases that decision support is a major 

advantage of EDM in HEIs. However, a framework or other overview on how the findings generated 

in EDM projects can support university management is still not provided. Accordingly, the previ-

ously identified research question of Huebner (2013) and Dutt et al. (2017), as to how EDM can 

improve institutional efficiency, still remains unaddressed. 

As previously mentioned, Table 1 summarizes the EDM topics that were identified by the articles 

examined as being investigated by research in the EDM community. The main field of application 

of EDM research is, therefore, student modeling, which summarizes the prediction of student drop-

outs and performance, the creation of student profiles, the grouping of students according to their 

characteristics and their learning behavior, the provision of support and recommendations to the 

student as well as the prediction of course enrollments. Providing feedback to lecturers is another 

well-researched application of EDM, with the aim of leveraging lessons learned to tailor teaching 

and services. The EDM applications, which focus on planning and scheduling, aim to enhance the 

traditional educational processes with facts. This includes the need-based development of curric-

ula, the optimization of student timetables, and the prediction of alumni donations. Furthermore, 

EDM researches use data derived from Learning Management Systems (LMS) and e-learning appli-

cations to evaluate existing courses and course materials and to create new ones.  

In addition, visual analytics has been identified as a scope of EDM research to support the decision-

making process by highlighting useful information and abnormalities. The detailed study of re-

search using visual analytics shows that the focus is on visualizing the behavior of students in 

online environments, often only based on descriptive analytics methods. The use of DM in DSS and 

social networks are further areas of interest. So far, however, relatively little research has focused 

on these topics.  

The results of the literature review show that EDM has become an established field of research in 

recent years. So far, EDM research has focused on analyzing students and their learning environ-

ment (Romero et al. 2007, 2010; Huebner 2013; Ganesh et al. 2015; Mehta et al. 2016). Neverthe-

less, several review articles and literature studies identify EDM as an appropriate decision-support 

approach. As one of the first researchers in the field, Luan (2002, 2004) argues that the DM models 

used in business are also applicable to the educational environment. This is supported by a frame-

work developed by Beikzadeh et al. (2005) that identifies opportunities for EDM applications in the 

areas of planning, evaluation, and marketing. The trend is continuous. More and more researchers 

are emphasizing the need for HEIs to use data-driven facts in their administrative processes and 

argue that DM applications have great potential (Thakar et al. 2015; Silva et al. 2017; 

Bakhshinategh et al. 2017; Aldowah et al. 2019). Therefore, in addition to students and lecturers, 

the administration and management of educational institutions are referred to as the benefiters of 
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EDM applications. Consequently, the supportive power of DM applications for objective decision 

support to managers is already recognized.  

Nevertheless, these assumptions and statements are solely conclusions of the authors of the arti-

cles examined and have not yet been investigated in details. Only the work of AlHammadi et al. 

(2013) attempts to combine the insights provided by EDM applications with the efficiency of edu-

cational institutions. Accordingly, there is a research gap, first pointed out by Huebner (2013). As 

mentioned earlier, the authors note that the question of how educational institutions use EDM to 

improve institutional efficiency remains unanswered. This statement was repeated by Dutt et al. 

(2017) and Aldowah et al. (2019). Consequently, the research gap still seems to exist, along with 

the need for a framework that ensures the sustainable application of EDM at all levels of educational 

institutions (Thakar et al. 2015; Aldowah et al. 2019). This thesis aims to fill this gap by developing 

a framework model that combines the results of EDM projects with the administration and man-

agement to increase the effectiveness and efficiency of management decisions. 

 Educational Data Mining in Germany 

In a second literature review, the current state of the art of EDM research in Germany was examined 

because the focus of this thesis are German universities. Again, academic libraries and databases6 

were searched for relevant books and book chapters, journal publications, and conference papers. 

The search terms used were “Educational Data Mining in Germany OR Deutschland”, “Data Mining 

at German Universities OR Hochschulen”, “Data Mining for German University Management”, and 

“Predict Student Performance in Germany OR Deutschland”. This search revealed only a very small 

number of studies conducted by German researchers based on data resources from German edu-

cational institutions. As a result, a secondary study was conducted in which the literature cited and 

examined in the survey articles analyzed in Section 1.2.1 was reviewed for German participation. 

In addition, the proceedings of the International Conference on Educational Data Mining from its 

beginning in 2008 until now have been studied as well.  

Table 2 shows an overview of the studies found, which were further investigated for the main topics 

addressed. It can be seen that most publications are so far case studies that use LMS data to model 

learner behavior and predict student success. Only the study by Schönbrunn & Hilbert (2007) was 

identified as obviously targeting the improvement of planning and scheduling, but no continuation 

of the research efforts was found. Kemper, Vorhoff & Wigger (2018) and Berens, Oster, et al. (2018) 

use DM techniques to predict the dropout of students at German universities to decrease dropout 

rates. This is also a part of the presented dissertation; the focus, however, in this research is on the 

                                                             
6  The following databases were searched: IGI Global InfoSci Journals Archive, IEEE Xplore Digital Library, ACM Digital 

Library, AIS e-Library, Business Source Premier, Springer Link, and Google Scholar. 
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support these models provide for the managerial decision-making process of universities. The vis-

ual analytics suggested by Askinadze, Liebeck & Conrad (2019) and Askinadze & Conrad (2018a) 

may also support the university management, but the authors have not yet discussed this analysis 

purpose.  

Table 2. Overview of the EDM studies conducted in Germany. 

Reference Content overview Main topics of the in-
vestigated research 

Askinadze et al. (2019) Presentation of alternative visualization techniques that can il-
lustrate complex relationships in educational databases 

Data visualization 

Kemper et al. (2018) Application of different machine learning approaches to pre-
dict student dropout for industrial engineering study 

Student performance 
prediction 

Askinadze et al. (2018a) 
A short paper about integrating a dashboard visualizing stu-
dent data Data visualization 

Berens & Schneider 
(2018); Berens, Oster, et 
al. (2018) 

Discussion and presentation of an early intervention system 
used to reduce dropouts Student performance 

prediction 

Askinadze & Conrad 
(2018b) 

Proposal of a concept that provides transparency for the use of 
student data by having the students decide on the data used for 
analysis 

Data security 

Backenköhler et al. 
(2018) 

Proposal of an approach that allows the recommendation of 
personalized curricula based on a generated course depend-
ency model 

Student success, plan-
ning, and scheduling 

An, Krauss & Merceron 
(2017) 

Investigation into whether the research conducted in MOOCs7 
can be generalized to other LMS-supported courses 

LA, LMS 

Albrecht (2017) 
Estimation of students’ knowledge of programming by analyz-
ing the responses to open-ended programming tasks 

Student performance 
prediction, LA 

Ifenthaler, Mah & Yau 
(2017) 

General discussion on how LA can support the success of stu-
dents in German HEIs 

Student success, LA 

Dyckhoff (2018); 
Dyckhoff et al. (2012) 

Proposal for an explorative learning analytics tool to improve 
technology-based learning 

LA, LMS 

Stapel, Zheng & 
Pinkwart (2016) 

A case study that uses an ensemble method to improve the 
predictive accuracy of student performance prediction models 
in online learning environments for math 

LA, student perfor-
mance prediction, DM 
model improvement 

Paaßen, Jensen & 
Hammer (2016) 

Proposal for representation of computer programs via execu-
tion traces for the analysis of intelligent tutoring systems  

LA, LMS 

Klüsener & 
Fortenbacher (2015) 

Prediction of student success based on their interaction in 
MOOCs 

Student performance 
prediction 

Voß et al. (2015) 
Use of matrix visualization to predict performance in intelli-
gent tutoring systems  

Student performance 
prediction, LA 

Zheng, Zhilin, Stapel & 
Pinkwart (2016) 

Discussion of whether perfect scores in math learning systems 
are actually predictors for good student performance 

Student performance 
prediction 

Zheng, Zhilin, Vogelsang 
& Pinkwart (2015) 

Discussion of organizing students into groups in MOOCs using 
a grouping algorithm to improve performance 

Student performance 
prediction, LA 

Bengs & Brefeld (2014) 
Proposal of a novel approach for computer-based adaptive 
speed tests evaluating skill levels LA, LMS 

Koch et al. (2014) 
Discussion of the use of text mining to improve software engi-
neering courses 

Course evaluation and 
improvement 

Bergner et al. (2012) 
Prediction of student responses from student’s online interac-
tion (authors use a dataset from the Massachusetts Institute of 
Technology) 

Student performance 
prediction, LMS 

Merceron et al. (2012) 
A case study examining the use of e-learning platforms by stu-
dents LA 

Holzhüter, Frosch-Wilke 
& Klein (2012) 

Exploration of learner models with rules based on log data 
from an e-learning system LA, LMS 

Thai-Nghe, Horváth & 
Schmidt-Thieme (2011) 

Application of factorization techniques to improve the accu-
racy of performance prediction models based on log files 

Student performance 
prediction, LMS 

Goguadze et al. (2011) 
Assessment of how Bayesian models use log files to predict 
students’ misconception 

Student performance 
prediction, LMS 

                                                             
7 Massive Open Online Courses. 
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Reference Content overview Main topics of the in-
vestigated research 

Lemmerich, Ifland & 
Puppe (2011) 

A short paper discussing how to identify students’ success fac-
tors with subgroup discovery 

Student performance 
prediction 

Merceron (2011) 
Short paper examining the use of the data available in LMS us-
ing association rules 

LMS 

Krüger, Merceron & 
Wolf (2010) 

Presentation of a data model that structures data storage in 
LMS to enable and support data analysis 

LMS 

Merceron & Yacef 
(2008) 

Investigation into the interestingness measures that are con-
sidered appropriate for the application of association rules to 
educational data 

DM model improve-
ment 

Schönbrunn et al. 
(2007) 

Presentation of an approach to demand-oriented planning of 
Bachelor’s and Master’s degree programs at German universi-
ties 

Planning and schedul-
ing 

 

In addition to the research already published, two BMBF8 projects have been identified that address 

the problem of student dropout using DM methods. The project FragSte,9 represented by the work 

of Berens & Schneider (2018) and Berens, Oster, et al. (2018), will investigate whether early inter-

vention methods based on predictive models actually decrease the students’ dropout rates at uni-

versities (BMBF 2017b). The aim of the DMPS10 project is to generate models that predict students’ 

dropout rates based on the data of the National Educational Panel study, which “...collects longitu-

dinal data on the development of competencies, educational processes, educational decisions, and 

returns to education in formal, non-formal, and informal contexts throughout the life span (NEPS 

2018).” At the time of writing this thesis, no results were available on the DMPS project. It has to be 

noted, however, that both projects focus on the prediction of student dropout to reduce dropout 

rates. As already mentioned, this is also one of the topics of this study. Nevertheless, in addition to 

creating predictive models that forecast student dropout, this study discusses the positive effects 

of these models on the success of a university and the positive effects of other DM-based analyses 

for the university management.  

In summary, it should be noted that EDM research in Germany is still in its infancy because rela-

tively few contributions are made by German researchers or on the basis of data from German ed-

ucation institutions. It should also be noted that most of the studies examined are based on data 

from LMS or other online courses. Therefore, the analysis of further data resources from German 

educational institutions seems to only have been sparsely researched. In addition, studies investi-

gating the usefulness of DM methods to support management decisions at German universities 

were not identified in the literature reviews presented, suggesting that this topic has not yet been 

discussed. 

                                                             
8  In German: Bundesministerium für Bildung und Forschung. 
9  In German: Früherkennung abbruchgefährdeter Studierender und experimentelle Studien zur Wirksamkeit der Maß-

nahmen (BMBF 2017b). 
10  In German: Determinanten und Modelle zur Prognose von Studienabbrüchen (BMBF 2017a). 
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1.3 Goals of the Research 

To support German universities in addressing their current situation and to contribute to the iden-

tified research gap in the EDM community, this thesis explores the possibilities that EDM offers for 

the sustainable development of HEIs. Therefore, the main objective of this thesis is to explore and 

illustrate how HEIs can use their available data resources to objectively support their management 

decisions with DM techniques. The focus is on the student and applicant data that are available to 

all universities. It is therefore assumed that every single German university can benefit from EDM.  

Specifically, the following objectives are pursued: 

 A framework model, hereinafter simply referred to as framework, will be created that will 

close the identified EDM research gap by linking the results achieved in EDM projects to uni-

versity management decisions. It, therefore, illustrates how the efficiency of HEIs can be in-

creased through DM. More specifically, the potentials of analyzing available student and ap-

plicant data for German university administration and management, including tackling chal-

lenges and fulfilling tasks, will be explored in this context. In addition to clarifying the rela-

tionship between EDM outcomes and managerial decision support, the framework aims to 

illustrate the possibilities contained in data and to motivate universities to use that resource 

to their advantage. 

 Two case studies will be carried out to validate the proposed decision support by analyzing 

the student and applicant data of a case university. The first case study tackles the challenge 

of overbooking study programs with predictive DM models that can forecast the enrollment 

of applicants. In the second case, the student data are analyzed to estimate dropout and iden-

tify reasons for student failure. The results of both case studies are validated and discussed 

with the responsible decision-makers of the case university. The findings and proposed ac-

tions that will be extracted from the generated models will show once again how EDM can be 

used to support the decision-making of university administrators and managers. 

 An ‘EDM-process box’ will be generated containing all analytical processes performed during 

the case studies. This allows the management of HEIs to reconstruct the applied analysis. In 

addition, EDM researchers can use the processes to further develop the efforts made in this 

research.  

 A contribution will be made to further develop EDM research in Germany. Like other educa-

tional institutions worldwide, German universities cannot turn away from digitalization and 

globalization. Therefore, it is important that German universities and researchers engage in 

and use the advantages of EDM so as not to loose touch with international competitors. Ide-

ally, the results presented should encourage further research in this area. 
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1.4 Research Outline 

To achieve the identified goals, the following research steps were performed. First, the current sit-

uation of German universities is analyzed in Chapter 2 to get an overview of the challenges they 

face. This includes a brief introduction to the structure of German public universities and the foun-

dations of the reforms that have influenced their current situation. Afterwards, the present chal-

lenges of German universities will be discussed and their main tasks and goals described.  

Chapter 3 introduces and explains the DM methods used in this study. This includes the introduc-

tion of the CRISP-DM, which is used by the case studies in Chapter 5. Also explained are the steps 

required to preprocess the data, including the treatment of missing values, outlier detection, fea-

ture selection, and the balancing of datasets. Following the introduction of applied DM methods, 

the final section of this chapter focuses on the performance assessment measures used to validate 

and select classification models.  

Chapter 4 discusses the main assumption that has motivated this research, which is that the current 

challenges of the universities can be tackled with DM methods. Therefore, the incentive to use DM 

methods to solve existing problems is explained. Subsequently, a framework is proposed which 

illustrates how the results of two selected EDM projects can contribute to the achievement of the 

current tasks and objectives of German universities. In the final section of this chapter, the speci-

ficities encountered during the DM-based analysis of student and applicant data are addressed and 

proposals are made that aim on helping other German HEIs analyze their data resources.  

The two case studies, which were conducted with data from a German university, are presented in 

Chapter 5. The first case study analyzes the applicant data to predict the enrollment of applicants. 

The results are intended to help university decision-makers to cope with the ever-present chal-

lenge of overbooked study programs at German universities. The second case study analyzes the 

student data with the aim of predicting the dropout of students and identifying the requirements 

of the study programs that may lead to student resignations or transfers. Both case studies are 

structured according to the CRISP-DM described in Chapter 3. After several models have been cre-

ated and compared, each case study ends with a discussion. In this discussion, conclusions and sug-

gestions are made on how the case university can use the analysis results to support its manage-

ment decisions, which may also be helpful for other universities.  

In Chapter 6, the thesis is concluded with a final discussion and a summary, containing proposals 

for further research.  
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1.5 Research Contribution 

In the course of this dissertation, the following contributions have been made: 

1. The current state of EDM research has been examined through a comprehensive literature 

review that clarifies the need for this study. Two major research gaps have been identified, 

namely the need to clarify the support that EDM provides to increase the effectiveness and 

efficiency of educational institutions and the lack of EDM research contributions that have 

emerged in Germany. The literature reviews and the identified research gaps can be used as 

the starting point for further relevant research. 

2. The situation of German universities has been analyzed and the main challenges they face are 

elaborated. In addition, the core tasks and objectives with the focus on the universities of 

applied sciences in southern Germany were summarized and prioritized. Accordingly, an 

overview of the existing challenges, opportunities, tasks, and goals of German universities is 

given.  

3. A framework model has been created that provides an overview of how the current chal-

lenges and tasks of German universities can be supported with EDM. This has been done for 

the first time, to the knowledge of this study. The focus of the framework is on student and 

applicant data as all German universities have access to these resources. In addition to raising 

awareness and motivating university decision-makers to use their data resources, the frame-

work is helping to close the identified EDM research gap. This is achieved by linking the EDM 

project outcomes with the decision support they explicitly provide to the university decision-

makers. Furthermore, the framework presented can serve as a guideline for universities and 

motivate them to use all available resources to ensure their long-term success and existence. 

In addition, it may serve as a starting point to encourage further EDM research focusing on 

the management support that EDM provides for HEIs.  

4. The specifics encountered during the application of the DM process at the case university are 

discussed. This may especially help German EDM researchers to reconstruct the results in 

other institutions and settings and to conduct further research.  

5. Two case studies have been carried out, showing that the data resources mentioned, although 

they are not as extensive as in other countries,11 contain interesting information for the uni-

versity decision-makers. The models generated to predict the enrollment of applicants show 

that universities can gain a deeper understanding of their ‘clients’, which helps them act pur-

posefully and to support the need-based planning of resources. They also provide infor-

mation that helps to optimize administrative processes. The knowledge gained in the second 

                                                             
11  In Germany, only a few demographic characteristics of the students are recorded, including gender, age, place of 

birth, and final grade of the Higher Education Entrance Qualification (HEEQ). As a rule, there is no information 
available about the parents, the health, or the financial situation of the student or applicant. If these data would be 
collected by German universities as well, it is assumed that even better predictive models can be generated.  
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case study with the dropout analysis shows that among other things, the university manage-

ment can use EDM to maintain and increase the quality of their study programs and reduce 

the dropout rate. In addition, the case studies contain ideas and measures to achieve the pro-

posed management support, which can be further explored by research and practice.  

6. A RapidMiner12 ‘EDM-process box’ was created containing the DM analysis performed in this 

study in the form of processes. These processes can be downloaded and implemented in 

RapidMiner, which may help practitioners and researchers to reconstruct the research re-

sults presented, adapt them to their own environments, and to develop the proposed ideas 

further.  

 

 

                                                             
12  RapidMiner is a software platform for DM that “…unites data prep, machine learning and predictive model deploy-

ment.”(RapidMiner 2019). 
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2 The Current Situation of German Universities 

This chapter examines the current situation of German universities. The first section briefly intro-

duces the German higher education sector before discussing recent developments in this sector. 

The presented developments influence the current situation as well as the tasks and objectives of 

German universities, which are discussed in the second section of this chapter. In this context, tasks 

are understood as the responsibilities a university has to fulfill according to state regulations, es-

pecially the ones defined in the State University Law.13 With objectives, the goals are described that 

the universities define individually, for example in the target agreement or the development plan.14 

2.1 German Universities and Recent Developments in the Higher 
Education Sector 

The education system in Germany is divided into five main steps, which are shown in Figure 2. 

Usually, children start their education in kindergarten and preschool, before attending elementary 

school up to the 4th grade. Afterwards, pupils start their secondary education, and the educational 

path is individualized. Depending on their performance in the first couple of school years, they then 

either attend the Hauptschule,15 the Realschule,16 the Gesamtschule,17 or the Gymnasium.18 In the 

Hauptschule and the Gesamtschule, the students learn until the 9th grade before graduating and con-

tinuing with an apprenticeship or the Berufsschule.19 The Realschule is more demanding, and grad-

uation takes place after successfully completing the 10th grade. Afterwards, the pupils attend an 

apprenticeship or continue their education at a Fachoberschule.20 Students that attend the Gymna-

sium graduate after successfully completing the 12th or 13th grade.21 The students choosing to at-

tend the Gymnasium or the Fachoberschule or any other school qualifying for a Higher Education 

Entrance Qualification (HEEQ) may continue their education at the university.  

                                                             
13  In German: Landeshochschulgesetz. 
14  It has to be noted that these goals are usually in line with the state tasks. Nevertheless, they can be individualized 

and complimented by the university. 
15  Secondary modern school from the 5th until the 9th grade. 
16  Junior high. 
17  Comprehensive school. 
18  Grammar school. 
19  Vocational school. 
20  Specialized secondary school.  
21  The number of school years for Gymnasium depends on the German federal state the school belongs to. For example, 

in Bavaria a student has to complete 13 school years in total, whilst in Saxony the Gymnasium ends with the 12th 
grade. 
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Alternatively, they choose a profession and continue with an apprenticeship. The successful com-

pletion of an apprenticeship in combination with professional work experience can also pave the 

way to university education. 

Universities are at the highest academic level of the German education system. Legally, universities 

are understood as corporations under public law and as state facilities simultaneously (Kohmann 

2012: 68). They are well-established institutions with a long history dating back until the middle 

ages. With this long history, the university landscape is nowadays very complex, and many forms 

of HEI can be differentiated. One main distinction is to be made by their sponsorship and manage-

ment, which may be either private or public. The legal organization, as well as the funding situation 

between those two types of universities, differ significantly. Private universities are privately man-

aged and funded whereas public universities are non-profit institutions22 that are financially sup-

ported by the federal states with the respective state budgets (Warnecke 2016: 36).  

                                                             
22  Non-profit organizations do not produce output to maximize profits, they produce a product or service to address 

an existing demand (Erhardt, D. 2011: 30). 

Figure 2. Structure of the German educational sector, based on Mühlenbein (2006: 28). 
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This research focuses on public universities, which in turn can be grouped into the following six 

main types, which can be distinguished according to their focus, their academic rights, and their 

size (Heinrichs 2010: 28): 

 The ‘traditional’ universities, or scientific universities, focus on research activities and the 

education of academics (Warnecke 2016: 2). Generally, these are long-established institu-

tions offering a wide variety of academic programs (Warnecke 2016: 40). Traditionally, they 

have the largest student body of up to 54.000 students.23 In addition, they have the sole right 

to grant the academic titles of a Ph.D. and a habilitation.24 

 Universities of applied sciences25 exist since the 1960’s and focus on applied teaching and 

research (Warnecke 2016: 41). Their activities are more practice-oriented and often seek to 

provide qualified personnel to regional companies (Gerhard 2004: 59). Predominately, the 

academic programs are clearly structured and aim to prepare the student for a specific pro-

fession. 

 Pedagogical universities have the same rights and responsibilities as ‘traditional’ universities 

but focus on educating school lecturers in their degree programs.  

 Theological universities are also comparable to ‘traditional’ universities, but their academic 

programs and research activities are clearly focused on religious topics and professions.  

 Art and music universities focus on educating and researching art-related topics, including 

visual arts, performance arts, and music. 

 Administration universities are public sector universities that train professionals for the 

public sector. Accordingly, they are closely associated with the federal government and the 

German state.  

The most common type of universities in Germany are the universities of applied sciences 

(Hachmeister et al. 2013: 6), as illustrated in Figure 3. Accordingly, 51% of the entire university 

body in Germany are universities of applied sciences. These play an important role in Germany not 

only because of their sheer numbers. They are innovators and trainers for regionally needed pro-

fessionals since they aim to educate students with practical knowledge and they usually have a 

strong connection to their region and its businesses (Erhardt, D. 2011: 8). For this reason, their 

existence is very important for the German economy. 

Apart from the mentioned differences, German universities are similar in their main rights and ob-

ligations. They are legal entities of their own in statutory law, with the right of self-administration, 

                                                             
23  For example: University of Cologne and Ludwig-Maximilian-University in Munich. 
24  Postdoctoral qualification as a university lecturer. 
25  In German: Fachhochschulen oder Hochschulen der angewandten Wissenschaften (HAW). 
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freedom in science, freedom in research and teaching as well as the right of granting academic de-

grees26 (Heinrichs 2010: 24). The organizational structure of universities is democratic, and com-

mittees make the important decisions and are therefore responsible for the management, which is 

understood as the systematic planning, steering, and control of institutional activities (Erhardt, D. 

2011: 79). The main committees are the Hochschulleitung,27 the Senat,28 the Hochschulrat,29 and the 

Fakultätsrat.30 The main tasks of each committee are described in Table 3. 

The basic guidelines for the university management in Germany are set out in the constitution31 of 

each university. In this constitution, each university defines separately (Heinrichs 2010: 42): 

 their organizational structure, 

 the composition and election procedure for the Senate, 

 the composition and election procedure for the University Council, 

 the leadership and composition of their faculties and institutes, 

 the methodical procedures in their committees, 

 the university services, 

 the role and responsibilities of the equal opportunities commissioner and the student body, 

and  

 the appeals procedure for academic staff and lecturers.  

                                                             
26  Except Ph.D. and habilitation, which only can be granted by ‘traditional’ universities with the right to award these 

titles. 
27  University Management Board. 
28  University Senate. 
29  University Council. 
30  Faculty Council. 
31  In German: Grundordnung. 
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The overarching tasks of universities are summarized in the Hochschulrahmengesetz (HRG),32 

which specifies that universities are responsible for educating their students with the necessary 

knowledge that best prepares them for their future profession, which can be in academia or the 

economy (Kamm 2014: 122). Furthermore, they have the obligation to nurture and develop science 

and art through research, teaching, studies, and further education (Warnecke 2016: 37).  

Table 3. Main tasks of the committees in German universities, derived from Heinrichs (2010: 45-47) and Geis 
(2017: 388-415). 

Committee Main tasks 

University 

Management 

Board 

The main management body of German universities consists of the rector, who is also known as the 
president, the co-rectors (or vice-presidents), and the chancellor. The president is the chairman of the 
university, who is supported through the vice-presidents. These positions are elected and filled for a 
certain tenure, usually between 2 and 6 years. The chancellor is the only permanent member of the 
university management. He or she is responsible for the economic management and human resource 
management. Together, all bodies of the university management are responsible for supporting the 
efficiency, the flexibility, and the competitiveness of the university. In addition, the University Man-
agement Board decides on the main objectives of the university, which are formulated in a structural 
and development plan.33 These main goals are discussed and agreed on with the federal state. Fur-
thermore, the university management is responsible for ensuring the quality of its offered services, 
for distributing the available resources, for the external representation, and for the management of 
the day-to-day business of the university.  

University 

Senate 

The Senate consists of representatives of the various internal interest groups of a university, namely 
the management, the research staff, the administrative staff, and the student body. Furthermore, a 
women’s representative and an equal rights representative are part of the Senate. The members of 
this council are elected through an internal procedure, which is usually set out in the constitution of 
the university. In general, the Senate is responsible for all tasks and decisions related to research and 
teaching that have not explicitly been assigned to the faculties. 

University 

Council 

The university council has the tasks of a directorate and consist of members belonging to the univer-
sity as well as external representatives, who are members of other universities, companies, and the 
general environment of the university. The main responsibilities of the council are the strategic de-
velopment of the university taking into account regional, countrywide, and international develop-
ments.  

Faculty  

Council 

Faculties are grouped areas of knowledge and structure a university. In an organizational context, 
they are seen as units, managed by an elected deanery and by a faculty board composed of represent-
atives of the different groups within a faculty. As a rule, faculties are responsible for exam plans, cur-
ricula, faculty-related structure and development plans as well as overseeing and securing the educa-
tional quality of the study programs offered. 

 

In addition to research and teaching, universities also have several secondary targets. They are 

service providers34 that offer education and professional training, which supports students in their 

professional life. They are also service providers to employees by offering family-friendly working 

conditions, a healthy work environment, and the possibility to participate in further education 

measures that support individual development and good living conditions (Kohmann 2012: 77). 

Last but not least, they are service providers for the society because they support the progress and 

the sustainable as well as responsible development of society (Kohmann 2012: 77). In addition, 

                                                             
32  Higher Education Law. 
33  In German: Hochschulentwicklungsplan. 
34  A service provider is understood as an institution that develops and offers services. 
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universities have to be economically viable. Accordingly, universities need to balance their income 

and expenditures and deliver the best possible performance in research and teaching using the 

available resources (Kohmann 2012: 78; Bolsenkötter 1976: 42-45). 

The main processes of a German university that aim on achieving their main tasks and objectives 

(Becker 2011: 9-10) are shown in the process map in Figure 4. Comparable to businesses, univer-

sities have core processes, management processes and support processes. The management pro-

cesses define the strategic direction of the university (Kocian 2007). The core processes are the 

interface to the external university stakeholders and are directly associated with the value creation 

and the target achievement (Kocian 2007; Becker 2011: 10). Furthermore, they support the brand 

and market development of the university (Njenga et al. 2017). The success of the core processes 

depends on the support processes, which therefore contribute significantly to value creation and 

target achievement. As illustrated in Figure 4, the two central processes of a university are studies, 

teaching & further education and research & transfer (Kocian 2007; Hochschule Karlsruhe 2018; 

Hochschule Ansbach 2017; Appelfeller & Boentert 2014; Altvater, Hamschmidt & Sehl 2010).  

The process studies, teaching & further education is oriented on the ideal student lifecycle, begin-

ning with the acquisition of students up to the support of graduates, the maintenance of alumni 

Figure 4. Process map of a German university. 
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relationships and the provision of further education options. The process research & transfer is ori-

ented on the ideal lifecycle of a research project, starting by the development of a research idea up 

to the communication and transfer of the research results and the support of young scientists. 

Notwithstanding the fact that it has long been a goal of universities to be a service provider for 

students, employees, and society and that they have long been urged to work economically, at the 

end of the 20th century, the organization of the university has been repeatedly criticized (Kehm 

2015; Kohmann 2012: 45). This gave the impression that German universities in their present 

structure are not able to face the challenges of the global knowledge society (Kohmann 2012: 45). 

Furthermore, the productivity and efficiency of universities were criticized. Consequently, several 

reform movements and statutory changes have been initiated that changed the tasks of the univer-

sity management. The ones relevant to this research are described in the following. 

 New Public Management reform 

New Public Management (NPM) was a reform aimed at modernizing public organizations (Schedler 

& Proeller 2009: 5; Kehm 2012: 17). It came from the criticism on public institutions that they were 

not productive, powerful, and efficient (Martinez 2009: 25). Therefore, the NPM reform aimed to 

transform the management of public organizations from a state-controlled administrative body 

into competitive and economically managed service providers (Kamm 2014: 53; Schedler et al. 

2009: 18-19; Heß 2005: 151-153). As a result, the role of the state as the main control mechanism 

that dictated the tasks and objectives in detail changed for universities (Lanzendorf & Paternack 

2009). Nowadays, the state is responsible for setting the general objectives, whilst the universities 

can decide for themselves on their detailed courses of action (Berthold 2011: 31). The main content 

and objectives of the NPM are summarized in the following (Hood: 1991:4-5):  

 Establishment of a practice-oriented and professionalized management with a high degree 

of autonomy 

 Development of objectives and performance indicators that enable performance measure-

ment 

 Establishment of performance-oriented steering mechanisms that reward productivity 

 Formation of manageable subdivisions that are self-responsible  

 Increasing the competition through temporary contracts and public calls for proposals 

 Orientation to economic management styles that provide more flexibility in changing envi-

ronmental conditions 

 Establishment of economic resource management  

In order to improve the performance of the public sector, the NPM reform, therefore, relies on en-

trepreneurial structures. In particular, the strategic goals outlined in Table 4 have influenced the  
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university landscape and thus the strategic objectives of the HEI management.  

Table 4. Strategic changes in the NPM reform affecting the management of German universities (Schedler et al. 
2009: 67-84; Bogumil & Heinze 2009: 7). 

 Bologna process 

The Bologna process is a European-wide reform with the aim to establish and strengthen the de-

velopment of an European Higher Education Area (EHEA) and to improve the quality of study pro-

grams, to increase the international competitiveness of universities, and to promote mobility and 

employability of the university members (Berg & Dahm 2009: 46; BMBF 2015; Jubara et al. 2006: 

55). In detail, the following main goals have been defined (BMBF 2015; Heinrichs 2010: 58; 

Maassen 2004: 12; Berg et al. 2009: 48-51):  

 

                                                             
35  In the public context, a client is understood as a person that consumes the services of a public entity (Schedler et al. 

2009: 69). 
36  In German: Leistungsorientierte Mittelvergabe (LOM). 
37  Teaching Report. 
38  In German: Zielvereinbarungen. 

Strategic goal of NPM Affects for universities 

Customer orientation 

The public institutions are encouraged to consider the needs of their citizens and under-
stand them as their clients.35 
At universities, students are the main clients. Accordingly, universities need to consider 
their demands and requirements in their management decisions and understand them-
selves as a service provider.  

Competitiveness 

The creation of structures comparable to the free market economy creates a national and 
international competitive environment.  
This means that universities have to compete. Accordingly, they have to find a way to set 
themselves apart from the competition in order to attract qualified students, employees and 
funds.  

Performance  

orientation 

Traditionally, public organizations and authorities have been controlled through their as-
signed inputs. As a result, resource-efficient work, which aims at reducing costs, often lead 
to less financial outlay in the next funding period. Consequently, so not to lose funds, the 
waste of resources was not unlikely. Therefore, a shift from an input to an output orientation 
for the resource allocation in public institutions is desired.  
In the case of universities, the German federal states increasingly use performance-oriented 
reimbursement allocation,36 which is linked to predefined strategic goals between the fed-
eral state and the universities. Ideally, these goals are measurable and regularly reviewed 
for their efficiency, effectiveness, and implementation. The funds are then distributed ac-
cording to the fulfillment of the predefined performance indicators (Kamm 2014: 216-217).  

Quality assurance 

Quality assurance in public institutions is an important and challenging task as measurable 
goals and indicators are needed to ensure clarity.  
The definition of objective achievement metrics is particularly difficult for universities since 
their main products are intangible services, e.g. study programs or research results. Never-
theless, quality assurance is a major task of universities, and many HEIs are beginning to 
introduce quality management systems to enhance the value of their research, teaching, and 
processes (Nickel 2014: 3). Such quality assurance procedures are the Lehrbericht,37 course 
evaluations, accreditation of degree programs, university rankings, target agreements,38 
and the performance-oriented allocation of funds (Michalk & Richter 2007).  



2.1   German Universities and Recent Developments in the Higher Education Sector 

25 

 Establishment of a staged study structure, which is separated in undergraduate studies and 

graduate studies with comparable degrees across Europe: For this reason, the traditional 

German HEI degrees Diplom and Magister have been replaced with the Bachelor’s and Mas-

ter’s degrees. With the Bachelor’s degree, the students gain a first professional qualification 

that enables them to pursue a professional career. The Master’s degree complements the 

Bachelor’s degree and serves to develop the scientific abilities of the students as well as to 

deepen their knowledge. Both degrees are assessed through an accreditation process that 

aims to ensure consistent quality at European universities (Kamm 2014: 237).  

 Introduction of comparable grading structures through ECTS39 credit points and the diploma 

supplement:40 Both the ECTS and the diploma supplement have been introduced to support 

easy recognition of study achievements at European universities. Specifically, ECTS credit 

points make the workload of courses and programs comprehensible. The diploma supple-

ment illustrates the course content and indicates the skills that a student acquired by suc-

cessfully completing a specific course.  

 Structuring of study programs into modules: Modules41 have been set up to structure the 

study programs in terms of content and chronology. This was done to simplify the recogni-

tion process of study achievements, improve the efficiency of the study programs, and to 

make study programs more flexible to change.  

 Establishment of binding structures and cooperation across Europe: The introduction of 

common pan-European structures and guidelines has been undertaken in order to develop a 

quality control mechanism and to improve the quality assurance process. A well-established 

measure is the accreditation process, which ensures the maintenance of guidelines and struc-

tures through objectively evaluating the quality of the study programs.  

 Enhancing the attractiveness of the EHEA: All the above measures were introduced to in-

crease the attractiveness and worldwide recognition of European education.  

 Introducing lifelong learning opportunities: The Bologna process recognized the importance 

of lifelong learning and supported the development of flexible learning opportunities, e.g. 

further education programs or flexible university entry requirements for career changers.  

 Supporting mobility: In order for all the members of the university to benefit from the estab-

lishment of the EHEA as a pillar of modern society, the mobility between universities is pro-

moted. This allows students, lecturers, and staff members to share knowledge and experi-

ences with other institutions.  

                                                             
39  Abbreviation for the European Credit Transfer System (Maassen 2004: 43). 
40  The diploma supplement is a uniform and internationally understandable document that describes university de-

grees and the qualifications obtained in those degrees. It is an additional document, provided to each graduate in 
combination with the degree certificates (Maassen 2004: 226).  

41  A module is a combination of lectures that are focused thematically on one subject area (Maassen 2004: 37; Grau-
mann et al. 2004: 133).  
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The Bologna process was constantly criticized during its implementation. Nevertheless, the most 

important changes have so far been adopted and established in over 48 countries, including Ger-

many (European Higher Education Area 2018). The introduced changes do support the intercon-

nectedness of universities, but they increased the competitive environment as well.  

 University rankings and the Excellence Initiative 

University rankings were created by independent institutions to compare universities, their 

achievements, and services (Gerhard 2004: 171; Kamm 2014: 214). In these comparisons, the 

scarce good high-ranking places are awarded to a limited number of institutions, which can profit 

from a respectable reputation that goes with this distinction (Kamm 2014: 215). Internationally 

renowned rankings are the Shanghai Academic Ranking of World Universities and the Times Higher 

Education World University Ranking (Kamm 2014: 289). In both, the ranking places of German uni-

versities still offer room for improvement with only 4 universities being in the Top 100 of the 

Shanghai Academic Ranking of World Universities (Shanghai Ranking 2018).  

A well-known ranking in Germany is provided by the Gemeinnütziges Centrum für Hochschu-

lentwicklung (CHE). Through a survey, which is based on openly available measures, the ranking 

analyzes indicators in the areas students, student results, internationalization, research, studies 

and teaching, equipment, practice orientation, and learning environment (Berghoff et al. 2009). The 

individual results that a university achieves in these areas can be compared online (CHE 2018). 

These are designed to be informative and can be used in order to obtain an overview of the various 

study offers and services of the individual Germany universities. Furthermore, the individual 

strengths and weaknesses of the study programs can be assessed and compared. Accordingly, the 

CHE ranking assigns no ranking place. Instead, it allows students and other stakeholders to bench-

mark universities, which has become increasingly important through the growing choice of study 

opportunities and the growing desire of students to secure their choice of university and degree 

program with information (Erhardt, D. 2011: 54). 

The Excellence Initiative42 is a project funded by the German research association43 and the German 

science council,44 which was launched in 2006 in response to the poor rankings of German univer-

sities in the above-mentioned international rankings (Kamm 2014: 154; Neundorf 2009: 109). The 

aim of the initiative is to support cutting-edge university research, to improve international com-

petitiveness, and to strengthen the reputation of German higher education (Neundorf 2009: 110; 

Roessler 2012: 4; DFG 2013: 13; Münch & Pechmann 2009: 71). In the last funding period from 

                                                             
42  In German: Exzellenzinitiative. 
43  In German: Deutsche Forschungsgemeinschaft. 
44  In German: Wissenschaftsrat. 



2.2   Current Challenges of German Universities 

27 

2012 until 2017, 99 individual projects were funded at 44 universities (DFG 2013: 15). These uni-

versities benefit from financial support over a period of 5 years with total funding of 2.4 billion 

euros. In addition, they are awarded the title of Excellence University (DFG 2013: 17). The final de-

cision on the universities and initiatives receiving funding in the upcoming period was not commu-

nicated at the time of writing, but the program is definitively continuing. This will give a selected 

body of universities again the opportunity to benefit from additional funding and added promi-

nence. 

Even though the initiative did not catapult German universities into the top ranks internationally, 

the image growth in Germany is noticeable for the participating institutions (Krull 2008: 247). So 

far, including the upcoming funding period, the program is open only to ‘traditional’ universities. 

Accordingly, universities of applied sciences cannot benefit from this initiative and the correspond-

ing support (Kamm 2014: 155). Therefore, they must find different ways to succeed in today’s com-

petitive environment. 

2.2 Current Challenges of German Universities 

Universities can no longer escape the social, political, and economic changes of recent years 

(Kohmann 2012: 1). In Figure 5 an overview is given of these main influences as well as their con-

sequences for universities.  

Cultural and  
environmental 

condition 
Economic  
situation Demographics Globalization and 

digitalization 

• Versatile stu-
dent body with 
additional 
knowledge 
needs 

• Students with 
high demands 
and with in-
creased bar-
gaining power 

• Output-oriented 
funding 

• Increased need 
for third-party 
funds 

New range of 
study programs 

& services 
Resource  

management 

• Aging society 

• Low birth rates 

• Globalized  
society 

Service  
orientation 

• Intense  
competition 

• Many choices 
for students 

• Changed re-
quirements  
(e.g. e-learning) 

New services, 
programs,  
strategies 

Legal  
environment 

• New legal  
regulations 

• More decision-
making  
autonomy  

New manage-
ment tasks 

Figure 5. Main external influences on German universities based on Schmücker (2011: 37). 
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As became clear, in the course of the internationalization and the establishment of modern infor-

mation and communication technologies, the demands of the labor market, as well as the cultural 

and social values of the students, changed. The current student body is versatile and has a wide 

multitude of choices and new demands on its education. Furthermore, students have more influ-

ence than ever because demographic changes, such as the declining birth rate in Germany and the 

willingness of German students to study abroad, lead to a decrease in student numbers. This in-

creases the need for German universities to actively secure their student numbers. Therefore, uni-

versities need to adapt their study programs and services to the demands of their stakeholders. 

They must become service providers who respond to the needs of their students.  

Due to the technological developments of the communication and digitalization age, the universi-

ties are confronted with additional competitors. In order for German universities to secure their 

position, they must invent new strategies that include the development of their services and pro-

grams to set themselves apart from their competition. Furthermore, the universities are facing 

changes in legislation, which present them with new tasks. In addition, the economic situation of 

universities changed significantly. Basic funding is still provided to the universities by the state, but 

a portion of the financial allowance of universities is coupled with the achievement of pre-defined 

targets. Moreover, universities are increasingly dependent on third-party funds to have sufficient 

financial resources. As a result, the universities are in need of effective and efficient resource man-

agement. 

The following sections of this chapter discuss the mentioned challenges in more detail and aim at 

raising awareness for the current situation of German universities, which brings with it new tasks 

and objectives. The focus has been laid on universities of applied sciences because they are the 

majority of German universities (Erhardt, D. 2011: 76; DESTATIS 2018c). In addition, according to 

their often smaller size and their shorter existence, they on the one hand have a worse position in 

the competition than ‘traditional’ universities that can spread their risks and leverage economies 

of scale that often support them in a strong market position (Erhardt, D. 2011: 76). On the other 

hand, universities of applied sciences are closer to their ‘clients’ and can respond more flexibly to 

current and future requirements. Therefore, it is assumed that especially universities of applied 

sciences have the need but also the ability to plan on-demand and provide services that respond to 

current trends and requirements. It has to be noticed, however, that the identified challenges, tasks 

and objectives do not exclusively apply to universities of applied sciences and, therefore, in most 

cases apply to all public universities in Germany.  

In Section 2.2.1, the consequences of greater decision-making autonomy are discussed before the 

competitive situation of German universities is illuminated in Section 2.2.2. Afterwards, the current 

tasks of German universities are extracted from the State University Laws. After that, the main ob-

jectives are examined, which were taken from the target agreements and mission statements of the 
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applied sciences universities in southern Germany. This focus has been chosen because these ap-

plied sciences universities are the closest competitors to the case university of this research. The 

challenges discussed are just a selection that has been identified as being urgent and ubiquitous by 

this research. Accordingly, this research does not claim to provide a complete picture of the chal-

lenges that universities in Germany currently face. 

 Decision-making autonomy and output-orientation 

The university landscape in Germany has changed substantially in the last two decades. Previously, 

the strategies and goals of state universities were determined by statutory and financial regulations 

(Krücken & Wild 2010; Erhardt, D. 2011: 30). These limited the university in its decision and its 

possibilities of action. With the deregulation of the public sector in connection with the NPM man-

agement reform, the management of public authorities has been changed to make these state insti-

tutions more economical, efficient, and effective. For universities, this meant an adjustment of the 

funding-related governance mechanism from input-oriented to output-oriented and granting of de-

cision-making rights to the university governing bodies (Erhardt, D. 2011: 33; Bogumil et al. 2009: 

8). This resulted in a strengthened autonomy of universities, which is desirable in all German fed-

eral states (Kohmann 2012: 3; Lanzendorf et al. 2009: 17).  

Autonomy in the university context is a complex system with many potentials (Haberecht 2009: 

33). The following potentials, which have been summarized by Erhardt, M., Meyer-Guckel & Winde 

(2008), have opened up to the university management by the increase in decision-making auton-

omy:  

 Universities have been given the flexibility to respond to environmental changes and require-

ments because decisions can now be made and implemented immediately, which accelerates 

the overall management process.  

 Universities can be competitive because they have the ability to develop their own strategies 

and profiles. 

 Universities can make demand-based decisions that are close to their tasks and objectives. A 

university knows its requirements best and these can now be involved in the decision-mak-

ing processes. Furthermore, the individual market situation can be considered in the strate-

gic orientation of a university.  

Consequently, autonomy provides universities with the abilities to be competitive, to be flexible, 

and to make demand-based decisions that are close to the actual challenges they individually have 

to face. However, the autonomy of universities is not without restrictions. Tasks and targets that 

are influenced and formulated by the federal state and that are therefore prescribed by law, limit 
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the strategic freedom of the universities. This makes it all the more important for the management 

to use the scope of their freedom choice to set themselves apart from the competitors. 

In addition, autonomy increases the responsibilities of universities and the need for them to work 

more efficiently (Erhardt, M. et al. 2008: 8; Kohmann 2012: VII). Nowadays, these are economic 

entities that are in many ways more comparable to companies than most other public authorities 

(Heinrichs 2010: 17). Surely, they are not profit-oriented, but their management requirements, 

their market situation, their public relations and their marketing needs are very close to those of 

commercial service providers (Heinrichs 2010: 215). Accordingly, universities have strategic and 

operational responsibilities, including defining strategic goals and deriving operational measures 

to achieve these goals (Berthold 2011: 47; Marettek et al. 2010). In addition, universities are ac-

countable for their outputs and have to justify their actions (Zechlin 2012: 54). Consequently, uni-

versity management needs to be professionalized to ensure the appropriate use of the benefits that 

autonomy offers as well as to ensure its future success (Berthold 2011: 33). This research assumes 

that data and the information contained in this data can help universities considerably in identify-

ing their individual capabilities, which will help them to seize the opportunities for autonomy.  

 Competitive situation 

A situation is described as a competition when more than one market participant tries to appropri-

ate a limited commodity (Kamm 2014: 18). As a result, not all market participants are able to 

achieve their full interests (Kamm 2014: 68). The increase in the numbers of universities and edu-

cational service providers, the elimination of barriers by the recent developments in the infor-

mation and communication technology, the NPM reform, and the Bologna process have immensely 

increased the competitive situation of German universities (Erhardt, D. 2011: 45,64). In addition, 

the globalization of the economy and the development of English as the scientific language of the 

world is effacing world’s borders and causing universities to face many national and international 

competitors.  

In the German education sector, competition has arisen not only because of the changing environ-

mental conditions. It was actively sought by the relevant state institutions to reorient the universi-

ties and encourage them to think economically and to be innovative (Kamm 2014: 27,351; 

Pasternack 2008: 197; Neundorf et al. 2009: 7). But in the course of the above-mentioned reforms, 

which introduced, for example, the Bachelor’s and Master’s degree structure and the target agree-

ments, the homogenization of the German higher education sector was supported. Accordingly, the 

programs and services offered by the universities are often interchangeable because identical tar-

gets promote comparable strategies, structures, and processes (Erhardt, D. 2011: 73). This homog-

enization is further supported by university rankings and the Excellence Initiative because univer-

sities are guided by the defined evaluation criteria when aiming for a high-ranking place (Erhardt, 
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D. 2011: 73). Consequently, the products and services of German universities are highly compara-

ble and, as a rule, several institutions offer similar study programs, research services, and career 

opportunities.  

Therefore, universities compete for students, researchers, assignments, results, cooperation, and 

resources (Kamm 2014: 144). Moreover, universities contend for reputation. As a result, the com-

petitive situation of German universities is comparable to that of service providers and is influ-

enced by the competitive forces of additional service providers, customers with high bargaining 

power, comparability, and scarce resources (Erhardt, D. 2011: 30). 

2.2.2.1 Additional service providers  

The main competitors of universities are other national and international universities, especially 

those with comparable profiles and therefore, most likely a comparable position in the competitive 

environment (Schmücker 2011: 40). In addition, the group of institutions active in the education 

market extends to private and online universities, public and private research institutions, contract 

research institutions, and research institutions in companies. These increase the offers in the edu-

cation market, which intensifies the competition in the education and the research sector (Erhardt, 

D. 2011: 3; Kamm 2014: 21; Schmücker 2011: 40).  

In particular, private universities45 developed into a major competitor for universities of applied 

sciences because they are comparable in size and in their focus on practice-oriented education. In 

addition, many private universities are state-recognized, bringing them even more to the same 

level. Otherwise, their private ownership allows them to develop and implement strategies with 

the support of commercial services, e.g. professional marketing companies that are not open to 

public universities. Accordingly, they have competitive advantages.  

Table 5 shows the development of the number of students in ‘traditional’ universities, universities 

of applied sciences, and private universities.  

Table 5. Development of student numbers from WS 2015/16 until WS 2017/18 (DESTATIS 2018d, 2018b). 

Type of Univer-
sity 

WS 
2015/16 

WS 
2016/17 

WS 
2017/18 

Number of 
students 

Number of 
students 

Change 
from the 
previous 

year 

In-
crease 
in % 

Number 

Change 
from the 
previous 

year 

In-
crease 
in % 

Private  
universities 

196,450 211,569 15,119 7.7% 230,197 18,628 8.8% 

‘Traditional’  
universities 

1,729,503 1,747,515 18,012 1.0% 1,754,634 7,119 0.4% 

Universities of  
applied sciences 

929,241 956,717 27,476 3.0% 982,188 25,471 2.7% 

 

                                                             
45  Private universities are all universities that are privately owned. 
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The comparison indicates that private universities do perform well in today’s competitive environ-

ment (Lanzendorf et al. 2009: 15). Whilst the student numbers of the ‘traditional’ universities only 

increased by around 1% in recent years, the applied sciences universities recorded an increase of 

almost 3%. In comparison, the student numbers at private universities grew by 7.7% in the WS 

2016/17 and 8.8 % in the WS 2017/18. Accordingly, they have the highest growth in student num-

bers. Consequently, private universities seem to be able to identify and fulfill the demands of stu-

dents in a way that they are able to offer services that set themselves apart from their public sector 

competition and that increase their desirability (Engelke, Müller & Röwert 2017: 7,8). Surely they 

have a different initial situation than the universities of applied science, but they are nevertheless 

competitors. 

2.2.2.2 Customers with high bargaining power 

Students can be understood as the consumers of higher education services and therefore an im-

portant stakeholder for a university (Lomas 2007: 32). As the main client, they demand the best 

possible preparation for their professional lives and have high expectations on the universities, 

their services, their support, and their infrastructure (Börgmann & Bick 2011: 75). The global and 

digitalized environment of the education sector offers students and researchers many opportuni-

ties. They can choose between many different educational programs and institutions from around 

the world. Furthermore, students are an important asset for universities because they are drivers 

and multipliers of the university image and reputation (Erhardt, D. 2011: 15).  

Reputation is an asset to universities that can influence long-term success and existence. It cannot 

be built and introduced solely by the management of a university. It depends much more on all 

university members, including lecturers and students (Gerhard 2004: 5). Accordingly, when a stu-

dent experiences deficits of knowledge in his or her professional life, the feeling towards the uni-

versity will be negatively influenced, which will reflect their opinion of the institution (Erhardt, D. 

2011: 17). Otherwise, positive experiences develop loyalty and ensure a long-lasting relationship 

between the graduate and the universities. Therefore, graduates strengthen the connection be-

tween universities and the economy and expand their influence (Erhardt, D. 2011: 18). As a result, 

a good relationship with their graduates helps universities in connecting with the regional econ-

omy, which then may have a positive impact on additional funding.46  

The rivalry of universities for students is also influenced by the wide range of study programs of-

fered at state-owned and state-recognized universities, combined with the predicted decline in stu-

dent numbers (Erhardt, D. 2011: 56-59; Gerhard 2004: 4). Since 2013, universities in Germany do 

have a stable number of freshmen, which is more than 504,000 new students every year47 

                                                             
46  Project funding and third-party funds are often dependent on the recommendation and support through companies.  
47  2013 = 508,621; 2014 = 504,882; 2015 = 506,580; 2016 = 509,760 (Hochschulrektorenkonferenz 2017: 23). 
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(Hochschulrektorenkonferenz 2017: 23). Since 2014, the freshman numbers have increased 

slightly by 0.3% – 0.6%. Nonetheless, von Stuckrad, Berthold & Neuvians (2017) predict a decline 

in freshman numbers over the years to around 490,000 new students in 2027, which means that 

German universities will have to deal with a decrease in freshman numbers by at least 5% (von 

Stuckrad et al. 2017: 30). This is not a massive downtrend, but in parallel, the number of study 

programs offered has risen by an average of 3% per year in recent years (see Table 6). Accordingly, 

the ratio between freshman numbers and number of study programs decreases each year, which is 

also supported by the affinity of German students to study abroad (Erhardt, D. 2011: 47). As a re-

sult, an increasing number of knowledge and research providers face a diminishing number of cus-

tomers that they need to compete for, which in turn strengthens the student’s influence (Erhardt, 

D. 2011: 56). 

Table 6. Development of the study program numbers from WS 2012/13 to WS 2017/18 at state and state-rec-
ognized universities (Hochschulrektorenkonferenz 2017: 9). 

Semester 
Number of study 

programs 
From which 

Bachelor Master Other 
WS 2012/13 16,082 7,199 6,735 2,148 
WS 2013/14 16,634 7,477 7,067 2,090 
WS 2014/15 17,437 7,685 7,689 2,063 
WS 2015/16 18,044 8,298 8,099 1,647 
WS 2016/17 18,467 8,471 8,358 1,638 
WS 2017/18 19,011 8,677 8,703 1,631 

 

In order to differentiate themselves from the competition and to attract enough as well as success-

ful students, the universities have to offer demand-oriented services and study programs. These 

services and study programs should support the students in their future careers, which in turn 

helps the university to build and strengthen its reputation. Accordingly, customer orientation has 

become a major topic for universities in Germany. 

2.2.2.3 Comparability of study programs and rivalry for high-ranking places 

Some of the developments, which are accompanied by the latest reforms and changes in the higher 

education market, lead to high comparability of universities in Germany. In the context of the Bo-

logna reform, the establishment of the Bachelor’s and Master’s degree structure made the educa-

tion comparable between ‘traditional’ universities and universities of applied sciences, blurring 

their traditional clear distinctness in research institutions and institutions with a practical orienta-

tion (Maassen 2004: 86; Kamm 2014: 128). One reason is the fact that both universities now have 

to provide a professional qualification with the Bachelor’s degree that allows the student to take 

up employment after successful completion (Erhardt, D. 2011: 51). This development has been ac-

companied by widely available study program reviews and university rankings that provide stu-

dents with easy access to the comparison of universities and their study programs. But these rank-

ings and reviews do have some major downsides. First, only a limited number of institutions can 



2.2   Current Challenges of German Universities 

34 

occupy the highest-ranking places. Second, to secure a high rank, universities focus on improving 

the specific criteria that are measured in the ranking (Erhardt, D. 2011: 73). Therefore, universities 

tend to develop standardized profiles, which supports the feeling of interchangeability of study 

programs and universities (Münch et al. 2009: 80; Erhardt, D. 2011: 73,81). As a result, the univer-

sity stakeholders cannot recognize the uniqueness of an institution, leading to students placing 

more emphasis on the ranking in order to find the program that best supports their needs (Maassen 

2004: 163).  

The German Excellence Initiative has a comparable effect, besides its good intentions to catapult 

German universities in the ranks of international elite universities. In addition, the universities la-

beled as excellent are only about 10% of the total university body in Germany, leaving the remain-

ing 90% in a highly competitive environment (Hartmann 2006: 449). Accordingly, only a limited 

number of universities can benefit from the additional funds and use the initiative to set themselves 

apart from the competition. The main body of universities, which does not belong to the excellent 

ranked, is perceived as being less attractive, which increases the competition between those 

(Hartmann 2006: 449). Furthermore, an application to the initiative is only open to ‘traditional’ 

German universities.  

The establishment of university rankings and the German Excellence Initiative, therefore, sup-

ported the homogenization of the university landscape and the development of two classes of sci-

entific institutions, where there are very few winners and a large number of the ‘rest’ that find 

themselves in a highly competitive environment (Münch et al. 2009: 90; Hartmann 2006: 448; 

Marettek et al. 2010; Neundorf 2009: 118).  

2.2.2.4 Limited financial resources and increased competition for third-party funding 

The financial resources of German universities are made up of public funds, third-party funds, do-

nations, and revenue from services and further education programs. Most of the funds that are 

made available publicly secure the basic operation of the universities and are mainly a part of the 

individual budget of the federal states. Accordingly, these financial resources are provided to se-

cure human resources, administrative expenses of a material nature, maintenance needs, construc-

tion projects, and other necessary materials.  

The second part of the publicly provided funds is linked to the achievement of pre-defined goals48 

in the areas of studies and teaching, research, equality status, and internationalization (Sieweke 

2010: 52; Dohmen 2015: 6). In most of the German federal states, predefined indicators measure 

the target achievement. The funds are then divided between the universities according to their de-

                                                             
48  For example: article 5, paragraph 2 in the Higher Education Act of the federal state Bavaria (Art. 5 Abs. 2 BayHSchG). 
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gree in the achievement of the objectives and their position in the comparison with the other uni-

versities of the federal state (Dohmen 2015: 6).49 In most of the German federal states, the evalua-

tion of the universities in terms of achieving their targets is done separately for ‘traditional’ uni-

versities and universities of applied sciences (Dohmen 2015: 6).  

Research activities and the development of new services are often only possible through third-

party funding. Therefore, the allocation of these resources is an important objective of universities 

(Hachmeister et al. 2013: 19). In the university context, third-party funds are target-appropriated 

resources that are usually awarded after a public call for proposals. The institution or institutions 

with the most promising concepts and thus the greatest chance for success receive the funding 

(Kamm 2014: 225). Accordingly, third-party funds are generally allocated through competitive 

procedures and are therefore only available to a very limited number of institutions (Jaeger 2009: 

45). Nevertheless, universities more increasingly depend on these additional financial resources 

because the core funding for universities is limited and stagnating (Hornbostel 2008: 256; 

Schimank 2009: 130). Furthermore, the availability of third-party funding has several positive ef-

fects on universities. First, they have additional financial resources that give them the scope for 

general expansion. Second, universities can expand their research activities, which produces re-

search results and progress. Third, as a recipient of funds granted in a competitive environment, 

the university can built an image as a committed education and research institution.  

Nevertheless, many of the resources available to universities in Germany are earmarked to defined 

purposes and tasks (Heinrichs 2010: 40; Erhardt, M. et al. 2008: 119). This limits public universities 

in their decisions, their strategies, and their competitiveness. Furthermore, it has been noted that 

the financial resources available to higher education in Germany are comparably low internation-

ally (Erhardt, D. 2011: 50). As a result, HEIs in Germany have a comparatively poor starting position 

in the global competition (Erhardt, D. 2011: 50; Hartmann 2006: 463). 

 Tasks of German universities 

In Germany, the main tasks of universities are anchored in the State University Law. Each of the 16 

German federal states defines this law separately since each federal state has the right of control 

over the field of education and culture under the Basic Law.50 In these legal acts, a section focuses 

solely on the definition of the tasks of the universities, which were analyzed individually in the 

course of this thesis. Subsequently, these tasks have been summarized in Figure 6 and are described 

below. 

 

                                                             
49  Assignment of the funds via the distribution model (in German: Verteilmodell). 
50  In German: Grundgesetz. 
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Tasks in studies and teaching 

 Universities must become service providers that advise and support students in their daily 

challenges. 

 Universities have the task to ensure and support the success of their students during and 

after graduation, which goes hand in hand with their role as a service provider. They must 

ensure that the majority of the student body successfully completes their studies and contin-

ues the desired career. 

 Universities are responsible to prepare students for their professional life and future occu-

pation. Besides providing fundamental knowledge in the disciplines relevant to their study 

program, this inter alia includes the development of social skills, the provision of networking 

possibilities and the option to gain practical and international experiences. In addition, they 

Research & transfer 

Main tasks of German universities 

Society 

Studies & teaching Internationalization 

Organization 

• Ensure and support further education 
• Strengthen cooperation and partner-

ships with practice oriented organiza-
tion 

• Transfer knowledge 
• Support progress  

• Support cooperation with research 
and practice 

• Ensure international mobility (stu-
dents and staff) 

• Actively support local internationali-
zation (e.g. through incomings) 

• Provide accountability towards the 
stakeholders 

• Assure the further development of 
the institution according to environ-
mental changes (e.g. digitalization) 

• Secure resources 
• Provide further education for staff 

• Contribute to a sustainable and peace-
ful world 

• Support social progress 
• Secure and support equality 
• Develop and care for science & arts 

through teaching, research and fur-
ther education 

• Become a service provider  
• Support young academics in achieving 

their academic goals 
• Prepare students for their profes-

sional life 
• Ensure and support student success 
• Support the social security of students 

Figure 6. Main tasks of German universities according to the State University Laws. 
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have to help their graduates by providing contacts and networks that support their profes-

sional success. 

 Universities should provide social assistance to their students by providing support for stu-

dents with disabilities, children, or relatives in need of special support as well as students 

with a different educational background.51 In addition, universities should support the cul-

tural and athletic interests of their students. 

 Universities should help young scientists to achieve their goals by giving them guidance and 

the opportunity to conduct research. Furthermore, they should support Ph.D. students to suc-

ceed in their academic careers. 

Tasks in research and transfer 

 Universities are responsible for promoting and providing continuing education and lifelong 

learning by offering relevant programs and helping students of these programs succeed. This, 

in turn, ensures the transfer of knowledge from the educational institution into practice. 

 Universities must cooperate nationally and internationally with academic and practice-ori-

ented companies, research institutes and universities. Through this cooperation and partner-

ships, the development and transfer of knowledge are ensured, which promotes progress.  

 Universities are responsible for actively supporting progress by making their research re-

sults accessible, reproducible, and usable. Practical institutions may use such results to im-

prove their existing processes, and researchers can further develop ideas and theories. 

Tasks for internationalization 

 Universities have the task of actively supporting internationalization by enabling and actively 

seeking to collaborate with research and practice. This includes supporting and enabling staff 

and student mobility. 

 Universities are responsible for local internationalization by offering international programs 

and easy access to incoming students and staff. 

Tasks regarding the organization 

 Universities must ensure accountability to the state and other stakeholders. This includes 

informing the public about the objectives of the institution, the existing courses and subjects, 

and the research results. In some federal states – e.g. Brandenburg and the region of Hamburg 

– this includes the presentation of a development plan that defines the goals of the universi-

ties and the plan to achieve these goals. Furthermore, some federal states – e.g. Saarland – 

support the introduction and development of a professional information system, containing 

data about the students, staff, facilities, and resources.  

                                                             
51  For example: Students with a foreign background or without a classical HEEQ. 
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 Universities must ensure the quality of their research and teaching activities by regularly 

evaluating their programs and adapting them to the needs of society. In addition, they must 

ensure that the guidelines of good scientific practice are respected and that their processes 

are developed in line with environmental changes and needs – e.g. digitalization. 

 Universities are tasked with securing their needed resources by managing, acting, and plan-

ning in an economically responsible way and striving for third-party funding. 

Tasks in society  

 Universities have the responsibility to contribute to a sustainable and peaceful world by fol-

lowing the guidelines of sustainability and acting ethically in all sectors within their reach.  

 Universities are responsible for supporting Germany’s social progress. This is achieved for 

example, by giving the citizens of the country the opportunity to improve their quality of life 

through education. 

 Universities need to secure and support equality, which adds to the task of supporting social 

progress by ensuring that all citizens have equal access to the education and knowledge they 

offer. This includes ensuring gender equality, equality of people with disabilities, integration 

of ethnic minorities, and the implementation of a diversity management. 

 Universities must cultivate and develop science and art. This is done through research, teach-

ing, studies, and provision of further education opportunities that support lifelong learning. 

 Objectives of German universities 

In addition to the tasks universities need to fulfill in accordance with the law, they define goals and 

‘business’ objectives to orient themselves, their processes and their strategies (Gerhard 2004: 134), 

especially at a time when the management of universities gains more and more responsibility 

(Martinez 2009: 26). Therefore, management by objectives was introduced to universities during 

the NPM reform, which supported the development of goals among the various areas and commit-

tees of a university (Geis 2017: 116; Berthold 2011: 68; Kehm 2012: 18). As a result, target agree-

ments were implemented in all the German federal states as a steering mechanism for university 

management (Lanzendorf et al. 2009: 18-23; König 2009: 33; Berthold 2011: 93). In these, the uni-

versity formulates and agrees upon goals with the state. The responsibility in the implementation 

of these goals lies with the management of the universities, which independently plan actions and 

formulate strategies for achieving their goals (König 2009: 29). Furthermore, some universities 

have a university development plan or a structure development plan.52 In both cases, the goals pur-

sued by a university are usually presented in great detail.  

                                                             
52  In German: Strukturentwicklungsplan. 
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In this section, the main objectives of universities have been extracted from these plans or the tar-

get agreements. If none was available, the goals were derived from the mission statements on the 

websites of the universities. Due to the fact that there are currently 125 state-funded universities 

of applied sciences in Germany (DESTATIS 2018a), the focus in analyzing the goals was on those 

located in southern Germany with a student body of a minimum of 3000 students. This distinction 

has been made because these applied sciences universities are the most comparable to the univer-

sity selected for the case studies and are therefore its immediate competition. In total, 31 universi-

ties of applied sciences meet these criteria, of which 16 are located in the federal state of Bavaria 

and 15 in the federal state of Baden-Württemberg.  

The main body of the Bavarian universities has publicly available target agreements with the state 

on the basis of which their current objectives have been extracted. In some cases – e.g. the Univer-

sities of Applied Sciences in Augsburg and Hof – the university even had a publicly available uni-

versity development plan. According to the legal regulations, target agreements should also exist 

in the federal state of Baden-Württemberg. Unfortunately, these were not publicly available at the 

time of writing this study. Therefore, the objectives were extracted from information available on 

the websites or from the structural development or university development plans, if available. An 

overview of the surveyed universities, sorted to the source from which the required information 

has been extracted is shown in Table 7. 

Table 7. Overview of the sources used to identify the main objectives of German universities. 

Source of university objectives analyzed Names of the universities 

University development plan or structural de-

velopment plan 

HAW53 München, FH54 Augsburg, HAW Coburg, HAW Landshut, 
HAW Hof, HAW Aschaffenburg, HAW Heilbronn, HAW Pforzheim, 
HAW Reutlingen  

Target agreement 

TH55 Nürnberg, OTH56 Regensburg, HAW Würzburg-Schweinfurt, 
HAW Weihenstephan-Triesdorf, HAW Kempten, TH Deggendorf, 
HAW Rosenheim, TH Ingolstadt, HAW Neu-Ulm, OTH Amberg-
Weiden  

Website (e.g. mission statement) 

HAW Karlsruhe, HAW Furtwangen, HAW Aalen, HAW Nürtingen-
Geislingen, HAW Mannheim, HAW Offenburg, HAW Ulm, TH 
Stuttgart, HAW Ravensburg-Weingarten, HAW Albstadt-Sigma-
ringen 

No information available HAW Esslingen, HAW Konstanz 

 

                                                             
53  This is the abbreviation for Hochschule für angewandte Wissenschaften, which means university of applied sciences.  
54  This is the abbreviation for Fachhochschule, which means university of applied sciences as well. Nowadays, more 

and more applied sciences universities are called HAW, because it does more directly indicate their applied sciences 
orientation. Formally, there is no difference between FH’s and HAW’s. 

55  This is the abbreviation for Technische Hochschule, which can be used by universities of applied sciences that are 
clearly specialized on technological professions.  

56  This is the abbreviation for Ostbayersiche Technische Hochschule, which are applied sciences universities specialized 
on technological study programs located in eastern Bavaria. 
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After the objectives were extracted from the information available at each university, these were 

grouped into the following four areas: (1) studies, teaching, and further education; (2) research and 

transfer; (3) internationalization, and (4) organization. In comparison to the previous section, Sec-

tion 2.2.3, only these four instead of five areas have been identified because the objectives stated 

by the universities do not mention goals that are solely aimed on supporting the society. Neverthe-

less, it is obvious that the identified objectives set by the universities do support the society as well 

and therefore aim on achieving the tasks defined in the previous section regarding the society.  

After the objectives of the universities were extracted, the naming of these goals by the universities 

was analyzed and counted to identify the goals most important to a variety of universities. The 

objectives that have been mentioned by at least 10 of the 29 universities surveyed are summarized 

in Table 8. The relevant matrix for the area studies, teaching, and further education is presented in 

Table 9. The analysis of the remaining operational areas can be found in Appendix B.  

Table 8. Main objectives of the state universities in southern Germany. 

Operational area Main objectives 

Studies, teaching, and 

further education 

(1) Become a service provider which offers additional student support  

(2) Assure and improve the quality of studies, teaching and further education 

(3) Increase the student success rate 

(4) Extend further education programs 

(5) Extend existing study program and clarify their focus 

Research and transfer 

(6) Strengthen and increase practical cooperation and knowledge transfer 

(7) Strengthen and increase research cooperation 

(8) Gain more third-party funding and strengthen the research infrastructure 

(9) Support the development of research networks and synergies 

Internationalization 

(10) Increase international mobility of staff and students 

(11) Increase cooperation with all international partners 

(12) Increase the number of incomings 

(13) Extend existing international study programs and develop new ones 

Organization 

(14) Provide good working conditions (including: being family friendly and socially inclu-
sive) 

(15) Optimize the administrative processes 

(16) Develop the diversity management further 

(17) Extend the administrative services 

(18) Improve communication in order to create transparency and individualize profiles 

 

In total, 18 goals have been identified that are in the focus of more than 10 applied sciences univer-

sities in southern Germany. The goals with the highest representation are:  

 Becoming a service provider that offers additional student support (named by 79%), 

 Ensure and improve the quality of studies, teaching, and further education (named by 69%), 

and 

 Strengthen and increase practical cooperation and knowledge transfer (named by 66%). 



 

 
 

Table 9. Objectives in the area of studies, teaching, and further education of the applied sciences universities in southern Germany. 

Studies, teaching, and further education 

Universities of ap-
plied sciences with 

more than 3000 
students 

Secure and 
increase 
student 

numbers 

Increase 
the stu-

dent suc-
cess rate 

Extend and 
focus study 
programs 

Assurance 
and im-

provement 
of quality  

Support di-
versity and 

equality 

Extent fur-
ther educa-
tion study 
programs 

Become a 
service pro-

vider 

Develop 
new 

study 
methods 

Secure 
good sci-

entific 
practice 

Educate and 
develop stu-

dents person-
ally and inter-

nationally  

Support appli-
cants with ap-
prenticeships 
and alumnus  

HAW Munich • • • • • •    •  
TH Nürnberg  •     • •    
OTH Regensburg  •  •   •   •  
HAW Würzburg-
Schweinfurt  •   • •  •   •  
HAW Weihen-
stephan-Triesdorf • •    •   •   
HAW Kempten  •  •   •   •  
FH Augsburg   • •   •     
TH Deggendorf • •  •       • 
HAW Rosenheim  •  •   •     
HAW Coburg      • • •  •  
HAW Landshut   •       • • 
TH Ingolstadt  •    • •     
HAW Neu-Ulm • •  •   • •   • 
HAW Hof    •  • • •  • • 
HAW Aschaffenburg   • •   •     
OTH Amberg-Weiden  •  • •     • • 
HAW Karlsruhe   • •  • •     
HAW Heilbronn •  • •  • •   • • 
HAW Furtwangen   • •  • • •  •  
HAW Pforzheim            
HAW Aalen  • •  • • •   •  

  



 

 

Studies, teaching, and further education 

Universities of ap-
plied sciences with 

more than 3000 
students 

Secure and 
increase 
student 

numbers 

Increase 
the stu-

dent suc-
cess rate 

Extend and 
focus study 
programs 

Assurance 
and im-

provement 
of quality  

Support di-
versity and 

equality 

Extent fur-
ther educa-
tion study 
programs 

Become a 
service pro-

vider 

Develop 
new 

study 
methods 

Secure 
good sci-

entific 
practice 

Educate and 
develop stu-

dents per-
sonally and 
internation-

ally  

Support appli-
cants with ap-
prenticeships 
and alumnus  

HAW Reutlingen    •  • • •  •  
HAW Nürtingen-
Geislingen   •   • •  •  • 
HAW Mannheim    •  • •     
HAW Offenburg   • • •  •   •  
HAW Ulm   • •   •   •  
TH Stuttgart   • •  • •     
HAW Ravensburg-
Weingarten  •  •   •     
HAW Albstadt-Sig-
maringen  • •   •      
Count (29) 6 13 13 20 5 14 22 6 2 8 6 
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3 Data Mining 

The following section defines the methods used in the case studies in Chapter 5. First, the Cross-

Industry Standard Process for Data Mining (CRISP-DM), developed by Chapman et al. in 2000, is 

explained because this is the process by which the case studies are conducted. It then describes the 

DM methods used in the case studies, including the data preparation steps and the methods and 

measures required to evaluate the generated DM models.  

3.1 Data Mining Process  

The CRISP-DM, shown in Figure 7 is an iterative process consisting of 6 phases (Chapman et al. 

2000). The first phase of the process is Business Understanding, which aims to give direction to the 

DM project. Therefore, a business goal is clarified, which should be addressed with the knowledge 

generated from the DM project. From this a DM problem definition is derived. Subsequently, a pre-

liminary strategy is presented to be followed in order to accomplish the pre-defined tasks, includ-

ing the initial selection of tools and techniques suitable for the task achievement. The overall busi-

ness objective of the research presented is to assist the management of German universities in ad-

dressing current environmental challenges and to help them secure their long-term success and 

existence. It is assumed that German universities are able to support their decision-making process 

with objective facts by analyzing their existing data resources. These additional insights can help 

universities stand out from their competition. The detailed DM objectives to which the two case 

studies relate are listed separately in Chapter 5. 

In the second CRISP-DM phase – Data Understanding – the available and useful data resources are 

identified and collected. These data resources are explored and analyzed to gain a first understand-

ing and identify limitation, such as data quality issues or lack of detail. In addition, this exploratory 

analysis gives an overview of the dataset structure and possible relationships and dependencies. If 

desired, interesting subsets can be selected for further analysis (Larose & Larose 2015: 7). As illus-

trated through the arrows between the first and the second phase in Figure 7, it may be necessary 

to redefine the analysis objectives in order to be able to reach them with the available data re-

sources. Circumstances that could cause such a need are the lack of sufficient data or too many 

missing or inconsistent values in the available resources. Therefore, it may be necessary to gather 

more information before further analysis can be performed or even to redefine the goal of the DM 

project. 

Once realistic analytical goals are formulated and the needed data resources are available to meet 

the analysis objectives, the third phase of the CRISP-DM, the Data Preparation, begins. In this phase, 
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all aspects of preparing the final and clean dataset from the original raw data are covered (Larose 

et al. 2015: 8). Accordingly, the records and attributes to be included in the model generation are 

selected, new attributes are generated, and erroneous, inconsistent, and missing values are treated. 

This phase also includes the detection and removal of outliers,57 which could adversely affect the 

analysis results. In addition, attributes are transformed as needed to suit the DM method used. 

Many versions of artificial neural network (ANN) algorithms are examples of data mining methods 

that require a specific data format because they can only work with attributes that are numerically 

coded and have a value range between 0 and 1. 

After the data resources have been prepared, the actual DM analysis begins in the phase Modeling. 

In this phase, the DM methods identified as suitable to address the task at hand are applied to a 

training dataset.58 In order to find the best possible solution, several models are generated by cali-

brating the parameters of the applied methods or by using several different DM methods that are 

suitable for solving the problem. It might be required to return to the data preparation phase to 

                                                             
57  According to Han et al. (2012) an outlier can be defined as “…a data object that deviates significantly from the rest 

of the objects, as if it were generated by a different mechanism.” 
58  It is common to split the historic dataset, which is described here as training dataset, into two parts. The bigger por-

tion of the dataset is used for model training and model validation. The remaining smaller portion is used after-
wards to test the well-performing models in a real-life scenario.  

Figure 7. CRISP-DM after Chapman et al. (2000). 
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tailor the form of the data to the requirements of each DM method (Larose et al. 2015: 8). The gen-

erated models are compared and evaluated with pre-defined performance measures. If it was not 

possible to generate a model with satisfactory performance results, it may be necessary to consider 

whether another preprocessing of the data can improve the model performance or if more data 

resources are available. If this is not the case, the necessary data must be collected before the de-

sired insights can be generated.  

The 5th phase of the CRISP-DM – Evaluation – identifies the model or models that best solve the pre-

defined tasks. Accordingly, in addition to evaluating the mathematical performance measures, the 

degree of achievement of the task defined in the Business Understanding phase must be assessed. If 

it has not been possible to create a model with satisfactory performance metrics and insights that 

support the achievement of the pre-defined task, the CRISP-DM must be restarted. In addition, it is 

possible that the project plan needs to be adjusted or that the results indicate more DM analysis 

potentials that can or need to be addressed (Cleve & Lämmel 2016: 9). Once one or more models 

have been generated that perform well and support the achievement of the pre-defined task, the 

process continues with Phase 6 – Deployment. In this phase, the results are prepared and presented 

to the decision-makers and integrated into the institutional processes.  

3.2 Data Preparation 

As mentioned in the previous section, the datasets available for analysis can be incomplete, noisy, 

or inappropriate for the applicable DM methods. Therefore, the datasets must be processed and 

transformed by identifying and handling data inconsistencies and outliers. Missing values, data en-

try errors or unreliable attributes are typically identified in the Data Understanding phase and then 

treated by data cleansing that is, correction or deletion of inaccurate records or attributes. After-

wards, some attributes may need to be transformed to adapt to the needs of certain techniques of 

DM analysis. In addition, the balancing of datasets with an uneven distribution of the records be-

tween the categories of the target variable may be required.  

The data preparation steps undertaken in the case studies in Chapter 5 are introduced in the fol-

lowing sections.  

 Handling missing values 

The two main ways to fix missing values in a dataset are either deleting the affected attributes or 

records or filling in those missing values. The preferable method depends on the number of missing 

values in an attribute or a data record,59 the total number of records in a dataset, and the type of 

DM issue. If circumstances permit, it is recommended to replace the missing values because this 

                                                             
59  In this research, a data record is understood as one data case, example or object in the dataset. 
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way no data must be deleted (Larose et al. 2015: 22-25). Missing values can be filled simply by 

replacing them with the mean or median values of the attribute, by selecting a random value from 

the observed distribution of an attribute as the replacement, or by generating the missing values 

using an algorithm. The data imputation methods look for the most likely value, which could actu-

ally be the missing value, while the mean or median replacement fills any missing value with the 

mean or median of the attribute. In the presented thesis, the imputation of missing values is pre-

ferred because it is assumed that the heterogeneity of the dataset is obtained this way. It should be 

noted, however, that replacing missing values creates data points to close the empty areas in the 

dataset; these are no real-life observations (Larose et al. 2015: 23-25). 

Many data imputation methods are available for mixed measures metrics, for example, the predic-

tion of missing values with classification trees or k-nearest neighbor (k-NN) approaches. The im-

putation of missing values with the classification tree follows the steps described in Section 3.4.3. 

Accordingly, the attribute with the missing value is the target variable to be forecasted with a clas-

sification tree model based on the data records for which there are no missing values in the target 

variable. The k-NN approach replaces the missing value with the value of the data record that most 

closely resembles the data record with the missing value. Accordingly, the data record containing 

the missing value is compared with all the data records in the dataset to identify the one data record 

that is most similar in all available attributes. The missing value in one attribute is then replaced 

by the value that the attribute has in the most similar data record. This is the nearest neighbor (NN) 

data record. A popular distance measure for identifying the NN of a dataset is the Euclidean dis-

tance. The Euclidean distance between two records 𝑖 and 𝑗, which are described by 𝑘 numeric at-

tributes is (Han et al. 2012: 72; Larose et al. 2015: 305): 

𝑑(𝑖, 𝑗) =  ට൫𝑥௜ଵ − 𝑥௝ଵ൯
ଶ

+ ൫𝑥௜ଶ − 𝑥௝ଶ൯
ଶ

+ ⋯ + ൫𝑥௜௞ − 𝑥௝௞൯
ଶ

   

where 𝑖 = (𝑥௜ଵ, 𝑥௜ଶ, … , 𝑥௜௞) and 𝑗 = (𝑥௝ଵ, 𝑥௝ଶ, … , 𝑥௝௞). 

The following mathematical properties are satisfied by the Euclidean distance (Han et al. 2012: 72-

73): 

   𝑑(𝑖, 𝑗) ≥ 0: The distance between two data records is a non-negative number. 

   𝑑(𝑖, 𝑖) = 0: The distance of a data record to itself is 0. 

   𝑑(𝑖, 𝑗) = 𝑑(𝑗, 𝑖): The distance between two data records is a symmetric function. 

𝑑(𝑖, 𝑗) ≤ 𝑑(𝑖, ℎ) + 𝑑(ℎ, 𝑗): Going directly from record i to record j in space is no more 

distant than making a detour over any other record h. 

For nominal attributes, the distance between an attribute in two data records is encoded with 0, if 

the values of the attribute are the same. If the values are different, the distance between the data 

records is encoded with 1. 
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 Outlier detection 

Outliers in a dataset usually represent extremes that are significantly different from the rest of the 

data records in the dataset. They can be valid data points or errors during data entry. For some DM 

tasks, including these extreme values in the analysis means that the outcome can be unreliable 

(Larose et al. 2015: 26). Outliers should therefore be identified and possibly excluded from model-

ing (Larose et al. 2015: 26). For the detection of outliers, many different approaches are available. 

The datasets that are important for this thesis contain numeric and nominal data types. Accord-

ingly, an outlier detection method that can handle mixed data types is needed. 

The RapidMiner program provides density-based and distance-based outlier detection methods that 

perform unsupervised outlier detection based on proximity. The distance-based outlier detection 

approaches identify outliers according to the distance between a data record 𝑖 and its k-NN (Han et 

al. 2012: 552). Therefore, a data record is considered an outlier, based on the assumption that the 

distance of the outliers to their k-NN is significantly greater than the distance between the other 

data points and records in the dataset (Aggarwal 2013: 108). Consequently, if the distance is large 

and a data record is far from its k-NN, the record can be considered as an outlier.  

Density-based outlier detection approaches take into account outliers according to their local neigh-

borhood and therefore overcome difficulties that distance-based outlier detection methods may 

have on datasets containing clusters of different density (Han et al. 2012: 564). Han et al. (2012) 

discusses this problem using an image that is rebuilt in Figure 8, showing a dense cluster 𝐶ଵ and a 

sparse cluster 𝐶ଶ. If the data records 𝑜ଵ and 𝑜ଶ were categorized as distance-based outliers, all the 

records in cluster 𝐶ଶ would also be classified as outliers because the distance between the records 

𝑜ଵ and 𝑜ଶ to their neighboring records in cluster 𝐶ଵ is less than the average distance between the 

records in cluster 𝐶ଶ. Therefore, 𝑜ଵ and 𝑜ଶ cannot be identified as outliers by distance. When viewed 

locally with respect to the cluster 𝐶ଵ, the data records can be identified as outliers because they are 

different from the other records in that cluster and are also far away from the records in cluster 𝐶ଶ. 

Figure 8. Difference in cluster densities based on Han et al. (2012: 564). 
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Density-based outlier detection methods regard a data record as an outlier when it is in a low-den-

sity region and is therefore a distance 𝑑 from at least a 𝑛-part of all data records in the dataset. In 

addition, the density around the data record is compared with the density around the neighboring 

records (Han et al. 2012: 565). When the density around one particular data record is similar to the 

density around the neighboring records, then the data record is considered a non-outlier. Accord-

ingly, when the density around a data record 𝑖 is significantly lower than the density around its k-

NN records, the data record 𝑖 is considered as an outlier (Han et al. 2012: 565).  

This study uses the density-based outlier detection approach local outlier factor (LOF), which takes 

into account the local neighborhood of a data record to identify outliers. Instead of the record’s 

binary tag as an outlier Outlier(Yes) or a non-outlier Outlier(No), this outlier detection method as-

signs a degree of being an outlier to each data record, which may be of particular importance for 

complex situations (Breunig et al. 2000). Hence, the LOF captures the degree of isolation of a data 

record with respect to its NN (Breunig et al. 2000). If a data record is deep in a cluster, the LOF 

value is approximately 1 (Breunig et al. 2000). Accordingly, LOF values that are significantly higher 

or lower than the LOF values of the other data records in the dataset are considered outliers.  

The LOF is estimated by following the below-described steps (Han et al. 2012: 565-567; Breunig et 

al. 2000): 

1. Definition of the k-distance of record 𝑖: 

The k-distance around a data record 𝑖 (𝑖 ∈ 𝐷), denoted as 𝑑𝑖𝑠𝑡௞(𝑖), is defined as the distance 

between the data record 𝑖 and its k-NN, for each 𝑘. Accordingly, the 𝑑𝑖𝑠𝑡௞(𝑖) is the distance 

between 𝑖 and another record 𝑗 in the dataset D, 𝑑𝑖𝑠𝑡(𝑖, 𝑗), 𝑗 ∈ 𝐷, such that:  

 There are at least k records 𝑖ᇱ ∈ 𝐷\{𝑖} such that 𝑑𝑖𝑠𝑡(𝑖, 𝑖′) ≤ 𝑑𝑖𝑠𝑡(𝑖, 𝑗). 

 There are at most 𝑘 − 1 records 𝑖′ᇱ ∈ 𝐷\{𝑖} such that 𝑑𝑖𝑠𝑡(𝑖, 𝑖′ᇱ) < 𝑑𝑖𝑠𝑡(𝑖, 𝑗).  

2. Definition of the k-distance neighborhood of the data record 𝑖: 

Given the 𝑑𝑖𝑠𝑡௞(𝑖), the k-distance neighborhood of 𝑖, 𝑁ௗ௜௦௧ೖ
(𝑖), contains every record in the 

dataset D whose distance from 𝑖 is not greater than the 𝑑𝑖𝑠𝑡௞(𝑖):  

𝑁ௗ௜௦௧ೖ
(𝑖) =  {𝑖′|𝑖′ ∈ 𝐷, 𝑑𝑖𝑠𝑡(𝑖, 𝑖′) ≤ 𝑑𝑖𝑠𝑡௞(𝑖)} 

where the records 𝑖′ are called the k-NN of 𝑖. 

3. Definition of the reachability distance: 

The reachability distance between two records is defined in order to generate stable results 

and to overcome an undesirably high fluctuation of the distance measure. This smoothing 

effect is achieved by defining the number of k-neighbors that are considered the minimum 

neighborhood of the data record 𝑖.  
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The reachability distance for two records, 𝑖 and 𝑗 is denoted by:  

𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡௞(𝑖, 𝑗) = 𝑚𝑎𝑥{𝑑𝑖𝑠𝑡௞(𝑖), 𝑑𝑖𝑠𝑡(𝑖, 𝑗)} 

Accordingly, the reachability distance is either the exact distance between 𝑖 and 𝑗 when 

𝑑𝑖𝑠𝑡(𝑖, 𝑗) > 𝑑𝑖𝑠𝑡௞(𝑖) or otherwise 𝑑𝑖𝑠𝑡௞(𝑖). This concept is shown in Figure 9 assuming of 

k = 4. Accordingly, the distance between 𝑖 and 𝑗ଵ is smaller than the k-distance of 𝑖. Therefore, 

the 𝑑𝑖𝑠𝑡(𝑖, 𝑗ଵ) is replaced by the 𝑑𝑖𝑠𝑡௞(𝑖). The distance between 𝑖 and 𝑗ଶ is greater than the k-

distance of 𝑖. Therefore, the reachability distance is the actual distance between these two 

records. Accordingly, the distance between a record 𝑖 and the records near 𝑖 is replaced by 

the 𝑑𝑖𝑠𝑡௞(𝑖), thereby significantly reducing the statistical variation of the distance for all rec-

ords j close to 𝑖. By specifying the parameter k, this smoothing effect can be controlled. Ac-

cordingly, a higher value of k increases the similarity of reachability distance of records in the 

same neighborhood. 

It has to be noticed that the reachability distance function is not a mathematical distance func-

tion, because it is not symmetric and therefore 𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡௞(𝑖 ← 𝑗) ≠  𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡௞(𝑗 ← 𝑖). 

4. Definition of the local reachability density of record 𝑖: 

Normally, in density-based clustering, two parameters specify the notion of density: a param-

eter MinPts that specifies a minimum number of records to be considered and a parameter 

volume. To identify density-based outliers, the density between sets of records is compared. 

Therefore, only the MinPts parameter is included. The volume of the density in the neighbor-

hood of an record 𝑖 is determined by 𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡ெ௜௡௉௧௦(𝑖, 𝑗), for 𝑗 ∈ 𝑁ெ௜௡௉௧௦(𝑖). Therefore, the 

local reachability density (lrd) of a record 𝑖 is defined as: 

𝑙𝑟𝑑ெ௜௡௉௧௦(𝑖) = 1/ ቆ
 ∑ 𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡ெ௜௡௉௧௦(𝑖, 𝑗)௝ ∈ ேಾ೔೙ು೟ೞ(௜)

|𝑁ெ௜௡௉௧௦(𝑖)|
ቇ  

Figure 9. Concept of reachability distance for k = 4 based on Breunig et al. (2000).  

𝑖 

𝑗ଵ 

𝑗ଶ 

𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡௞(𝑖, 𝑗ଵ) = 𝑑𝑖𝑠𝑡௞(𝑖) 

𝑟𝑒𝑎𝑐ℎ𝑑𝑖𝑠𝑡௞(𝑖, 𝑗ଶ) 

𝑑𝑖𝑠𝑡௞(𝑖) 
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Thus, Breunig et al. (2000) indicates the local reachability distance of an record 𝑖 as the in-

verse of the average reachability distance based on the MinPts-NN of 𝑖. 

5. The local outlier factor is calculated: 

The LOF is the average of the ratio of the local reachability density of 𝑖 and that of the MinPts-

NN (or k-NN) of 𝑖 (Breunig et al. 2000). The notation of the LOF below shows that the lower 

the 𝑙𝑟𝑑ெ௜௡௉௧௦(𝑖) and the higher the lrd of 𝑖’s k-NN, the higher the LOF value of 𝑖.  

𝐿𝑂𝐹ெ௜௡௉௧௦(𝑖) =  

∑
𝑙𝑟𝑑ெ௜௡௉௧௦(𝑗)
𝑙𝑟𝑑ெ௜௡௉௧௦(𝑖)௝ ∈ ேಾ೔೙ು೟ೞ(௜)

|𝑁ெ௜௡௉௧௦(𝑖)|
 

In other words, if the local density around a record 𝑖 is comparably low to the local density 

around the k-NN records of 𝑖, 𝑖 is considered an outlier. In general, a LOF near 1 shows a great 

similarity between the density of a record and the density of its NN.  

 Feature selection 

To address a particular DM problem, not all the attributes available in a dataset may be relevant. 

Accordingly, the application of attribute subset selection methods may be useful to identify the rel-

evant attributes for a particular analysis objective. In addition, it may be necessary to reduce the 

size of the dataset to reduces the computation time and complexity of the analysis results (Han et 

al. 2012: 104). The attributes that could most benefit the analysis are usually determined by testing 

the significance of the attribute against the target variable. Therefore, each attribute is considered 

as independent and tested accordingly. There are various methods for feature selection. This re-

search uses a stepwise forward selection and a Chi-squared based attribute filtering approach.  

In the stepwise forward selection, a model is trained with a learning algorithm, e.g. decision tree or 

logistic regression. Starting from an empty selection of attributes, the attributes of a given dataset 

are included individually in the model (Han et al. 2012: 105). Accordingly, each attribute is used to 

build a model and then the performance of the model is evaluated, e.g. by cross-validation.60 The 

attribute leading to the highest increase in model performance is then added to the attribute selec-

tion. A new analysis round is started in which the remaining attributes are successively added to 

the previously defined selection to identify the attribute that achieves the highest performance en-

hancement (Krzysztof et al. 2007: 225). This attribute is then added to the attribute selection as 

well before starting a new round of analysis with the remaining attributes. The described proce-

dure is repeated until a predefined stop criterion is met, which indicates how much performance 

improvement is desired by adding an additional attribute to the model each round. The result is an 

                                                             
60  The principles of cross-validation are explained in Chapter 3.5. 
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attribute selection that contains those attributes that significantly enhance the performance of the 

DM model. 

The Chi-square based filtering approach to feature selection was chosen as the second feature se-

lection method because the datasets available for the case studies mainly contain nominal attrib-

utes. The Chi-square feature selection approach can identify associations between these nominal 

attributes (Han et al. 2012: 95). Nevertheless, when using this attribute selection method, the nu-

meric attributes in the datasets must also be converted into nominal attributes. This can be done 

by discretization (Krzysztof et al. 2007: 235-237). By discretizing, the numerical expressions of an 

attribute can be combined into a certain number of categorical attribute expressions. In 

RapidMiner, these bins can either be built by frequency so that the number of unique values in all 

bins is close to equal, user-specific size, minimizing the entropy in the classes, or by user-specific 

classes.  

After the dataset has been preprocessed, the Chi-square test counts the occurrence of an attribute 

A with c distinct categories, namely {𝑎ଵ, 𝑎ଶ, 𝑎௠, … , 𝑎௖}, with respect to the attribute B with f distinct 

categories, namely {𝑏ଵ, 𝑏ଶ, 𝑏௡, … 𝑏௙}. This is done by creating a contingency table between the at-

tribute A and the attribute B. With the information regarding the occurrence, the expected frequen-

cies 𝑒௠௡ of the joint event (𝐴௠,𝐵௡) are calculated (Han et al. 2012: 95): 

𝑒௠௡ =  
𝑐𝑜𝑢𝑛𝑡(𝐴 = 𝑎௠) ∗ 𝑐𝑜𝑢𝑛𝑡(𝐵 = 𝑏௡)

𝑟
 

where 𝑟 is the number of data records, 𝑐𝑜𝑢𝑛𝑡(𝐴 = 𝑎௠) is the number of records with the category 

𝑎௠ for the attribute A, and 𝑐𝑜𝑢𝑛𝑡(𝐵 = 𝑏௡) is the number of records with the category 𝑏௡ for the 

attribute B. These expected frequencies are then used to calculate the Chi-square 𝜒²(Han et al. 2012: 

95):  

𝜒ଶ = ෍ ෍
(𝑜௠௡ −  𝑒௠௡)²

𝑒௠௡

௙

௡ୀଵ

௖

௠ୀଵ

 

where 𝑜௠௡ is the observed frequency (i.e., the actual count) of the joint event 𝐴௠ = 𝑎௠ and 𝐵௡ =

𝑏௡. The 𝜒ଶ tests the hypothesis that there is no correlation between the attributes A and B. If this 

hypothesis can be approved, then the two attributes are independent. Conversely, if the hypothesis 

can be rejected, A and B are statistically correlated (Han et al. 2012: 95). In this case, if B is the 

target variable the attribute A would be included as a feature in the model generated to predict the 

values of attribute B. 

 Balancing datasets 

The main objective of classification problems is, to predict the class to which a particular data rec-

ord belongs. The starting point is a training dataset, in which the target classes for the data records 
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are already known. On this dataset, a model is trained that can predict the class attribute for new 

and unseen data records. In order for a classification algorithm to learn a powerful predictive 

model, it is helpful to have a dataset of training records evenly distributed among the target classes 

(Han et al. 2012: 384). A dataset is considered as unbalanced if one of the target classes is under-

represented. This imbalance can adversely affect the classification model as only the over-repre-

sented class can be well predicted (Han et al. 2012: 384). To avoid this negative effect, the training 

dataset can be adjusted so that the target classes are evenly distributed. The adjustment of a dataset 

can be achieved by undersampling or oversampling (Han et al. 2012: 384).  

Undersampling randomly selects a certain number of data records belonging to the over-repre-

sented class to match the number of records in the under-represented class (Han et al. 2012: 384). 

The new dataset, which has an even number of records in both classes, is smaller than the original 

dataset because some records of the over-represented class are excluded from the downsampled 

dataset. The goal of the oversampling process is to create new data records for the under-repre-

sented class to match the number of records to the over-represented class (Han et al. 2012: 384). 

This procedure results in a dataset that contains more than the original records. Normally, more 

data records are expected to result in more accurate classification models. However, it should be 

noted that oversampling creates data records that are either a copy of the original records (random 

oversampling) or ‘synthetic’ records that are not real-life observations. Accordingly, the models 

created with the oversampled dataset must be thoroughly evaluated and tested against unseen data 

records to prove their applicability to the real-life problem. 

In the presented research, oversampling is performed with the synthetic minority oversampling 

technique (SMOTE), which creates data records in a feature space and not in the data space (Chawla 

et al. 2002). According to Chawla et al. (2002), this oversampling of the under-represented class is 

performed by “…taking each minority class sample and introducing synthetic examples along the 

line segments joining one/all k minority class NN.” Accordingly, the new ‘synthetic’ data record 𝑖௡௘௪ 

is computed by calculating the difference between the data record 𝑖 from the minority class of the 

dataset D and the nearest neighbor j or k-NN 𝑗ᇱ of this data record, multiplied by a random number 

𝛿, which lies between [0,1]. The results of this multiplication are then added to the existing data 

record 𝑖 and a new data record 𝑖௡௘௪ is created. This method of creating ‘synthetic’ data records can 

be referred to as (Zheng, Zhuoyuan & Ye Li 2015): 

𝑖௡௘௪ =  𝑖 + (𝑗 − 𝑖) ∗  𝛿 

The SMOTE oversampling process avoids the possibility of overfitting, which can be the result of 

random oversampling, whereby new data records are created by copying existing data records 
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(Zheng, Zhuoyuan et al. 2015). Therefore, some records in the under-represented class are repre-

sented several times in the training dataset, which may facilitate overfitting (Zheng, Zhuoyuan et 

al. 2015). 

3.3 Frequent Itemsets and Association Rules 

Association analysis looks for recurring relationships and connections between the elements in a 

given dataset (Han et al. 2012: 243-244). These elements are the attributes that describe each data 

record in a dataset. In the example of a supermarket, the data records are transactions and the 

items are products that are bought in the individual transactions. Accordingly, each transaction T 

consists of an itemset. When a combination or set of items occurs in a large number of transactions, 

these are considered to be frequent itemsets (Larose et al. 2015: 606). From these frequent item-

sets, rules can be extracted that describe ‘universal’ relationships between the items in a given da-

taset. Such a rule, denoted by 𝐴 ⇒ 𝐵, could mean that when a product A is purchased in a transac-

tion, product B is also frequently bought, leaving room to assume that the purchase of the product 

A is likely to result in increases in the purchase of product B (Cleve et al. 2016: 63-64). 

In DM, association rules are generated in two main steps, which are described below (Han et al. 

2012: 246-247):  

1. Find all frequent itemsets: 

Let D be a transaction dataset that contains an itemset 𝐼 = {𝐼ଵ, 𝐼ଶ, … 𝐼௠} and T transactions 

that are non-empty itemsets, that 𝑇 ⊆ 𝐼. Each transaction T in the dataset has an individual 

transaction-ID T-ID. If A is a set of items, then a transaction T will contain A if 𝐴 ⊆ 𝑇. Accord-

ingly, if B is a set of items, a transaction T contains B if 𝐵 ⊆ 𝑇. With the measure of interest-

ingness Support, the percentage of transactions in 𝐷 is estimated, which contain A and B, 

where 𝐴 ⊂ 𝐼, 𝐵 ⊂ 𝐼, 𝐴 ≠ ∅, and 𝐵 ≠ ∅. This can be denoted as: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴 ⇒ 𝐵) =
𝑁𝑢𝑚𝑏𝑒𝑟𝑠 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 (𝐴 ∪ 𝐵)

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠 
 

A low Support count for itemsets indicates that a connection appearing between the items in 

the dataset is rare. Accordingly, there are most likely no dependencies between the attrib-

utes. Whether an itemset appears frequently in a dataset 𝐷, this is defined by a predefined 

minimum Support measure (minsup). This threshold must be set by the analyst, under con-

sideration of the analysis problem and the available dataset. 

2. Generate strong association rules from the frequent itemsets: 

After recognizing the frequent itemsets, rules are created, taking into account the second in-

terestingness measure Confidence. The Confidence indicates the percentage of transactions in 
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the dataset D that contains A, which is the rule premises that also contain B, which is the 

conclusion of the rule: 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐴 ⇒ 𝐵) =
𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴 ⇒ 𝐵)

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴)
 

A strong association rule will exceed both a predefined minsup and a predefined minimum 

Confidence measure (minconf). Both thresholds must be set by the analyst. 

Several algorithms are available that generate association rules after the minimum thresholds of 

the interestingness measures have been set. In the presented studies, the Frequent Pattern Growth 

(FP-Growth) approach is used for mining frequent itemsets. The FP-Growth creates a frequent pat-

tern tree to identify frequent itemsets. The first step is to scan the database and generate the num-

ber of support count of each item. Accordingly, 1-itemsets are created, which are then sorted de-

scending according to their support count in the dataset D, resulting in a list L (Han et al. 2012: 257). 

Thereafter, the database D is scanned a second time and the items in each transaction T are sorted 

by the order in L (Han et al. 2012: 257). This is further illustrated by the below example.  

Suppose the list L extracted from the first scan of the database is as shown in Table 10 and the 

dataset D contains the following transaction T – 𝐼𝐷(10): 𝐼ଵ, 𝐼ଶ, 𝐼ସ. Accordingly, during the second 

scan of the dataset, the items in the example transaction 𝐼𝐷(10) are rearranged in the following 

order: 𝐼ଶ, 𝐼ଵ, 𝐼ସ. 

Table 10. Example of List L created after generating 1-itemsets from a database D. 

Item ID Support count 
𝐼ଶ 7 
𝐼ଵ 6 
𝐼ଷ 6 
𝐼ସ 2 

 

After all transactions T have been sorted to L, the tree branches are created, starting from the tree 

root, marked “null”. Each transaction builds a branch of the tree, but if transactions use a common 

prefix, e.g. the combination of 𝐼ଶ and 𝐼ଵ, then the number of the existing nodes is increased instead 

of creating a completely new tree root (Han et al. 2012: 257-259), as shown in Figure 10. After all 

transactions in the dataset are scanned and added to the tree, the FP tree is mined.  

Starting with the last item in L, the conditional pattern base of each item is created. This is a sub-

dataset that contains all the paths in the tree that lead to the examined item. The conditional pattern 

base is then used as a “new” transaction dataset, from which a conditional FP tree is generated. 

From this conditional tree, all combinations of frequent patterns in which the item is displayed are 

then extracted and further considered if they exceed the predefined minsup.61 

                                                             
61  For an even more detailed presentation of the FP-Growth process see Han et al. (2012). 
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The identified frequent patterns are then converted into association rules. Accordingly, each fre-

quent itemset is divided into a rule premises and a rule conclusion, also known as rule body and 

rule head. This can be illustrated in the following example: From a dataset D, the frequent itemset 

A={𝐼ଶ, 𝐼ଷ, 𝐼଺, 𝐼ଽ} was extracted, which exceeds the value for minsup. Three rules (𝐼ଶ ⇒ 𝐼ଷ, 𝐼଺, 𝐼ଽ), 

(𝐼ଶ, 𝐼ଷ ⇒ 𝐼଺, 𝐼ଽ), or (𝐼ଶ, 𝐼ଷ, 𝐼଺ ⇒ 𝐼ଽ) could be formed from this itemset. Which rules are considered 

depends on the Confidence of each of the three rule. If the percentage of transactions in D that con-

tain the first part of the rule and also contain the second part of the rule exceeds the predefined 

minconf, then the rule is considered as interesting. Therefore, according to the minconf, either all of 

the three rules could be considered interesting, just one, or none at all. 

After interesting rules have been drawn up, the results should be further investigated because not 

every strong rule may be objectively interesting, and the interestingness measures Support and 

Confidence do not measure the correlation or implication between the rule premises and rule con-

clusion (Han et al. 2012: 265-266). A widely used measure of the correlation in association rules is 

the Lift, which evaluates whether the occurrence of the rule premises is independent of the occur-

rence of the rule conclusion (Han et al. 2012: 266). When both are dependent, the events are cor-

related, meaning that the rule premises influences the presence or absence of the rule conclusion. 

The Lift is calculated as (Han et al. 2012: 266):  

𝐿𝑖𝑓𝑡 (𝐴 ⇒ 𝐵) =  
𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 (𝐴 ⇒ 𝐵)

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐴) ∗ 𝑆𝑢𝑝𝑝𝑜𝑟𝑡 (𝐵)
 

The Lift can be interpreted as follows (Han et al. 2012: 266):  

 Lift = 1: A and B are uncorrelated and therefore independent of each other. 

 Lift > 1: A and B are positively correlated and the occurrence of one implies the occurrence 

of the other. 

 Lift < 1: A and B are negatively correlated and the occurrence of one probably leads to the 

absence of the other.  

Figure 10. Example FP-tree. 

null{} 

I2:4 

I1:3 

I3:1 

I3:2 

I4:1 Transactions T in a dataset D sorted to the or-
der in L. 

FP-tree created from the table on the left. 
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3.4 Classification Analysis 

In general, prediction algorithms aim to forecast a particular target variable. For this purpose, they 

work in two main steps as shown in Figure 11. First, a model is calculated, with which a defined 

target variable is to be predicted. Therefore, the model attempts to mimic the reality of a historical 

dataset. Accordingly, the historical dataset must contain the target variable and attributes that can 

be used to train a model. After training a well-performing predictive model, which is validated by 

comparing the actual value of the target variable with the predicted value, the analyst can estimate 

how well the model can depict the reality. In addition, the model should be tested on a testing da-

taset that also contains the target variable to assess the model performance in a real-life scenario. 

If the performance results are convincing, the model learned from the historical dataset, also re-

ferred to as training dataset, can be applied to the new dataset, and the target variable for the rec-

ords in the new dataset predicted. 

There are several methods available to create classification models. The ones used in the case stud-

ies in Chapter 5 are described in the following sections. 

 Rule Induction 

Rule-based classification generates IF-THEN rules that represent the learned model. The IF part of 

the rule is known as a precondition or antecedent to the rule followed by the THEN part, which is 

the rule consequent (Han et al. 2012: 355). This consequent of a rule is the class prediction for the 

target variable. A rule model can either be extracted from a decision tree or from a sequential cov-

ering algorithm. In the first approach, a decision tree must be computed and the branches of the 

tree are then converted into IF-THEN rules, while the second method directly enables the extrac-

tion of rules from a training dataset (Han et al. 2012: 359; Kotu & Deshpande 2015: 88).  

 

ID Item 1 
(age)

Item 2 
(number
children)

Target item 
(spendings/

month)

1 52 3 4400

2 37 2 3800

3 45 0 2875

4 …

DM-
Algorithm

Predictive
Model

ID Item 1 
(Age)

Item 2 
(number
children)

Target item 
(spendings/

month)

8 50 2 ??

9 37 0 ??

10 45 1 ??

ID Item 1 
(age)

Item 2 
(number
children)

Target i tem 
(spendings/month)

8 50 2 3945

9 37 0 2500

10 45 1 3000

Step 1: Model Building Step 2: Model Applictaion

Result: Forecast of unknown values

Figure 11. Steps for building and applying a predictive DM model, illustrated on a fictitious example. 
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As the name of the method implies, the rules are generated sequentially, which means that the rules 

are created one at a time. This process of rule creation is shown in Figure 12. 

The input of the algorithm is a dataset D containing class-labeled data records and several attrib-

utes describing the labeled records. One class of the target variable Y is selected, which can be a 

binominal target variable with the distinction Y(yes) and Y(no), for which the rules are generated 

first. Usually, this is the least frequently available target class label in the dataset (Kotu et al. 2015: 

91). Then the rules 𝑅௠ are created with the aim of covering all records in a dataset of this first 

target class, without including any or as few as possible data records of the second target class. 

The rules are learned starting with an empty rule set to which conjunctions are added one after 

another to increase the accuracy of the rule (Han et al. 2012: 356): 

𝑅𝑢𝑙𝑒 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑅௠) =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑟𝑢𝑙𝑒

𝑎𝑙𝑙 𝑟𝑒𝑐𝑜𝑟𝑑𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑟𝑢𝑙𝑒
 

By itself, accuracy is not considered a reliable estimate for the rule quality as high accuracy does 

not mean that many examples in a dataset are covered and the rule is therefore transferable to new 

datasets (Han et al. 2012: 361). Therefore, measures that integrate aspects of accuracy and 

coverage are preferred for the evaluation of rule quality (Han et al. 2012: 361). The RapidMiner 

Rule Induction operator implements the Repeated Incremental Pruning to Produce Error Reduction 

(RIPPER) algorithm developed by Cohen (1995), which uses the information gain measure 

proposed in the First Oder Inductive Learner (FOIL) to evaluate the quality of rules (Cohen 1995; 

Han et al. 2012: 363).  

 

Sequential Covering Algorithm. Learn a set of IF-THEN rules for classification. 

Input: 

 D, a dataset with class-labelled records; 

 c, class labels of the records in D; 

 Att_vals, the set of all attributes and their possible values. 

Output: A set of IF-THEN rules. 

Method: 

(1) Rule_set = {}; // initial empty rule set 

(2) for each class c do 

(3)      repeat 

(4)           Rule = Learn_One_Rule (D, Att-vals, c); 

(5)           remove tuples covered by Rule from D; 

(6)          Rule_set = Rule_set + Rule; //add new rule to rule set 

(7)      until terminating condition; 

(8) endfor 

return Rule_set. 

Figure 12. Sequential covering algorithm for rule learning (Han, Kamber & Pei 2012: 359-360). 
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The information gain of the FOIL is denoted by (Han et al. 2012: 362):  

𝐹𝑂𝐼𝐿_𝐺𝑎𝑖𝑛 = 𝑝𝑜𝑠′ ቈ𝑙𝑜𝑔ଶ ቆ
𝑝𝑜𝑠′

𝑝𝑜𝑠′ + 𝑛𝑒𝑔′)
ቇ  − 𝑙𝑜𝑔ଶ ൬

𝑝𝑜𝑠

𝑝𝑜𝑠 +  𝑛𝑒𝑔)
൰൨ 

where pos (neg) is the number of positive (negative) tuples a rule R holds, 𝑝𝑜𝑠ᇱ(𝑛𝑒𝑔ᇱ) is the number 

of positive (negative) tuples R’ holds, and R’ is the extension of rule R (Han et al. 2012: 362). The 

tuples designated as positive are those belonging to the target class for which the rules are learned 

while the tuples that belong to the remaining class or classes are said to be negative (Han et al. 

2012: 362). 

The conjunctions to a rule are added one by one until the information gain of a rule reaches its 

maximum (Cohen 1995). If a new conjunction does not increase the informational content of a rule, 

the algorithm looks for other conjunctions or stops and starts the iteration of the next rule (Kotu et 

al. 2015: 93). After a rule is created, the records covered by the rule are removed from dataset D, 

before a new rule is created. After a ruleset is generated that describes all the data records that 

belong to the selected target class, the rule model is evaluated to determine the need for pruning. 

To do this, the FOILprune measure given for a rule R is calculated (Kotu et al. 2015): 

𝐹𝑂𝐼𝐿𝑝𝑟𝑢𝑛𝑒(𝑅) =
𝑝𝑜𝑠 − 𝑛𝑒𝑔

𝑝𝑜𝑠 + 𝑛𝑒𝑔
 

where pos is the number of positive objects covered by a rule and neg is the number of negative 

objects covered by the rule. Pruning is done by removing the conjunctions one at a time, taking into 

account the FOILprune value, starting with the most recently added conjunction (Han et al. 2012: 

363). Thus, if the FOILprune for the pruned version of R is higher, pruning is performed. This pro-

cedure is necessary because it can counteract overfitting, which can cause the rule to work well in 

the training dataset but less well on new and unseen data records. Once pruning does nothing fur-

ther, the rules generated for the first class in the target variable are grouped into a ruleset. For DM 

problems with two classes, all data objects that are not covered by this rule set are predicted to 

belong to the second class (Kotu et al. 2015: 94). For multi-class problems, the above rule genera-

tion steps are repeated for the next target class (Kotu et al. 2015: 94). 

 Binary Logistic Regression 

A binominal logistic regression model describes the relationship between a set of predictor varia-

bles and a binominal target variable (Larose et al. 2015: 359). This relationship is not linear, and 

the probability of a specific target class being true for a data record – e.g. the probability that an 

applicant enrolling 𝑝(𝑦 = 1) – is estimated at known values of the predictor attributes 𝑋௠. To pre-

dict the probability of the event 𝑦 = 1, the logistic regression function assumes the existence of a 

latent variable Z estimated for a data record k as (Backhaus et al. 2011: 254-275): 
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𝑧௞ =  𝑏଴ +  ෍ 𝑏௠

ெ

௠ୀଵ

∗  𝑥௠௞ +  𝑢௞ 

where 𝑘 = 1,2, … 𝐾, 𝑏଴ is the regression constant, 𝑏௠ is the logistic regression coefficient for 𝑥௠, 𝑢௞ 

is the error term, and 𝑧௞ is the latent variable for the case k, also referred to as Logit. Estimating the 

latent variable Z models the connection between the target variable and the predictor attributes. It 

is implied that Z is generated by a linear combination of the predictor variables 𝑋௠ and therefore 

is the aggregated impact strength of the independent variables on the event 𝑦 = 1. To estimate the 

probability p of an event, a logistic probability function is required and the logistic regression func-

tion for a case k can be defined as (Backhaus et al. 2011: 255): 

𝑝௞(𝑦 = 1) =  
1

1 +  𝑒ି௭ೖ
 

where e is the Euler number. Accordingly, the goal of the logistic regression function is to correctly 

predict the class of the target variable. This is done by predicting the probability p, which is a value 

between 0 and 1. Normally, an observed record is assigned to the target class 𝑦 = 1 if 𝑝௞ > 0.5 and 

the target class 𝑦 = 0 if 𝑝௞ < 0.5, because a logistic regression function is always symmetric about 

the turning point 0.5 as shown in Figure 13. To predict 𝑝௞ for each data record k, the following 

relation is taken into account (Backhaus et al. 2011: 259):  

𝑝௞(𝑦) =  ൞
൬

1

1 + 𝑒ି௭ೖ
൰          𝑓𝑜𝑟 𝑦௞ = 1

൬1 −
1

1 + 𝑒ି௭ೖ
൰    𝑓𝑜𝑟 𝑦௞ = 0

     

This expression can be combined in the following equation (Backhaus et al. 2011: 259): 

𝑝௞(𝑦) = ൬
1

1 + 𝑒ି௭ೖ
൰

௬ೖ

ᇣᇧᇧᇧᇤᇧᇧᇧᇥ
ி௔௖௧௢௥ ஺

∗  ൬1 −
1

1 + 𝑒ି௭ೖ
൰

ଵି௬ೖ

ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ
ி௔௖௧௢௥ ஻

 

Figure 13. Logistic regression function. 
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According to the manifestation of the observation 𝑦௞  for a particular record k, either Factor A or 

Factor B is equal to 1 in the above equation. Thus, the main task of the logistic regression function 

is to estimate the regression coefficients 𝑏, describing each predictor attribute in the logistic re-

gression equation so that each data record k in the training dataset is correctly estimated. 

The parameters 𝑏 are usually estimated using the Maximum Likelihood Estimation, which aims to 

determine the coefficients in a way that the likelihood of the model correctly guessing the target 

class of the data records in the training dataset is maximized (Backhaus et al. 2011: 258-259). The 

regarding Likelihood function is based on the assumption that the probability that independent 

events, which are the observed values of the target variable, will occur together is estimated by 

multiplying the individual events (Backhaus et al. 2011: 256). As a result, the Likelihood function L 

maximizes the product ( ∏) of the probabilities 𝑝௞(𝑦) for all cases 𝑘 = 1, … , 𝐾 in a dataset 

(Backhaus et al. 2011: 259): 

𝐿 =  ෑ ൬
1

1 + 𝑒ି௭ೖ
൰

௬ೖ

∗ 

௄

௞ୀଵ

൬1 −
1

1 + 𝑒ି௭ೖ
൰

ଵି௬ೖ

→ 𝑚𝑎𝑥! 

To simplify the maximization problem, the natural logarithm (ln) of the Likelihood function is con-

sidered instead of the product ( ∏) expressed in the Log-Likelihood-Function (LL) (Backhaus et al. 

2011: 259): 

𝐿𝐿 =  ෍ ൤𝑦௞ ∗ 𝑙𝑛 ൬
1

1 + 𝑒ି௭ೖ
൰൨

௄

௞ୀଵ

+ ൤(1 − 𝑦௞) ∗ 𝑙𝑛 ൬1 −
1

1 + 𝑒ି௭ೖ
൰൨ 

The process to determine the best possible logistic regression model aims on minimizing LL statis-

tics by conducting the following steps (Backhaus et al. 2011: 260; Field 2013: 763): 

1. Estimates are taken for the regression coefficients 𝑏, which can be determined, for example, 

by a least squares estimation. 

2. On the basis of the estimated regression coefficients, the Logit z is calculated for a random case 

k. 

3. After the Logit has been estimated, the likelihood of 𝑝௞(𝑦 = 1) is defined.  

4. For this case k, the LL-value is estimated. 

5. Steps 2 – 4 are repeated for all cases in the dataset to define the total LL statistic.  

6. Steps 2 – 5 are repeated with different values for the regression coefficients. 

7. The total LL statistics created using the different coefficients are compared. The regression 

coefficients are changed until the total LL statistics do not significantly improve. 

After estimating the logistic regression model and testing the performance of the model,62 it is de-

sirable to interpret the coefficients in the model. Due to the nonlinear nature of the analysis, the 

                                                             
62  Please see Chapter 3.5. 
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relationship between the target variable and the predictor variables is difficult to interpret. Accord-

ingly, it is not obvious how much a predictor contributes to the target variable being 𝑦 = 1 

(Backhaus et al. 2011: 263). In addition, the logistic regression coefficients are not comparable with 

each other, e.g. a high 𝑏 for a given predictor attribute 𝑥௠ does not mean that this attribute has the 

highest impact on the target variable (Backhaus et al. 2011: 263). Only the direction of the influence 

a predictor variable has on the target variable can be derived from the logistic regression coeffi-

cients directly (Backhaus et al. 2011: 263). Accordingly, a positive regression coefficient (𝑏 > 0) 

indicates an increase of the probability of the target variable being 𝑦 = 1 and a negative coefficient 

(𝑏 < 0) indicates a decrease of the probability of the target variable being 𝑦 = 1 (Backhaus et al. 

2011: 263-264).  

In addition, the RapidMiner implementation of logistic regression estimates whether the regres-

sion coefficient of a given predictor deviates significantly from 0. If this is the case, it can be as-

sumed that the predictor makes a significant contribution to the prediction of the outcome. This 

test is performed for logistic regression analysis using the Wald statistic (Backhaus et al. 2011: 

280):  

𝑊 =  ቆ
𝑏௠

𝑆𝐸௕೘

ቇ ² 

where 𝑆𝐸௕௠ is the standard error SE of 𝑏௠.  

The strength of influence that a predictor attribute has on the target variable is more difficult to 

estimate but can be done using Odds and the Odds Ratios. The Odds of the target variable are the 

likelihood ratio that reflects the probability of the event occurring (𝑦 = 1) with respect to the non-

occurrence of the event (Backhaus et al. 2011: 264-265): 

𝑂𝑑𝑑𝑠 =  
𝑝(𝑦 = 1)

1 − 𝑝(𝑦 = 1)
=  𝑒௭ 

Afterwards, the Odds Ratio can be calculated. The Odds Ratio is an indicator of the change in odds 

that appears after a unit change in the predictor variable (Field 2013: 767):  

𝑂𝑑𝑑𝑠𝑅𝑎𝑡𝑖𝑜 =
𝑂𝑑𝑑𝑠 𝑎𝑓𝑡𝑒𝑟 𝑎 𝑢𝑛𝑖𝑡 𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟

𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑂𝑑𝑑𝑠
=  𝑒௕೘ 

where the Original Odds represent the Odds of an event occurring before the unit change in the 

predictor variable. According to Field (2013), the Odds Ratio can be interpreted as follows: If the 

value of the Odds Ratio is greater than 1, this means that increasing the predictor variable will in-

crease the odds of the event 𝑦 = 1 happening as well. Backhaus et al. (2011) specifies the interpre-

tation in more detail. So, if an independent variable 𝑥௠ increases by one unit (𝑥௠ + 1), the Odds 

Ratio for the event 𝑦 = 1 increases by the factor 𝑒௕೘  (Backhaus et al. 2011: 265). 
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 Classification Trees 

Decision trees are inverted tree-like models that extend from a root node over a collection of deci-

sions or internal nodes until they terminate in end nodes, also known as leaf nodes (Larose et al. 

2015: 317). Each node represents an attribute that is tested and split with respect to the target 

variable. The goal of the split is to maximize the purity in the end nodes that contain the target 

variables and thus to maximize the accuracy of the predictive model. Ideally, the cases in the leaf 

nodes all belong to one target class and are homogeneous (Han et al. 2012: 330-331).  

The basic steps to creating a decision tree with a top-down approach are as follows (Cleve et al. 

2016: 92-93): 

1. A root attribute A is selected, which is part of the set of all attributes Attr_List in the training 

dataset D, such that 𝐴 ∈ 𝐴𝑡𝑡𝑟_𝐿𝑖𝑠𝑡 and 𝑣஺ is the set of all values that the attribute A can take. 

2. For each value 𝑣 ∈ 𝑣஺ the attribute A can take, the subset 𝐷௩೘  is formed that contains the 

data records that have the specific value 𝑣௠ for the attribute A. 

3. A branch is established on the node marked with the specific value 𝑣௠ of the attribute A. If all 

the objects in 𝐷௩೘  belong to the same class, the root terminates in a leaf node that is labeled 

with the respective class of the target variable. If the subset contains data records that belong 

to more than one class, a subtree is generated. 

4. Steps 1 - 3 are repeated for the subtree but with the reduced attribute list 𝐴𝑡𝑡𝑟_𝐿𝑖𝑠𝑡 − 𝐴௨௦௘ௗ 

and the reduced example set 𝐷 − 𝑑௖௟௔௦௦௜௙௜௘ௗ , where 𝑑௖௟௔௦௦௜௙௜௘ௗ are the data records in the 

training dataset D already represented by the previous node. 

To create a decision tree that is both compact and has high accuracy in predicting the target varia-

ble, the selection of the attributes that form the nodes in the decision tree is important. Accordingly, 

a procedure is needed that selects the attribute that “best” partitions the data records in respect to 

each class of the target variable (Han et al. 2012: 333). The method used for selecting the attributes 

depends on the algorithm used for modeling.  

In the research presented, the well-known C4.5 algorithm is used to generate decision trees. This 

method was developed by Quinlan (1992) as the successor to the ID3 algorithm (Cleve et al. 2016: 

107; Han et al. 2012: 332). For attribute selection, the C4.5 algorithm uses Shannon Entropy, which 

is based on the concept of information entropy (Shannon 1948). Accordingly, this method uses 

knowledge from information theory and selects those attributes for a partition that provide the 

highest information gain. Accordingly, the first step is to define the information content of an at-

tribute that can be measured as (Cleve et al. 2016: 99): 

𝐼(𝐵) = ෍ −𝑝(𝑣௕) ∗  𝑙𝑜𝑔ଶ(𝑝(𝑣௕))

௞

௕ୀଵ
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where 𝐼(𝐵) is the information content, also called entropy, of the attribute B, 𝑣௕ are the possible 

values of B, k is the number of categories of the attribute B, and p(𝑣௕) is the relative frequency for 

the occurrence of 𝑣௕ in the training dataset in respect to the target variable. The information con-

tent is always specified for an attribute and a set of given data records. It is true that the higher the 

information content in a dataset, the higher the diversity of the data records in the attribute in 

respect to the target variable (Cleve et al. 2016: 99). So, if in a subset all records belong to one class 

label, the information content for that subset is 0 (Cleve et al. 2016: 99).  

The attributes that are selected as the nodes of the decision tree are those that reduce the entropy 

in the given dataset the most and therefore provide the highest information gain. When a training 

dataset D is split on an attribute B that has 𝑣 manifestations, the dataset 𝐷 is divided into 𝑣 subsets 

{𝐷ଵ, … , 𝐷௩}. Subset 𝐷௜ has the value 𝑖 in attribute B. The remaining information entropy in dataset 

D after it has been partitioned is calculated as follows (Cleve et al. 2016: 100): 

𝐼஻(𝐷) =  ෍
|𝐷௜|

|𝐷|

௩

௜ୀ ଵ

∗ 𝐼(𝐷௜) 

where 𝐼஻(𝐷) represents the remaining information entropy in the training dataset after the dataset 

has been partitioned. The smaller this measure, the greater the purity of the partitions (Han et al. 

2012: 337). The information gain, which indicates how much information would be obtained by 

splitting the training dataset on a specific attribute B with respect to the target variable is calculated 

as follows (Han et al. 2012: 337):  

𝐺𝑎𝑖𝑛(𝐵) = 𝐼(𝐷) −  𝐼஻(𝐷) 

Accordingly, the information gain is the expected reduction in information entropy by knowing the 

value of the attribute B (Han et al. 2012: 337). It is calculated for each attribute in the dataset to 

identify the attribute, which brings the highest information gain. This attribute is selected as the 

node of the tree structure in each step until it terminates in the leaf nodes containing the class labels 

of the target variable. This information gain measure used by the ID3 algorithm is biased toward 

selecting attributes as nodes that have a large number of values, which can result in partitions con-

taining only a very small number of data records (Han et al. 2012: 340). This carries the risk that 

the resulting tree model may be over-adapted as each partition contains only a very limited number 

of data records (Han et al. 2012: 340). Therefore, the C4.5 algorithm contains a kind of normaliza-

tion, done by including a split information value (Han et al. 2012: 340): 

𝐼_𝑆𝑝𝑙𝑖𝑡஻(𝐷) =  − ෍
|𝐷௜|

|𝐷|

௩

௜ୀଵ

∗  𝑙𝑜𝑔ଶ ൬
|𝐷௜|

|𝐷|
൰ 



3.4   Classification Analysis 

64 

This split information measure computes the entropy of the data with respect to the number of cat-

egories of the attribute (Liu 2011: 74). If an attribute has many categories, the split info63 is gener-

ally higher (Liu 2011: 75). Afterwards, the gain ratio is calculated, which overcomes the tendency 

of the information gain toward tests with many outcomes and is referred to as (Han et al. 2012: 

341): 

𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜(𝐵) =  
𝐺𝑎𝑖𝑛 (𝐵)

𝐼_𝑆𝑝𝑙𝑖𝑡஻(𝐷)
 

A decision tree algorithm partitions a dataset with respect to the target variable with the goal of 

reducing the impurity in the leaf nodes. This could lead to leaf nodes that contain only a very limited 

number of data records. Accordingly, the tree has a high probability of overfitting, because it mem-

orizes the training records well but may not be able to classify unseen data records. To reduce the 

overfitting, the decision tree is pruned, i.e. branches or subtrees are deleted and replaced by ma-

jority-class leaf nodes to generalize the tree model (Liu 2011: 76-77). There are two common meth-

ods of pruning – pre-pruning and post-pruning. In pre-pruning, the trimming of the decision tree is 

achieved by defining termination criteria that stop splitting the tree when the termination criteria 

are met. Accordingly, instead of forming another node, a leaf is returned instead. In post-pruning, 

the decision tree is fully grown before subtrees are removed and replaced by a leaf marked with 

the most frequent subtree class. To decide if a subtree should be pruned, the error rates are esti-

mated. If the error rate is reduced by changing a subtree to a leaf node, the tree is pruned (Han et 

al. 2012: 345). 

 Artificial Neural Networks 

Artificial Neural Network (ANN) are further learning methods that can be used to estimate a pre-

dictive model for a training dataset. This dataset must be encoded in a standardized format, with 

values between 0 and 1 (Larose et al. 2015: 339). Accordingly, most datasets must be preprocessed, 

before the analysis can begin. In this thesis, the numeric attributes that have not only values be-

tween 0 and 1 are transformed with a minimum-maximum normalization (Han et al. 2012: 113):  

𝑋௜
ᇱ =

𝑋௜ − 𝑋௠௜௡

𝑋௠௔௫ − 𝑋௠௜௡

∗ (𝑋௠௔௫
ᇱ − 𝑋௠௜௡

ᇱ ) + 𝑋௠௜௡
ᇱ  

where 𝑥௜ is the original value for a data record 𝑖 of the attribute 𝑋, 𝑋௠௜௡ is the minimum value of 

the attribute 𝑋, 𝑋௠௔௫ is the maximum value in the attribute 𝑋, and 𝑥௜′ is the normalized value for 

the attribute 𝑋. The variables 𝑋௠௜௡
ᇱ  and 𝑋௠௔௫

ᇱ  are the user-specific minimum and maximum values 

for the transformed attribute X’. 

                                                             
63  𝑠𝑝𝑙𝑖𝑡 𝑖𝑛𝑓𝑜 = 𝑙𝑜𝑔ଶ ቀ

|஽೔|

|஽|
ቁ. 
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The categorical variables can be coded by dummy coding. In dummy coding, each category v of a 

nominal attribute B is converted into a separate attribute. If the attribute B has 4 categories 

{𝑣ଵ, 𝑣ଶ, 𝑣ଷ, 𝑣ସ}, then 4 new attributes are added to the dataset: 𝐵ଵ, 𝐵ଶ, 𝐵ଷ, 𝐵ସ. If a data record in the 

dataset has the category 𝑣ଶ, then the attribute 𝐵ଶ has the expression 1, while the three remaining 

attributes 𝐵ଵ, 𝐵ଷ, 𝐵ସ are coded with 0. This procedure can greatly increase the numbers of attrib-

utes, as each category must be converted to a new attribute to be binominal-coded.  

The ANN used in this thesis are feedforward networks that restrict the connections between the 

layers of the network in a single direction (Larose et al. 2015: 342). The typical layers of a simple 

neural network are shown in Figure 14. The nodes, also called neurons, in the input layer represent 

the attributes in the training dataset and the nodes in the output layer represent the target variable. 

The number of neurons in the input layers usually depends on the number of attributes in the da-

taset, while the size of the output layer depends on the classification tasks (Larose et al. 2015: 342-

343). In the example illustrated in Figure 14, the target variable is binominal and each class in the 

target variable is represented by a node. The relationship between the input and output layer is 

modeled by one or more hidden layers. The size and number of hidden layers can be changed to fit 

the task at hand (Larose et al. 2015: 343). Nevertheless, according to Larose et al. (2015), overly 
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Figure 14. Neural Network model with one hidden layer, based on Larose et al. (2015: 341). 
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large hidden layers might lead to overfitting, which has negative effects on the predictive power of 

the model for unseen data records. 

The procedure for creating a well-functioning ANN model is summarized in Figure 15 and de-

scribed below. First, each neuron in a layer is connected to each neuron in the following layer, while 

the nodes in one layer are not connected to each other. Each connection in the network is assigned 

a weight between 0 and 1. The initial weights for each connection and each node 𝑊௡௠ are randomly 

assigned in the initialization phase of the ANN. Subsequently, the attribute values of the input layer 

are forwarded along the connection to the neurons of the hidden layer. With a combination func-

tion, a single scalar value, called Net, is estimated for each node in the hidden layer, which is a com-

bination of input values and weights (Larose et al. 2015: 343). For a given node m, this value is 

calculated as follows (Larose et al. 2015: 343): 

𝑁𝑒𝑡௠ =  ෍ 𝑊௡௠𝑥௡௠ =  𝑊଴௠𝑥଴௠ +  𝑊ଵ௠𝑥ଵ௠ + ⋯ +  𝑊ே௠𝑥ே௠

ே

௡ୀ଴

 

where 𝑥௡௠ is the 𝑛-th input to node 𝑚, 𝑊௡௠ is the weight associated with the 𝑛-th input for node 

𝑚 and a node 𝑚 has 𝑁 + 1 inputs. The variable 𝑥଴ represents a constant input, analogous to the 

constant factor of regression models, which uniquely assumes the value 𝑥଴௠ = 1 (Larose et al. 

2015: 343). Accordingly, each hidden or output layer contains a certain weighting as additional 

input 𝑊଴௠𝑥଴௠ =  𝑊଴௠ (Larose et al. 2015: 343). 

Data  
preprocessing The training dataset is encoded in a standardized format of values between 0 and 1.  

Definition of the 
ANN criteria 

Definition of the number of hidden layers and neurons in these layers to be used for the calcula-
tion of the ANN model.  

Connections 
and initial 

weights 

Model  
calculation 

1. Calculation of a single 
scalar value (Net) with the 

combination function. 
2. Calculation of the output 
of the activation function. 

3. Repeat process for all the 
neurons in the hidden layer. 

4. Repeat the process for all 
the neurons in the output 

layer. 
Model output 

1. The calculated model output for each data 
record is compared to the actual value of that 
record and the prediction error is calculated.  

Model rede-
sign/ backprop-

agation 

3. Each connection in the 
dataset gets assigned a par-

tition of the SSE.  

4. Initially defined weights 
are adjusted with gradient 

decent method. 

5. Model building is re-
peated with the new 

weights.  

1. All the neurons in the input layer are connected with all 
neurons in the hidden layer, which are again connected with 

all neurons in the following layer until the output layer is met.  

2. All the connections are 
randomly assigned with 

weights.  

2. The squared prediction errors for all the 
output nodes are summed up and a SSE is 

calculated. 

Stopping  
criterion Minimized SSE Number of iterations Running time 

Figure 15. Steps to create an Artificial Neural Network. 
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Once the 𝑁𝑒𝑡 value of a node has been generated, it is used as an input for a nonlinear activation 

function. This function models the behavior of biological neurons, which send signals to each other 

when the combination of inputs for a particular neuron exceeds a certain threshold (Larose et al. 

2015: 343). The sigmoid function is the most commonly used activation function (Larose et al. 

2015: 344): 

𝑦 =  
1

1 +  𝑒ିே௘௧೘
 

where y is the output value of the activation function, 𝑒 is the base of the natural algorithm, and 

𝑁𝑒𝑡௠ is the output of the combination function for node 𝑚. The output of the activation function is 

then used either as an input to the next hidden layer or as an input to the output node (Larose et al. 

2015: 344). When the output node is reached, the 𝑁𝑒𝑡 value and the value of the activation function 

are calculated, and a prediction is made. In a two-output neuron classification problem, ideally, only 

one is stimulated by the model in order to allow a clear prediction. After the prediction has been 

made for each data example in the dataset, the predicted value 𝑦ො is compared with the actual value 

of the target variable 𝑦. The result of the comparison is a prediction error,64 which estimates how 

well the prediction made by the model does fit the actual value in the training dataset. The predic-

tion error is estimated for each data object in the training example and then combined in the sum 

of squared errors (SSE) measure (Larose et al. 2015: 345): 

𝑆𝑆𝐸 =  ෍    ෍ (𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑜𝑢𝑡𝑝𝑢𝑡)²

௢௨௧௣௨௧ ௡௢ௗ௘௦௧௥௔௜௡௜௡௚ ௥௘௖௢௥ௗ௦

 

The SSE equation sums the squared prediction errors over all records in the training dataset and 

over all the output nodes in the model. It indicates how well the initial model worked in predicting 

the target variable. The goal of the next modeling step is to minimize the SSE, which is done by back-

propagation (Larose et al. 2015: 347). Therefore, the weights of the connections between the neu-

rons in the ANN must be adjusted to best reflect the ‘real’ connections between the neurons in the 

training dataset. Due to the nonlinear nature of the sigmoid activation function, gradient descent 

methods are commonly used to adjust the weights (Larose et al. 2015: 346-347). Accordingly, the 

new weights are estimated as follows (Larose et al. 2015: 346): 

𝑊௡௠,௡௘௪ = 𝑊௡௠,௖௨௥௥௘௡௧ + ∆𝑊௡௠ 

where ∆𝑊௡௠ =  𝜂 ∗ 𝛿௠ ∗ 𝑥௡௠. The learning rate 𝜂 defines the strength with which the error alters 

the weights, which is typically a selected value between 0.1 ≤ 𝜂 ≤ 0.8 (Cleve et al. 2016: 122). The 

expression 𝛿௠ represents the responsibility for a particular error of the node 𝑚 and is calculated 

using the partial derivative of the sigmoid function with respect to 𝑁𝑒𝑡௠.  

                                                             
64  Prediction error = actual – result = (𝑦 − 𝑦ො). 
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The form of the function used depends on whether the node belongs to a hidden or output layer 

(Larose et al. 2015: 347): 

𝛿௠ = ቐ

𝑜𝑢𝑡𝑝𝑢𝑡௠ ∗ (1 − 𝑜𝑢𝑡𝑝𝑢𝑡௠) ∗ (𝑎𝑐𝑡𝑢𝑎𝑙௠ − 𝑜𝑢𝑡𝑝𝑢𝑡௠)    𝑓𝑜𝑟 𝑜𝑢𝑡𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝑛𝑜𝑑𝑒

𝑜𝑢𝑡𝑝𝑢𝑡௠ ∗ (1 − 𝑜𝑢𝑡𝑝𝑢𝑡௠ ∗ ෍ 𝑊௠௞ ∗ 𝛿௠

ௗ௢௪௡௦௧௥௘௔௠

          𝑓𝑜𝑟 ℎ𝑖𝑑𝑑𝑒𝑛 𝑙𝑎𝑦𝑒𝑟 𝑛𝑜𝑑𝑒𝑠 

where ∑ 𝑊௠௞ ∗ 𝛿௠𝑑𝑜𝑤𝑛𝑠𝑡𝑟𝑒𝑎𝑚  refers to the weighted sum of error responsibilities for the nodes 

downstream from the particular hidden layer node. Further details on the mathematical derivation 

of the back-propagation procedure can be found in (Mitchell 1997: 97-103).  

After the weights have been adjusted, the described process of model building, shown in Figure 15, 

continues repeatedly until the stopping criterion is met, which could be a predefined limit on the 

number of repeats, a real-time limit to training, or the stopping criterion set by the algorithm 

(Larose et al. 2015: 349). As a rule, the model training is terminated by the algorithm if a set of 

weights has a significantly higher SSE value than the best set of weights used so far (Larose et al. 

2015: 350).  

3.5 Performance Evaluation for Predictive Models 

DM models are created to extract useful information and knowledge from data that can then be 

used for decision-making. Therefore, it is important to evaluate that the models actually represent 

the reality found in a particular training dataset and are able to predict the target variable before 

being used in the field (Larose et al. 2015: 451). When a historical dataset is given, that contains 

values for the target variable; it is usually possible to generate a model. However, not every predic-

tive model can map the reality well and predict the target variable better than the default accuracy 

rate.65 These differences between the real world and the model can be caused, among other things, 

by missing information, incorrect data, incorrect model specifications, or structural changes. Ac-

cordingly, not every dataset available for a model building has all the attributes available that affect 

the manifestation of the target variable. In addition, non-identified data quality problems or the 

choice of incorrect model parameters adversely affects the predictive accuracy of a model. In addi-

tion, structural changes that have not yet been captured in the training database can result in a bed 

model performance. Therefore, assessing the quality and effectiveness of DM models by their per-

formance is one of the most important steps in the DM process to prevent decisions on unreliable 

information and insights.  

                                                             
65  The default accuracy rate denotes the accuracy rate that would be achieved if the target class labels would be fore-

casted based on the distribution of the target classes in a historic dataset, without using a trained DM model. For 
example, if a historic dataset with 100 data records is given that has 60 records belonging to the binominal target 
class Yes and 40 records that belong to the target class No, then the default accuracy rate would be 60%. 
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The performance of classification models can be estimated by computing performance measures 

from a performance matrix, also referred to as contingency table or confusion matrix, illustrated in 

Table 11 for a two-class classification. As shown in the table, one of the two classes in the target 

variable is understood as the positive class, while the second class is the negative class. In the ex-

ample shown, the positive class for the target variable 𝑌 is 𝑦 = 1, and the negative class is 𝑦 = 0. 

The performance matrix captures the number of records in a test dataset that were correctly pre-

dicted by the classification model (Han et al. 2012: 365). Therefore, the predicted class for the tar-

get variable is compared to the real class of the target variable, to obtain the number of true-positive 

(TP) and true-negative (TN) predictions as well as false-positive (FP) and false-negative (FN) pre-

dictions. The number can then be used to generate measurements that indicate the predictive ac-

curacy of the models (Han et al. 2012: 365).  

Table 11. Confusion matrix for a two-class classification problem. 

  Actual class 
  True(y=1) True(y=0) 

Predicted 
class 

Pred(y=1) TP (true positives) FP (false positives) 

Pred(y=0) FN (false negatives) TN (true negative) 

 

To generate the confusion matrix, the historical dataset that contains values for the target variable, 

is normally divided into two subsets. This division can be done by randomly separating the data 

examples. The holdout validation method uses one of the two subsets for training and the other for 

validation (Larose et al. 2015: 161). The training portion of the dataset should be as large as possi-

ble to create a well-trained model. A second method of partitioning a dataset for validation is the 

cross-validation method used in this study. Cross-validation splits the training dataset into roughly 

equal k subsets (Larose et al. 2015: 161). The training and validation of the model are then per-

formed k times so that each k subset is used once as a test set, while the remaining subsets are used 

to train the model. Compared to the holdout method, cross-validation ensures that each sample is 

included in model training, which allows the model to be trained on all available data records in 

the historical dataset (Larose et al. 2015: 161). Accordingly, no data records are ‘lost’ during testing.  

The metrics extracted from the generated confusion matrix and used in this study are accuracy,66 

the error rate, the class recall, the class precision, and the F-score. The accuracy of a classification 

model indicates the proportion of correct classifications made by the model, which is calculated as 

follows (Larose et al. 2015: 456): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑁
 

                                                             
66  In this study, accuracy is understood as the overall recognition rate that reflects how well the classification model 

recognized the data records belonging to the various target variable classes (Han et al. 2012: 366). 
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where 𝑁 is the total number of data records used for the model testing, which can be calculated as 

𝑁 = 𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁. In comparison, the error rate measures the proportion of incorrect clas-

sifications (Larose et al. 2015: 456): 

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 = 1 − 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝐹𝑃 + 𝐹𝑁

𝑁
 

These two measures should always be examined with respect to class recall and the class precision, 

since accuracy may be high and the error rate low even if a classification model can predict well 

only one of the classes of the target variable (Han et al. 2012: 367). This may be the case, for exam-

ple, if the balance between the target classes in the training dataset is distorted. The class recall 

specifies the proportion of data records that have been correctly identified as belonging to a par-

ticular target class. Accordingly, the proportion of correctly classified data records belonging to the 

positive class of the target variable is estimated as follows (Larose et al. 2015: 457):  

𝐶𝑙𝑎𝑠𝑠 𝑟𝑒𝑐𝑎𝑙𝑙(𝑦 = 1) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

The proportion of data records in the test dataset correctly classified as belonging to the negative 

class can be estimated by: 

𝐶𝑙𝑎𝑠𝑠 𝑟𝑒𝑐𝑎𝑙𝑙(𝑦 = 0) =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

A good classification model should have a high class recall for all target classes, but at least for the 

class that is considered more interesting. A perfect classification model would have a class recall = 

1.0 for all target classes, which means that 100% of the cases in the training dataset were correctly 

predicted by the classification model (Han et al. 2012: 368).  

The class precision measures the exactness of the model. It indicates what percentage of the data 

records in the test dataset that were predicted to belong to a particular class are actually records 

that belong to that class. The class precision for the example performance matrix in Table 11 can be 

estimated as follows (Han et al. 2012: 368):  

𝐶𝑙𝑎𝑠𝑠 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑦 = 1) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝐶𝑙𝑎𝑠𝑠 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑦 = 0) =
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 

Accordingly, the class precision specifies the likelihood that a data record in the test dataset will 

actually be part of a particular class, provided that the model has classified that record as belonging 

to that class (Larose et al. 2015: 458). 

The F-score, also known as F-measure or F-value, is an alternative to the measure of accuracy. It is 

the harmonious mean between class recall and class precision, taking the differences in the predic-
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tion of the individual classes into account (Han et al. 2012: 369). Accordingly, it may be a particu-

larly important measure to consider if the classes of the target variables are unbalanced. The meas-

ure is calculated as follows (Han et al. 2012: 369):  

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑐𝑙𝑎𝑠𝑠 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑦 = 1) ∗ 𝑐𝑙𝑎𝑠𝑠 𝑟𝑒𝑐𝑎𝑙𝑙(𝑦 = 1)

𝑐𝑙𝑎𝑠𝑠 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑦 = 1) + 𝑐𝑙𝑎𝑠𝑠 𝑟𝑒𝑐𝑎𝑙𝑙(𝑦 = 1)
 

A Receiver Operator Characteristic (ROC-curve), illustrated in Figure 16, can be used to visualizes 

the risks and benefits associated with the classification (Han et al. 2012: 374 - 377). This is illus-

trated by the representation of trade-off between the data records in a training dataset correctly 

classified to the positive class and the proportion of examples incorrectly classified as belonging to 

the positive class. If the ROC curve for a classification model is steep at the beginning and signifi-

cantly higher than the random guessing line, which means that there are many true positive pre-

dictions, the model performs well (Han et al. 2012: 376-377). This is also represented by an area 

under the curve value AUC value close to 1.0, which is the value for perfect model accuracy (Han et 

al. 2012: 377). 

AUC 

Random guessing line 

TP-Rate 

ROC-curve 

FP-Rate 

Figure 16. ROC-curve. 
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4 Decision Support for the University Management 
through Data Mining 

This chapter discusses the incentive for using a DM approach to address the challenges of German 

universities. The first section emphasizes the main motivation for the DM approach, which among 

other things is that the resource data, in particular, student and applicant data, are available to all 

German universities. By analyzing these existing resources with DM methods, universities can gain 

information that helps them master their challenges, identify their opportunities, and accomplish 

their tasks and objectives. The second section presents a framework that aims to provide a consol-

idated view of the possibilities that the DM-based analyses of student and applicant data offer for 

university management. In addition, the framework aims to identify untapped potential that could 

be used by university decision-makers. The third section draws attention to the peculiarities that 

have arisen in the different phases of the DM process in the case studies presented in Chapter 5. In 

this context, steps are introduced aimed at supporting future DM projects at German universities.  

4.1 Motivation for the Data Mining Approach 

Chapter 2 describes the environmental conditions that confront universities in Germany with a 

strong competitive situation for qualified students, lecturers, researchers, staff, and funds. It was 

found that these and the changed legal situation of the education sector influence the tasks and 

goals of the universities. Accordingly, increased administration autonomy gives universities flexi-

bility, decision-making power, and the ability to influence their strategic position. As a result, they 

can respond to the needs of their stakeholders and increase their competitiveness. Otherwise, uni-

versity management has more responsibilities, and every university must ensure that the prede-

fined government tasks are met. In order to meet these obligations and seize the opportunities of 

organizational change, a strategy is widely accepted by universities as a necessity (Berthold 2011: 

7). 

As shown in Figure 17, it is suggested that DM can assist the university management in finding 

answers to some important questions arising from the opportunities and responsibilities associ-

ated with the increased decision-making autonomy. In order to individualize their strategy, univer-

sities must adapt their course of action and orientate themselves toward individualized goals 

(Gerhard 2004: 4). It is believed that identifying students’ needs and demands can provide helpful 

guidance for the university’s strategic direction. In addition, if decisions or organizational changes 

are based on demonstrable information, the university can transparently account for its actions, 

which is necessary because they are state-supported entities (Kamm 2014: 115). 
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The above-mentioned need of universities to create an individual strategy is supported by the in-

tense, competitive environment in the education sector, as they have to distinguish themselves 

from their competitors. Figure 18 summarizes the main university-level competitive forces identi-

fied in Section 2.2.2, along with the competitive support assumed by analyzing available student 

data.  

German universities must compete with national and international universities, as well as addi-

tional educational service providers, for students who have a very strong negotiation position and 

are increasingly understanding themselves as clients of the university (Lomas 2007: 34). To make 

Figure 17. Managerial support that can be provided to universities by analyzing available data. 

• What kind of strategy should be chosen? 
• What are the goals of the strategy? 

• Why has a specific decision been made? 
• How advanced is the target achievement? 

Autonomy 

Responsibility and accountability for their  
actions Opportunity to individualize the strategy 

Figure 18. Assumed support that is provided by the analysis of student and applicant data for addressing the 
main competitive challenges of German universities. 

Additional service pro-
viders 

‘Clients’ with high  
bargaining power 

Comparability and 
rivalry 

Limited financial  
resources 

Information in student and applicant data 

Find unique selling 
points 

Provide services that 
address the demands 
and needs better than 

the competition 

Specialize and individu-
alize study programs 

and services 

Increase the attractive-
ness for cooperation 

and partnerships 

Competitive  
situation 

 Intensified competi-
tion 

 Need for universities 
to differentiate them-
selves 

 Many choices for stu-
dents 

 Students as builder 
and influencer of rep-
utation 

 Homogeneous pro-
grams 

 Rivalry for high-rank-
ing places and repu-
tation 

 Earmarked resources 
 Increased depend-

ency on third-party 
funds 



4.1   Motivation for the Data Mining Approach 

74 

things even more difficult, the universities’ programs and services often appear to be homogeneous 

and therefore interchangeable. In addition, the establishment of new study programs, as well as the 

declining birth rate, are leading to a downward trend in student numbers, which intensifies the 

rivalry between the HEIs. In addition, public universities are in a unique financial situation, char-

acterized by limited and earmarked resources as well as dependence on project-based third-party 

funding (Jaeger 2009: 45).  

With information about the real needs and demands of its students, a university can individualize 

its services, develop specializations, and establish priorities that set it apart from the competition. 

As a result, universities can develop profiles that are a demand-driven extension of their services 

(Kamm 2014: 127; Erhardt, M. et al. 2008: 21). This helps them to attract qualified researchers and 

students who support the establishment of a positive reputation, which in turn supports the attrac-

tiveness of the facility for collaborations and partnerships. Partnerships and practical recommen-

dations that consider the relevance of a research idea are often an important part applying for fund-

ing. 

Accordingly, the analysis of student and applicant data can help universities achieve their current 

tasks and objectives. It is understood that among the tasks and objectives identified in Sections 

2.2.3 and 2.2.4, in particular, these data resources can support the ones summarized in Figure 19. 

Thus, when the demands of study programs are identified, universities are supported in becoming 

service providers and improving the success of their students. This can be achieved by developing 

and providing services that are actually required by students, which in turn improve the student 

performance. In addition, predictive models can be generated that allow the forecasting of student 

dropouts and indicate intervention needs, which also has a positive impact on student success. In 

this way, dropout rates can be minimized, which is one of the mandatory government goals.  

 

Figure 19. Tasks and objectives of German universities, which are assumed to be supported by the analysis of 
student and applicant data. 
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The success rate of students can be further improved by ensuring transparency by making the re-

quirements of degree programs visible. The students include their personal interests and their abil-

ities in the decision for a study program (Horstmann & Hachmeister 2016: 4). By creating trans-

parency, the university can prevent students from applying for a program that does not live up to 

their expectations and thus from becoming dissatisfied. In addition, knowledge of the challenges of 

study programs can help the university management to ensure the quality of their education pro-

grams by further investigating and restructuring courses that are considered to be at greater risk 

of causing student dropout. Once quality issues are identified and resolved, students’ success can 

be further enhanced.  

If universities succeed in becoming service providers for their students and increasing the success 

rate of their students, the remaining scope of the university’s tasks and goals can also be positively 

influenced. Successful graduates become employees of the economy and as such transfer their 

knowledge from the university into practice, which optimally supports the success of businesses. 

Well-educated and successful graduates are therefore valuable employees for companies and re-

search institutions. They help them achieve their goals, face challenges, and ensure their success. 

These positive experiences with graduates from a particular university support the establishment 

of a good reputation, which helps to form partnerships between the university and the external 

institutions. These partnerships can be used to ensure the topicality of study programs by incorpo-

rating practical expertise into the curriculum preparation and revision, or by incorporating practi-

cal knowledge into the courses through field trips or external lectures. The positive reputation of a 

university, in turn, can increase the international visibility and reputation of a university, which 

has a positive impact on its attractiveness for national and international students and researchers. 

In addition, some of the general objectives and tasks of universities are also expected to be sup-

ported by the proposed analyses. As mentioned above, the acquisition of third-party funding may 

depend on reputation and cooperation that can be increased by using student data. In addition, 

decisions based on objective information increase transparency. 

However, university data resources do not support demand-driven decisions by themselves. They 

need to be analyzed to extract useful information. Traditional data analysis methods provide an 

overview of existing data by examining and describing the variance of each attribute. This is done 

with the support of tables and charts as well as descriptive parameters such as mean value, spread, 

or standard deviation. Crosstabs and correlation analyses provide first insights into the relation-

ships between the attributes in a dataset. Nevertheless, these methods allow only the comparison 

of two attributes simultaneously and are therefore not suitable for the recognition of complex con-

nections and patterns. Therefore, descriptive analysis is of limited use for datasets with many at-

tributes and records. 
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DM methods are able to recognize ‘knowledge’ in the form of patterns, rules, and relationships in 

datasets (Witten & Eibe 2001: 2-3). Compared to the traditional data analysis methods, DM meth-

ods can automatically examine the connection between multiple attributes, which can detect both 

suspected and unsuspected relationships (Han et al. 2012: xxi, 1-5). Accordingly, all the details 

available in a dataset can be included in the analysis at once. This allows for the creation of rules 

and models representing the relationships between all attributes in a target dataset, or the identi-

fication of factors influencing a particular target variable from a large number of attributes. In ad-

dition, these models allow the prediction of a target variable that can decisively support decision-

makers. For example, by applying classification methods to student and exam data, universities can 

create predictive models that recognize challenges in their programs and forecast student dropout, 

which allows for early intervention. 

As a result of the above discussion, this study suggests that university management can detect com-

plex patterns and relationships in their existing data resources using DM methods that cannot be 

detected with traditional data analysis methods. In addition, predictive models can be generated to 

assist the university management to predict future events and influence them according to their 

needs, thereby enabling universities to secure their position in a more competitive environment. 

4.2 Overview of the Support DM can Provide to the University 
Management 

From the previous discussion of potentials, the analysis of student and applicant data resources 

can provide to the university management a framework was constructed, which is presented in 

Figure 20. It aims to present an overview of the possibilities that two specific DM projects represent 

for university management. The selected issues are the prediction and study of student dropouts 

and the prediction of applicants’ enrollment. It has been decided to focus on these two DM issues 

as it is assumed that their results have a long reach within the university and because each univer-

sity in Germany has access to the relevant data resources.  

The student-related data resources in Germany usually consist of demographic data and infor-

mation about the previous education of the student. This information has to be collected by all uni-

versities because they are obligated to transfer certain information to the government for statistical 

purposes (BMJV 1990). The data resource may also be extended to include information about the 

study career of the student. Moreover, the status of a student in the study program is included, 

which indicates whether he or she has completed the program successfully. As illustrated in the 

framework, dropout analysis is expected to be able to identify a student’s failure or transfer, stu-

dent needs, and the demands and needs of study programs. When courses are identified that ap-

pear to increase the likelihood of dropping out, they can be further investigated to identify and 

remedy quality issues. In addition, support measures can be derived to help the students master 
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the challenges and successfully complete their studies. These support measures can be services, 

such as tutorials or summer schools, which are available exclusively to the students of the univer-

sity or even mandatory for the students with difficulties. In addition, the provision of individualized 

student support can additionally be a service that allows the university to set itself apart from the 

competition. Furthermore, by knowing their students’ difficulties and setting up countermeasures, 

university management can increase the students’ success rate, which can have a positive impact 

on the university’s reputation.  

Available applicant-related data resources typically consist of demographic data, information 

about previous education as well as information about the enrollment status. By analyzing this data, 

it is assumed that the characteristics of the applicants can be identified which on the one hand sup-

port the enrollment at the beginning of the semester positively and on the other hand negatively 

influence the likelihood of enrollment. In addition, enrollment numbers can be predicted that ide-

ally help avoid overbooking and support demand-oriented resource planning. Furthermore, the 

knowledge and connections in the model can be used to get to know the applicants of the university 

better. It is believed that the generated information indicates potential for optimizing the decision-

making process in order to attract enough and successful applicants to the university in general 

and to each study program in particular. Accordingly, it is assumed that the enrollment forecast 

models directly assist in optimizing the enrollment process and the resource usage. 

data 

cant 

Appli- 

→ Use the opportunities of au-
tonomy 

→ Develop an individual strat-
egy 

→ Create an individual profile  
→ Establish a positive reputa-

tion 
→ Improve transparency and 

accountability 
→ Support internationalization 
→ Strengthen and increase 

knowledge transfer and 
partnerships 

→ Increase the attractiveness 
for third-party funds 

Direct management 
support 
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EDM projects 
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Generated  
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study programs 
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 Optimize resource usage 

Supported management 
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 Develop needed services 
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 Enhance and secure the 

quality of study programs 

Figure 20. Framework that combines the results of EDM projects with the management support they provide, 
focused on dropout analysis and enrollment forecast. 
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The indirect management support that can be achieved through the options described above is 

manifold. As mentioned in the previous section of this chapter, the knowledge generated can help 

university management to individualize their strategy and to exploit the possibilities of autonomy. 

Accordingly, uniqueness can be created that can secure the position of a university in today’s com-

petitive environment. If this individualization can be justified by insights, the university manage-

ment can substantiate its actions, which in turn increases transparency. In addition, when defining 

goals on the basis of facts, the university administrators can monitor the achievement and com-

municate this to its stakeholders.  

As discussed in Section 4.1, new services and on-demand student support can help universities 

increase their students’ success, which can positively impact the university’s reputation. This can 

help the university build national and international partnerships with research institutes and com-

panies. In these partnerships, universities can intensify the transfer of knowledge through joint 

projects and cooperation. This transfer is particularly useful for universities of applied sciences 

because they have a practical orientation in their degree programs and their research. A regular 

exchange with the economy helps the university management to stay up-to-date and provide ser-

vices and study programs that are current and needed. As a result, students are trained in careers 

desired by the business community to ensure their employment after the successful completion of 

the program. This, again, can have a positive impact on the university’s reputation, which in turn 

increases the universities’ ability to raise additional funding, and further enhance the national and 

international visibility and long-term success of the institution in an intense, competitive environ-

ment.  

4.3 DM Process for Analyzing Data from German Universities 

Before the case studies in Chapter 5 are carried out, the specific features of DM projects in the Ger-

man university environment are discussed. This is done based on the phases of the CRISP-DM de-

scribed in Section 3.1. The identified specifics are based on the experiences made during this re-

search. Accordingly, there is no claim to a comprehensive picture for all DM projects and German 

universities.  

In the first phase of CRISP-DM, Business Understanding, the planned DM project gets its direction. 

Therefore, the information needs of the management, which motivate the use of DM methods, must 

be identified to formulate the business objective. In companies, a DM project is usually initiated by 

decision-makers who seek improvement and expect this to be achieved with additional information 

and, consequently, data. From an external perspective, the need for universities to gain and use 

additional information is clearly recognized by this research, but for most of the university depart-

ments, the analysis of data for decision support is not yet commonplace. Therefore, a challenge for 

the implementation of a DM project at a German university is recognized, which is to convince the 
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decision-makers of their information needs, which can be addressed with DM methods. In addition, 

the organizational structure of universities may make it difficult for individuals or individual de-

partments to introduce change, as they often need the support of a committee before any real action 

can be taken. Therefore, it may be necessary to convince a wide range of actors of the need and 

benefit of the DM project.  

Once a realistic business goal has been formulated, such as lowering the student dropout rate by 

20%, the DM goal must be deduced. At this stage, DM know-how is required to identify the DM 

methods that can support the achievement of the identified goal. Although universities are places 

of progress where new techniques and methods are tested and developed, using these develop-

ments to support the institution is not commonplace. As a result, the required know-how for DM in 

the governing bodies of German universities is probably sparse, especially at a time when all kinds 

of institutions around the world are looking for well-trained data analysts (Davenport & Patil 2012; 

Shum et al. 2013). Therefore, formulating a realistic DM objective is another challenge for univer-

sities in the Business Understanding CRISP-DM phase.  

In the second phase of the CRISP-DM, Data Understanding, several particularities have been no-

ticed, starting with accessing the data resources. In order to access the data, several actors must be 

involved and convinced. It is, therefore, proposed to develop and provide a detailed and under-

standable strategy to describe the planned DM project, including data security compliance 

measures. Once access to the data has been granted, the next hurdle is to understand the structure 

of the available database or databases. Without the support of the department responsible, this can 

be a time-consuming or even impossible process. Accordingly, it is very important that the daily 

users of the data and the benefiters of the DM project recognize the benefits and support that the 

project brings. This also applies to the understanding of the available data, as educational infor-

mation such as course and module names are often encrypted (Prakash et al. 2014; Chau & Phung 

2012). In addition, data quality issues have been identified, such as course and module codes not 

being consistent over time, e.g. they change with new study and examination regulations. Further-

more, different spellings of places or double-filled attributes were identified. This can complicate 

the generation of valid models, which in turn is aided by the fact that the amount of educational 

data is often rather low (Chau et al. 2012). In addition, the resources available are usually only part 

of the reality, and it can be difficult to obtain attributes with impact (Baker 2014; Chau et al. 2012), 

e.g. data on a student’s motivation for participating in a particular study program are typically not 

collected. 

The structure of university databases is based on the tasks that have to be fulfilled, e.g. update the 

student status, change address information, or update course grades. It was found that the retrieval 

and further use of the data for the analyses were not yet targeted, which entailed various data prep-

aration steps before the data can be analyzed descriptively. For example, the dataset retrieved from 
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the student data management system of the case university contained most student records count-

less times because each exam could only be displayed on a separate line. Therefore, each exam and 

the related exam information had to be converted to a separate column so that each student would 

only be represented by one record in the dataset. In addition, peculiarities in the structure of cer-

tain attributes must be addressed. For example, there are many attributes available that represent 

exams, and because not every student attends each exam, the dataset contains an enormous num-

ber of missing values. The described missing values for the exam results, however, are not classic 

missing values due to missing information or data entry errors. The information may be missing 

for several reasons, e.g. the student did not attend the course, the student did not take the exam, or 

the student dropped out before the course takes place according to the curriculum.  

The third CRISP-DM step, Data Preparation, processes the raw data for the analysis. As mentioned 

above, the preparation steps had to be done before the Data Understanding phase can be completed. 

This may include the anonymization of the data, especially if personal data are being processed. 

The anonymization of student data requires the generation of a new personal ID. As a rule, the 

students already have an individual ID assigned to them at the beginning of their studies, but based 

on this ‘matriculation number’, the person that it represents can be easily identified. To avoid this, 

a new ID was created. In addition, unique personal data such as the date of birth or the home ad-

dress must be anonymized, which may include the generation of new attributes. Beyond this, if 

possible, the creation of new attributes is generally recommended because the data available at 

German universities is not extensive. The additional attributes that may be of interest to the deci-

sion-makers and for the analysis should be identified together with the department responsible. 

For the following case studies, for example, the new attribute TimeHEEQDegree-Application was 

considered relevant, which can be extracted from the date of the Higher Education Entrance Qual-

ification (HEEQ) and the date of the enrollment at the case university. In addition, existing data 

quality issues have to be addressed, caused mainly due to errors in data entry, such as different 

spellings of city names or duplication of information in one cell. 

No specifics were encountered in the remaining CRISP-DM phases Modeling, Evaluation, and De-

ployment. It has rather been shown that common DM methods can be applied. However, it cannot 

be ruled out that certain DM methods perform better than others for certain EDM challenges, but 

this has not been the focus of this research.  

To help the establishment of EDM projects across German universities, the following DM process 

steps are proposed, which were drawn from the experience of this study. 

1. Convince the relevant department, decision-makers, and users: In this step, the motivation 

and willingness of the decision-makers to participate in the planned DM project should be 

aroused. The planned DM project should be discussed and presented to the direct benefiters 
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of the analysis results, e.g. the studies and examination office. It can be helpful to present best 

practices to make the project tangible.  

2. Establish a business objective: Once the decision-makers are convinced, a business goal 

should be jointly identified and formulated. Ideally, the identified goal should be achievable 

with the available data resources in a relatively short time and with DM methods that provide 

interpretable results. This helps to ensure that the department receives understandable re-

sults within a reasonable period of time, which should positively influence their willingness 

to participate in further DM projects. 

3. Define the DM goal and an analysis plan: It is suggested that this step is already considered 

in the previous one, at least if first experiences with DM are gained since the aim is then to 

run a successful DM project to increase the willingness throughout the university for further 

projects. Nevertheless, this step should ensure again that a clear DM goal is formulated and 

that an understandable analysis plan is developed. 

4. Examine the available data resources: In this step, it is especially necessary that the respon-

sible department supports the DM project. As mentioned earlier, the data available from ed-

ucational institutions are usually encrypted and require the expertise of the department to 

be properly understood. In addition, it is possible for data to be stored in multiple databases, 

and it may not be clear where the data are best retrieved or how it should be combined. In 

addition, it is essential to engage with the topic of data security and to discuss how all parties 

involved can ensure the responsible handling of the data. This includes the anonymization of 

personal data and the assurance that the data are only stored in secure places.  

5. Recognize and handle data quality issues: The presented study identified data quality issues, 

in particular those related to data entry errors, such as the different spelling of city names. 

The remedy of those is time-consuming and a permanent solution should be found to avoid 

such problems in the future. In addition, it is suggested that all data preparation steps per-

formed be properly recorded as they must be redone in order to apply and further evolve the 

DM models.  

6. Create comprehensible models and evaluate: It is suggested that the first DM project con-

ducted aims to create interpretable models that can be comprehended by the decision-mak-

ers. This includes considering the use of a DM tool that can also be understood and handled 

by the departments. In addition, it should be ensured that the models are properly evaluated 

prior to interpretation. The DM analyst should first explain both, the evaluation and the in-

terpretation. It has been found that offering first interpretations and conclusions to the deci-

sion-makers ensures that they understand the outcome correctly, which helps them to make 

their own interpretations.  
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7. Plan the implementation and further development of the models: This step must be done 

together with the university departments. It may be worth discussing whether additional in-

formation is available or can be collected. In addition, decision-makers should be informed 

about the functioning of the models and equipped with a tool and the knowledge that enables 

the application. In addition, a plan should be drawn up as to when and how the models can 

be improved and evaluated in the future.  

8. Keep in mind that the analysis results are only as good as the willingness of the decision-

makers to use them: Therefore, it should be ensured that the responsible decision-makers 

are informed about the DM project and its current status in a contemporary manner. In ad-

dition, their opinions and suggestions should be regularly included as only they can ulti-

mately turn the results of the DM project into benefits and support a thorough implementa-

tion of EDM.  
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5 Case Studies 

This chapter analyzes existing applicant and student data of a case university of applied sciences 

with the DM methods described in Chapter 3 to examine whether the management support pro-

posed in Chapter 4 can actually be achieved. The case university is located in southern Germany 

and currently has around 4000 students. The analyses are performed with RapidMiner, a software 

platform that combines data preparation, descriptive analysis, predictive analysis, and predictive 

modeling (RapidMiner 2019). In the user interface of the program, the analysis is created with op-

erators connected to a workflow. The operators each have a specific predefined task that allows 

comparatively straightforward modeling. In addition, the workflows and analyses can be shared 

with other RapidMiner users who only need to adapt the modeling steps to their specific data re-

sources. The analysis processes used below can therefore be downloaded to give the target group 

universities the ability to implement the analysis steps and to advance and use these steps to make 

the most of their own data resources (see Appendix D). 

5.1 Enrollment Forecast 

A big challenge for universities which significantly impacts their success and their reputation is the 

overbooking or underbooking of study programs. Overbooking is a phenomenon that occurs when 

more units with limited capacity are sold than are actually available (Zenkert 2017). This phenom-

enon can be observed daily in the aviation or hotel industry, where overbooking is done to avoid 

loss of revenue due to customers’ no-show (Hueglin & Vannotti 2009; Klindokmai et al. 2014). 

Without the sale of more flights or hotel beds than available, any cancellation would result in an 

empty seat or empty room and consequently a loss of income (Zenkert 2017; Phumchusri & 

Meneesophon 2014). However, when capacity is overbooked and every booking appears, there are 

additional costs, as customers have to be provided with lucrative alternatives to the reservation. 

Nevertheless, if a customer does not receive the booked service, dissatisfaction is high, most likely 

resulting in poor ratings and low appreciation for the institution. 

Universities in Germany are facing a similar problem. They have a certain number of study places 

available in each program, which must be optimally utilized. As a rule, a potential student in Ger-

many applies for more than one program and several universities to get a good selection of study 

offers. From these offers, the applicant chooses only one at the beginning of the semester. There-

fore, only a relatively small number of applicants for a degree program are ready to begin the pro-

gram once accepted. The degree programs in Germany can be divided into open-admissions and 

admissions-restricted programs, all of which have a limited number of study places. For admis-

sions-restricted degree programs, this fixed number of study places is mandatory, while for open-

admissions programs, the number can be understood as an ideal value or guideline. Accordingly, 
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individuals who apply to an open-admission degree program within the application deadline and, 

if applicable, meet all the defined requirements for the program (e.g. internship, minimum HEEQ 

grade) have to be admitted. If the study program is admission-restricted, the applicants with valid 

applications will be classified according to predefined criteria (e.g. HEEQ grade, number of waiting 

semesters). If an applicant has a higher-ranking place than available places, he or she receives an 

admission offer. If an applicant fulfills all the mandatory requirements for the program but does 

not have a high-ranking place, he or she may take a place if one of the candidates higher up the 

ranking list does not accept the admission offer.  

In the conventional sense, overbooking does not take place for open-admissions programs because 

the pre-defined study place capacities are officially only an ideal value. Nevertheless, if this plan 

value is significantly over-utilized, the university faces the same challenges as if admissions-re-

stricted programs are overbooked. Consequently, if significantly more applicants enroll to a pro-

gram with open-admission than the ideal value of available study places, the capacities are over-

loaded as well, which is also referred to as overbooking in the following. 

As universities in Germany receive part of their government funding for the number of students in 

the first semester, capacity utilization is very important. Accordingly, unless all available study 

places are filled, existing resources – human resources, assets, equipment – will not be fully utilized; 

however, they must still be available and subsidized. As a result, study places in Germany are usu-

ally overbooked, in order to have enough applicants who enroll at the beginning of the semester. 

Conversely, overbooking capacity leads to congested resources, crowded lecture halls, overbur-

dened faculty, and over-utilized supplementary services. Such a situation is visible to students and 

staff and will most likely lead to dissatisfaction on both sides. 

Estimating the exact number of applicants enrolling in a program is largely based in practice on the 

experience of professionals in the admissions department; it is therefore often instinctive and 

based on the experiences of past semesters. Although experience is a very valuable asset in the 

decision-making process, overbooked study programs are not uncommon. Consequently, universi-

ties should use all available resources to support their decision-making processes. During the ap-

plication process, each university collects data about the applicants, their education and career. DM 

provides a way for universities to extract information from these existing data resources and create 

models that help predict applicants’ enrollment or no-show. It is believed that these predictive 

models and the information they contain objectively support the enrollment process and positively 

impact the long-term success and existence of a university. 
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 Introduction of the data resources 

To forecast the no-show of applicants two datasets were collected in the application period of the 

last two semesters – the summer semester SS2018 dataset and the winter semester WS2018/2019 

dataset, both of which cover the applications to six Bachelor programs offered each semester. These 

two datasets have been grouped together in the Applications2018 dataset. This grouping was done 

to include the possible structural difference between the two application periods in the model gen-

eration and to have a sufficient number of data examples. For that reason, models were created that 

are applicable to all Bachelor programs at the same time. As soon as more data examples are col-

lected in the upcoming application periods, it may be worthwhile to generate predictive models 

separately for each Bachelor program.  

The attributes available in the Applications2018 dataset are described in Table 12. In addition to 

the attributes extracted directly from the case university’s application management system, new 

attributes have been generated to anonymize and compress the information. The created attributes 

are marked with the new expression.  

The target variable in the dataset is Enrollment, which indicates whether an applicant enrolled at 

the beginning of the semester Enrollment(Yes) or did not enroll Enrollment(No). The distribution of 

the examples in these two classes is shown in Figure 21. Applicants who have been excluded from 

the application process due to non-compliance with mandatory requirements or incomplete infor-

mation are presented separately – Status(Excluded). These candidates, 413 in total, are excluded 

from the subsequent analysis because they are not considered for admission to one of the study 

programs. Of the remaining 2611 examples in the dataset, 774 enrolled at the beginning of the se-

mester, and 1837 did not enroll. Accordingly, the case university had an enrollment rate of 29.6% 

in 2018. 
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Figure 21. Distribution of applicants in the categories Enrollment(Yes), Enrollment(No) and Status(Excluded). 
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Table 12. Description of the applicant attributes in the available dataset. 

 Attribute Description Values 

D
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Gender The gender of the applicant. male, female  

Age (new) 
The age of the applicant at the time 
of application. 

Age in years 

PlaceofBirth 
The name of the applicant’s place of 
birth at the time of application, de-
rived from the date of birth. 

Name of the city 

Distance_PlaceofBirth 
(new) 

The distance of the applicant’s 
birthplace from the location of the 
case university. This is the com-
pacted version of the attribute 
PlaceofBirth. 

Radius100 (< 100km), 
Radius200 (100km < Radius200 ≤ 200km), 
Radius300 (200km < Radius300 ≤ 300km), 
Radius400 (300km < Radius400 ≤ 400km), 
Radius500 (400km < Radius500 ≤ 500km), 
Over500 (> 500km), 
Abroad 

BirthCountry The name of the country where the 
applicant has been born. 

Country name 

Nationality The nationality of the applicant. German, Foreign 

Residence 
The name of the place of residence 
at the time of application. 

Name of a German town or city, else For-
eign 

Distance_Residence 
(new) 

The distance of the place of resi-
dence from the university location. 

See attribute Distance_PlaceofBirth 

TownSize_Residence 
(new) 

The size of the town or city where 
the applicant lives at the time of ap-
plication. 

Community = below 5.000 inhabitants, 
SmallTown = between 5.000 and 20.000 
inhabitants, 
Town = between 20.000 and 50.000 inhab-
itants, 
BigTown = between 50.000 and 100.000 
inhabitants, 
City= between 100.000 and 500.000 in-
habitants, 
BigCity = above 500.000 inhabitants, 
Foreign = Place of residence is not in Ger-
many 

 

P
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s 
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u
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HEEQDegree 

The type of Higher Education En-
trance qualification (HEEQ) of the 
applicant. 

AHR = ‘traditional’ university entrance de-
gree, 
FHR = university of applied sciences en-
trance degree, 
fgHR = subject-specific entrance degree, 
Abroad = foreign entrance degree 

HEEQDistrict 
The district or country where the 
HEEQ was earned. 

Name of the city, district or country 

Distance_HEEQDis-
trict (new) 

The distance of the HEEQ district 
from the university. 

See attribute Distance_PlaceofBirth 

HEEQCountry 
This attribute defines whether the 
HEEQ degree has been obtained in 
Germany or abroad. 

German, Abroad 

HEEQGrade The grade of the HEEQ degree. 1.0 (best grade) – 4.0 (least passing grade) 

HEEQGradeComp 
(new) 

The compact version of the attrib-
ute HEEQGrade. 

very good = 1.0 – 1.5, 
good = 1.6 – 2.5, 
satisfactory = 2.6 – 3.5, 
sufficient = 3.6 – 4.0 

TimeHEEQDegree-
Application 
(new) 

The time between the successful 
completion of the HEEQ and the ap-
plication at the case university. 

< 6 Months, between 6-12 Months, between 
13-18 Months, between 19-24 Months, 2-3 
Years, 3-4 Years, 4-5 Years, 5-6 Years, 
> 6 Years 

PreviousSemesters 
The number of semesters in which 
the applicant has already been en-
rolled in.  

0 to max 

FirstSemester 
(new) 

This attribute indicates if the stu-
dent starts the university career at 
the case university or has been en-
rolled previously.  

Yes = Student has not been enrolled in pre-
vious study programs, 
No = Student has been enrolled previously 
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 Attribute Description Values 

Apprenticeship 

This attribute defines whether the 
applicant has completed an appren-
ticeship at the time of application. 

Yes = student has completed an appren-
ticeship, 
No = student has not completed an ap-
prenticeship 
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Priority 
The priority of the application for a 
particular study program at the 
case university. 

1 – 6, with 1 being the highest priority, and 
6 being the lowest priority 

MultipleAppli 
(new) 

This attribute indicates whether the 
applicant has applied to more than 
one study program at the case uni-
versity. 

Yes = the applicant applied to more than 
one program, 
No = the applicant applied only to one pro-
gram 

AppliNumber 
This attribute indicates how many 
programs the applicant applied for 
at the case university. 

1 – 6, with 1 representing a single applica-
tion 

Status_SevenWeeks 
 
Status_FiveWeeks 
 
Status_ThreeWeeks 
 
Status_OneWeek 
 

The Status attribute has been col-
lected seven weeks, five weeks, 
three weeks and one week prior to 
the application deadline and 
changes according to the status of 
the applicant at any time in the col-
lection. If an applicant has not yet 
applied to the case university at the 
time of data collection and there-
fore has no Status, he or she will be 
given the status NotApplied.  

Received = The online application has been 
received, but the obligatory printed appli-
cation has not yet been received. 
Valid = All documents have been received 
and will now be verified as required. 
Excluded = The applicant was excluded be-
cause he/she did not fulfill the formal re-
quirements. 
Admission = The applicant received a study 
place offer.  
Later = The applicant does not meet all the 
mandatory requirements but may be of-
fered a place if there are still places availa-
ble or the required documents are submit-
ted. 
OfferRejected = The applicant has rejected 
the admission offer. 
EnrollmentRequested = The applicant ac-
cepted the admission offer and applied for 
enrollment at the beginning of the semes-
ter. 
NotApplied = The applicant has not yet 
submitted his/her application at the time 
the data was retrieved. Applicants marked 
with this status are currently not repre-
sented in the dataset. 

Enrollment  
(new) 

This attribute was collected at the 
beginning of the semester, as soon 
as it is clear that an applicant 
started as a new student.  

Yes = Applicant is enrolled and became a 
new student. 
No = Applicant has not enrolled at the case 
university. 

 

The attribute Status has been determined four times throughout the application process and there-

fore consists of 4 individual attributes – Status(SevenWeeks), Status(FiveWeeks), Sta-

tus(ThreeWeeks), and Status(OneWeek). As a rule, the application process takes place in several 

steps. First, an applicant sends an online application and therefore receives the status Received. 

After submitting the required printed application, the submitted documents will be examined and, 

if applicable, declared Valid. If the admission requirements are not fulfilled, the applicant is Ex-

cluded. If the applicant is considered for a later approval because of missing documents that can be 

submitted later in the application process, the status changes to Later. Once a valid application has 

been submitted and the documents are thoroughly examined, the applicant receives an admission 

offer, which is represented by the status Admission. The applicant can then actively accepted the 
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admission offer, which is marked with the status EnrollmentRequested, or the offer can be rejected, 

which is marked with the status OfferRejected. 

The Status attribute has been collected in a two-week period and tracks the progress of the appli-

cation, from submission to enrollment request. Table 13 shows the distribution of the data records 

over the four Status attributes. Therefore, the majority of the applicants have not yet applied67 until 

seven weeks prior to the admission deadline – Status_SevenWeeks. This changes the closer the ap-

plication deadline comes, and almost all the applications have been received one week before the 

admission closes. Only 47 individuals seem to have not yet applied, which can only be assumed 

because the information in question is missing in the dataset. For the remaining examples, more 

than 50% of all the applicants received an admission offer one week prior to the application dead-

line, and of those 470 have already requested the enrollment. Of these 470 applicants, 434 were 

enrolled, which corresponds to a 92.3% enrollment rate. Of the applicants with the Status_One-

Week(Admission), only 253 were enrolled, that is 24.2%. As already mentioned, 413 applicants 

were excluded by the study and examination office, which is why they were excluded from the fol-

lowing analysis as well because they are not considered as valid. 

Table 13. Distribution of the four Status attributes. 

Status 
SevenWeeks FiveWeeks ThreeWeeks OneWeek 

Number % Number % Number % Number % 
Received 558 18.5% 509 16.8% 780 25.8% 533 17.6% 
NotApplied 1828 60.4% 1358 44.9% 842 27.8%     
Valid 475 15.7% 285 9.4% 405 13.4% 15 0.5% 
Admission 16 0.5% 440 14.6% 289 9.6% 1045 34.6% 
Later 100 3.3% 74 2.4% 79 2.6% 421 13.9% 
OfferRejected     17 0.6% 68 2.2% 80 2.6% 
EnrollmentRequested     188 6.2% 261 8.6% 470 15.5% 
Excluded     106 3.5% 253 8.4% 413 13.7% 
Missing 47 1.6% 47 1.6% 47 1.6% 47 1.6% 
Total 3024 100.0% 3024 100.0% 3024 100.0% 3024 100.0% 

 

The dataset contains the application data of six Bachelor programs, which are Business Administra-

tion (BA), Business Administration in Health (BAH), Information Management (IM), Information 

Management Automotive (IMA), Industrial Engineering (IE), and Industrial Engineering in Logis-

tics (IEL). The distribution of the applicants into the individual study programs is shown in Table 

14. This table presents the number of applicants who enroll and the number of non-enrolled appli-

cants to indicate the enrollment rate.68 The BA program receives the majority of valid applications, 

with 37.3% of the total applicants applying for this program. The second most popular program is 

                                                             
67  The status NotApplied has been concluded at the beginning of the semester because there have not been any records 

of the new student at any time of data collection. 
68  𝐸𝑛𝑟𝑜𝑙𝑙𝑚𝑒𝑛𝑡 𝑟𝑎𝑡𝑒 =  ቀ

௔௠௢௨௡௧ ௢௙ ௡௘௪ ௦௧௨ௗ௘௡௧௦

௧௢௧௔௟ ௔௠௢௨௡௧ ௢௙ ௩௔௟௜ௗ ௔௣௣௟௜௖௔௡௧௦ ௙௢௥ ௧௛௘ ௣௥௢௚௥௔௠
ቁ ∗ 100. 
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BAH, which received 17.3% of the valid applications. The IMA and IEL programs have the least 

number of applications.  

Table 14. Distribution of the applications between the investigated study programs. 

Study Program 
Valid applications in 

2018 
Enrollment(Yes) Enrollment(No) Enrollment rate 

BA 973 37.3% 241 732 24.8% 
BAH 451 17.3% 133 318 29.5% 
IE 446 17.1% 101 345 22.6% 
IEL 162 6.2% 60 102 37.0% 
IM 417 16.0% 182 235 43.6% 
IMA 162 6.2% 57 105 35.2% 
Total 2611 100.0% 774 1837 29.6% 

 

The BA study program also has the most enrollments. However, compared to the total number of 

valid applications for this program, these 241 students only account for 24.8% of the applicants. In 

contrast, the program IM has an enrollment rate of 43.6%, and the IEL program of 37.0%. It appears 

that a large number of applicants are consciously opting for these study programs, which could also 

suggest that these programs have unique features that set them apart from the programs of com-

peting universities. The IE course has the lowest enrollment rate at just 22.6%. This is an admis-

sion-restricted program and therefore only so many applicants can be admitted as available study 

places, which could explain the low enrollment rate. Nevertheless, the BA program with an enroll-

ment rate of only 24.8% is not an admission-restricted program. However, the subject is offered by 

many competing universities. Accordingly, applicants interested in studying business administra-

tion have a wide choice. In order to increase the rate of enrollment, the case universities BA pro-

gram could benefit from identifying or establishing unique features that make it more attractive 

than competitor programs.  

The attribute MultipleAppli registers those applicants who have applied for more than one program 

at the case university. A total of 563 individuals, that is 21.6% of the valid applications, applied for 

more than one program and 214 of those enrolled at the beginning of the semester. This is an en-

rollment rate of almost 38.0%. In addition, the percentage distribution of the attribute shown in 

Figure 22 indicates that 27.6% of the applicants who enrolled at the beginning of the semester had 

19,20%

27,60%

21,60%

80,80%

72,40%

78,40%

Enrollment(No)

Enrollment(Yes)

Valid applications

MultipleAppli(Yes) MultipleAppli(No)

Figure 22. Distribution of the attribute MultipleAppli. 
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applied multiple times to the case university, while only 19.2% of the applicants who did not enroll 

had applied multiple times. Consequently, it seems that those applicants who have submitted mul-

tiple applications are more willing to enroll at the beginning of the semester. This leaves room for 

the assumption that they prefer the location of their study place to the content of the study pro-

gram.  

The AppliNumber attribute is the basis of the MultipleAppli consolidated attribute and reflects the 

number of applications submitted by each applicant. The distribution in the attribute given in Table 

15 shows that 78.4% of those who submitted a valid application applied only to one program, 

15.6% applied for two, and 4.3% applied for three programs. Accordingly, only 1.6% of the exam-

ples in the dataset applied to more than three programs. However, the enrollment rate increases 

with the number of applications an individual submits to the case university. Accordingly, of the 

records in the dataset applying for more than 3 programs, 57.1%69 enroll at the beginning of the 

semester, while only 29.2%70 of the applicants with 1 to 3 applications enroll. Consequently, in 

particular, applicants who submit several applications to the case university seem to make their 

study choice dependent on the university and not on the content of the program.  

Table 15. Distribution of the AppliNumber attribute. 

AppliNumber Valid applications in 
2018 

Enrollment(Yes) Enrollment(No) Enrollment rate 

1 2048 78.4% 562 1486 27.4% 
2 408 15.6% 146 262 35.8% 
3 113 4.3% 42 71 37.2% 
4 29 1.1% 14 15 48.3% 
5 11 0.4% 8 3 72.7% 
6 2 0.1% 2   100.0% 

Total 2611 100.0% 774 1837 29.6% 
 

The priority an applicant has for a given study program at the case university is specified in the 

Priority attribute. If the applicant is applying for only one program, this attribute is generated au-

tomatically and has the distinction 1. If any person applies for more than one program, they must 

mark the applications according to their preferences. The courses are marked in descending order, 

starting from 1, which is the highest priority. To create a consistent database in which each appli-

cant is represented only once, for individuals with multiple valid applications, the individual record 

that remains in the dataset is randomly selected. If the applicant with multiple applications enrolled 

at the beginning of the semester, this data record has been stored in the dataset. Therefore, the 

distribution in the Priority attribute is only relevant for the applicants who enroll, also referred to 

as new students. This distribution is shown in Table 16.  

                                                             
69  24 out of 42 individuals that submitted between 4 and 6 applications. 
70  750 individuals of the 2569 that submitted between 1 and 3 applications. 
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Table 16. Distribution of the new students in the attribute Priority. 

Priority Number Fraction 

1 661 85.4% 
2 53 6.8% 
3 10 1.3% 

4 - 6 3 0.4% 
Missing 47 6.1% 
Total 774 100% 

 

Accordingly, 85.4% of the new students enrolled in a program for which they have applied for with 

a Priority(1), 6.8% for a program with the Priority(2), and 1.3% for a program they applied for at 

the Priority(3). Therefore, most of the applicants who enrolled at the beginning of the semester 

received an admission offer for the program of their first choice.  

Table 17 shows the descriptive analysis of the attributes Age, HEEQGrade, and PreviousSemesters. 

The Age attribute and the PreviousSemesters attribute have a broad distribution, and their maxi-

mum value is high on average. However, only a 3.4% portion of applicants is older than 26 years 

(88 examples)71 and 2% (52 examples) have more than 8 semesters of previous study experience.72 

Nevertheless, these examples are legitimate data points and are included in the analysis. The com-

parison of the attributes between the two target classes shows that the applicants enrolling at the 

beginning of the semester are with an average age of 21 years, slightly older than those who decide 

against the case university. The average HEEQ grade of 2.8 and the average study experience of 1.1 

semester differ only minimally in the two target groups as well. It is therefore assumed that none 

of the three attributes has an impact on the likelihood of an applicant enrolling. 

Table 17. Descriptive analysis results of the Age, HEEQGrade and PreviousSemesters attributes. 

Attribute 
Valid applications in 2018 Enrollment(Yes) Enrollment(No) 

Mini-
mum 

Maxi-
mum 

Aver-
age 

Devia-
tion 

Mini-
mum 

Maxi-
mum 

Aver-
age 

Devia-
tion 

Mini-
mum 

Maxi-
mum 

Aver-
age 

Devia-
tion 

Age 17.0 49.0 20.9 2.6 17.0 38.0 21.0 2.7 17.0 49.0 20.8 2.6 

HEEQGrade 1.0 4.0 2.8 0.6 1.0 3.9 2.8 0.5 1.0 4.0 2.8 0.6 
Previous 
Semesters 0.0 24.0 1.1 2.4 0.0 17.0 1.2 2.3 0.0 24.0 1.1 2.4 

 

The information whether a student has previous study experience is summarized in the FirstSemes-

ter attribute, which indicates whether an applicant has – FirstSemester(No) – or has not – 

FirstSemester(Yes) – previous study experience at that or any other university. The results of the 

descriptive analysis are shown in Figure 23 and indicate that the portion of individuals with previ-

ous study experience is higher for new students than for those who are not enrolled. Accordingly, 

32.6% of the new students have experience of studying, while only 28.0% of those who have not 

                                                             
71  Two standard deviations larger than the mean. 
72  Three standard deviations larger than the mean. 
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enrolled have previous study experience. This is also reflected in the enrollment rate, which is 

28.3%73 for those without study experience and 32.9%74 for those with study experience. Conse-

quently, it seems that the study experience at this or any other university slightly increases the 

likelihood of enrollment. 

Table 18 evaluates the distribution of the Gender attribute. The portion of female and male appli-

cants in the valid applications is almost balanced, which can also be noticed for the enrollment rate. 

Accordingly, 29.5% of the female applicants are enrolled, which represents a slightly lower enroll-

ment rate than that of the male applicants. However, it is assumed that the Gender attribute has no 

impact on the enrollment probability.  

Table 18. Distribution of the Gender attribute. 

Gender 
Valid applications in 

2018 
Enrollment(Yes) Enrollment(No) Enrollment rate 

Female 1307 50.1% 385 922 29.5% 
Male 1304 49.9% 389 915 29.8% 
Total 2611 100.0% 774 2247 25.7% 

 

The attribute Nationality is descriptively evaluated in Table 19. The distribution of the attribute 

shows that the case university has significantly more national than international applicants.  

Table 19. Distribution of the Nationality attribute. 

Nationality Valid applications in 
2018 

Enrollment(Yes) Enrollment(No) Enrollment rate 

German 2353 90.1% 704 1649 29.9% 
Foreign 258 9.9% 70 188 27.1% 
Total 2611 100.0% 774 1837 29.6% 

 

Nevertheless, the enrollment rate shows only a small difference with 27.1% of the 258 interna-

tional applicants enrolled. However, this attribute does not take into account the place of residence 

                                                             
73  Of the 1845 applicants without previous study experience 522 enrolled. 
74  Of the 766 applicants with previous study experience, 252 are enrolled. 
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Figure 23. Distribution of the FirstSemester attribute. 
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at the time of application, and applicants with a foreign nationality may already live in Germany. 

This assumption is supported by the fact that the applications in the dataset are intended for pro-

grams that are mainly taught in German. 

The deviation of the BirthCountry attribute illustrated in Table 20 shows that 92.3% of the appli-

cants who submitted a valid application are born in Germany. The remaining 202 applicants are 

born in 68 different countries. Most foreign applicants come from Russia with 21 individuals, fol-

lowed by Kazakhstan with 13 applicants, Ukraine with 11 applicants, Turkey with 10 applicants, 

and Syria with 8 applicants. Accordingly, many foreign birth countries are represented in the da-

taset by fewer than 8 individuals and 28 birth countries only have one representative. When filter-

ing the dataset for applicants who became new students at the beginning of the semester, the Birth-

Country attribute consists of 33 distinctions, but of the 774 new students, 718 (92.8%) were born 

in Germany. Of the 56 foreign-born students, 7 are from Ukraine and 5 from Kazakhstan, while only 

3 new students were born in Russia, and 2 new students were born in Turkey. The enrollment rate 

for applicants born in Turkey and Russia are correspondingly low. 

Table 20. Distribution of the BirthCountry attribute. 

BirthCountry Valid applications in 
2018 

Enrollment(Yes) Enrollment(No) Enrollment rate 

Germany 2409 92.3% 718 1691 29.8% 
Russia 21 0.8% 3 18 14.3% 
Kazakhstan 13 0.5% 5 8 38.5% 
Ukraine 11 0.4% 7 4 63.6% 
Turkey 10 0.4% 2 8 20.0% 
Syria 8 0.3% 2 6 25.0% 
Other 139 5.3% 37 102 26.6% 
Total 2611 100.0% 774 1837 29.6% 

 

The Distance_PlaceofBirth attribute shown in Table 21 defines how far away the applicant was born 

from the place of the case university. In the dataset, 70.7% are born within 100km from the case 

university, which are 1846 applicants. Of these, 629 were enrolled at the beginning of the semester, 

which is 81.3% of all new students. Thus, it seems that students born in the region of the case uni-

versity are enrolled more frequently than students with a foreign birthplace or a birthplace more 

than 100km away. This is also reflected in the enrollment rates, which is highest for applicants born 

within 100km of the case university.  

Table 21. Distribution of the Distance_PlaceofBirth attribute. 

Distance_PlaceofBirth Valid applications in 
2018 

Enrollment(Yes) Enrollment(No) Enrollment rate 

Radius100 1846 70.7% 629 1217 34.1% 
Radius200 337 12.9% 55 282 16.3% 
Radius300 55 2.1% 10 45 18.2% 
Radius > 300 172 6.6% 27 145 15.7% 
Abroad 201 7.7% 53 148 26.4% 
Total 2611 100.0% 774 1837 29.6% 
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The Residence attribute indicates the place where the applicant lives at the time of application. In 

total, this attribute includes 893 distinctions, and 571 of these residences are represented by one 

person only. To compress the information, the Distance_Residence attribute was generated, which 

indicates how far the place of residence is located around the case university. The distribution in 

the attribute between the two target classes is shown in Figure 24. Of the total 2611 applicants with 

a valid application, 2100 (80.4%) live no further than 100km from the case university, 325 (12.4%) 

live no further than 200km, and 47 (1.8%) live no further than 300km at the time of application. 

Accordingly, only 120 applicants (4.6%) live more than 300km away at the time of application, and 

only 19 (0.7%) come from abroad. If the analysis of the attribute focuses on the 774 applicants 

enrolling at the beginning of the semester, the numbers show that 91.1% of the new students (705 

individuals) are from a radius within 100km from the case university, and 58 (7.5%) live no further 

away than 200km at the time of application. Only 11 new students applied from further than 300km 

away. This supports the assumption made in the analysis of the Nationality attribute, in which it 

has been found that applicants with foreign nationality already reside in Germany at the time of 

application. Accordingly, the case university has mainly applicants and students from the region, 

and it seems that a place of residence near the site of the case university increases the likelihood of 

enrollment. Therefore, the case university seems to have a high degree of regional recognition.  
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Figure 24. Distribution of the Distance_Residence attribute. 
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The size of the city or town where the applicant resides at the time of application has been recorded 

in the TownSize_Residence attribute to see if the level of the urbanization in which the applicant 

lives impacts on enrollment behavior. This attribute was developed by manually collecting the pop-

ulation of the residences. Subsequently, they were summarized in the categories described in Table 

12. The distribution of the TownSize_Residence attribute is shown in Table 22. Enrollment rates for 

applicants from cities and large towns are highest, while the majority of new students live in small 

towns at the time of application. Of the applicants who live in a big city, only 17.1% enrolled.  

Table 22. Distribution of the TownSize_Residence attribute. 

TownSize_Residence 
Valid applications in 

2018 
Enrollment(Yes) Enrollment(No) Enrollment rate 

Community 514 19.7% 158 356 30.7% 
SmallTown 846 32.4% 246 600 29.1% 
Town 428 16.4% 111 317 25.9% 
BigTown 302 11.6% 98 204 32.5% 
City 379 14.5% 139 240 36.7% 
BigCity 123 4.7% 21 102 17.1% 
Abroad 19 0.7% 1 18 5.3% 
Total 2611 100.0% 774 1837 29.6% 

 

The evaluation of the HEEQDegree attribute in Figure 25 shows that 60.2% of the applicants who 

have submitted a valid application have an AHR university entrance degree and 36% have an FHR 

university of applied sciences entrance degree, while only 2.8% have an entrance qualification from 

a foreign country. This is also reflected in the new students and the applicants who did not enroll. 

Nevertheless, the proportion of individuals with an AHR is slightly higher for the new students, 

while the proportion of applicants with an fgHR and a HEEQ from abroad is higher for the non-

enrolled applicants. This observation corroborates the assumptions made earlier that applicants of 

foreign origin are less likely to become enrolled at the case university. However, the nature of the 

HEEQ is not expected to influence the likelihood of an applicant enrolling. 

Another attribute in our dataset is HEEQCountry, which indicates whether an applicant received 

the HEEQ in Germany or abroad, which is evaluated in Table 23. Of the 2611 applicants with a valid 
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Figure 25. Distribution of the HEEQDegree attribute. 
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application, 2535 received their HEEQ in Germany. The detailed investigation of the applicants en-

rolled at the beginning of the semester shows that 98.4% of the new students have a German HEEQ 

degree, which is also reflected in the enrollment rate of 30.1%. Given the previous analysis of the 

Distance_Residence and Nationality attributes, this was assumed.  

Table 23. Distribution of the HEEQCountry attribute. 

HEEQCountry Valid applications in 
2018 

Enrollment(Yes) Enrollment(No) Enrollment rate 

German 2535 97.2% 762 1773 30.1% 
Foreign 76 2.8% 12 64 15.8% 
Total 2611 100.0% 774 1837 29.6% 

 

The HEEQDistrict attribute indicates the district where the HEEQ was acquired. These are in total 

231 different districts. Therefore, the attribute has been condensed in the Distance_HEEQDistrict 

attribute according to the distance between the case university site and the district where the HEEQ 

degree was acquired. The results are shown in Table 24. Of all the applicants in the dataset, 77.2% 

received their HEEQ degree within the region, and 33.8% of these applicants enrolled at the begin-

ning of the semester. Of the 337 applicants who completed their HEEQ degree within 200km of the 

case university, only 19% enrolled, and for the applicants who acquired a HEEQ degree further 

away than 200km, the enrollment rate is even lower. This finding again supports the assumption 

that a regional connection of the applicant increases the likelihood of enrollment. 

Table 24. Distribution of the Distance_HEEQDistrict attribute. 

Distance_HEEQDistrict Valid applications in 
2018 

Enrollment(Yes) Enrollment(No) Enrollment rate 

Radius100 2015 77.2% 682 1333 33.8% 
Radius200 337 12.9% 64 273 19.0% 
Radius300 45 1.7% 5 40 11.1% 
Radius > 300 138 5.3% 12 126 8.7% 
Abroad 76 2.9% 11 65 14.5% 
Total 2611 100.0% 774 1837 29.6% 

 

The attribute Apprenticeship indicates whether an applicant has completed vocational training be-

fore applying at the case university. An apprenticeship in Germany is a necessary step for almost 

every profession and is usually completed within 3 years. Table 25 shows the descriptive analysis 

of the attribute, and the results display that the largest proportion of applicants (78.7%) did not 

complete any apprenticeship prior to application to the case university.  

Table 25. Distribution of the Apprenticeship attribute. 

Apprenticeship Valid applications in 
2018 

Enrollment(Yes) Enrollment(No) Enrollment rate 

Yes 557 21.3% 167 390 30.0% 
No 2054 78.7% 607 1447 29.6% 
Total 2611 100.0% 774 1837 29.6% 
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The enrollment rate for both applicants with an apprenticeship and applicants without an appren-

ticeship is about 30%. Accordingly, having or not having a completed apprenticeship does not seem 

to influence the probability of enrollment. 

The TimeHEEQDegree-Application attribute was generated from the existing attributes to deter-

mine how much time passed between the case university application and the time the HEEQ was 

completed. Therefore, the months between the application date and the date of the HEEQ were 

counted and condensed. Both dates are available in the original applicant data. The distribution of 

the generated attribute is shown in Table 26. It is noticeable that, in particular, those who com-

pleted their HEEQ degree between 6 and 12 months and those who graduated between 19 and 24 

months prior to their application to the case university have a high enrollment rate. On the con-

trary, the enrollment rate for applicants that finished their HEEQ less than 6 months before the 

application deadline is relatively low at 25%. It appears that a good proportion of the applicants 

who become new students take some time off between completing their HEEQ and applying for a 

case university study program. Unfortunately, there is not much information about the reason for 

the late application. This can be anything from traveling over completing an internship or gaining 

first study experience at different programs and universities. 

Table 26. Distribution of the TimeHEEQDegree-Application attribute. 

TimeHEEQDegree- 
Application 

Valid applications in 
2018 

Enrollment(Yes) Enrollment(No) Enrollment rate 

< 6 Months 717 27.5% 179 538 25.0% 
between 6-12 Months 568 21.8% 209 359 36.8% 
between 13-18 Months 316 12.1% 54 262 17.1% 
between 19-24 Months 232 8.9% 109 123 47.0% 
2-3 Years 232 8.9% 67 165 28.9% 
3-4 Years 241 9.2% 74 167 30.7% 
4-5 Years 131 5.0% 39 92 29.8% 
5-6 Years 87 3.3% 20 67 23.0% 
> 6 Years 87 3.3% 23 64 26.4% 
Total 2611 100.0% 774 1837 29.6% 

 

Only the comparison of the TimeHEEQDegree-Application attribute with the FirstSemester or Ap-

prenticeship attributes in crosstabs can give an indication of what the new students did before their 

studies, which was done in Table 27. Accordingly, only a small portion of new students who finish 

their HEEQ between 0 and 18 months before the application have prior study experiences or an 

apprenticeship. Therefore, the available data does not indicate what they have done in this gap. 

Applicants who apply later than 19 months after completing their HEEQ appear to be delayed in 

the application because they have already studied in a previous program at this or another univer-

sity. 
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Table 27. Crosstab of the TimeHEEQDegree-Application attribute and the Apprenticeship and FirstSemester at-
tributes, with respect to new students. 

TimeHEEQDegree- 
Application 

Enroll-
ment(Yes) 

Apprenticeship FirstSemester 

Yes % No % Yes % No % 
< 6 Months 179 42 23.5% 137 76.5% 175 97.8% 4 2.2% 
between 6-12 Months 209 36 17.2% 173 82.8% 171 81.8% 38 18.2% 
between 13-18 Months 54 5 9.3% 49 90.7% 51 94.4% 3 5.6% 
between 19-24 Months 109 19 17.4% 90 82.6% 37 33.9% 72 66.1% 
2-3 Years 67 6 9.0% 61 91.0% 23 34.3% 44 65.7% 
3-4 Years 74 27 36.5% 47 63.5% 33 44.6% 41 55.4% 
4-5 Years 39 16 41.0% 23 59.0% 19 48.7% 20 51.3% 
5-6 Years 20 11 55.0% 9 45.0% 6 30.0% 14 70.0% 
> 6 Years 23 5 21.7% 18 78.3% 7 30.4% 16 69.6% 
Total 774 774 774 

 Data preparation and analysis plan 

After the dataset has been analyzed descriptively, the deviation of the numerical attributes in the 

dataset has been examined more closely as some of the records are not in the normal distribution 

of the attributes Age and PreviousSemesters. These records were studied individually to detect data 

entry or calculation errors. Such errors were not noticed. Accordingly, the data points are legiti-

mate and remain in the dataset.  

The search for outliers taking into account all attributes in the dataset was continued using the LOF 

method described in Section 3.2.2. Therefore, the dataset has been normalized, which is recom-

mended for distance and density-based outlier detection methods (Kotu et al. 2015: 336). The nu-

meric attributes in the dataset are normalized with a min-max normalization, and the nominal at-

tributes with dummy encoding. Both approaches are described in Section 3.4.4. After transfor-

mation, the LOF method is executed. The result is a measure indicating whether a data record can 

be considered an outlier. Values near 1 are non-outliers, while values that differ significantly from 

1 can be considered as outliers (Breunig et al. 2000). The results obtained show a range in the LOF 

value between 0.92 and 1.51, with an average of 1.10 and a standard deviation of 0.08. The visual 

analysis of the calculated LOF factor is shown in Figure 26, where both the x-axes and the y-axes 

represent the calculated LOF values of the data records. The data records with values above a LOF 

of 1.45 are obviously in a low-density region, far from the adjacent records. This concerns only 3 

data examples that are excluded from the following analysis. 

In addition, the dataset was examined for missing values. Unfortunately, 47 records do have miss-

ing values for the Priority attribute and for all four Status attributes. Since all of these attributes are 

missing for the 47 data records, it is assumed that these individuals applied to the case university 

within one week of the application deadline, since after this time period, no more data collection 

took place. 
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Accordingly, these records, along with the target attribute Enrollment, were collected at the begin-

ning of the semester when checking who of the applicants enrolled in any of the study programs. 

Following consultation with a representative of the case university’s study and examination office 

and the fact that all the values of the four Status attributes are missing for the 47 examples, it was 

decided to exclude these individuals from the analysis, as it is assumed that the Status attributes 

are an important predictor of applicant enrollment. Thus, 2561 examples remain in the dataset 

Applications2018. 

Of these 2561 data examples, 727 belong to the target class Enrollment(Yes) and 1834 to the target 

class Enrollment(No). Accordingly, the dataset is unbalanced, which could affect the accuracy of the 

analysis results, and it is therefore recommended to balance the dataset (Larose et al. 2015: 166). 

A dataset can be balanced either by oversampling or by undersampling, as described in Section 

3.2.4. Before sampling is performed, the dataset Applications2018 is split into a training and a test-

ing set. The training part of the dataset is used for model generation and validation, while the test-

ing part is used to test the best performing models to examine their suitability for the decision-

makers in the enrollment department in a real-life scenario. If the splitting of the dataset is per-

formed after the original dataset is balanced, the testing dataset will be balanced as well, which 

does not represent the realities. Accordingly, the dataset Applications2018 is split into the Train-

ingSet2018 and the UnseenTestSet. The TrainingSet2018 contains 85% of the data records, i.e. 2177 

records.75 The remaining 15% of the dataset Application2018 built the UnseenTestSet. Of the 384 

                                                             
75  Of these, 618 records belong to the target class Enrollment(Yes) and 1559 to the target class Enrollment(No). 
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Figure 26. Visual display of the LOF calculated. 
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records in this dataset, 109 belong to the target class Enrollment(Yes), and 275 to the target class 

Enrollment(No). 

After the split, two additional datasets were created from the TrainingSet2018, a DataSetDS2018 

and a DataSetUS2018. For the down-sampled dataset DataSetDS2018, 618 records from the 

overrepresented target class Enrollment(No) were randomly chosen to fit the size of the un-

derrepresented class. Thus, the dataset consists in total of 1236 data records, each target class be-

ing represented by 618 records. In the oversampled dataset DataSetUS2018, 941 synthetic data 

records were created for the underrepresented target class Enrollment(Yes) to match the 1559 ex-

amples that belong to the overrepresented target class Enrollment(No). Accordingly, the Da-

taSetUS2018 includes a total of 3118 records.  

All three datasets – TrainingSet2018, DataSetDS2018, and DataSetUS2018 – contain 26 attributes 

that are considered for analysis. Therefore, it does not seem necessary to use feature selection to 

minimize the number of attributes in order to minimize the computational time and complexity of 

the DM models. Nevertheless, feature selection may be helpful in determining the attributes that 

strongly correlate with the target variable or those that are strongly correlated with each other and 

may not introduce additional information into the predictive model. Therefore, a forward selection 

was used in some of the following analyses as a step before the model generation. In addition, the 

expertise of the applications and enrollment department of the case university has been included 

in the selection of attributes that are believed to influence the target variable. Therefore, members 

of this department have been asked to propose attributes that might influence the target variable. 

The following attributes have been suggested: Status_OneWeek, Status_ThreeWeeks, Status_Five-

Weeks, Status_SevenWeeks, Priority, HEEQDegree, AppliNumber, HEEQGradeComp, TimeHEEQDe-

gree-Application, Distance_Residence, and Distance_HEEQDistrict.   

Therefore, the analysis was performed considering the following three scenarios: 

 Scenario A contains all available attributes. For the attributes that are represented in a com-

pacted attribute – e.g. Residence – the latter is included in the analysis – e.g. Distance_Resi-

dence. 

 Scenario B includes those attributes into the model building that have been defined by the 

study and examination department as factors influencing the target variable.  

 Scenario C includes the attributes into the model building that have been identified as influ-

ential predictors by feature selection.  

 Decision Tree models 

The decision tree models are calculated using the classification tree approach based on the C4.5 

algorithm described in Section 3.4.3 of this thesis. Several models have been generated for each of 
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the three datasets and for each of the three scenarios. The attributes contained in Scenario C were 

identified by stepwise forward selection based on a decision tree. Accordingly, Scenario C is gener-

ated for each of the training datasets individually and includes those attributes in the model build-

ing that are identified to enhance the performance of a classification tree model generated within 

the stepwise forward selection. 

To generate well-performing tree models that are able to classify new and unseen datasets, pruning 

was applied to the decision trees. Consequently, the minimal gain, the minimal size for split, and the 

minimum leaf size have been adjusted to minimize the error rates of the models and to identify 

classification trees of an appropriate size. Therefore, each generated model is evaluated with cross-

validation, which is introduced in Section 3.5. The performance validation results for the tree mod-

els with the lowest error rates are presented in Table 28. These models are described by Larose et 

al. (2015: 163-164) as those with optimal complexity. The table displays the accuracy, error rate, 

recall, and precision. In addition, the F-score is given, which is an important performance measure 

for the unbalanced TrainingSet2018, as it is a harmonic mean that accounts for the fluctuations 

between the recall and the precision for the prediction of the positive class. If only the accuracy was 

considered, Model 1, Model 2, and Model 3 would be preferred as they have the highest accuracy 

with at least 86.7% of correct classifications. However, the recall for the Enrollment(Yes) class is 

only at 59% on average, which is lower than the recall for this class of the other models. 

Table 28. Performance results of validating the decision tree models generated. 

Model 
Name 

Dataset 
Sce-

nario 
Accuracy 

Recall Precision 
Error 
rate 

F-score True 
(No) 

True 
(Yes) 

Pred 
(No) 

Pred 
(Yes) 

1 
TrainingSet 
2018 

A 86.73% 97.75% 58.90% 85.71% 91.23% 13.27% 71.49% 
2 B 86.91% 97.56% 60.03% 86.03% 90.71% 13.09% 72.18% 
3 C 86.91% 97.75% 59.55% 85.91% 91.32% 13.09% 72.02% 
4 

DataSetDS 
2018 

A 74.51% 88.67% 60.36% 69.10% 84.20% 25.49% 70.21% 
5 B 77.82% 88.67% 66.99% 72.87% 85.54% 22.18% 74.90% 
6 C 79.28% 96.28% 62.30% 71.86% 94.34% 20.72% 74.93% 
7 

DataSetUS 
2018 

A 77.78% 94.61% 60.94% 70.78% 91.88% 22.22% 72.89% 
8 B 81.14% 75.11% 87.17% 85.41% 77.79% 18.86% 82.25% 
9 C 78.54% 71.20% 85.89% 83.46% 74.89% 21.46% 79.47% 

 

According to the F-score, Model 8 is the best predictive model with a relatively low error rate of 

18.9%. Therefore, the model validation performance metrics suggest that 81.1% of all cases in the 

DataSetUS2018 can be properly classified. It is also suggested that Model 8 correctly recognizes 

87.2% of the cases that belong to the target class Enrollment(Yes), which is the highest recognition 

rate for this class. The Model 9 performance validation measures show the second-best perfor-

mance with an error rate of 21.5%, an F-score of 79.5%, and a recall for the class Enrollment(Yes) 

of 85.9%. In addition, Model 5 is further investigated because it is the model with the highest recall 

rate for the target class Enrollment(Yes) of those models trained exclusively on real data records. 
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Figure 27 shows Model 9, which has the attribute Status_OneWeek as the tree root. Accordingly, if 

an applicant requested admission to a study program one week before the application deadline, it 

is very likely that he or she enrolls at the beginning of the semester. In addition, the model indicates 

that enrollment is likely if an applicant has received an admission offer one week prior to the ap-

plication deadline, whose HEEQ grade is below 1.3 and whose place of residence is near the uni-

versity – Distance_Residence(Radius100). However, the distribution of the cases in the relevant tree 

leaf shows that 47.7% of the examples belong to the class Enrollment(No). Therefore, the tree rule 

is not conclusive and should be further investigated as soon as more data records are available. 

Figure 28 shows Model 8, which also contains the Status_OneWeek attribute as the root of the tree. 

The model shows that applicants requesting enrollment one week prior to the application deadline 

are likely to enroll at the beginning of the semester. In addition, the tree indicates that applicants 

are likely to enroll if they have received an admission offer at least one week prior to the application 

deadline and have the following additional characteristics: 

(1) Distance_HEEQDistrict(Radius100) AND HEEQGradeComp(good) AND TownSize_Resi-

dence(City) 

(2) Distance_HEEQDistrict(Radius100) AND HEEQGradeComp(good) AND TownSize_Resi-

dence(Community) AND Status_FiveWeeks(NotApplied) AND HEEQDegree(FHR) 

(3) Distance_HEEQDistrict(Radius100) AND HEEQGradeComp(good) AND TownSize_Resi-

dence(Town) AND AppliNumber(2) 

(4) Distance_HEEQDistrict(Radius100) AND HEEQGradeComp(sufficient) OR 

HEEQGradeComp(satisfactory) 

 

Status_OneWeek(Admission) 
|   HEEQGrade > 1.3 
|   |   Distance_Residence(Abroad): No {No=3, Yes=0} 
|   |   Distance_Residence(Over500): No {No=8, Yes=2} 
|   |   Distance_Residence(Radius100): Yes {No=514, Yes=564} 
|   |   Distance_Residence(Radius200): No {No=92, Yes=24} 
|   |   Distance_Residence(Radius300): No {No=20, Yes=1} 
|   |   Distance_Residence(Radius400): No {No=11, Yes=0} 
|   |   Distance_Residence(Radius500): No {No=7, Yes=0} 
|   HEEQGrade ≤ 1.3: No {No=4, Yes=0} 
Status_OneWeek(EnrollmentRequested): Yes {No=35, Yes=899} 
Status_OneWeek(Later): No {No=339, Yes=64} 
Status_OneWeek(OfferRejected): No {No=65, Yes=0} 
Status_OneWeek(Received): No {No=449, Yes=5} 
Status_OneWeek(Valid): No {No=12, Yes=0} 

Figure 27. Decision tree Model 9. 
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Hence, applicants who have received an admission offer will probably enroll if they received their 

HEEQ within the region of the case university with a grade equal to 2 and if they live in a city at the 

time of application. If they live in a smaller village and have not yet applied five weeks prior to the 

application deadline and have a HEEQ for the applied sciences university (FHR), then the tree indi-

cates that they are probably enrolling as well. Because 44.4% of the cases in this leaf belong to the 

class Enrollment(No) the applicability of the tree rule should be re-assessed. The same must be 

considered for the third tree rule since the leaf in question contains only 5 examples in total, and 2 

out of these 5 do belong to the class Enrollment(No). In addition, the model indicates that applicants 

from the case university region with a HEEQ grade of 3 or worse have a higher probability of uni-

versity enrollment. 

To assess whether Model 8 and Model 9 can assist university decision-makers during the enroll-

ment process, they were tested with the UnseenTestSet, although some of the generated rules are 

not yet conclusive. The performance results of the model testing are shown in Table 29. With a 

predictive accuracy of 76.0% overall, Model 8 is slightly better at classifying the unseen data rec-

ords correctly. Accordingly, 73.5% of the cases of the class Enrollment(No) and 82.6% of the cases 

of the class Enrollment(Yes) were correctly identified. Of all the cases in the test dataset classified 

as belonging to the class Enrollment(No) 91.4% were correctly predicted, while only 55.2% of the 

Status_OneWeek(Admission) 
|   Distance_HEEQDistrict(Abroad): No {No=15, Yes=2} 
|   Distance_HEEQDistrict(Over500): No {No=6, Yes=0} 
|   Distance_HEEQDistrict(Radius100) 
|   |   HEEQGradeComp(good) 
|   |   |   TownSize_Residence(BigCity): No {No=6, Yes=0} 
|   |   |   TownSize_Residence(BigTown): No {No=15, Yes=13} 
|   |   |   TownSize_Residence(City): Yes {No=17, Yes=33} 
|   |   |   TownSize_Residence(Community) 
|   |   |   |   Status_FiveWeeks(Admission): No {No=5, Yes=0} 
|   |   |   |   Status_FiveWeeks(NotApplied) 
|   |   |   |   |   HEEQDegree(AHR): No {No=16, Yes=11} 
|   |   |   |   |   HEEQDegree(FHR): Yes {No=8, Yes=10} 
|   |   |   |   Status_FiveWeeks(Received): No {No=5, Yes=2} 
|   |   |   |   Status_FiveWeeks(Valid): No {No=11, Yes=3} 
|   |   |   TownSize_Residence(SmallTown): No {No=63, Yes=48} 
|   |   |   TownSize_Residence(Town) 
|   |   |   |   AppliNumber(1): No {No=34, Yes=7} 
|   |   |   |   AppliNumber(2): Yes {No=2, Yes=3} 
|   |   HEEQGradeComp(satisfactory): Yes {No=300, Yes=388} 
|   |   HEEQGradeComp(sufficient): Yes {No=23, Yes=35} 
|   |   HEEQGradeComp(very good): No {No=6, Yes=1} 
|   Distance_HEEQDistrict(Radius200): No {No=90, Yes=29} 
|   Distance_HEEQDistrict(Radius300): No {No=15, Yes=2} 
|   Distance_HEEQDistrict(Radius400): No {No=11, Yes=1} 
|   Distance_HEEQDistrict(Radius500): No {No=11, Yes=3} 
Status_OneWeek(EnrollmentRequested): Yes {No=35, Yes=899} 
Status_OneWeek(Later): No {No=339, Yes=64} 
Status_OneWeek(OfferRejected): No {No=65, Yes=0} 
Status_OneWeek(Received): No {No=449, Yes=5} 
Status_OneWeek(Valid): No {No=12, Yes=0} 

Figure 28. Decision tree Model 8. 
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cases predicted to belong to the class Enrollment(Yes) are actually cases of this class. Thus, the 

model can identify a majority of applicants who actually enroll at the beginning of the semester, 

but for this purpose, 73 applicants who did not enroll at the beginning of the semester were 

wrongly classified as belonging to the class Enrollment(Yes). The Model 9 is even able to correctly 

identify 89% of the cases belonging to the target class Enrollment(Yes), but 95 of the examples clas-

sified as belonging to this class are actual applicants who do not enroll at the beginning of the se-

mester. Nevertheless, both models are useful to the university decision-makers when they want to 

identify as many applicants as possible who actually enroll at the beginning of the semester. If uni-

versities would be able to offer admissions only to the applicants who are expected to be new stu-

dents, they could increase their enrollment rate to about 55.2% using Model 8, which is much lower 

for the UnseenTestSet at 28.3%.76 

Table 29. Performance results of testing Model 8 and Model 9 with the UnseenTestSet. 

Model 8 | accuracy = 76.04% True(No) True(Yes) Class precision 
Pred(No) 202 19 91.40% 
Pred(Yes) 73 90 55.21% 

Class Recall 73.45% 82.57%  
Model 9 | accuracy = 72.14% True(No) True(Yes) Class precision 

Pred(No) 180 12 93.75% 
Pred(Yes) 95 97 50.52% 

Class Recall 65.45% 88.99%  
 

The decision tree Model 5 is based on the DataSetDS2018, i.e. no synthetic data records were used 

to generate the tree model. Therefore, this model is also tested with the UnseenTestSet to investi-

gate whether the sole use of real-world records increases predictive performance. The perfor-

mance test results are presented in Table 30, indicating that the model can correctly classify 84.9% 

of all cases in the UnseenTestSet. In detail, the model is able to identify 90.9% of the cases that do 

not enroll. Of the applicants that enrolled, almost 70% were identified. These 76 examples are 

75.3% of all records associated with the target class Enrollment(Yes). As a result, Model 5 identifies 

fewer of the applicants enrolling at the beginning of the semester but has fewer misclassifications. 

Therefore, the model is useful for university decision-makers, especially if they want to estimate 

the exact number of enrollments since the number of unidentified cases belonging to the target 

class Enrollment(Yes) and the number of misclassifications is only different by 7 records. 

Table 30. Performance results of testing Model 5 with the UnseenTestSet. 

Model 5 | accuracy = 84.90% True(No) True(Yes) Class precision 
Pred(No) 250 33 88.34% 
Pred(Yes) 25 76 75.25% 

Class Recall 90.91% 69.72%  
 

                                                             
76  Of the 384 cases in the UnseenTestSet 109 enrolled at the beginning of the semester.  
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The relevant tree model is shown in Figure 29. Again, the Status_OneWeek attribute is identified as 

the best predictor. Furthermore, the model reiterates that applicants who have requested the en-

rollment one week prior to the application deadline are likely to actually enroll at the beginning of 

the semester. Applicants who have received an admission offer one week prior to the application 

deadline and have applied to more than two degree programs at the case university – AppliNumber 

≥ 3 – are also likely to enroll.  

If an application for only one program has been approved by the case university, the probability of 

enrollment for applicants with the following characteristics is high: 

(1) HEEQGradeComp(good) AND TownSize_Residence(BigTown) OR TownSize_Residence(City) 

(2) HEEQGradeComp(satisfactory) AND Status_SevenWeeks(Admission) OR Status_Seven-

Weeks(Later) 

Status_OneWeek(Admission) 
|   AppliNumber(1) 
|   |   HEEQGradeComp(good) 
|   |   |   TownSize_Residence(BigCity): No {No=2, Yes=1} 
|   |   |   TownSize_Residence(BigTown): Yes {No=4, Yes=7} 
|   |   |   TownSize_Residence(City): Yes {No=7, Yes=9} 
|   |   |   TownSize_Residence(Community): No {No=23, Yes=13} 
|   |   |   TownSize_Residence(SmallTown): No {No=31, Yes=16} 
|   |   |   TownSize_Residence(Town): No {No=18, Yes=4} 
|   |   HEEQGradeComp(satisfactory) 
|   |   |   Status_SevenWeeks(Admission): Yes {No=1, Yes=2} 
|   |   |   Status_SevenWeeks(Later): Yes {No=4, Yes=5} 
|   |   |   Status_SevenWeeks(NotApplied): No {No=80, Yes=76} 
|   |   |   Status_SevenWeeks(Received): No {No=10, Yes=3} 
|   |   |   Status_SevenWeeks(Valid): No {No=8, Yes=8} 
|   |   HEEQGradeComp(sufficient): No {No=11, Yes=11} 
|   |   HEEQGradeComp(very good): No {No=5, Yes=1} 
|   AppliNumber(2) 
|   |   TownSize_Residence(BigCity): No {No=4, Yes=0} 
|   |   TownSize_Residence(BigTown): Yes {No=3, Yes=8} 
|   |   TownSize_Residence(City): Yes {No=2, Yes=8} 
|   |   TownSize_Residence(Community) 
|   |   |   Priority(1): No {No=6, Yes=4} 
|   |   |   Priority(2): Yes {No=0, Yes=3} 
|   |   TownSize_Residence(SmallTown) 
|   |   |   Priority(1): No {No=15, Yes=9} 
|   |   |   Priority(2): Yes {No=0, Yes=8} 
|   |   TownSize_Residence(Town) 
|   |   |   Priority(1) 
|   |   |   |   HEEQDegree(AHR): Yes {No=1, Yes=3} 
|   |   |   |   HEEQDegree(FHR): No {No=4, Yes=0} 
|   |   |   Priority(2): Yes {No=0, Yes=4} 
|   AppliNumber(3): Yes {No=8, Yes=11} 
|   AppliNumber(4): Yes {No=1, Yes=7} 
|   AppliNumber(5): Yes {No=1, Yes=2} 
Status_OneWeek(EnrollmentRequested): Yes {No=16, Yes=365} 
Status_OneWeek(Later): No {No=140, Yes=27} 
Status_OneWeek(OfferRejected): No {No=24, Yes=0} 
Status_OneWeek(Received): No {No=184, Yes=3} 
Status_OneWeek(Valid): No {No=5, Yes=0} 

Figure 29. Decision tree Model 5. 
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If an individual applied for two case university study programs and an admission offer has been 

granted one week before the application deadline, the enrollment is likely if: 

(3) TownSize_Residence(BigTown) OR TownSize_Residence(City) 

(4) TownSize_Residence(Community) AND Priority(2) 

(5) TownSize_Residence(Town) AND Priority(1) AND HEEQGrade(AHR) 

(6) TownSize_Residence(SmallTown) AND Priority(2) 

Thus, the model finds that applicants who have submitted applications to several degree programs 

at the case university will probably enroll if they have received an admission offer at least one week 

prior to the application deadline. These findings support the assumption made in the descriptive 

analysis of the data in Section 5.1.1 that the university is locally popular. The tree rules also suggest 

that the size of the town or city of residence at the time of application affects the likelihood of en-

rollment. It appears that applicants who live in a location with between 50,000 and 500,000 inhab-

itants are likely to enroll, especially if they have applied to at least two case university degree pro-

grams or have a HEEQ grade of 2. If they reside in a smaller town or community, the likelihood of 

enrollment seems high if they receive an admission offer for the program they applied for with the 

second priority. In addition, the tree suggests that applicants with a HEEQ grade of 3 are likely to 

enroll if they have already been admitted seven weeks before the application deadline. Neverthe-

less, the tree leaf concerned is only represented by a very limited number of data records, making 

a binding statement impossible.  

In order to improve the generality of the model, the minimum leaf size of Model 5 has been further 

increased, resulting in lower accuracy and thus a higher error rate in the model validation as well 

as in the model testing shown in Table 31. The recognition rate in the model testing for the target 

class Enrollment(Yes) dropped only slightly to 66.0%, but the precision of the prediction decreased 

significantly to 49.7%.  

Table 31. Performance results of Model 5a. 

Model 
Name 

Performance 
measures of 

Accuracy Error rate 
Recall Precision 

True(No) True(Yes) Pred(No) Pred(Yes) 

5a 

Model validation on  
DataSetDS2018 

69.82% 30.18% 80.10% 59.55% 66.44% 74.95% 

Model testing on  
UnseenTestSet 

71.35% 28.65% 73.45% 66.06% 84.52% 49.66% 

 

In addition, the rules in the tree model shown in Figure 30 are based only on the Status_ThreeWeeks 

attribute. They show that applicants who already requested enrollment three weeks before the ap-

plication deadline, as well as applicants already admitted at that time, will probably enroll. It should 

also be noted that applicants who have submitted a valid application three weeks before the appli-

cation deadline are also likely to enroll. Nevertheless, the distribution of the records in the tree leaf 
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suggests that this rule needs further investigation. Thus, it seems that even though some of the 

rules in Model 5 are only represented by a relatively small number of examples, they not only in-

crease the model’s detail but also its predictive ability. 

The default accuracy of the unseen test dataset is 71.6%. Thus, if all of the cases in the dataset were 

classified as belonging to the overrepresented class Enrollment(No), 71.6% of the examples, which 

are the 275 cases in the UnseenTestSet that do not enroll at the beginning of the semester, would 

be classified correctly. In particular, Model 5 exceeds this default in the model testing with an ac-

curacy of 84.9% and can therefore assist the university administration in the enrollment process, 

especially to estimate the exact number of new students. 

 Binominal Logistic Regression models 

Another suitable approach to forecast the applicant enrollment is binominal logistic regression 

analysis, which creates models that predict the likelihood of an event occurring – Enrollment(Yes) 

– or an event not occurring – Enrollment(No). The starting point of a logistic regression analysis is 

usually the assumption of a model based on the logical understanding of the problem. As described 

in Section 5.1.2, the attributes that are logically assumed to affect the target variable were defined 

in collaboration with the case university’s enrollment department and included in Scenario B. The 

attributes contained in Scenario C are determined by calculation of a logistic regression model in 

the pre-processing step of the forward selection. Accordingly, the attributes that enhance the per-

formance of the logistic regression model identified in this step are then included in the generation 

of the actual model.  

The resulting overview of the best-possible models created for each of the three scenarios and da-

tasets is shown in Table 32. According to the F-score, the Model 18 is the best performing model 

that can correctly classify 86.6% of the cases in the DataSetUS2018. Of the models generated with 

the DataSetDS2018, Model 15 has the highest performance validation metrics and can, therefore, 

classify 81.2% of the cases in the dataset correctly. In comparison, Model 12 has the highest accu-

racy. Nevertheless, the recognition rate of the class Enrollment(Yes) is comparatively low at 64.2%, 

and it is shown that the model can, in particular, predict the non-enrollment of applicants. Overall, 

Model 18 has the highest performance validation measures with a recall for both target classes 

above 86% and an accuracy of 86.6%.  

Status_ThreeWeeks(Admission): Yes {No=40, Yes=89} 
Status_ThreeWeeks(EnrollmentRequested): Yes {No=6, Yes=207} 
Status_ThreeWeeks(Later): No {No=23, Yes=8} 
Status_ThreeWeeks(NotApplied): No {No=214, Yes=122} 
Status_ThreeWeeks(OfferRejected): No {No=22, Yes=0} 
Status_ThreeWeeks(Received): No {No=225, Yes=100} 
Status_ThreeWeeks(Valid): Yes {No=88, Yes=92} 

Figure 30. Decision tree Model 5a. 
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Table 32. Performance results of validating the logistic regression models generated. 

Model 
Name 

Dataset Sce-
nario 

Accuracy 
Recall Precision 

Error 
rate 

F-score True 
(No) 

True 
(Yes) 

Pred 
(No) 

Pred 
(Yes) 

10 
TrainingSet 
2018 

A 86.72% 95.96% 63.43% 86.88% 86.15% 13.28% 73.01% 
11 B 87.69% 97.24% 63.59% 87.08% 90.14% 12.31% 74.49% 
12 C 88.15% 97.63% 64.24% 87.32% 91.47% 11.85% 75.41% 
13 

DataSetDS 
2018 

A 78.15% 81.07% 75.24% 76.61% 79.90% 21.85% 77.45% 
14 B 79.36% 83.33% 75.40% 77.21% 81.90% 20.64% 78.48% 
15 C 81.15% 91.91% 70.39% 75.63% 89.69% 18.85% 78.82% 
16 

DataSetUS 
2018 

A 82.52% 82.55% 82.49% 82.50% 82.54% 17.48% 82.52% 
17 B 82.33% 83.19% 81.46% 81.78% 82.90% 17.67% 82.18% 
18 C 86.59% 86.47% 86.72% 86.69% 86.50% 13.41% 86.60% 

 

In order to assess which of the highlighted models perform best on the data from the field, they 

were tested with the UnseenTestSet. The results of these performance tests are shown in Table 33. 

According to the accuracy, Model 12 still outperforms the other two models as nearly 90% of all 

cases in the dataset were correctly predicted. However, only 66.1% of the students enrolling at the 

beginning of the semester were identified, while 99.3% of those who did not enroll were identified. 

Model 15 is able to correctly classify as many as 86.2% of the data records in the UnseenTestSet and 

69.7% of the applicants who enroll at the beginning of the semester were recognized by the model. 

This percentage is even higher for Model 18, where up to 78.9% of the cases that belong to the 

target class Enrollment(Yes) have been correctly classified. However, the class precision for the tar-

get class Enrollment(Yes) of 50.9% is significantly lower than that of Model 15 which is 79.2%. The 

one of Model 12 is with 97.3% even higher. Consequently, all three models will be further investi-

gated. 

Table 33. Performance results of testing Model 12, Model 15 and Model 18 with the UnseenTestSet. 

Model 12 | accuracy = 89.84% True(No) True(Yes) Class precision 
Pred(No) 273 37 88.06% 
Pred(Yes) 2 72 97.30% 

Class Recall 99.27% 66.06%  
Model 15 | accuracy = 86.20% True(No) True(Yes) Class precision 

Pred(No) 255 33 88.54% 
Pred(Yes) 20 79 79.17% 

Class Recall 92.73% 69.72%  
Model 18 | accuracy = 72.40% True(No) True(Yes) Class precision 

Pred(No) 192 23 89.30% 
Pred(Yes) 83 86 50.89% 

Class Recall 69.82% 78.90%  
 

The generated logistic regression models specify a regression coefficient that represents the 

change in the logarithm of the odds of the outcome for an increase of one unit in the predictor at-

tribute (Backhaus et al. 2011: 265-266). Consequently, the coefficient only indicates clearly 

whether the change of one of the attributes has a positive or negative influence on the probability 

of an example belonging to the positive target class Enrollment(Yes). Furthermore, the p-values are 
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given, which are the result of the statistical test of the 0-hypothesis and indicate whether an attrib-

ute has a statistically significant influence on the target variable. Normally, attributes with a p-value 

of p < 0.05 are considered statistically significant, which means that the probability that the con-

nection between the attribute and the target variable being random is less than 5% (Field 2013: 

71). Accordingly, a high p-value indicates that the influence of the target variable is random with a 

high probability. In the following, the attributes with a p < 0.10 are also considered statistically 

significant since the probability that the connection between the attribute and the target variable 

being random is less than 10%.  

To generate the logistic regression models, the categorical attributes were transformed using 

dummy coding, which is executed in RapidMiner directly by the logistic regression operator. Con-

sequently, the influence of each attribute class is estimated separately. Table 34 presents Model 12 

and indicates that the characteristics Status_OneWeek(EnrollmentRequested), Priority(2), Prior-

ity(3), and Distance_HEEQDistrict(Radius100) have a positive influence on the probability of an ap-

plicant enrolling. It can, therefore, be assumed that persons applying for more than one program 

and that are admitted to their second or third choice of a degree program at the case university are 

likely to enroll as well as applicants who have acquired their HEEQ in the region of the case univer-

sity. In addition, it appears that the HEEQ from a distance of more than 500km increases the likeli-

hood of enrollment. This would not have been assumed from the descriptive analysis of the data as 

at the beginning of the semester, only 3 applicants of the 38 that applied from more than 500km 

away had enrolled. Accordingly, the result is based on a limited number of observations and should 

be investigated further as soon as more data records are available. The characteristics Status_One-

Week(Received), Status_OneWeek(Later), Distance_PlaceofBirth(Over500), and Dis-

tance_PlaceofBirth(Radius500) have a negative effect on the probability that an applicant will en-

roll, indicating that applicants whose roots are in different areas of Germany than the case univer-

sity are likely not to enroll. 

Table 34. Logistic regression Model 12. 

Attribute Regression coefficient p-value 

Status_OneWeek(EnrollmentRequested) 3.740 0.000 
Status_OneWeek(Received) -4.120 0.000 
Status_OneWeek(Later) -1.326 0.000 
Priority(2) 2.466 0.000 
Priority(3) 3.386 0.003 
Distance_PlaceofBirth(Over500) -2.414 0.068 
Distance_PlaceofBirth(Radius500) -1.367 0.096 
Distance_HEEQDistrict(Radius100) 1.867 0.099 
Distance_HEEQDistrict(Over500) 3.162 0.102 
Distance_HEEQDistrict(Radius200) 1.742 0.130 
HEEQDegree(fgHR) -1.394 0.141 
…   
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Table 35 presents Model 15, which shares the same characteristics as Model 12 that increase the 

likelihood that an applicant will enroll. In addition, other characteristics are identified that reduce 

the likelihood of enrollment. Thus, the model shows that if an applicant either lives in a town with 

5,000 to 50,000 inhabitants or in a large city with more than 500,000 inhabitants at the time of 

application, the likelihood of enrollment decreases.  

Table 35. Logistic regression Model 15. 

Attribute Regression coefficient p-value 

Status_OneWeek(EnrollmentRequested) 3.327 0.000 
Status_OneWeek(Received) -4.565 0.000 
Status_OneWeek(Later) -1.445 0.000 
Priority(2) 2.964 0.000 
TownSize_Residence(Town) -0.768 0.011 
TownSize_Residence(SmallTown) -0.636 0.015 
Priority(3) 2.843 0.020 
TownSize_Residence(BigCity) -0.957 0.047 
TownSize_Residence(Community) -0.373 0.182 
TownSize_Residence(Abroad) -2.051 0.317 
TownSize_Residence(BigTown) -0.227 0.480 
Status_OneWeek(OfferRejected) -12.575 0.808 
Status_OneWeek(Valid) -11.793 0.922 
Priority(6) 12.612 0.963 
Priority(5) 9.286 0.973 
Priority(4) 9.023 0.973 

 

Table 36 presents Model 18, which has the highest recall for the target class Enrollment(Yes) in the 

model testing, and therefore, can correctly identify most cases in the UnseenTestSet that belong to 

that class. The model suggests that in addition to the above attributes, the Status_OneWeek(Admis-

sion), Status_OneWeek(Later), and Status_ThreeWeeks(EnrollmentRequested) have a positive effect 

on the likelihood of the applicant enrolling at the beginning of the semester. Accordingly, applicants 

who have been admitted one week before the application deadline will probably enroll as well as 

those who requested the enrollment three weeks before the application deadline. 

Table 36. Logistic regression Model 18. 

Attribute Regression coefficient p-value 
Status_OneWeek(EnrollmentRequested) 9.051 0.000 
Status_OneWeek(Admission) 5.202 0.000 
Status_OneWeek(Later) 3.527 0.000 
Priority(2) 2.731 0.000 
Status_ThreeWeeks(Later) -2.692 0.000 
Status_ThreeWeeks(Admission) -1.043 0.000 
HEEQ_Country(Foreign) -2.557 0.001 
Priority(3) 3.057 0.038 
Status_ThreeWeeks(EnrollmentRequested) 1.087 0.057 
TownSize_Residence(BigCity) -2.121 0.065 
Status_ThreeWeeks(Valid) 0.363 0.189 
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The positive impact of the Status_OneWeek(Later) on the likelihood of an applicant enrolling is in 

contrast to the statements in the above models, which indicate that this status has a negative im-

pact. This difference can be traced back to the nature of the DataSetUS2018, which consist of many 

synthetic data records that could cause this contradiction. The descriptive analysis of the Status 

attribute in Table 13 shows that 421 individuals with a valid application have the Status_One-

Week(Later). Of these, 37 were enrolled at the beginning of the semester, which corresponds to an 

enrollment rate of only 8.8%. Accordingly, this attribute is considered to have a negative rather 

than a positive effect on enrollment. 

Which of the models should be preferred by the university administration depends on the decisions 

that are to be supported. If the target is to have the highest accuracy in predicting the target class 

Enrollment(Yes), then Model 12 should be preferred because the precision for the target class is 

97.3% in the model testing. However, 33.9% of the applicants enrolling at the beginning of the se-

mester are not identified and would, therefore, be lost if only those students are admitted whose 

enrollment is considered likely by the model. If it is more urgent for decision-makers to identify as 

many applicants as possible that actually enroll at the beginning of the semester, Model 18 should 

be preferred as nearly 80% of the applicants who enroll are identified correctly. If the goal of the 

prediction is to estimate the actual number of applicants enrolling, the use of Model 15 is suggested. 

According to the model testing results shown in Table 33, the precision and the recall for the target 

class Enrollment(Yes) only differ by 10%, and therefore, the number of misclassifications and the 

number of unidentified applicants who enroll are relatively balanced. 

 Artificial Neural Networks models 

In the third round of analysis, ANNs were used to forecast the enrollment of applicants. Before the 

ANN models were generated, the dataset had to be transformed according to the process described 

in Section 3.4.4. Most attributes in the given dataset are categorical and are therefore transformed 

with dummy coding. Especially the variables HEEQDistrict with 242 categories, BirthCountry with 

68 categories, and Residence with 893 categories increase the size of the datasets immensely. As a 

result, the transformation of the available attributes results in a training dataset with 1416 attrib-

utes. This huge number of attributes has a negative impact on the model calculation time. A first 

experiment showed that the model training with the TrainingSet2018 already took 1 hour and 45 

minutes for only 10 training cycles and 1 hidden layer. This small number of training cycles, where 

in each one the goal is to minimize the SSE for the model by identifying the optimal weights for each 

neuron connection, results in an undertrained model with limited predictive power. 

This issue has been resolved by applying feature selection to the newly generated dataset. The Chi-

squared-based feature selection used is described in detail in Section 3.2.3. Accordingly, only those 

attributes of the 1416 are included in the analysis that have a proven link to the target variable 
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Enrollment. In addition, all models are generated based on one hidden layer77 and 500 training cy-

cles. The first ANN model was generated with TrainingSet2018 and those attributes whose weight 

≥ 0.1 in the direction of the target variable. A total of 6 attributes were included in the model build-

ing – Status_OneWeek(EnrollmentRequested), Status_OneWeek(Received), Status_OneWeek(Later), 

Status_ThreeWeeks(EnrollmentRequested), Status_FiveWeeks(EnrollmentRequested), and Sta-

tus_SevenWeeks(Valid). The performance measures of this Model 19 are shown in Table 37. They 

show that the model can correctly identify 97.8% of the cases that belong to the class Enroll-

ment(No) but only 59.1% of the cases that belong to the target class Enrollment(Yes). 

The second ANN model evaluated in Table 37 contains the attributes in the analysis whose 

weight ≥ 0.01 toward the target variable. Accordingly, 43 attributes were included. Model 20 has a 

slightly lower accuracy than Model 19, but the recall for the target class Enrollment(Yes) at 66.9% 

is higher and therefore this model seems to be able to classify more applicants who enroll at the 

beginning of the semester correctly. 

Table 37. Performance results of validating the ANN models Model 19 and Model 20.  

Model 
Name 

Dataset 
Inclu-

sion cri-
teria 

Number 
of in-

cluded 
attrib. 

Calcula-
tion 
time 

Accuracy 

Recall Precision 

True 
(No) 

True 
(Yes) 

Pred 
(No) 

Pred 
(Yes) 

19 
TrainingSet 
2018 

Weight 
≥ 0.1 

6 < 1 min 86.77% 97.75% 59.06% 85.76% 91.25% 

20 
Weight 
≥ 0.01 

43 6:52 min 85.16% 92.37% 66.99% 87.59% 77.67% 

 

In addition, the undersampled dataset and the oversampled dataset were used to generate models 

that predict both target classes well. Again, each dataset has been transformed to fit the require-

ments of the ANN algorithm, and then the Chi-squared based feature selection was applied. Again, 

two scenarios were analyzed with both balanced datasets. First, all the attributes that have a 

weight ≥ 0.1 with respect to the target variable are included in the model creation, and secondly, all 

attributes with an importance weight ≥ 0.01 are included.  

The performance results of the four ANN models, shown in Table 38, display that the inclusion of 

additional attributes and data records in the model calculation increases the model performance 

but also adversely affects the model calculation time. These calculation times can be reduced by 

using the split-validation operator for model validation, which uses a fixed number of records as 

training and a fixed number of records for validation purposes. In the study presented, it was de-

cided to continue using cross-validation to have more training data records available, which gener-

ally results in models with better performance. As shown in Table 38, Model 24 has the highest 

accuracy and can correctly classify 84.8% of all records in the training datasets. In this model, the 

                                                             
77  Larose et al. (2015: 342) specifies that the usage of one hidden layer is sufficient for most predictive problems. 
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recall and the precision are high for both target classes, and the model appears to classify 85.1% of 

the cases that belong to the target class Enrollment(Yes) correctly. To evaluate the real-life perfor-

mance of the models, however, model testing is required. 

Table 38. Performance results of validating ANN models Model 21, Model 22, Model 23, and Model 24. 

Model 
Name 

Dataset 
Inclu-

sion cri-
teria 

Number 
of in-

cluded 
attrib. 

Calcula-
tion 
time 

Accuracy 

Recall Precision 

True 
(No) 

True 
(Yes) 

Pred 
(No) 

Pred 
(Yes) 

21 
DataSetDS 
2018 

Weight 
≥ 0.1 

11 < 1 min 77.26% 76.38% 78.16% 77.76% 76.79% 

22 
Weight 
≥ 0.01 

55 3.25 min 77.75% 78.32% 77.18% 77.44% 78.07% 

23 
DataSetUS 
2018 

Weight 
≥ 0.1 

11 < 1 min 79.80% 71.58% 88.01% 85.65% 75.59% 

24 
Weight 
≥ 0.01 

77 
16.13 
min 

84.77% 84.41% 85.12% 85.01% 84.52% 

 

The performance results of testing the models on the UnseenTestSet are shown in Table 39. These 

suggest that Model 24 performs best in forecasting the target class Enrollment(Yes). Of the 109 

cases in the test set that enroll, 72.5% were identified, which is 69.3% of all the cases predicted by 

the model as belonging to the class Enrollment(Yes). Accordingly, the number of misclassifications, 

which are 35 cases, is close to the number of unidentified cases belonging to the target class Enroll-

ment(Yes).  

Table 39. Performance results of testing the ANN models with the UnseenTestSet. 

Model 19 | accuracy = 89.06% True(No) True(Yes) Class precision 
Pred(No) 273 40 87.22% 
Pred(Yes) 2 69 97.18% 

Class Recall 99.27% 63.30%  
Model 20 | accuracy = 84.11% True(No) True(Yes) Class precision 

Pred(No) 253 39 86.64% 
Pred(Yes) 22 70 76.09% 

Class Recall 92.00% 64.22%  
Model 21 | accuracy = 72.92% True(No) True(Yes) Class precision 

Pred(No) 188 17 91.71% 
Pred(Yes) 87 92 51.40% 

Class Recall 68.36% 84.40%  
Model 22 | accuracy = 78.39% True(No) True(Yes) Class precision 

Pred(No) 218 26 89.34% 
Pred(Yes) 57 83 59.29% 

Class Recall 79.27% 76.15%  
Model 23 | accuracy = 75.00% True(No) True(Yes) Class precision 

Pred(No) 179 18 91.63% 
Pred(Yes) 78 91 53.85% 

Class Recall 71.64% 83.49%  
Model 24 | accuracy = 83.07% True(No) True(Yes) Class precision 

Pred(No) 240 30 88.89% 
Pred(Yes) 35 79 69.30% 

Class Recall 87.27% 72.48%  
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Therefore, Model 24 allows the estimation of the number of applicants that enroll at the beginning 

of the semester, as it is anticipated that 114 applicants from the UnseenTestSet will enroll, and 109 

actually enroll. If the goal of the prediction was to identify applicants who actually enroll, regardless 

of the wrong classifications, Model 21 should be brought forward, as the model correctly identifies 

84.4% of all applicants who enroll.  

 Discussion of the analysis results 

The overarching objective of analyzing the existing applicant data was to demonstrate that they 

can assist universities in the relevant decision-making process and to help optimize the enrollment 

process. All of the models highlighted in the presented case study can predict the enrollment of 

applicants in the model testing with greater accuracy than the default accuracy of the presented 

dataset, which is 71.6%. In addition, the interpretable decision tree and logistic regression models 

indicate features that increase the likelihood of an applicant enrolling. In particular, the attribute 

Status_OneWeek and its categories are an important predictor for the enrollment. If an applicant 

has received an admission offer or has actively requested enrollment at least one week prior to the 

application deadline, he or she will most likely become a new student at the beginning of the se-

mester. Furthermore, the models suggest that applicants with a HEEQ grade from the area of the 

university site are also likely to enroll, indicating a sense of regional affiliation of the new students. 

This assumption is further supported by the positive impact the submission of multiple applica-

tions has for the enrollment. It seems that individuals applying for multiple study programs have a 

particular interest in studying at the case university and are less focused on a particular subject. In 

addition to the Status_OneWeek attribute, Model 5a suggests that the Status_ThreeWeeks attribute 

can also be helpful in predicting an applicant’s enrollment, but only with an accuracy of 71.4% in 

the model test. If the generated model would have a higher accuracy, it could allow the university 

management to predict the enrollment of applicants already three weeks before the application 

deadline.  

Nevertheless, in view of 4 out of the 6 programs examined being admission-free, the university may 

only use the knowledge generated to plan and adapt its capacities and resources according to the 

predicted requirements. This is due to the fact that anyone who applies for an admission-free pro-

gram when it is due and, if applicable, meets the minimum admission requirements, is entitled to a 

place in the program. The study and examination office, therefore, have no opportunity to intervene 

if overbooking is predicted for an admission-free program, as they cannot stop the admission pro-

cess prematurely or only admit a certain number of applicants.  

Nevertheless, the presented models generate decision support and enable universities to prepare 

their resources for the beginning of the semester. This is possible because the models permit for 
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the forecasting of the actual enrollment numbers at the beginning of the semester, allowing de-

mand-oriented capacity and resource planning. When the overbooking of a study program is pre-

dicted, the decision-makers have the possibility to plan ahead. For example, they can prepare the 

division of a course into groups, which may be necessary to adapt to the spatial conditions of the 

university. Furthermore, additional lecturers could be recruited if part of the funds are used ac-

cording to the predicted requirements. As a result, the academic and administrative members of 

the university can prepare themselves, which can reduce dissatisfaction that can occur with over-

crowded programs and too many students. If one week before the application deadline, it is pre-

dicted that the available study places are not fully utilized, applicants with applications having the 

status Later can be encouraged to submit the missing documents. In addition, to promote more 

applications, it is conceivable that marketing for a study program can be intensified or the applica-

tion deadline extended.  

Based on the current structure of the enrollment process, this study suggests that Model 24 could 

be most useful for demand-based capacity and resource planning. As highlighted in Section 5.1.5, 

Model 24 can correctly predict 72.5% of the applicants that enroll at the beginning of the semester 

in the model test and 69.3% of the applicants who are considered new students are actually new 

students. Accordingly, the model wrongly classifies 30.7% of the cases in the testing dataset as new 

students, while 27.5% of the actual new students are not identified by the model. The number of 

misclassifications and the number of not identified new students only differs minimally, so the 

model is able to predict nearly the right number of applicants that enroll at the beginning of the 

semester. Since the current structure of the admission procedure does not allow admissions to be 

granted only to those applicants that are forecasted to be likely to enroll, it is not considered dra-

matic that 27.5% of the applicants most likely to enroll are not identified by Model 24 because 

every student who submits a valid application must receive an admission offer.  

If the goal of the study and examination office is to correctly identify as many applicants as possible 

that enroll, Model 9 should be preferred, which is able to correctly identify 89.0% of the cases that 

belong to the target class Enrollment(Yes) in the UnseenTestSet. If the decision-makers are looking 

for an interpretable model and correctly predicting the number of enrollments, it is suggested to 

apply Model 5 or Model 15. Both models were generated with the DataSetDS2018, i.e. no synthetic 

data records are included in the modeling. In addition, features are identified that affect the likeli-

hood of enrollment, such as Status_OneWeek(EnrollmentRequested) and Status_OneWeek(Admis-

sion) in combination with AppliNumber(2), TownSize_Residence(BigTown), TownSize_Resi-

dence(City), or Priority ≥ 2. In addition, both models can correctly identify 69.7% of the applicants 

who enroll at the beginning of the semester and at 84.9% and 86.2% have significantly higher ac-

curacy than the default accuracy in the UnseenTestSet, which is 71.6%. 
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For admissions-restricted programs, predictive models present additional options for optimizing 

the enrollment process. The study places for admission-restricted programs are usually awarded 

in several rounds until all available study places are filled. With the help of predictive models, the 

number of rounds required to fill the available study places can be minimized by predicting how 

many applicants eligible for admission will accept an admission offer. If this number is below the 

available minimum places, the invitation for admission could be extended to lower-ranking places 

until a satisfactory number of enrollment is predicted. This procedure could help the university to 

award exactly as many admissions as needed in the first round of admissions to fill all available 

study places. If this procedure is successfully established, the enrollment process becomes more 

time-saving. Furthermore, applicants that would have been granted admission in the second or 

third admission round will receive an immediate offer to enroll in the program, which may secure 

the university students who would otherwise have migrated to a competing university. 

 Proposal for optimization 

In order for German universities to face the challenge of overcrowded study programs, the current 

structure of the admission process must change. One discussed solution at the case university is 

the subdivision of the application process for admissions-free programs into several 4-week slots. 

In each slot, applications will be received by a pre-defined deadline. Subsequently, the applicants 

who qualify for admission will be invited to a program. Until a certain period, they must respond 

to the admission offers, otherwise, their claim to a study space expires. This procedure will con-

tinue until all available study places have been filled. Nevertheless, overbooking would still be nec-

essary as candidates who have already accepted an admission offer may still apply to more univer-

sities and opt for another program, even though they have already enrolled at the case university.  

Therefore, a further modification of the admission process is proposed, based on the conversion of 

admission-free to admission-restricted programs, which allows intervention by the university 

management. This proposal does not mean that only individuals with a very good HEEQ should be 

given the opportunity to study. Rather, it is suggested that the universities have the right to not 

have to admit every candidate to their programs, even if they do not want to restrict their admis-

sions to ranking places that are based on grades or wait semesters. Consequently, a new admissions 

procedure is proposed, based on the proven possibilities that models predicting the enrollment 

numbers offer university decision-makers. This suggestion of an optimized enrollment process is 

shown in Figure 31.  

As shown, it is proposed that the university collects applications until a fixed application deadline. 

After the end of the deadline, all persons who have submitted a valid application, which might in-

clude the fulfillment of some admission requirements, will be considered for further procedure. 

Therefore, no admissions will be granted before the end of the application deadline. Then, from all 
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valid applications to a program, the average HEEQ grade is calculated, which is used as a threshold 

for admissions. For all the applicants that exceed the calculated minimum threshold, enrollment is 

predicted. The forecast enrollment numbers are then compared with the number of available study 

places. If the predicted enrollment numbers far exceed the available study places, then the mini-

mum threshold of the HEEQ grade could be increased.78 Accordingly, fewer applicants will be con-

sidered for enrollment. For these, an enrollment prediction is performed again, and the new pre-

dicted enrollment numbers are compared with the actual study places available. This procedure is 

repeated until a satisfactory number of new students is predicted.  

If, after the first round of predictions, the candidate numbers are lower than the available study 

places, the threshold for the HEEQ grade could be lowered.79 Accordingly, more applicants will be 

considered for enrollment. Also for these, the enrollment number is predicted and compared with 

the number of available places. This is repeated until the predicted result is satisfactory. Once a 

satisfactory number of predicted enrollments corresponds to the number of places available, all the 

                                                             
78  For example: If the original threshold is a HEEQ grade of 2.7 than this could be increased to the HEEQ grade of 2.5.  
79  For example: If the original threshold is a HEEQ grade of 2.7, it could be decreased to a HEEQ grade of 3.0. 

∅ HEEQ grade of the applicants 

All applications after the appli-
cation deadline 

Temporary minimal HEEQ grade 
for admission 

List of applicants exceeding the 
∅ HEEQ grade   

Forecast the amount of enroll-
ment 

Predicted number of new stu-
dents is only slightly higher than 

places available 

Admission offer to all of the ap-
plicants that exceed the mini-
mum HEEQ degree threshold 

Amount of study places < pre-
dicted enrollment 

Amount of study places > pre-
dicted enrollment 

Decrease the minimum HEEQ 
grade for admission 

High difference:  
Increase the minimum HEEQ 

grade for admission 

Figure 31. Proposal of an optimized enrollment process based on predictive models for the allocation of 
50 - 80% of the available study places. 
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applicants who exceed the specified minimum HEEQ grade threshold are invited to the program. If 

the forecast has been made on a well-performing prediction model, the study places should be fully 

occupied and the overbooking minimized. 

In order not to exclude from the program those who do not have a high HEEQ grade, it is proposed 

that not all the available study places be awarded by the procedure described above. It is suggested 

that a drawing process will award a certain number of available places, which could be between 

20% and 50% of the total available places. Accordingly, it is proposed that a certain number of 

candidates be chosen randomly from any remaining candidates who have not yet received a study 

place offer and therefore do not reach the minimum threshold for the HEEQ degree. For these ap-

plicants, the enrollment numbers are predicted. In line with the procedure illustrated in Figure 31, 

more or fewer applicants will be considered for an admission offer, depending on how well the 

forecasted number actually fills the available study spaces. Once the number of applicants pre-

dicted to enroll at the beginning of the semester is satisfactory, and therefore the available study 

places are filled, the admission offers are granted to those applicants randomly selected for admis-

sion. To ensure that not only overbooking is addressed, but also all the available spaces are occu-

pied, a slight overbooking of the available places is still conceivable.  

The predictive models presented in this chapter are mainly based on the Status attribute. There-

fore, in order for the method described above to work, new predictive models need to be generated 

because fewer status features are available if no admissions are granted before the application 

deadline. The presented models show that the demographic data currently available to German 

universities does not significantly influence the enrollment probability of an applicant. Therefore, 

new attributes need to be collected in order to generate well-performing predictive models without 

the Status attribute being available. Therefore, it is proposed to gather more information about a 

student’s intention to apply for a program. Therefore, in addition to prioritizing the application, the 

applicants must provide additional information about their intentions to enroll in a program. These 

intentions could be queried during the application process by asking standardized questions, for 

example: 

 How high has been your interest in the main topic of the study program before? (very 

high/high/medium/low/very low) 

 Did you apply for other programs that are similar in focus to this study program? (Yes/No) 

 Is the location of the university an important factor in your application for the study pro-

gram? (Yes/No) 

The answer to these and other questions, which, however, should not get out of hand to keep the 

application process clear and efficient, are then implemented in the creation of forecasting models 

that are believed to help optimize the process. 
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The above-proposed changes and optimizations of the enrollment process surely cannot be imple-

mented immediately and require several steps and measures ranging from the provision of the re-

quired resources to the adaption of admission regulations to the development of well-performing 

predictive models. Consequently, such changes in Germany are not alone the responsibility of the 

university itself and depend on the support and cooperation of the federal states. However, without 

a consistent change in the admission procedure, in particular, the problem of overcrowded admis-

sions-free programs cannot be tackled by German universities.  

Although overbooking cannot be prevented all together with the models presented above, they 

have shown to provide important information that support the university decision-makers, espe-

cially in preparing their capacities in the case of overbooked programs. 

5.2 Dropout Analysis 

Ensuring student success, reducing student dropout rates, and improving the quality of study pro-

grams are other important tasks of universities, which are believed to be supported by the analysis 

of student-related data resources with DM methods. Such analyses are expected to identify the re-

quirements of study programs and the students’ challenges. These can then be addressed by 

providing services that are needed and supporting the students’ success. This, in turn, can support 

the university to create a unique profile that could also increase its attractiveness.  

The degree program with the highest number of students and the longest history in the case uni-

versity is the BA Bachelor, which is also offered by many competitors. As a result, the case univer-

sity could benefit greatly from analyzing their students data resources, which could help them to 

optimize their program and to differentiate it from the programs of the competition. Therefore, the 

students’ data are examined for patterns that might be related to student dropout. In addition, pre-

dictive models will be generated to enable the university to forecast dropout. With this knowledge, 

the university administration and management has the opportunity to intervene and to increase 

the success of its students through individual support. 

 Introduction of the available student data resources 

The dataset available for the model generation consists of 1813 records of students who have been 

enrolled in the BA Bachelor’s program since 2008 and either successfully completed their studies 

or terminated them before graduation. The dataset has been extracted from the case university’s 

data management system and consist of 245 attributes, of which 221 attributes represent exams 

with their individual exam-ID and exam grade. The structure of the BA program is shown in Figure 

32. The boxes marked in green represent the required courses, whilst the gray boxes stand for the 

elective courses. Accordingly, the students attend required courses in the first three semesters, 



5.2   Dropout Analysis 

120 

which serve as the basis for the following semesters. After that, they can choose between speciali-

zations and different electives to earn the required number of credits to successfully complete their 

studies. The variety and range of courses offered at the case university are large, and the electives 

that may be chosen to earn a sufficient number of credit points changes each semester. Hence, many 

elective courses have a very limited number of participants and are not offered regularly. These 

courses, which obviously also have only a very limited number of values in the dataset, were ex-

cluded from the analysis. This involved a total of 94 courses. 

In addition to the examination names, the examination grades, and general study program-relevant 

data, the dataset contains demographic attributes and information about the previous education of 

the students. The attributes available for analysis are presented in Table 40.  

Table 40. Attributes in the student dataset of the case university. 

 Attribute Description Values 

D
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Age 
(new) 

The age of the student at the time 
of enrollment for the study pro-
gram. 

Age in years 

Gender The gender of the applicant. male, female  

PlaceofBirth 
The name of the student’s place of 
birth. 

Name of the Germany city or community, else 
Abroad 

Distance_ 
PlaceofBirth 
(new) 

The distance of the student’s 
birthplace from the location of the 
case university. 

Radius100 (≤ 100km), 
Radius200 (100km < Radius200 ≤ 200km), 
Radius300 (200km < Radius300 ≤ 300km), 
Radius400 (300km < Radius400 ≤ 400km), 
Radius500 (400km < Radius500 ≤ 500km), 
Over500 (> 500km), 
Abroad 

Nationality The nationality of the student. German, Foreign 

Residence 
The name of the place of residence 
of the student during the studies 
at the case university.  

Name of a German town or city 

Distance_Residence 
(new) 

The distance of the place of resi-
dence from the university site. 

See attribute Distance_PlaceofBirth 

Figure 32. Structure of the BA study program at the case university. 

Semester 1 – 3 Semester 4 

Business Administration 
Basic Program 

• Basic Business Studies 

• Quantitative Methods 

• Economics I 

• Cross-company Func-

tions 

• IT Management 

• Law 

• Controlling 

• Process Management 

• Intercultural Competen-

cies 

Specialization I 

Continuation  
Basic Program 

 
• Management 

• Quantitative 
Methods in Man-
agement 

Semester 5 

Specialization II 

Continuation 
Basic Program 

• Economics II 

• Financial Deci-
sion Making 

Semester 6 

Practical 
semester 

 
• Internship 

Semester 7 

Specializa-
tion III 

Bachelor 
Thesis 
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 Attribute Description Values 

TownSize_Residence 
(new) 

The size of the town the student 
lives in during the studies at the 
case university. 

Community = below 5.000 inhabitants, 
SmallTown = 5.000 - 20.000 inhabitants,  
Town = 20.000 - 50.000 inhabitants,  
BigTown = 50.000 - 100.000 inhabitants,  
City = 100.000 - 500.000 inhabitants,  
BigCity = above 500.000 inhabitants 

 

P
re

vi
ou

s 
ed

u
ca
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HEEQDegree 

The type of HEEQ the student has. AHR = ‘traditional’ university entrance de-
gree, FHR = university of applied sciences en-
trance degree, fgHR = subject-specific en-
trance degree, Abroad = foreign entrance de-
gree 

HEEQDistrict 
The district or country where the 
HEEQ was earned  

Name of the city, district or country 

Distance_HEEQDis-
trict (new) 

The distance of the HEEQ district 
from the location of the case uni-
versity. 

See attribute Distance_PlaceofBirth 

HEEQGrade The grade of the HEEQ degree. 1.00 (best grade) – 4.0 (least passing grade) 

HEEQGradeComp 
(new) 

The compact version of the attrib-
ute HEEQGrade. 

1 (1.0 – 1.5) = very good, 
2 (1.6 – 2.5) = good, 
3 (2.6 – 3.5) = satisfactory, 
4 (3.6 – 4.0) = sufficient 

TimeHEEQDegree-
Application 
(new) 

The time between the successful 
completion of the HEEQ and the 
application at the case university. 

< 6 Months, between 6-12 Months, between 
13-18 Months, between 19-24 Months, be-
tween 25 and 36 Months, > 37 Months 

FirstSemester 
(new) 

This attribute indicates if the stu-
dent collected first study experi-
ences before starting the investi-
gated study program.  

Yes = student has not been enrolled in previ-
ous study programs, 
No = student has been enrolled previously 

Apprenticeship 

This attribute defines whether the 
student has completed an appren-
ticeship before starting the inves-
tigated study program. 

Yes = student has a finished apprenticeship, 
No = student does not have a finished ap-
prenticeship 
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Course of Study 
The name of the study program in 
which the student was enrolled. 

Business Administration (BA) 

Enrollment date 
The date of the enrollment to the 
program. 

Date 

Deregistration date 
The date of termination from the 
program. 

Date 

DeregReason 

The reason for the termination of 
the studies. 

Dropout after ultimate failed exam, 
Willful dropout by the student, No re-registra-
tion, University change, Successful completion, 
Other 

Completion 
(new) 

This attribute is the target varia-
ble and indicates if a student has 
successfully completed the study 
program. It was derived from the 
attribute DeregReason. 

Yes = student successfully completed the 
study program, 
No = student did not successfully complete 
the program and dropped out 

SemestersStudied 
(new) 

The number of semesters the stu-
dent spend studying in the investi-
gated program. 

0 to max 
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Course/Module/ 
Exam name 

The individual name of each 
course or module. 

A list of the courses and modules in the BA 
program can be found in Appendix C. 

Exam grade 

The grade for the course or mod-
ule. 

1.0 until 5.0, where 1.0 is the highest possi-
ble grade, 4.0 is the minimum passing grade 
and 5.0 is the grade a student gets for a non-
passed exam. 
Further coding for exams without grades: 
1001 = passed without a grade; 
5005 = failed without a grade 
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In addition to the attributes directly available from the university’s data management system, sup-

plementary attributes have been generated either to develop new information or to compress at-

tributes. The latter has been found to be particularly necessary for attributes with many categories, 

some of which are represented by only one record, as generalizable rules and predictive models 

require enough data records for each category. The attributes created for the analysis are marked 

with the expression new. 

The target variable of the presented dataset shown in Figure 33 is Completion, which describes 

whether the student has successfully completed the study program – Completion(Yes) – or has 

dropped out – Completion(No). This target variable is almost balanced in the available dataset, with 

988 records (54.5%) successfully completing their studies and 825 records (45.5%) dropping out 

without successfully completing the program.  

The descriptive evaluation of the DeregReason attribute is shown in Table 41. It specifies the rea-

sons for the students deregistration from the program. Accordingly, the most common reason for 

students to drop out is the forced dropout after an ultimately failed exam, which is applicable for 

419 of the 825 records in the dataset that dropped out, which are 50.8%.  

Table 41. Distribution of the DeregReason attribute. 

DeregReason 
Total80 

Graduates81 
Dropouts82 

Dropout rate 
Number Fraction Number Fraction 

Dropout after ultimate failed 
exam 419 23.1% 0 419 50.8% 100.0% 
Willful dropout by the student 218 12.0% 0 218 26.4% 100.0% 
No re-registration 104 5.7% 0 104 12.6% 100.0% 
University change 70 3.9% 0 70 8.5% 100.0% 
Other 14 0.8% 0 14 1.7% 100.0% 
Successful completion 988 54.5% 988 0 0.0% 0.0% 
Total 1813 100.0% 988 825 100% 45.5% 

 

                                                             
80  Total number of students/records in the dataset. 
81  Students in the dataset who successfully completed their studies and therefore belong to the Completion(Yes) target 

class. 
82  Students in the dataset that dropped out before successfully completing the study program and therefore belong to 

the Completion(No) target class. 

54,50% 45,50%

0,00% 50,00% 100,00%

Completion

Completion(Yes) Completion(No)

Figure 33. Distribution of the Completion target variable. 
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The second most frequent reason is the willful termination by the student, which applies to 218 

individuals and, therefore 26.4% of the dropouts. Other reasons are lack of re-registration, which 

applies to 104 individuals, or the transfer to another university, which is valid for 70 individuals. 

For the remaining 14 students that dropped out, the reason for termination is not stated.  

The descriptive analysis of the Age attribute is shown in Table 42. Accordingly, the average age of 

the students in the dataset is 21.4 years, with a standard deviation of 2.8 years. In total, 274 stu-

dents (15.1%) of 1813 are older than 23 years of age, and only two are younger than 18 years. The 

average age of the graduates is 21 years, with a standard deviation of only 2.4, while the average 

age of the dropouts is 21.8 years with a standard deviation of 3.1 years. These differences make 

room for the assumption that younger students are more likely to successfully complete their stud-

ies. Nevertheless, 112 graduates are older than 23, which is still a proportion of 11.3%. As a result, 

it is assumed that the age of the student does not significantly influence the successful completion 

of the study program. 

Table 42. Distribution of the Age attribute. 

Attribute 
Total Graduates Dropouts 

Mini-
mum 

Maxi-
mum 

Aver-
age 

Devi-
ation 

Mini-
mum 

Maxi-
mum 

Aver-
age 

Devi-
ation 

Mini-
mum 

Maxi-
mum 

Aver-
age 

Devi-
ation 

Age 17.0 48.0 21.4 2.8 17.0 48.0 21.0 2.4 18.0 37.0 21.8 3.1 
 

The distribution of the Gender attribute is illustrated in Table 43. The evaluation of this attribute 

shows that the BA study program of the case university has slightly more female than male stu-

dents. Furthermore, female students seem more likely to successfully complete the study program, 

with 59.9% of the graduates being female. Yet, it is assumed that gender alone is not a predictor 

attribute that influences the drop out of a student because less male than female students are en-

rolled in the study program, which could be the reason for the difference in the distribution.  

Table 43. Distribution of the Gender attribute. 

Gender 
Total Graduates 

Dropouts Dropout rate 
Number Fraction Number Fraction 

Female 969 53.4% 592 59.9% 377 38.9% 
Male 844 46.6% 396 40.1% 448 53.1% 
Total 1813 100.0% 988 100% 825 45.5% 

 

The distribution of the attribute Nationality, shown in Table 44 displays that 61.7% of the students 

of a foreign nationality dropped out, while only 44.6% of the students of German nationality 

dropped out. Accordingly, the dropout rate is much higher for students of a foreign background, 

which might be due to the language barrier as the BA program is taught mainly in German. 
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Table 44. Distribution of the Nationality attribute. 

Nationality 
Total 

Graduates Dropouts Dropout rate 
Number Fraction 

German 1693 93.4% 942 751 44.6% 
Foreign 120 6.6% 46 74 61.7% 
Total 1813 100% 988 852 45.5% 

 

The Distance_PlaceofBirth, Distance_Residence, and TownSize_Residence attributes were generated 

from the demographic PlaceofBirth and Residence attributes to compress the detailed information 

in these attributes. For example, the Residence attribute has 504 distinctions, and 296 of these 

places are only represented by one individual in the dataset. The separate analysis of these distinc-

tions will most probably not generate universally applicable rules that can be used to predict the 

student’s dropout. Therefore, aggregation is a necessary step. The distribution of the data records 

in the Distance_PlaceofBirth and Distance_Residence attributes is shown in Table 45.  

Table 45. Distribution of the Distance_PlaceofBirth and the Distance_Residence attributes. 

Distance_PlaceofBirth 
Total 

Graduates Dropouts Dropout rate 
Number Fraction 

Radius100 1372 75.7% 774 598 43.6% 
Radius200 163 9.0% 82 81 49.7% 
Radius300 37 2.0% 18 19 51.4% 
Radius400 24 1.3% 14 10 41.7% 
Over500 29 1.6% 13 16 55.2% 
Abroad 188 10.4% 87 101 53.7% 
Total 1813 100.0% 988 825 45.5% 

Distance_Residence 
Total 

Graduates Dropouts Dropout rate 
Number Fraction 

Radius100 1569 86.5% 849 720 45.9% 
Radius200 194 10.7% 108 86 44.3% 
Radius300 21 1.2% 13 8 38.1% 
Radius400 12 0.7% 6 6 50.0% 
Radius500 9 0.5% 7 2 22.2% 
Over500 4 0.2% 2 2 50.0% 
Abroad 4 0.2% 3 1 25.0% 
Total 1813 100.0% 988 825 45.5% 

 

This distribution indicates that students born in the region of the university are more likely to com-

plete their studies than students with a foreign birthplace or a birthplace more than 500km away 

from the case university. The attribute Distance_Residence is not that conclusive, possibly because 

many students have moved their place of residence to nearby the case university. This cannot be 

reconstructed because the dataset does not include any information about when the place of resi-

dence was last changed. Furthermore, it is not apparent whether the attribute describes the pri-

mary or secondary place of residence or at what point in the student lifecycle it was collected or 
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updated. Therefore, the attribute is not included in the following DM analyses. The TownSize_Resi-

dence attribute is also based on the Residence attribute. For the same reasons as mentioned above, 

this attribute is not further investigated. 

The distribution of the HEEQDegree attribute is illustrated in Figure 34. Of the total cases in the 

dataset, 929 individuals, or 51.2%, have a HEEQ for the ‘traditional’ university (AHR), and 46.4% 

have a university of applied sciences entrance degree (FHR). The proportion of graduates with an 

AHR HEEQ degree is even higher at 58.5%. It seems that an AHR HEEQ degree increases the likeli-

hood of the student graduating.  

The HEEQDistrict attribute specifies the area in which the HEEQ degree has been obtained. Because 

the attribute has 139 characteristics, it has been compressed into the Distance_HEEQDistrict attrib-

ute to define whether the HEEQ degree was obtained in the region and, therefore, determine the 

reach of the university. The distribution of the attribute is shown in Table 46. The majority of the 

students received their HEEQ degrees from the region of the case university, 150 received it within 

a radius of 200km, and only 94 individuals have a HEEQ degree from further away than 200km. In 

the case of the graduates, 882 individuals, or 89.3%, have a HEEQ degree from the region. Further-

more, the students with a HEEQ from the region have the lowest dropout rate. As a result, it seems 

that the case university mainly has a regional reach, and the students coming from its region are 

also more likely to graduate.  

Table 46. Distribution of the Distance_HEEQDistrict attribute. 

Distance_HEEQDistrict 
Total 

Graduates Dropouts Dropout rate 
Number Fraction 

Radius100 1569 86.5% 882 687 43.8% 
Radius200 150 8.3% 71 79 52.7% 
Radius > 200 94 5.2% 35 59 62.8% 
Total 1813 100.0% 988 825 45.5% 

 

58,50%

42,50%

51,20%

39,80%

54,40%

46,40%

0,90%

1,50%

1,20%

0,80%

1,60%

1,20%

0,00% 20,00% 40,00% 60,00% 80,00% 100,00%

Graduates

Dropouts

Total

AHR FHR fgHR Abroad

Figure 34. Distribution of the HEEQDegree attribute. 



5.2   Dropout Analysis 

126 

The HEEQGrade and HEEQGradeComp attributes contain information about the final grade the stu-

dents achieved in their HEEQ degree. The second attribute is based on the first and is only the com-

pact portrayal of the HEEQGrade attribute. The average HEEQ grade of all the students in the da-

taset is 2.7. The average HEEQ grade of the graduates is slightly better at 2.6, and the average HEEQ 

grade of the non-graduates is slightly worse at 2.8. The distribution of the HEEQGradeComp attrib-

ute between all cases in the dataset is shown in Table 47. It can be seen that 49.7% of the students 

with a HEEQGrade of 3 dropped out, while for a HEEQ grade of 2, this was only 33.9% of the stu-

dents, and for a HEEQ grade of 1, the student dropout rate was 36.7%. It is obvious that the fraction 

of students with a good HEEQ is higher for the graduates, and the proportion of students with a 

satisfactory or sufficient HEEQ grade is higher for the dropouts. As a result, this attribute reflects 

the general assumption that students with a better HEEQ grade are more successful in completing 

their studies. 

Table 47. Distribution of the HEEQGradeComp attribute. 

HEEQGradeComp 
Total Graduates Dropouts Dropout 

rate Number Fraction Number Fraction Number Fraction 

1 30 1.7% 19 1.9% 11 1.3% 36.7% 
2 511 28.2% 338 34.3% 173 21.0% 33.9% 
3 1198 66.1% 603 61.0% 595 72.1% 49.7% 
4 74 4.1% 28 2.8% 46 5.6% 62.2% 
Total 1813 100.0% 988 100.0% 825 100.0% 45.5% 

 

The TimeHEEQDegree-Application attribute contains information about the time elapsed between 

the completion of the HEEQ and beginning of the study at the case university. This attribute has 

been generated from the difference between the Enrollment date and the Date of HEEQDegree at-

tributes available in the original dataset. An overview of the distribution of this attribute is shown 

in Table 48, which displays that only half of the students in the dataset begin their studies within 

one year of completing their HEEQ. Accordingly, 47.9% of the students in the BA program have 

more than a one-year gap between successfully completing their HEEQ degree and enrolling at the 

case university. The dropout rate is highest for the students enrolled at the case university 19-24 

months after successfully completing their HEEQ degree. 

Table 48. Distribution of the TimeHEEQDegree-Application attribute. 

TimeHEEQDegree-Appli-
cation 

Total 
Graduates Dropouts Dropout rate 

Number Fraction 

< 6 Months 546 30.12% 322 224 41.0% 
7-12 Months 398 21.95% 192 206 51.8% 
13-18 Months 236 13.02% 160 76 32.2% 
19-24 Months 143 7.89% 57 86 60.1% 
25-36 Months 187 10.31% 96 91 48.7% 
> 37 Months 303 16.71% 161 142 46.9% 
Total 1813 100.00% 988 825 45.5% 
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One reason for the one year gap between the completion of the HEEQ degree and the beginning of 

studies could be the fact that 565 students (31.2%) in the dataset have previous study experience 

– FirstSemester(No) – and this means that they spend several months after successfully completing 

the HEEQ in a different study program. In addition, 35.6% (645) of the students in the dataset do 

have a completed apprenticeship – Apprenticeship(Yes) – possibly completed after the HEEQ and 

before the beginning of studies. Therefore, in Table 49 a crosstab has been created that confronts 

the TimeHEEQDegree-Application attribute with the Apprenticeship and FirstSemester attributes. 

The confrontation of the attributes shows that with increasing time between the HEEQ and the 

beginning of study, the probability increases that a student has a completed apprenticeship or pre-

vious study experience. Nevertheless, 43.9% of the students with an apprenticeship completed 

their HEEQ within one year before their application. It seems that these students opted for an aca-

demic career after they successfully completed their apprenticeship. 

Table 49. Crosstab of the TimeHEEQDegree-Application attribute and the Apprenticeship and FirstSemester at-
tributes. 

TimeHEEQDegree-Applica-
tion 

Apprenticeship FirstSemester 

Yes No Yes No 

Number Fraction Number Fraction Number Fraction Number Fraction 

< 6 Months 193 29.9% 354 30.3% 455 36.5% 91 16.1% 
7-12 Months 90 14.0% 308 26.4% 280 22.4% 118 20.9% 
13-18 Months 42 6.5% 194 16.6% 164 13.1% 72 12.8% 
19-24 Months 29 4.5% 114 9.8% 82 6.6% 61 10.8% 
25-36 Months 78 12.1% 108 9.2% 93 7.5% 94 16.6% 
> 37 Months 213 33.0% 90 7.7% 174 13.9% 129 22.8% 
Total 645 100% 1168 100% 1248 100% 565 100% 

 

The attribute SemestersStudied was calculated from the difference between the Deregistration date 

and the Enrollment date. A descriptive evaluation is presented in Table 50. Accordingly, the average 

number of semesters spend in the study program across all students in the dataset is 5.1 semesters. 

This number changes significantly between the target groups graduates and dropouts. Since the 

regular period of study in the BA program investigated is 7 semesters, the average number of Se-

mestersStudied for the graduates is 7.7 semesters. Accordingly, many students are able to finish 

their studies successfully within 8 semesters. The average SemestersStudied for the dropouts is 2.0 

semesters with a deviation of 1.5 semesters. It is therefore assumed that a large portion of students 

that drop out will do so before the completion of the third semester. 

Table 50. Distribution of the SemestersStudied attribute. 

Attribute 
Total Graduates Dropouts 

Average Deviation Average Deviation Average Deviation 

SemestersStudied 5.1 3.1 7.7 1.0 2.0 1.5 
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A major portion of the attributes in the dataset is the course and module exams and their respond-

ing grades. Table 51 descriptively evaluates these with the least missing values. The missing values 

in the dataset can also be interpreted as 0-values because they indicate that a student did not attend 

a module or at least in the exam of the module. This non-participation could, for example, be caused 

by the student deregistering from the exam, by the student skipping the course, or by the student 

simply not showing up for the exam. The exams with most participants take place between the first 

and third semester. These exams logically have the least missing values because they are manda-

tory and most dropouts take place before the third semester.  

The module with the most attendees is Economics, followed by the Law module. The students usu-

ally attend these modules in the first semester and, therefore, most of the dropouts do attend the 

regarding courses and exams. The low average grade of 3.7 in the module Economics gives reason 

to believe that this is a challenging subject for the students. The same applies to the course Business 

Ethics and the module Quantitative Methods, which have an average grade of 3.7 and 4.0. This 

means that many students, whether they graduate or drop out, do not pass the regarding module 

exam on their first attempt. For the Intercultural Competencies module, it is noticeable that the min-

imum grade is 4.0, while all other modules and courses have a minimum grade of 5.0. This is due to 

the structure of the module, which extends over two semesters. Therefore, the examinations for 

the subjects of these modules are not combined and take place at different times of the studies. 

Therefore, the module only receives a grade when all courses belonging to the module have been 

successfully completed. Otherwise, the student has no grade for the module.  

Table 51. Descriptive analysis of the Exam attributes with the least missing or 0-values.  

Exam (first attempt) Missing Maximum Minimum Average Deviation 

Economics 156 1.0 5.0 3.7 1.1 
Law 255 1.0 5.0 3.4 1.2 
Business Ethics 414 1.0 5.0 3.7 1.2 
Cross-company Functions 432 1.0 5.0 3.6 1.2 
Quantitative Methods 533 1.0 5.0 4.0 1.2 
Controlling83 612 1.0 5.0 3.4 1.1 
Process Management 637 1.0 5.0 3.4 1.2 
Intercultural Competencies 678 1.0 4.0 2.3 0.6 
Management 812 1.0 5.0 2.9 0.9 

 

Table 52 compares the number of graduates and dropouts who passed or failed a module or exam 

based on the first attempt. Accordingly, the totals do not cover all students who graduated or 

dropped out because some students may have chosen to postpone the exam. Grades 1 to 4 have 

been condensed into the category passed, while grade 5 is condensed into the category failed. The 

comparison clearly shows that a higher percentage of graduates successfully complete the exams 

at the first try. For example, 85.2% of the graduates who participated in the examination of the 

                                                             
83  Financial Controlling. 
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module Economics have done so successfully, while only 33.1% of the dropouts successfully com-

pleted the module in their first attempt. Merely the module Quantitative Methods was passed by 

only 52.4% of the graduates, which underlines the above assessment that this module is a challenge 

for all students. 

Table 52. Overview of the students successfully completing an exam on the first attempt, distinguished by grad-
uates and dropouts. 

Exams (first 
attempt) 

Graduates Dropouts 

Passed 
(Grades 1-4) 

Failed 
(Grade 5) 

Total 
Passed 

(Grades 1-4) 
Failed 

(Grade 5) 
Total 

Number Fraction Number Fraction Number Number Fraction Number Fraction Number 

Economics 830 85.2% 144 14.8% 974 226 33.1% 457 66.9% 683 
Law 875 89.8% 99 10.2% 974 173 29.6% 411 70.4% 584 
Business Ethics 929 94.6% 53 5.4% 982 223 53.5% 194 46.5% 417 
Cross-company 
Functions 752 77.8% 214 22.2% 966 125 30.1% 290 69.9% 415 
Quantitative 
Methods 381 52.4% 346 47.6% 727 148 26.8% 405 73.2% 553 
Controlling 827 85.3% 143 14.7% 970 66 28.6% 165 71.4% 231 
Process  
Management 777 80.8% 185 19.2% 962 49 22.9% 165 77.1% 214 
Business  
Administration 560 90.3% 60 9.7% 620 361 70.0% 155 30.0% 516 

 Data preparation and analysis plan 

The goal of the planned analysis is twofold. First, a predictive model is to be generated that can 

predict the dropout of the students in the BA program. Second, the modules that may contribute to 

the dropout of students are to be identified. To achieve the first goal, classification models are cre-

ated. It was chosen to perform rule induction and decision tree modeling as these methods provide 

interpretable models that can be used to identify modules that increase the likelihood of dropping 

out of the study program, which also provides information for the second goal. In addition, associ-

ation rule modeling has been applied to the dataset in order to find rules or patterns that influence 

the success or failure of students. 

Prior to the model generation, the dataset was analyzed for outliers. Neither the LOF approach nor 

distance-based outlier detection identified actual outliers. Therefore, all the records were included 

in the analysis. In addition, the dataset was examined for missing values. The demographic data 

and the general study information do not contain any missing values, but all the module and course 

related exam attributes do. This is normal due to the nature of the dataset because not all the stu-

dents in the dataset completed or attended each course in the program. Some students even 

dropped out before the first semester ended, or they decided to postpone exams and attempt them 

in a later semester. Therefore, the missing values also contain information and can be understood 

as 0-values, and these are kept as such in the dataset. The attributes that specify only descriptive 

facts, such as the Course of Study or the Status, which is Deregistered for all of the students in the 
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dataset, are excluded from the analysis because they do not contain values influencing the target 

variable. Furthermore, the DeregReason attribute is excluded because it clearly indicates the class 

of the target variable, which also applies to the attribute SemestersStudied. The remaining attrib-

utes are taken into account during modeling. In order to determine the reason for dropping out and 

because most of the students drop out before the beginning of the 4th semester, the mandatory 

courses that are usually attended in the first three semesters of the BA study program are consid-

ered the most interesting. Therefore, the following analyses will focus on these courses. 

In addition, the original dataset has been divided into a training and a test portion. The TrainingSet 

contains 85% of the original dataset, which are 1541 records. The TestSet contains the remaining 

15% of the records. The target variable Completion has a small imbalance between the two target 

classes. In order to assess whether this inequality has a negative effect on the model performance, 

a down-sampled dataset was generated from the TrainingSet. This TrainingSetDS contains 701 rec-

ords belonging to the target class Completion(Yes) and 701 records belonging to the target class 

Completion(No). To generate and identify well-performing models, the following analyses were 

done with the TrainingSet and the TrainingSetDS, and each satisfactory model was tested on the 

same TestSet.  

 Rule models 

The rules were built using the rule induction approach described in Section 3.4.1 of this thesis. In 

the first step of the rule induction, all attributes of the student and the modules, which take place 

in the first 3 semesters of the BA study program, were included in the analysis. The Model A shown 

below is calculated with the TrainingSet and the Model B with the TrainingSetDS. Both models are 

based on the same attribute and indicate that the student is likely to complete the studies when the 

module Controlling is successfully completed:84 

(Model A) IF Controlling < 4.5 THEN Yes (709 / 60) 

   ELSE No (117 / 576) 

(Model B) IF Controlling ≤ 4.5 THEN Yes (591 / 60) 

   ELSE No (99 / 576) 

The performance measures of the models are shown in Table 53 and indicate that both models are 

able to correctly identify the cases in the training datasets with an F-score and an accuracy of > 87%. 

In detail, both models are able to correctly classify more than 91% of the students who drop out 

before completing their studies. Of the cases predicted to belong to the target class Completion(No), 

                                                             
84  If it is not stated otherwise, the rules always refer to the first attempt of a student completing the module or course.  
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83.0% in Model A and 84.1% in Model B are classified correctly. Therefore, both models seem to be 

able to identify students at risk of dropping out.  

Table 53. Performance results of validating Model A and Model B. 

Model Name Accuracy 
Recall Precision 

Error rate F-score 
True(Yes) True(No) Pred(Yes) Pred(No) 

A 88.19% 84.40% 91.44% 92.20% 83.03% 11.81% 87.67% 
B 87.23% 82.60% 91.87% 91.04% 84.07% 12.77% 87.82% 

 

In order to find more rules indicating the dropout of students, the Controlling module was excluded 

from modeling and the following rule models were identified: 

(Model C) IF Business Ethics ≤ 3.5 THEN Yes (733 / 136) 

   ELSE No (96 / 508) 

(Model D) IF Process Management ≤ 4.5 THEN Yes (546 / 42) 

   ELSE No (139 / 593) 

The performance results of the generated rules are shown in Table 54. Accordingly, Model C can 

correctly identify 92.4% of the cases belonging to the target class Completion(No), while 79.3% of 

all the students predicted as belonging to this class actually drop out before the successful comple-

tion of the studies.  

Table 54. Performance results of validating Model C and Model D. 

Model Name Accuracy 
Recall Precision 

Error rate F-score 
True(Yes) True(No) Pred(Yes) Pred(No) 

C 85.59% 79.88% 92.44% 92.68% 79.31% 14.41% 85.40% 
D 85.88% 77.18% 94.58% 93.44% 80.56% 14.12% 87.04% 

 

The Model C indicates that if a student does not have a grade better or equal to 3 in the course 

Business Ethics, which is part of the module Intercultural Competencies, the student is likely to drop 

out, while the successful completion of the course will increase the likelihood of the student grad-

uating. Model D performs slightly better and is able to correctly detect 94.6% of the cases in the 

dataset that drop out, and 80.6% of the records predicted to be the target class Completion(No) 

actually belong to this class. The model indicates that if students successfully complete the Process 

Management module with a grade of at least 4, the probability of successful completion of their 

studies increases. The course Business Ethics is usually completed between the first and the second 

semester, whereas the Process Management module is attended in the third semester. Therefore, 

given the current structure of the BA program, Model C offers the possibility of predicting the drop-

out of students after the second semester, while Model D can predict the dropout at the earliest 

after the third semester.  
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In another analysis round based on the TrainingSet, a Model E was generated, excluding the Busi-

ness Ethics course from the model calculation. With the TrainingSetDS a Model F was created that 

excludes the Process Management module from the model generation. Both models are presented 

below:  

(Model E) IF Process Management ≤ 4.5 THEN Yes  (662 / 42) 

   IF Law > 3.5 THEN No  (61 / 377) 

   IF Economics > 4.5 AND Cross-company Functions (second attempt) > 4.5 AND Inter-

cultural Competencies > 3.0 THEN No  (0 / 2) 

   ELSE No  (93 / 224) 

(Model F) IF Business Ethics ≤ 3.5 THEN Yes  (609 / 136) 

   ELSE No  (73 / 452) 

The models indicate even more courses that seem to influence the dropping out of students. Ac-

cordingly, if a student has a grade in the Law module that is worse than 3, he or she will likely drop 

out. In addition, Model E states that if a student has not successfully completed the Economics mod-

ule as well as the second attempt on the Cross-company Functions module and does not score better 

than 3 in the Intercultural Competencies module, then he or she will not graduate. Since this rule is 

based on only two records, it should be further investigated as more data records become available. 

The rule generated in Model F states that students who manage to pass the Business Ethics course 

with a minimum grade of 3 are more likely to successfully complete the program than the ones with 

a grade worse than 3. The performance results of the two models are presented in Table 55 and 

show that Model E is able to identify as many as 93.3% of the cases belonging to the target class 

Completion(No), and Model F can identify 80.6% of these cases. 

Table 55. Performance results of validating Model E and Model F. 

Model Name Accuracy 
Recall Precision 

Error rate F-score 
True(Yes) True(No) Pred(Yes) Pred(No) 

E 85.40% 78.81% 93.30% 93.37% 78.61% 14.60% 85.35% 
F 83.53% 86.45% 80.60% 81.67% 85.61% 16.47% 83.09% 

 

Due to the nature of the modules and courses on which the above rules are based, they can only 

predict dropout after the second semester at the earliest. Therefore, a further scenario was mod-

eled, which only includes the modules Quantitative Methods and Economics, as these are scheduled 

in the first semester.85  

  

                                                             
85  In Appendix C the detailed current structure of the investigated BA program is presented. 
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The rules that have been built are: 

(Model G) IF Economics ≤ 4.5 THEN Yes (697/189) 

   ELSE No (100/358) 

(Model H) IF Economics ≤ 4.5 THEN Yes  (580 / 189) 

   ELSE No  (72 / 307) 

Accordingly, students who successfully complete the Economics module are also likely to success-

fully complete the study program. The Model G performance validation metrics presented in Table 

56 show that 75.0% of the students who drop out of the program can be identified correctly. Model 

H, which points to the same, has a recall(No) of 72.3%, while the precision of the prediction with 

78.2% is slightly higher than that of Model G. Nevertheless, both models seem to be able to recog-

nize more than 70% of the cases in the training datasets that leave the program as early as after the 

first semester. 

Table 56. Performance results of validating Model G and Model H. 

Model Name Accuracy 
Recall Precision 

Error rate F-score 
True(Yes) True(No) Pred(Yes) Pred(No) 

G 78.20% 80.83% 75.04% 79.51% 76.56% 21.80% 75.68% 
H 76.89% 79.89% 72.33% 74.27% 78.24% 23.88% 74.79% 

 

Because all generated rule models provide promising results, a model test was performed on the 

unseen TestSet to identify the models that are able to classify most of the students at risk of drop-

ping out. The results of the model test are presented in Table 57. They show that all generated 

models have significantly higher accuracy than the default accuracy in the TestSet, which is 54.4%.86 

Accordingly, they all support the management of universities in predicting the dropout of students. 

When examining the performance metrics in more detail, it is noticeable that Models A and B, Mod-

els D and E, Models C and F, as well as Models G and H, have identical performance results, which 

can be traced back to all these rulesets having a commonality. Accordingly, the slight imbalance of 

the target variable in the dataset does not appear to influence the model performance.  

Table 57. Performance results of testing the generated rule models on the unseen TestSet. 

Model 
Name 

Accuracy 
Recall Precision 

Error rate 
True(Yes) True(No) Pred(Yes) Pred(No) 

A 86.76% 79.73% 95.16% 95.16% 79.73% 13.24% 
B 86.76% 79.73% 95.16% 95.16% 79.73% 13.24% 
C 81.62% 83.78% 79.03% 82.67% 80.33% 18.38% 
D 85.29% 77.70% 94.35% 94.26% 78.00% 14.71% 
E 85.29% 77.70% 94.35% 94.26% 78.00% 14.71% 
F 81.62% 83.78% 79.03% 82.67% 80.33% 18.38% 
G 80.88% 89.86% 70.16% 78.24% 85.29% 19.12% 
H 80.88% 89.86% 70.16% 78.24% 85.29% 19.12% 

                                                             
86  Of the 272 data records in the TestSet, 148 belong to the Completion(Yes) class and the remaining 124 belong to the 

Completion(No) class. 
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According to the recall, Models A and B are able to identify 95.2% of the cases in the testing dataset 

correctly as belonging to the target class Completion(No). Models G and H are the ones with the 

highest precision for the Completion(No) target class, with 85.3% of the cases predicted to belong 

to that class actually being students who drop out of the study program. 

The models that should be preferred for decision support depend on the main tasks, which for the 

presented case, are to identify the students who are at risk for dropping out. This allows the uni-

versity decision-makers to intervene and to provide additional support that may increase the like-

lihood that students will succeed in the study program. In terms of performance metrics, Models A 

and B should be preferred for decision support because they are able to identify 95.2% of all stu-

dents who drop out of the program before successfully completing it in the unseen TestSet. How-

ever, the rule models are based on a module currently scheduled in the third semester of the pro-

gram; therefore, the capabilities of the model to support early intervention are limited. Model C and 

Model F are based on the Business Ethics course, which is scheduled in the second semester. Ac-

cording to these models, the decision-makers can identify nearly 80% of students who drop out 

after completing the second semester. Models G and H can identify up to 70% of students that drop 

out after completing the first semester, allowing for the earliest possible intervention.  

The models not only indicate the possibility of early intervention but also demonstrate that the 

successful completion of the Business Ethics course and the Controlling, Process Management and 

Economics modules positively influence the likelihood that a student will successfully complete the 

BA program, while failure in the Law module increases the risk of dropping out.  

 Decision tree models 

The following decision tree models are generated based on the C4.5 algorithm following the steps 

described in Section 3.4.3. Furthermore, it was decided to only use the TrainingSet for the model 

generation because it best reflects the actual structure of the student dataset, and the slight imbal-

ance in the target variable does not appear to affect the performance of the models, which has been 

noticed during the previous rule induction analysis. In order to find the best possible outcome and 

a model that will assist the study and examination office in early intervention and in supporting 

student success, the following scenarios have been used:  

 Scenario 1: In conjunction with the general information about the student, exams taking place 

between the first and the third semester are included in the model generation.  

 Scenario 2: In conjunction with the general student information, only the first and second 

semester exams are included in the analysis. 

 Scenario 3: In conjunction with the general student information, only the exams taking place 

in the first semester are included in the analysis.  



5.2   Dropout Analysis 

135 

 Scenario 4: Only the general information about the student has been included in the analysis.  

In addition, the models were pruned to identify models of optimal complexity. The performance 

results for the best models in all scenarios are shown in Table 58. The performance results show 

that student dropout cannot be predicted solely on demographic student data. The Model L in ques-

tion states that only 48.2% of the records in the training dataset associated with the Completion(No) 

target class can be identified by the model, meaning that 51.8% have not been identified. In addi-

tion, the performance results show that only 57.9% of the cases identified as Completion(No) actu-

ally belong to this class. Accordingly, 42.1% of the cases designated by the model as students who 

drop out are actually students who successfully complete their studies. Therefore, the chance of 

identifying a student’s correct class only on their demographic characteristics is very close to the 

default accuracy of 54.5%.87 

Table 58. Performance results of validating the generated decision tree models. 

Model 
Name 

Scenario Accuracy 
Recall Precision Error 

rate 
F-score 

True(Yes) True(No) Pred(Yes) Pred(No) 
I 1 92.47% 96.67% 87.45% 90.22% 95.63% 7.53% 91.33% 
J 2 91.43% 98.33% 83.17% 87.50% 97.65% 8.57% 89.74% 
K 3 76.44% 76.90% 75.89% 79.26% 73.28% 23.56% 74.44% 
L 4 60.48% 70.71% 48.22% 62.07% 57.88% 39.52% 50.66% 

 

Model K, calculated only taking into account the modules that the student generally attends and 

completes in the first semester, can identify 75.9% of the students who drop out of the program 

before graduating, Model J is able to identify 83.2%, and Model I can identify 87.5%. Accordingly, 

all three models perform better than the default accuracy in the TrainingSet and are therefore 

tested on the unseen TestSet. The results of the model test are shown in Table 59.  

Table 59. Performance results of testing Model I, Model J and Model K on the unseen TestSet. 

Model I | accuracy = 93.38% True(Yes) True(No) Class precision 

Pred(Yes) 143 13 91.67% 
Pred(No) 5 111 95.69% 

Class recall 96.62% 89.52%  
Model J | accuracy = 93.38% True(Yes) True(No) Class precision 

Pred(Yes) 145 15 90.62% 
Pred(No) 3 109 97.32% 

Class recall 97.97% 87.90%  
Model K | accuracy = 81.99% True(Yes) True(No) Class precision 

Pred(Yes) 133 37 78.24% 
Pred(No) 15 87 85.29% 

Class recall 89.86% 70.16%  
 

                                                             
87  840 of the 1541 examples in the TrainingSet belong to the Completion(Yes) class and 701 to the Completion(No) 

class. 
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As the number of attributes increases, the percentage of cases recognized correctly by the models 

as belonging to the target class Completion(No) increases. Accordingly, Model I can correctly iden-

tify 89.5% of these cases, while Model K can only detect 70.2%. Nevertheless, Model K can predict 

the dropout of students as early as the end of the first semester and allows the university to provide 

additional support to the 87 students identified as potentially at risk for dropping out. Therefore, 

the generated Model K, shown in Figure 35, gives the management of universities the opportunity 

to intervene as early as after the first semester to reduce the number of student dropouts. The root 

of the presented tree model is the Economics module, which according to the curriculum is usually 

attended in the first semester. Hence, if a student does not pass the Economics module or does not 

try to pass it at the first attempt, he or she will probably drop out. If the student has passed the 

module with at least a grade 4, it is likely that he or she will successfully complete the study pro-

gram. 

Figure 36 depicts Model J, which allows university decision-makers to predict the dropout of stu-

dents after the second semester. In this model, the module Intercultural Competencies (first at-

tempt) is the tree root, which indicates that the probability of dropping out is high if a student does 

not have a grade for this module. If a student does have a grade equal to or better than 2 in this 

Figure 36. Decision tree Model J. 

Figure 35. Decision tree Model K. 
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|   Cross-company Functions > 3.5: Yes {Yes=117, No=74} 
|   Cross-company Functions ≤ 3.5 
|   |   Quantitative Methods = 0: Yes {Yes=35, No=0} 
|   |   Quantitative Methods > 4.5 
|   |   |   Quantitative Methods (second attempt) = 0: Yes {Yes=7, No=5} 
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|   Economics (second attempt) > 4.5 
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|   |   Intercultural Competencies ≤ 2.1: No {Yes=0, No=7} 
|   Economics (second attempt) ≤ 4.5: Yes {Yes=56, No=4} 
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module, he or she will probably still drop out if the second attempt to successfully complete the 

Economics module has failed. In addition, Model J indicates that a student is likely to drop out if he 

or she passes the Intercultural Competencies module with a grade worse than 2, the module Cross-

company Functions has not been attempted at the first try or has been successfully completed with 

at least a grade 3, the first attempt at completing the Quantitative Methods module was failed, the 

second attempt at completing this module was failed or was passed with a grade 4, but the Business 

Simulation course was successfully completed. 

Model I is not as well-suited as the other two models to give universities the ability to provide early 

intervention to its students, as most of the students drop out before the third-semester exams. 

However, the model is shown in Figure 37 to identify the potentially challenging third-semester 

modules that get the students to drop out. The model again shows that the Intercultural Competen-

cies module is a predictor of student dropout. Accordingly, if a student does not have a grade for 

the first attempt on completing the Intercultural Competencies module, he or she is likely to drop 

out. The same can be said for students who did not pass the Intercultural Competencies module or 

did pass it with a grade equal to or worse than 3 and do not have a grade for the Controlling module. 

If they did pass the module Controlling but do not have a grade for the Process Management module, 

a dropout appears likely, but only 4 out of 7 cases in the tree leaf actually belong to the Comple-

tion(No) target class. If they fail to successfully complete the Controlling module on the first at-

tempt, the results are also not conclusive because only 52 records of 99 in this tree leaf complete 

the studies successfully, and the remaining 47 belong to the Completion(No) target class. 

Figure 37. Decision tree Model I. 
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The models presented and tested above are all informative and convince with the accuracy 

measures, which are significantly higher than the default accuracy of 54.4% of the TestSet. In par-

ticular, Model I can predict the dropout of students well. However, Model J and Model K should be 

preferred by the university administration if they want to increase the success of their students 

and reduce their student dropout rate. Model K can identify 70% of the students who are at risk of 

dropping out after the first semester. These can be provided with additional tutoring, which in-

creases their chances and motivation to continue to study successfully. By additionally applying 

Model J after the second semester, it is assumed that the university management can identify even 

more students at risk for dropping out because the model is able to identify as many as 87% of the 

students that do not graduate. As already mentioned, Model I can identify almost 90% of the stu-

dents dropping out, but it can only be applied after the third semester, and intervention to increase 

the student success may be too late at that time for many of the dropout candidates.  

All three models do provide interesting information to identify modules and courses that are chal-

lenging for students. It is emphasized that the Economics and Intercultural Competencies modules 

are demanding for students as they are likely to drop out if they did not succeed to complete the 

modules on their first attempt. In addition, dropping out is likely if the students do not have a grade 

for the module. This can be the case if they do not participate in all or one of the course exams that 

must be completed as part of the modules. This, in turn, may indicate that the student had difficulty 

with the module’s courses during the semester. In addition to the Economics and Intercultural Com-

petencies modules, Models I and J indicate that the Quantitative Methods and Controlling modules 

can also influence the success of students.  

 Association rules 

With frequent pattern mining, associations and correlations between the attributes in a dataset can 

be identified. In the case presented, this DM method is used to identify relationships between the 

target variable Completion and the other attributes in the dataset. Accordingly, the focus is on as-

sociation rules that include the target variable Completion and characteristics and modules related 

to student success and dropout.  

Before applying the FP-Growth algorithm described in Section 3.3, the dataset was converted to a 

transactional dataset. Accordingly, all the numerical and nominal variables are converted into bi-

nominal variables that either apply (true) or do not apply (false) for a particular data record. If each 

numerical attribute in the dataset were first converted into a nominal attribute and secondly to a 

binominal attribute via dummy encoding, an enormous number of attributes would result since 

each individual number would be converted to a separate attribute. In addition, the likelihood of 

finding frequent itemsets would be minimized because each new attribute applies only to a small 
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number of data records.88 The generation of models for such datasets can be inefficient and difficult 

(Krzysztof et al. 2007: 235). Therefore, it was decided to discretize the values of the numerical at-

tributes. For the attributes that represent a module, user-specific binning has been performed be-

cause of the substantive meaning of the numerical expressions in these attributes. Accordingly, 

grades between 1.0 and 4.0 indicate that a student has passed a certain exam, and the grade of 5.0 

is given if a student did not pass. Hence, grades between 1.0 and 4.0 were assigned to the passed 

category, and grade 5.0 to the failed category. For the sake of completeness, equal-frequency bin-

ning89 and entropy-based binning90 were also performed with the result that the association analy-

sis did not identify any interesting rules that include the target variable Completion and modules. 

The numerical attributes Age and SemestersStudied were discretized into three partitions using 

equal-frequency binning. 

The performed association rule analysis included the demographic attributes and modules that 

students usually attend in the first three semesters of their studies. In addition, minimum perfor-

mance measures have been established. The defined minimum support threshold minsup = 0.45 

indicates that the items or itemsets must occur in at least 45% of the DataSetOriginal to be consid-

ered during rule generation. In total, 134 frequent itemsets were found that exceed the minsup, and 

21 of these frequent itemsets contain the target variable Completion. These items and itemsets are 

listed in Table 60. 

Table 60. Frequent itemsets, including the Completion target variable, with a minsup = 0.45. 

Sup.91 Item 1 Item 2 Item 3 Item 4 

0.545 Completion(Yes)    

0.455 Completion(No)    

0.520 Nationality(German) Completion(Yes)   

0.486 
Distance_HEEQDistrict 
(Radius100)=true 

Completion(Yes)   

0.496 
BasicBusinessStudies 
(passed) 

Completion(Yes)   

0.541 
Intercultural Competen-
cies(passed) 

Completion(Yes)   

0.458 Economics(passed) Completion(Yes)   

0.483 Law(passed) Completion(Yes)   

0.456 Completion(Yes) Controlling(passed)   

0.468 Nationality(German) 
Distance_HEEQDistrict 
(Radius100)=true 

Completion(Yes)  

0.475 Nationality(German) 
BasicBusinessStudies 
(passed) 

Completion(Yes)  

                                                             
88  For example, of the 1813 records in the dataset, only 7.2% (130 data records) are 18 years of age, or of the 1657 

cases that have a grade for the Economics module, only 5.1% (85 data records) have the grade 2.0. 
89  The numerical expressions of the attribute are subdivided into a predefined number of bins based on the distribu-

tion of the data records in the dataset so that each bin ideally contains the same number of data records (Witten et 
al. 2001: 261; Han et al. 2012: 115-116). Hence, “…the numerical predictor is partitioned into v categories, each hav-
ing v/n records, where n is the total number of records” (Larose et al. 2015: 41). 

90  For more details, see Witten et al. (2001: 262-265).  
91  Support measure. 
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Sup.91 Item 1 Item 2 Item 3 Item 4 

0.516 Nationality(German) 
Intercultural Competen-
cies(passed) 

Completion(Yes)  

0.463 Nationality(German) Law(passed) Completion(Yes)  

0.484 
Distance_HEEQDistrict 
(Radius100)=true 

Intercultural Competen-
cies (passed) 

Completion(Yes)  

0.494 
BasicBusinessStudies 
(passed) 

Intercultural Competen-
cies(passed) 

Completion(Yes)  

0.456 
Intercultural Competen-
cies(passed) 

Economics(passed) Completion(Yes)  

0.480 
Intercultural Competen-
cies(passed) 

Law(passed) Completion(Yes)  

0.453 
Intercultural Competen-
cies(passed) 

Completion(Yes) Controlling(passed  

0.466 Nationality(German) 
Distance_HEEQDistrict 
(Radius100)=true 

Intercultural Competen-
cies(passed) 

Completion(Yes) 

0.473 Nationality(German) 
BasicBusinessStudies 
(passed) 

Intercultural Competen-
cies(passed) 

Completion(Yes) 

0.461 Nationality(German) 
Intercultural Competen-
cies(passed) 

Law(passed) Completion(Yes) 

 

According to the list of frequent itemsets, the variable Completion is displayed together with the 

modules Controlling, Law, Economics, Intercultural Competencies, and Basic Business Studies in the 

dataset. From these frequent itemsets, association rules were generated with a minconf = 0.6. Ac-

cordingly, it was decided to consider only rules as interesting in which at least 60% of the data 

records displaying the first part of the rule, display the second part as well. Accordingly, at least 

49092 records of the DataSetOriginal must be presented by the rule. 

The full set of rules that exceed the minsup, the minconf, and include the variable Completion in the 

rule conclusion is shown in Table 61 in descending order according to the support measure. The 

generated rules display that the successful completion of the modules Intercultural Competencies, 

Basic Business Studies, Economics, Controlling, and Law positively influences the successful comple-

tion of the study program. The performance metrics show that all rules have a Support > 0.45 and, 

therefore, the frequent itemsets are found in at least 816 records in our dataset. In addition, the 

confidence measures indicate that at least 72% of the records that contain the rule premises also 

show the rule conclusion. In addition to support and confidence, the table includes the Lift measure, 

which indicates whether there is a correlation between the premise and the conclusion of the rule. 

Rule 41 has the highest Lift value of 1.75, which indicates that the successful completion of the 

study program is 1.75 times more likely if the student passes the Intercultural Competencies and 

Controlling modules. The positive Lift measure for the other rules, which is at least Lift > 1.39, 

shows that the rule body and the rule head are positively correlated. It can therefore be concluded 

that a student who has passed the Intercultural Competencies, Basic Business Studies, Law, Econom-

ics and Controlling modules at the first attempt is more likely to successfully complete the program. 

In addition, the rules indicate that both the German nationality and a HEEQ from the region of the 

                                                             
92  45% of 1813 cases are 816 examples. 60% of 816 examples are 490. 
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case university have a positive effect on the successful completion of the study program. However, 

it is assumed that these rules only exist because the attributes are true for at least 86% of all records 

in the dataset. 

Table 61. Rules that exceed the minimum performance measures and have the Completion target variable in 
the rule conclusion. 

No Rule body Conclusion Sup. Conf.93 Lift 

1 Intercultural Competencies(passed) Completion(Yes) 0.541 0.870 1.596 

2 Intercultural Competencies(passed) Nationality(German), Completion(Yes) 0.516 0.830 1.597 

3 
Nationality(German), 
Intercultural Competencies(passed) 

Completion(Yes) 0.516 0.875 1.605 

4 BasicBusinessStudies(passed) Completion(Yes) 0.496 0.761 1.397 

5 BasicBusinessStudies(passed) 
Intercultural Competencies(passed),  
Completion(Yes) 

0.494 0.757 1.399 

6 Intercultural Competencies(passed) 
BasicBusinessStudies(passed), Comple-
tion(Yes) 

0.494 0.793 1.598 

7 
BasicBusinessStudies(passed),  
Intercultural Competencies(passed) 

Completion(Yes) 0.494 0.894 1.641 

8 Intercultural Competencies(passed) 
Distance_HEEQDistrict(Radius100)=true,  
Completion(Yes) 

0.484 0.778 1.600 

9 
Distance_HEEQDistrict(Ra-
dius100)=true, 
Intercultural Competencies(passed) 

Completion(Yes) 0.484 0.877 1.610 

10 Law(passed) Completion(Yes) 0.483 0.835 1.532 

11 Intercultural Competencies(passed) Law(passed), Completion(Yes) 0.480 0.771 1.600 

12 Law(passed) 
Intercultural Competencies(passed),  
Completion(Yes) 

0.480 0.830 1.534 

13 
Intercultural Competencies(passed),  
Law(passed) 

Completion(Yes) 0.480 0.925 1.697 

14 BasicBusinessStudies(passed) Nationality(German), Completion(Yes) 0.475 0.729 1.404 

15 
Nationality(German),  
BasicBusinessStudies(passed) 

Completion(Yes) 0.475 0.769 1.411 

16 BasicBusinessStudies(passed) 
Nationality(German), Intercultural Com-
petencies(passed), Completion(Yes) 

0.473 0.726 1.406 

17 Intercultural Competencies(passed) 
Nationality(German),  
BasicBusinessStudies(passed),  
Completion(Yes) 

0.473 0.761 1.600 

18 
Nationality(German),  
BasicBusinessStudies(passed) 

Intercultural Competencies(passed),  
Completion(Yes) 

0.473 0.765 1.415 

19 
Nationality(German),  
Intercultural Competencies(passed) 

BasicBusinessStudies(passed),  
Completion(Yes) 

0.473 0.802 1.615 

20 
BasicBusinessStudies(passed),  
Intercultural Competencies(passed) 

Nationality(German), Completion(Yes) 0.473 0.857 1.650 

21 
Nationality(German),  
BasicBusinessStudies(passed),  
Intercultural Competencies(passed) 

Completion(Yes) 0.473 0.899 1.650 

22 Intercultural Competencies(passed) 
Nationality(German), Distance_HEEQDis-
trict(Radius100)=true, Completion(Yes) 

0.466 0.748 1.600 

23 
Nationality(German), 
Intercultural Competencies(passed) 

Distance_HEEQDistrict(Radius100)=true,  
Completion(Yes) 

0.466 0.789 1.621 

24 
Distance_HEEQDistrict(Ra-
dius100)=true,  
Intercultural Competencies(passed) 

Nationality(German), Completion(Yes) 0.466 0.843 1.623 

25 

Nationality(German),  
Distance_HEEQDistrict(Ra-
dius100)=true, Intercultural Compe-
tencies(passed) 

Completion(Yes) 0.466 0.881 1.617 

26 Law(passed) Nationality(German), Completion(Yes) 0.463 0.801 1.541 

                                                             
93  Confidence measure. 
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No Rule body Conclusion Sup. Conf.93 Lift 

27 Nationality(German), Law(passed) Completion(Yes) 0.463 0.842 1.544 

28 Intercultural Competencies(passed) 
Nationality(German), Law(passed), 
Completion(Yes) 

0.461 0.740 1.600 

29 
Nationality(German), Intercultural 
Competencies(passed) 

Law(passed), Completion(Yes) 0.461 0.780 1.617 

30 Law(passed) 
Nationality(German),  
Intercultural Competencies(passed),  
Completion(Yes) 

0.461 0.797 1.543 

31 Nationality(German), Law(passed) 
Intercultural Competencies(passed), 
Completion(Yes) 

0.461 0.838 1.548 

32 
Intercultural Competencies(passed), 
Law(passed) 

Nationality(German), Completion(Yes) 0.461 0.887 1.708 

33 
Nationality(German), Law(passed), 
Intercultural Competencies(passed) 

Completion(Yes) 0.461 0.928 1.702 

34 Economics(passed) Completion(Yes) 0.458 0.786 1.442 

35 Intercultural Competencies(passed) Economics(passed), Completion(Yes) 0.456 0.733 1.601 

36 Economics(passed) 
Intercultural Competencies(passed), 
Completion(Yes) 

0.456 0.783 1.450 

37 
Intercultural Competencies(passed), 
Economics(passed) 

Completion(Yes) 0.456 0.916 1.681 

38 Controlling(passed) Completion(Yes) 0.456 0.926 1.700 

39 Intercultural Competencies(passed) Completion(Yes), Controlling(passed) 0.453 0.729 1.598 

40 Controlling(passed) Intercultural Competencies(passed), 
Completion(Yes) 

0.453 0.920 1.701 

41 
Intercultural Competencies(passed), 
Controlling(passed) Completion(Yes) 0.453 0.954 1.750 

 

The first set of association rules in Table 61 does not contain any rules with the target variable class 

Completion(No). This is due to the fact that only 825 cases in the DataSetOriginal belong to this 

class, which accounts for 45.5% of the total dataset. Accordingly, combinations with the target class 

Completion(No) for the set minsup = 0.45 are not sufficiently available. As a result, a second associ-

ation analysis was performed with a minsup = 0.20. Therefore, at least 20% of the dataset (362 

records) must contain the item or itemset. The minconf measure for rule generation has been in-

creased to 0.7. In total, 65 frequent itemsets that contain the target variable Completion(No) were 

identified, from which the rules containing only the target variable Completion(No) in their rule 

conclusion are presented in Table 62. 

The rules detected indicate that a student who fails the Law module is nearly 1.8 times more likely 

to drop out. The regarding confidence measure of 0.806 indicates furthermore a kind of rule accu-

racy (Han et al. 2012: 416), indicating that 80.6% of the records in the dataset that fail the Law 

module belong to the Completion(No) class.  

In addition, the rules show that students who fail the Economics module are almost 1.7 times more 

likely to drop out, and 76% of all cases in the dataset who fail the Economics module are in the 

Completion(No) class. Accordingly, it can be concluded that the failure of a student in the Economics 

and Law modules increases the risk of dropping out. In addition, the attributes Nationality(German) 

and Distance_HEEQDistrict(Radius100) are displayed in the rules. This supports the above assump-

tion that they are only included in the rules since they apply to at least 86% of all the cases in the 
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DataSetOriginal. In addition, the rules indicate that a study duration between 0 and 2.5 semesters 

increases the risk of students dropping out. This is a logical connection since the students that drop 

out stay on average 2.0 semesters in the study program, which is shown in Table 50 in Section 5.2.1. 

In combination with the attribute SemestersStudied(Range1) being true, the attributes Apprentice-

ship(No), FirstSemester(Yes), and HEEQGradeComp(3)=true are shown as increasing a student’s risk 

to drop out. Since all students in the dataset who only spend up to 2.5 semesters in the study pro-

gram have dropped out, these are not considered informative. 

Table 62. Association rules with Completion(No) as rule conclusion and minsup = 0.2. 

No Rule body Conclusion Sup. Conf. Lift 

1 Nationality(German), Economics(failed) Completion(No) 0.228 0.756 1.662 

2 Distance_HEEQDistrict(Radius100)=true, Economics = failed Completion(No) 0.210 0.757 1.665 

3 Economics(failed) Completion(No) 0.252 0.760 1.671 

4 Law(failed) Completion(No) 0.227 0.806 1.771 

5 Nationality(German), Law(failed) Completion(No) 0.205 0.807 1.772 

6 
Nationality(German), Apprenticeship(No),  
SemestersStudied(Range1)94=true 

Completion(No) 0.205 0.997 2.192 

7 Apprenticeship(No), SemestersStudied(Range1) Completion(No) 0.228 0.998 2.192 

8 
Nationality(German), FirstSemester(Yes),  
SemestersStudied(Range1)=true 

Completion(No) 0.231 0.998 2.192 

9 
Nationality(German), HEEQGradeComp(3),  
SemestersStudied(Range1)=true 

Completion(No) 0.238 0.998 2.192 

10 FirstSemester(Yes), SemestersStudied(Range1)=true Completion(No) 0.249 0.998 2.192 

11 HEEQGradeComp(3), SemestersStudied(Range1)=true Completion(No) 0.257 0.998 2.193 

12 Nationality(German), SemestersStudied(Range1)=true Completion(No) 0.328 0.998 2.194 

13 SemestersStudied(Range1)=true Completion(No) 0.356 0.998 2.194 

14 
Distance_HEEQDistrict(Radius100)=true,  
SemestersStudied(Range1)=true 

Completion(No) 0.297 1.000 2.198 

15 
Distance_PlaceofBirth(Radius100)=true,  
SemestersStudied(Range1)=true 

Completion(No) 0.257 1.000 2.198 

16 SemestersStudied(Range1)=true, Economics(failed) Completion(No) 0.214 1.000 2.198 

17 
Nationality(German), Distance_HEEQDistrict(Ra-
dius100)=true, SemestersStudied(Range1)=true 

Completion(No) 0.277 1.000 2.198 

18 
Nationality(German), Distance_PlaceofBirth(Ra-
dius100)=true,  
SemestersStudied(Range1)=true 

Completion(No) 0.245 1.000 2.1978 

19 
Distance_HEEQDistrict(Radius100)=true,  
Distance_PlaceofBirth(Radius100)=true,  
SemestersStudied(Range1)=true 

Completion(No) 0.246 1.000 2.198 

20 
Distance_HEEQDistrict(Radius100)=true, FirstSemes-
ter(Yes), SemestersStudied(Range1)=true 

Completion(No) 0.210 1.000 2.198 

21 
Distance_HEEQDistrict(Radius100)=true, 
HEEQGradeComp(3), SemestersStudied(Range1)=true 

Completion(No) 0.216 1.000 2.198 

22 
Nationality(German), Distance_HEEQDistrict(Ra-
dius100)=true, Distance_PlaceofBirth(Radius100)=true, 
SemestersStudied(Range1)=true 

Completion(No) 0.234 1.000 2.198 

23 
Nationality(German), Distance_HEEQDistrict(Ra-
dius100)=true, HEEQGradeComp(3),  
SemestersStudied(Range1)=true 

Completion(No) 0.201 1.000 2.198 

 

                                                             
94  Range1 compacts 0 - 2.5 semesters. 



5.2   Dropout Analysis 

144 

Finding association rules that have the target variable in the consequent of the rule is also the first 

step in the association rule-based classification set out by Liu, Yiming & Wong (2001), who propose 

the generation of a classification model based on class association rules (CARs). Consequently, in 

this DM method, association rules of the form condset → y are identified, where condset is a set of 

items, and 𝑦 ∈ 𝑌, where Y is a set of class labels (Palanisamy 2006: 13). Rules of this form that 

exceed minconf and minsup are considered CARs. From this set of CARs, one or several are selected 

to generate a classifier that can then be used to predict the target variable (Liu et al. 2001). At the 

time of writing this dissertation, the RapidMiner program did not provide an application to create 

or apply CARs. Since RapidMiner was chosen as the DM tool for this thesis, and a RapidMiner EDM-

process box is generated for the purpose of easy reconstruction of all performed analyses, it has 

been decided that the DM method association rule-based classification will not be further investi-

gated. Nevertheless, the above-generated association rules provide interesting insights for the uni-

versity decision-makers, which can be used to reduce the number of students dropping out and 

increase the quality of the study programs offered. 

 Discussion of the generated models 

The models generated on the basis of the student data show that many informative insights can be 

extracted with DM methods that support the management of universities. The descriptive analysis 

of the DataSetOriginal showed that on average, students drop out of the BA program after 2 semes-

ters. With the generated rules and decision trees, the decision-makers of universities can predict 

the student dropout already after completion of the first semester. According to the test of Model G 

and Model K, it is possible to identify 70% of the students that drop out during their studies after 

the first semester based on their performance in the Economics module.  

After the second semester, which includes the modules Basic Business Studies, Intercultural Compe-

tencies, Cross-company Functions and Law, the rule models Model C and Model F can identify 79.0% 

of the students that drop out in the TestSet, and the decision tree Model J can even identify 87.9% 

of those students. Because of this significant difference in performance, when testing these models, 

the decision-makers of the case university should prefer Model J. By applying this model after the 

end of the second semester, the university can identify more students who might benefit from ad-

ditional support, especially in the modules Intercultural Competencies and Quantitative Methods. 

The models, which additionally include the modules IT Management, Controlling, and Process Man-

agement allow the prediction of dropout after the end of the third semester. Although many stu-

dents consider to or actually do drop out before that date, it is believed that the university can still 

identify more dropout candidates who could be retained. According to the performance test results, 
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Model A can identify most of the students in the test dataset who drop out, and this model is there-

fore recommended for the task. It indicates that the successful completion of the module Control-

ling has a positive impact on the likelihood of the student continuing to study.  

Aside from enabling universities to identify students who are likely to drop out, the generated pre-

dictive models and the association rules indicate modules that challenge the students. The gener-

ated prediction rules state that students successfully passing the modules Economics, Process Man-

agement, and Controlling on the first attempt, as well as the Business Ethics course, are likely to 

successfully complete the study program. In addition, the association rules indicate that the suc-

cessful completion of the module Basic Business Studies leads to the successful completion of the 

study program. In addition, the generated models indicate that a student is at particular risk for 

dropping out if the Economics and Law modules are not successfully completed on the first attempt. 

The decision tree also states that if the student does not have a grade for the first attempt to finish 

the Economics, Intercultural Competencies, and Controlling modules, he or she is most likely a drop-

out candidate. This 0-value in the module attribute can be caused by several occasions, e.g. the stu-

dent has decided not to take the exam or has already dropped out. Consequently, it can be seen that 

all three of the applied DM methods provide interesting results for the university decision-makers, 

which are generally comparable.  

Because of the current structure of the study program, which is reflected in the available dataset, it 

is not clear whether all the topics associated with a module, or just a specific course, pose a chal-

lenge to the student and lead to failure. Only for the Intercultural Competencies module it is indi-

cated that the successful completion of the Business Ethics course increases the likelihood that stu-

dents successfully complete the study program. This, in turn, indicates that a failure of the course 

increases the likelihood of dropping out. With this information, the university decision-makers can 

examine the course to determine the cause of the students struggle. For the Business Ethics course, 

which aims to help students understand and reflect on the economy in a moral context, the hurdle 

could be the course language English. Another reason for the failure could also be that the im-

portance of the topic is not understood by the student, which could be addressed by making the 

content more practical by involving company representatives in the class. However, to define the 

true reasons why this topic is challenging for some students requires a detailed study that could be 

conducted in the form of interviews with students and faculty.  

The regular evaluation of courses is obligatory in Germany. At the case university, this is done with 

a software-based standardized evaluation questionnaire. Accordingly, the evaluation of the courses 

is already available for several periods, and therefore, it might not even be necessary to conduct 

further interviews to identify and address the main challenges in the subjects. However, these eval-

uations are currently only provided to the lecturers themselves. Therefore, the opportunity of using 
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them to improve the quality of the study program and reduce the student dropout rate should be 

discussed with all parties concerned. 

 Proposal for the usage of the analysis results 

The information collected with DM can help universities take targeted action to increase student 

success, reduce the number of dropouts, improve and secure the quality of study programs, and 

develop required services. Nevertheless, the orientation of universities on the needs of their stu-

dents should not mean that the demands set on the student by the university should become lower, 

because lower demands can lead to reduced chances of the student on the job market (Erhardt, D. 

2011: 82). It is much more needed of universities to provide students with the necessary support 

to reach the demands of the study programs on offer. 

As shown in Figure 38, the measures proposed by this research to increase student success and, 

therefore, to help universities to achieve their tasks and objectives can be provided (A) prior to 

their studies; (B) during the semester, and (C) after the semester.  

Prior to the beginning of studies, the insights generated by DM analyses can empower the univer-

sity to make the needs and challenges of their study programs more visible. This may result in po-

tential students rethinking their choice of study, which on the downside reduces the number of 

applications and enrollments for a program. On the upside, student retention could be reduced be-

cause students usually choose a program that fits their abilities consciously. The information on 

the content of a study program is normally presented by the universities on their websites in the 

form of curriculum and content overviews. In addition, applicants can find out about the detailed 

contents of the programs by reading the module descriptions, which are usually also available for 

download. These are often very detailed documents that do not appeal to the applicant. It is there-

fore recommended that the information on the demands, needs, and opportunities of a study pro-

gram are made visible in another way. It is conceivable that short video clips are provided that 

convey the experiences of students from higher semesters or those already graduated. These clips 

should contain the challenging and rewarding moments they have experienced. In addition, infor-

mation events could be offered, which include a contribution of current students and graduates. 

These events are not a new invention, but in addition to the possibilities of the program, the re-

quirements should also be the focus. 
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Another measure already established at some universities is a taster program that allows students 

to attend courses of their choice while they are still at school. In this way, the students can get an 

idea of the structure and content of the university program, which helps them to decide if this meets 

their expectations. It is conceivable that such an information period will be offered nationwide and 

will be compulsory for all pupils aspiring a HEEQ. This could help students to understand that the 

transfer of university education is not so different from learning at school since the introduction of 

the Bachelor’s and Master’s degrees, which could help to correct their expectations. Also possible 

is a training or preparation phase for already enrolled applicants before the official start of the 

study program. In these one or two weeks, the new students can become familiar with the require-

ments of the program, which may help them to succeed in the actual modules. In addition, they will 

have the opportunity to connect with their new classmates or mentors who could oversee the pro-

gram, which can positively impact student motivation and perseverance.  

During the semester, the students can be offered tutorials that are either available physically or via 

e-learning. In these tutorials, the students can be given basic and background knowledge about the 

challenging topics. It is conceivable that online tutorials are individualized and made compulsory. 

Tests can be used to identify the level of knowledge and knowledge deficits, which are then ad-

Timeline 

1st Semester 

After the semester:  
 Personal consultation 
 Mentoring programs 
 Mandatory tutorials (personal or online) 
 Individualized additional courses and modules 
 Private tutoring options 

During the semester: 
 Study groups 
 Mentoring 
 Tutorials 
 Mid-term exams and exercises for targeted exam prepara-

tion 
 Additional learning options (individualized) 

Prior to the studies:  
 Study taster or information week for school students 
 Information events with students from higher semesters 
 Provision of clear information about the challenges, de-

mands and opportunities of the study programs (e.g. re-
views and appetizers on the websites) 

 Preparation week (voluntarily or mandatory) 

3rd Semester 

2nd Semester 

A 

B 

C 

A 

B 

B 

B 

C 

C 

C 

List of proposed actions 

Figure 38. Proposed measures to provide targeted student support throughout the student life, supported by 
the information generated with DM analysis. 
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dressed through extra learning options. In addition, mentoring programs with higher-semester stu-

dents may support success, as it can be assumed that they can explain content more tangible and 

that the inhibition of questions is less because these mentors come from the same target group. 

Another option to provide support during the semester is regular mid-term exams or exercises that 

allow the students to assess their current skill level, possibly alerting them that they need to con-

sider further learning options.  

After the semester, once the students at risk for dropping out have been identified, the measures 

and support to improve a student’s success can be further individualized and made available to 

those students who need it most. It is conceivable that students identified as being at risk of drop-

ping out should attend personal consultation, mentoring programs, or tutorials. These services can 

be tailored precisely to the students who have problems, so they can learn in smaller groups and 

thus in a more protected environment. In addition, simply informing a student at risk for dropping 

out about his or her current performance could be a wake-up call that may motivate at least some 

students to up their game to reach their goal of succeeding in their desired career.  

In conjunction with the developments of the digitalization age, the analysis of the available data 

resources opens up universities even more possibilities to individualize their services. The follow-

ing measures are proposed: 

 Students who are classified as being at risk for dropping out can be offered e-learning oppor-

tunities from which they can profit anonymously. Accordingly, students who are unsuccess-

ful in a course or have low scores in a preparatory test may be offered additional e-learning 

materials or tasks that they need to complete without their classmates’ knowledge, which 

may help them to improve their performance without the feeling of embarrassment. This is 

possible, because they can decide for themselves if they want to share their additional tasks 

or not.  

 Study groups that are built to perform a specific task can be combined on the basis of the 

students level of competence. These skill levels can be defined after an online placement test. 

According to the results of this test, which could be analyzed with DM methods, students with 

different skill levels can be combined to study groups, and therefore, the stronger students 

may be able to help the weaker students overcome their problems.  

 In a prediction that identifies the risk of a student dropping out or a test defining the student’s 

skill level, the students may be ranked. This can either be a clear rank or an indication of the 

group the student belongs to – e.g. the best 10% or the worst 10%. Based on their placement, 

students can receive further tasks and study recommendations. It is also assumed that the 

motivation of the students may increase because they can visibly monitor their own perfor-

mance.  
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 Another suggestion is the integration of a personalized module into the curriculum of a study 

program. The content of this module should be based on the student’s skill level and aimed 

at meeting the individual challenges a student faces. For example, if a student has problems 

with the Quantitative Methods module, which requires mathematical knowledge, the student 

may need to attend an additional course that is related to these subjects and that prepares 

him or her for the actual module exam. In this way, all students must complete additional 

training in challenging topics, which could be an important measure to increase student suc-

cess and reduce student dropout rates.  

The proposed measures show that student success can be improved by the consistent implemen-

tation of DM at German universities, as the management can develop necessary services and sup-

port. It was also stated that additional data resources, e.g. e-learning results and log data can pro-

vide the university management with even more opportunities to increase student engagement and 

thus retention. However, the successful implementation of EDM at German universities requires 

the cooperation and commitment of the stakeholders. Without their support, implementing DM 

analyses is an insurmountable challenge. Therefore, it is necessary to convince all stakeholders of 

a university of the benefits of introducing EDM. It is hoped that the analysis presented and the re-

sulting proposed actions will encourage the university management to look for the opportunities 

and benefits EDM offers and to support the further development and consistent establishment of 

EDM, which will be beneficial to all university stakeholders. 
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6 Conclusion 

This chapter concludes this thesis with a final discussion and a summary. The first section com-

pares the results of the case studies with the assumptions of the framework that combines the in-

sights gained from the presented DM projects with the management support for German universi-

ties. In the second section, the thesis is summarized and pointed to possible future research inter-

ests. 

6.1 Final Discussion 

The framework presented and described in Section 4.2 suggests that predictive models that fore-

cast the enrollment of applicants or the dropout of students help universities solve their manage-

ment tasks, master their challenges and support their processes. It has been proposed that models 

predicting the dropout of students provide insights into the reasons for the failure of students, the 

demands and needs of the study programs, and the needs of the students. While the models gener-

ated in Section 5.2 clearly indicate modules that increase student success or the risk of dropping 

out, and thus identify the demands of the study programs, student needs can only be derived as the 

support required by the student to meet those demands. The generated models, therefore, do not 

allow identifying the individual needs and requirements of the student that go beyond special 

measures to increase their success in the study program investigated, such as additional learning 

materials or tutorials. For this purpose, additional data resources would be required, e.g. further 

background information on the financial and social situation of the student and/or further infor-

mation about the motivation of the student. In addition, it is suggested that the analysis of data from 

e-learning systems can help identify individual student needs. 

Nevertheless, the presented models offer insights that support and inform the decision-makers of 

the university. For example, required services, such as further learning options, can be offered es-

pecially for those courses that increase the risk of student dropout. This helps the university be-

come a service provider, which is one of the tasks specified in the State University Law. It can be 

argued that the provision of support services to students does not necessarily require DM applica-

tions and for most general services, e.g. student counseling, this is true. Nonetheless, the presented 

study shows that the DM models generated do identify challenging modules and topics that have 

not been recognized as such. An example in the case study presented here is the module Intercul-

tural Competencies, which mainly teaches soft skills on the specifics of working with and in inter-

national teams and in a globalized environment as well as doing business in an ethical way. In con-

trast, the IT Management module, which includes the Databases course that requires technical 

know-how, does not seem to challenge the dropout portion of the students in the same way. As a 
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result, by using DM applications, universities gain additional information that enables them to de-

sign and deliver support services that are actually needed and which are unlikely to be otherwise 

established. This can help the university to develop services that competitors do not offer, which, 

in turn, increases its uniqueness. 

By helping the students, in particular, those students who are considered vulnerable and at risk for 

dropping out, and exactly in those courses that have been identified as challenging, the manage-

ment of universities can increase the student success and reduce the dropout rate. Both are im-

portant tasks and objectives of German universities. These can also be achieved by increasing the 

transparency of the study programs so that the future student can assess whether the study pro-

gram is what he or she expects. As mentioned in the discussion in Section 5.2.7, if the demands of 

study programs are transparently communicated, this may help students decide before the first 

semester whether their interests and expectations coincide with the actual content of the chosen 

study program. In addition, the generated models can contribute to securing and improving the 

quality of the study program, which is another important task that German universities have to 

fulfill. Once the courses discerned as demanding are further investigated, issues in structure and 

content can be identified and improved. At this point, it should be emphasized that this measure 

requires the support of the university lecturers, which therefore have to be included in the DM 

project.  

The framework in Section 4.2 then proposed that in addition to the direct management support the 

findings of the DM projects provide to the university decision-makers, they positively support the 

university in addressing its environmental challenges and achieving further management tasks. A 

big advantage offered by the use of DM methods for the management of universities, e.g. by increas-

ing the student success and improving the quality of their degree programs, is establishing a posi-

tive reputation. A student who has successfully graduated from university becomes an employee, 

an independent services provider, or an employer. As the university prepares its students for these 

successes, they positively reflect back on the training they have received. Satisfied graduates, who 

disseminate their experiences positively, additionally support this and therefore additionally sup-

port the universities positive reputation. As mentioned before throughout Chapter 4, a positive 

reputation supports collaboration with national and international research organizations and com-

panies. These are important for the long-term success and existence of a university and increase 

the attractiveness of the institution for national and international partnerships as well as qualified 

researchers and students. In turn, external partnerships may increase the university’s ability to 

attract third-party funding since support from external partners is often an integral part of appli-

cations for funds. 

It has also been suggested in the framework that the results of the case studies may support the 

management of universities in developing and directing their strategy. As discussed in Section 2.2, 
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German universities today have more decision-making autonomy and, therefore, the right and the 

obligation to formulate, at least in part, their own strategies. As Berthold (2011) states, strategic 

management for universities means goal-orientation, organized pursuit of the achievement of goals 

and review of the achievement of goals. The identification of realistic goals and the monitoring of 

the achievement of goals can be supported by the conducted DM projects, which identify current 

requirements and challenges. For example, the models that predict the enrollment of applicants in 

Section 5.1 indicate an increased likelihood of applicants enrolling who apply multiple times to the 

case university and are rooted in the region. Therefore, the case university may benefit from a pro-

file that emphasizes regional connectivity. This does not mean that internationalization should be-

come less important for the institution, but the university could also have many regional potentials 

(de Wit 2008: 379-380). Nevertheless, it should be noted that only a few characteristics have been 

identified that increase the likelihood of enrollment, due to the lack of attributes in the dataset. 

Accordingly, this research suggests that further data resources on applicants and students should 

be collected at German universities, which would allow even more individualized support.  

In addition, it was proposed in the framework in Section 4.2 that predictive models forecasting the 

enrollment of applicants can estimate the enrollment numbers, which will help the university man-

agement to optimize their admissions process, secure their freshman numbers and optimize their 

resource allocation. As shown in Section 5.1, with the estimate of enrollment numbers decision-

makers can plan demand-oriented. Therefore, it can be ensured that sufficient resources are avail-

able to meet and satisfy the needs of all new students. This ensures that students, lecturers, and 

staff are satisfied even when overbooking. In addition, the need for an optimized admissions pro-

cedure was recognized so that German universities with admissions-free study programs can 

tackle the challenge of overcrowded programs. The solution proposed in Section 5.1.7 is based on 

the opportunities that DM offers to university decision-makers and thoroughly integrates enroll-

ment prediction models. This suggestion is so far only a vision of the future, how an optimized ad-

missions procedure in a data-driven and digitalized university can look-like. Therefore, the precon-

ditions and the applicability for such a modified admission process have not yet been examined.  

The presented case studies confirm that the assumptions made in the framework in Section 4.2 

apply. It has thus been shown that the insights gained from two specific DM projects based on rel-

atively small amounts of data already have a very long reach within the university and provide 

valuable information that supports management decisions. Nevertheless, it should be noted that 

this proposed support can only be achieved if the university stakeholders are willing to participate, 

trust, and make use of the lessons learned. 
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6.2 Summary 

The presented study was motivated by the assumption that the current challenges and tasks con-

fronting German universities can be solved and overcome by additional information that can be 

extracted from the available data resources of the universities with DM methods. In particular, it 

was assumed that EDM supports management decisions at German universities, as DM enables the 

detection of complex and unexpected patterns in given datasets. In order to substantiate these as-

sumptions, two literature reviews were carried out in Chapter 1. The first review provided an over-

view of the state of the art in EDM research to identify work that focused on implementing EDM 

projects to support the management of educational institutions. It was noted that the benefits of 

EDM to support the management of educational institutions were recognized by several research-

ers. However, no details have yet been provided on how the results of the EDM project can be linked 

to managerial decision-making. This was also noted by Huebner (2013), Dutt et al. (2017), and 

Aldowah et al. (2019) as a research gap. In addition, Aldowah et al. (2019) and Thakar et al. (2015) 

identified the need for a framework that ensures the sustainable use of EDM at all levels of educa-

tional institutions. The second literature review examined the current state of EDM research in the 

German higher education sector. It was found that there are only a few contributions from German 

researchers using data from Germany.  

By demonstrating that German universities can benefit from the analysis of their student and ap-

plicant data resources with DM, a link has been established between DM outcomes and the man-

agement support they provide for universities. This helps to close the research gap found in the 

first literature review. In addition, current tasks and challenges of German universities were tack-

led with DM methods, and a contribution to the currently small number of German EDM researches 

was made. 

The above contributions were achieved in several steps. First, the current situation of German uni-

versities was examined in Chapter 2, and their core tasks and objectives were identified and prior-

itized. This was achieved by an analysis of the German State University Laws as well as the univer-

sity development plans or the university mission statements. It was decided to focus on the German 

universities of applied sciences because they face additional disadvantages due to their smaller size 

and shorter existence but, on the contrary, they can adapt more flexibly to innovations. Further-

more, they are the largest body of universities in Germany.  

Chapter 3 introduced the CRISP-DM and the DM methods used in the case studies. Afterwards in 

Chapter 4, the motivation for using the DM approach to assist universities in addressing their chal-

lenges and achieving their goals was discussed. This chapter also developed the framework that 

illustrates the relationship between the insights that can be generated with two specific DM pro-

jects and the direct and indirect support they provide to the university decision-makers. This 
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framework provides an overview of how the results of the proposed EDM projects can be linked to 

supporting the efficiency of educational institutions. In addition, it can serve as a guideline that 

shows how DM applications can be used sustainably at German universities. In addition, the frame-

work aims to motivate national and international universities to make use of their available data 

resources to ensure their long-term success and existence.  

The two EDM problems that the framework focuses on are the forecast of enrollment numbers and 

the prediction of student dropouts. Both analyses were conducted at a case university and are de-

scribed in Chapter 5. These case studies have shown that the insights proposed in the framework 

can indeed be extracted from the available student and applicant data. Accordingly, it has been 

proven that by forecasting the enrollment of their applicants, universities can gain a deeper under-

standing of their ‘clients’ and plan their resources according to their needs. The models that have 

been developed to identify the reasons for and predict the dropout of students enable universities, 

among other things, to increase students’ success, which has a long-term positive impact on their 

reputation. In addition, the results of both case studies may deliver helpful information for the uni-

versity’s strategic direction and for creating a profile that supports the uniqueness of the university 

vis-à-vis its competitors. The ideas and measures outlined in Section 5.1.7 and 5.2.7 aim on illus-

trating how the findings of the DM projects can be transformed into management support and are 

considered a reference point for universities wishing to implement DM projects and for further 

research activities. This is also supported by the discussion of the specifics of a DM project at Ger-

man universities in Section 4.3, which have been encountered during the case studies and the 

RapidMiner ‘EDM-process box’ (see Appendix D). Both support the simple implementation and fur-

ther development of the presented analyses for researchers and the practice. 

It is therefore assumed that the contributions in this thesis are useful for both research and prac-

tice. For the research community, the presented framework, in combination with the case studies, 

shows how the results of DM projects can increase the efficiency of universities. Accordingly, a con-

tribution was made to close the research gap identified by Huebner (2013), Dutt et al. (2017) and 

Aldowah et al. (2019) with focus on German universities. In addition, the studies conducted are 

research contributions based on data from the German education sector, further developing EDM 

research in Germany. Furthermore, it is believed that the framework presented may serve as a 

starting point for developing similar models according to the specific needs of other HEIs. In addi-

tion, the findings can motivate other research activities that explore the value of more and different 

data resources for decision-making by leaders in education institutions using different DM tech-

niques or for further challenges.  

In practice, the presented research results may especially be useful to German universities, their 

students, companies, and the German state:  
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 Universities can tailor the contributions made to their individual challenges and leverage 

knowledge from their stored data to objectively support their decision-making processes. 

This can help identify current and future student’s needs, optimize resource planning and 

provide administrative support. By providing necessary services, universities can increase 

the success of their students, which has a positive impact on the reputation of the university 

and thus ensures its attractiveness in the long run and, therefore, positions the university as 

a valuable education site.  

 Analyses of student and applicant data essentially support potential and actual students. As 

soon as challenges are identified, intervention and support measures can be developed for 

the students. This ensures that they receive the best possible training and are prepared for 

their future careers and qualified for the best possible start in their working life. 

 By increasing the students’ success and providing them with up-to-date education, universi-

ties provide companies with well-trained young professionals. These professionals become 

valuable employees who can use modern technologies and techniques that support the pro-

gress of their employers and their success in a changing environment. 

 The German state can also benefit from the successful use of DM techniques in higher edu-

cation, as high-quality education leads to well-educated graduates who support a thriving 

economy. In addition, the information gained can show possibilities for change and improve-

ment that apply not only to one institution but also to all universities in Germany.  

It should be noted, however, that this study did not provide a solution generally applicable to every 

university in Germany. Different mission statements, dissimilar organizational structures, and var-

iations of available data resources may require adjustments. Therefore, the analysis processes that 

are performed during the case studies are provided so that the management of other universities 

can tailor them to their own conditions and issues. Furthermore, it should be noted that the pre-

sented evaluation of the proposals made in the framework is qualitative, which reduces the repre-

sentativeness of the results. Nevertheless, public universities in Germany are very similar in terms 

of structure and management requirements as they depend on government regulations. In addi-

tion, most of the student-relevant data resources used in this research must be collected by each 

university in accordance with the HStatG (BMJV 1990). Consequently, it is assumed that all German 

public universities can predict the dropout of students and the enrollment of applicants. 

For the continuation of the presented study, it is suggested that further case studies be carried out 

to additionally investigate the assumptions and suggestions made. In addition, it is proposed to 

examine the usefulness of analyzing further data resources available to German universities using 

DM methods in order to support administrative decision-making. Furthermore, researchers from 

other countries should investigate the propositions made for the applicability to the corresponding 
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educational environment or should work on developing similar models for the particular require-

ments of their countries. As the research activities in the EDM communities of recent years show a 

great potential in using data generated in e-learning environments, another interesting topic for 

exploration is how the results of the corresponding DM projects can be useful for the university 

management. Last but not least, the development of a CRISP-DM is conceivable, which is especially 

geared to the needs and requirements of EDM projects.  

In summary, this thesis contributes to closing two existing research gaps in the field of EDM by 

illustrating how the current challenges of German universities can be met with DM. In addition, 

accessible results have been provided so that other researchers and practitioners can understand 

and comprehend this research. The proposed framework and the availability of an ‘EDM-process 

box’ ensure this in particular. In addition, concrete recommendations were made on how the DM 

outcomes can be used to help the university management meet current challenges and achieve 

tasks and objectives. These additionally increase the applicability of the research for practical use 

and further research activities. 
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Appendix B. Further Objectives of the Southern German Universities of Applied Sciences 

Identified objectives in the area of research and transfer 

Research and transfer 
Universities of 
applied sciences 
with over 3000 
students 

Increasing third-
party funds and 
strengthen the re-
search infrastruc-
ture 

Strengthen 
and increase 
research co-
operation’s 

Secure good sci-
entific practice 
and the quality 
of research 

Support 
spin-
offs and 
start-
ups 

Increase pa-
tent applica-
tions 

Strengthen and 
increase practi-
cal coopera-
tion’s and 
knowledge 
transfer 

Increase personal 
resources and 
support for re-
searchers 

Support 
research 
networks 
and syn-
ergies 

Increase ap-
plied research 
activities 

Increase 
degree of 
recogni-
tion 

HAW Munich • •         
TH Nürnberg • • •        
OTH Regensburg • •  • • •     
HAW Würzburg-
Schweinfurt  • • • •       

HAW Weihen-
stephan-
Triesdorf 

•   •  • •    

HAW Kempten  • • •       
HAW Augsburg •   •  • • •   
TH Deggendorf •   • • •  • •  
HAW Rosenheim •  • •   •    
HAW Coburg   •    •    
HAW Landshut  •    •  •  • 
TH Ingolstadt •     •  •  • 
HAW Neu-Ulm  •  • • •  • • • 
HAW Hof •     •  •   
HAW Aschaffen-
burg • •       •  

OTH Amberg-
Weiden • • • •    •   

HAW Karlsruhe  •    •     
HAW Heilbronn • • • •  •  • •  
HAW Furtwangen  •       •  
HAW Pforzheim           
HAW Aalen    •  •  •   
HAW Reutlingen  •  •  •  •   



 

 

Research and transfer 
Universities of 
applied sciences 
with over 3000 
students 

Increasing third-
party funds and 
strengthen the re-
search infrastruc-
ture 

Strengthen 
and increase 
research co-
operation’s 

Secure good sci-
entific practice 
and the quality 
of research 

Support 
spin-
offs and 
start-
ups 

Increase pa-
tent applica-
tions 

Strengthen and 
increase practi-
cal coopera-
tion’s and 
knowledge 
transfer 

Increase personal 
resources and 
support for re-
searchers 

Support 
research 
networks 
and syn-
ergies 

Increase ap-
plied research 
activities 

Increase 
degree of 
recogni-
tion 

HAW Nürtingen-
Geislingen  •    • •  •  

HAW Mannheim  •    • •  •  
HAW Offenburg  •    •  •   
HAW Ulm      •   •  
TH Stuttgart  •    • • • •  
HAW Ravens-
burg-Weingarten      •     

HAW Albstadt-
Sigmaringen      •  •   

Count (29) 13 17 7 12 3 19 7 13 9 3 
 

  



 

 

Identified objectives in the area of internationalization 

Internationalization 
Universities of ap-
plied sciences with 
above 3000 students 

Support and in-
crease cooperation 
with international 
partners  

Support and in-
crease mobility 

Increase the amount 
of international stu-
dents and incomings 

Increase interna-
tional reputation 

Intensify the inter-
nationalization 
strategy 

Develop and extent 
international study 
programs 

HAW Munich • •     
TH Nürnberg   • •   
OTH Regensburg     •  
HAW Würzburg-
Schweinfurt  • • •    
HAW Weihen-
stephan-Triesdorf   •    
HAW Kempten  • •  •  
HAW Augsburg • •   • • 
TH Deggendorf •      
HAW Rosenheim • • •   • 
HAW Coburg • •     
HAW Landshut      • 
TH Ingolstadt      • 
HAW Neu-Ulm • • •   • 
HAW Hof •     • 
HAW Aschaffenburg  • •    
OTH Amberg-Weiden  • •   • 
HAW Karlsruhe     •  
HAW Heilbronn • • •  • • 
HAW Furtwangen      • 
HAW Pforzheim       
HAW Aalen   •  • • 
HAW Reutlingen  • •   • 



 

 

Internationalization 
Universities of ap-
plied sciences with 
above 3000 students 

Support and in-
crease cooperation 
with international 
partners  

Support and in-
crease mobility 

Increase the amount 
of international stu-
dents and incomings 

Increase interna-
tional reputation 

Intensify the inter-
nationalization 
strategy 

Develop and extent 
international study 
programs 

HAW Nürtingen-Geis-
lingen •      
HAW Mannheim • • •   • 
HAW Offenburg     •  
HAW Ulm  •     
TH Stuttgart • • •    
HAW Ravensburg-
Weingarten •   •   
HAW Albstadt-Sigma-
ringen • • •    
Count (29) 14 15 14 2 7 12 

 

  



 

 

Identified objectives in the area human resources, infrastructure, organization and social responsibility 

Human resources, infrastructure, organization and social responsibility 
Universities of ap-
plied sciences with 
above 3000 stu-
dents 

Optimize admin-
istration and ad-
ministrative pro-
cesses 

Adjust and 
extent the 
service 
range 

Secure sustain-
ability (in gen-
eral and in staff 
policy) 

Secure good 
working condi-
tions (family 
friendliness, 
social inclu-
sion) 

Strengthen 
diversity 
management 

Extent and 
support digi-
talization 

Secure and 
strengthen 
quality man-
agement 

Optimize 
data storage 
and usage 

Improve inter-
nal and exter-
nal communi-
cation (estab-
lish transpar-
ency, profiles) 

Secure 
resource 
efficiency 

HAW Munich • • • •       
TH Nürnberg •   • • • • •   
OTH Regensburg •    • • • •   
HAW Würzburg-
Schweinfurt  •   • •   •   
HAW Weihen-
stephan-Triesdorf •    • •  •   
HAW Kempten •   • • •  •   
HAW Augsburg    •     •  
TH Deggendorf     •  •    
HAW Rosenheim •   • •   • • • 
HAW Coburg • •  •       
HAW Landshut  •       •  
TH Ingolstadt    • •      
HAW Neu-Ulm •   • •    •  
HAW Hof •  •       • 
HAW Aschaffen-
burg •   •     •  
OTH Amberg-Wei-
den •    •   •   
HAW Karlsruhe    • •      
HAW Heilbronn   • • •  •  • • 
HAW Furtwangen  • •      •  
HAW Pforzheim           
HAW Aalen • •       •  



 

 

Human resources, infrastructure, organization and social responsibility 
Universities of ap-
plied sciences with 
above 3000 stu-
dents 

Optimize admin-
istration and ad-
ministrative pro-
cesses 

Adjust and 
extent the 
service 
range 

Secure sustain-
ability (in gen-
eral and in staff 
policy) 

Secure good 
working condi-
tions (family 
friendliness, 
social inclu-
sion) 

Strengthen 
diversity 
management 

Extent and 
support digi-
talization 

Secure and 
strengthen 
quality man-
agement 

Optimize 
data storage 
and usage 

Improve inter-
nal and exter-
nal communi-
cation (estab-
lish transpar-
ency, profiles) 

Secure 
resource 
efficiency 

HAW Reutlingen • •  • • • • • •  
HAW Nürtingen-
Geislingen  •         
HAW Mannheim    • •    •  
HAW Offenburg •        •  
HAW Ulm  •  •       
TH Stuttgart  •         
HAW Ravensburg-
Weingarten  •  •       
HAW Albstadt-Sig-
maringen  •         
Count (29) 15 11 4 16 14 5 5 8 11 3 
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Appendix C. Detailed List of the Courses and Modules in the BA Program 

Semester Modules and courses Kind of module 
1 Quantitative Methods 

 Business Mathematics 
 Statistics 

Mandatory 

Economics Mandatory 
1 and 2 Basic Business Studies 

 Introduction to Business Administration 
 Business English 
 Business Simulation Game 

Mandatory 

Intercultural Competences 
 Intercultural Competences Seminar 
 Business Ethics 
 Second Foreign Language (Spanish, French) 

Mandatory 

2 Cross-company Functions 
 Organization Studies 
 Human Resource Management 

Mandatory 

Law 
 Civil and Public Law 
 Commercial and Corporate Law 
 Principles of Taxation 

Mandatory 

3 IT Management 
 Databases 
 Information Systems 

Mandatory 

Controlling and Financial Management 
 Accounting and Bookkeeping 
 Cost and Activity Calculation 
 Stock Control and Manufacturing 

Mandatory 

Process Management 
 Marketing 
 Transport Economics 
 Material and Production Management 

Mandatory 

4 Management Mandatory 
Quantitative Methods in Management Mandatory 
Start of Specialization (4th until 7th Semester) 
Examples: 

 Corporate Finance 
 Business Information Systems 
 Accounting 
 Marketing 
 … 

Elective courses / 
Specializations 

5 Economics II Mandatory 
Financial Decision Making Mandatory 
Continuation of Specialization Elective courses 

6 Internship 
 Seminar to Internship 
 Internship Project 

Mandatory 

Continuation of Specification Elective courses 
7 Bachelor Thesis 

 Thesis 
 Thesis Seminar 

Mandatory 
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Appendix D. Download Instructions for the RapidMiner ‘EDM-process 
box’ 

The RapidMiner ‘EDM-process box’ contains those processes that have been used in the case stud-

ies presented in Chapter 5. In the following, the download procedure is described so that the pro-

cesses can be used as a reference point for practitioners and research.  

1. Download the Zip-folder ‘EDM-process box’ from KITopen:1 

https://doi.org/10.5445/IR/1000092542 

2. Unpack the Zip-folder. 

3. Open the RapidMiner program. If you do not have the program yet, it can be downloaded 

from: https://rapidminer.com/get-started/ 

4. Open the downloaded processes in RapidMiner:  

Step 1: Import the process 

 

 

Step 2: Locate and open the process 

 

                                                             
1  Please note that the provided Link is a temporary link. Once the thesis is finalized, the folder is assigned a perma-

nent DOI and will be available long-term. 
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Step 3: Save the process in your own RapidMiner repository 

 

 

5. Upload your data and start analyzing




