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Kurzfassung
Die Eigenschaftskombination hoher Stei�gkeit und Festigkeit bei gleichzeitig
niedriger Massendichte rückt die Materialklasse der faserverstärkten Polymere
generell stärker in den Fokus von Mobilitätsanwendungen und bewegten
Massen. Nachteilig an der Kombination von steifen Fasern und einer zähen,
leichten Polymermatrix erweist sich oft die Verwendung unterschiedlicher
Materialtypen. Die in dieser Arbeit verwendete Paarung des glasfaserver-
stärkten Duromers zeichnet sich speziell durch unterschiedliche thermische
Ausdehnungskoe�zienten und die chemische Aushärtereaktion des Duromer-
harzes aus. Da der Produktionsprozess eines Bauteils aus glasfaserverstärktem
Duromer oft bei erhöhter Temperatur statt�nden muss, um entweder die
chemische Vernetzungsreaktion zu aktivieren oder zu beschleunigen, erfährt
jedes Bauteil thermische Dehnungen und chemischen Schwund. Diese Dehnun-
gen ändern sich nochmals, sobald sich das Bauteil auf Raumtemperatur abkühlt,
bleiben aber grundsätzlich aufgrund der Bindung zwischen Fasern und Matrix
erhalten. Durch diesen Eigendehnungszustand werden Verzug und lokale
Eigenspannungen induziert, wobei sich insbesondere lokale Spannungsspitzen
an der Faser-Matrix-Grenz�äche und an den Faserenden ausbilden können.
Diese innere Vorbelastung kann eine Vorschädigung des Bauteils in Form von
Mikrorissen verursachen, wodurch insgesamt die Bauteileigenschaften und
-belastbarkeit herabgesetzt werden.
Ein besseres Verständnis der Aushärteprozesse und des Ein�usses unter-
schiedlicher Prozessparameter auf das induzierte Eigendehnungsfeld ist daher
unerlässlich, um die e�ektive und verlässliche Einsetzbarkeit von faserver-
stärkten Duromeren zu erhöhen. Diese Arbeit beschäftigt sich deshalb mit der
Modellierung und Simulation des Aushärteprozesses und der Aushärtereak-
tion von faserverstärkten Duromeren. Hierbei wird der Fokus skalenüber-
greifend auf die Mikrostruktur und auf die Molekularebene gelegt, und die
Auswirkungen der Aushärtung auf der jeweiligen Skala untersucht. Auf
Mikrostrukturebene wird die rechnergestützte Phasenfeldmethode zur Darstel-
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lung von Faser-Matrix-Strukturen verwendet, und darauf aufbauend ein Modell
zur Beschreibung der mechanischen, thermischen und chemischen E�ekte
während eines Aushärteprozesses abgeleitet. Weiterhin wird die Rissausbre-
itung innerhalb faserverstärkter Mikrostrukturen modelliert und ebenfalls
mithilfe der Phasenfeldmethode umgesetzt. Hiermit wird ein Beispielprozess
simuliert und dessen Verlauf ausgewertet und diskutiert. Die Entwicklung von
lokalen Eigendehnungs- und Eigenspannungszuständen bildet hierbei einen
Fokus dieser Arbeit. In einem weiteren Schritt wird überprüft, ob diese lokalen
Spannungen in eine Mikroriss-Ausbreitung münden. Diese mikroskaligen
Betrachtungen werden durch rechnergestützte Molekulardynamiksimulatio-
nen auf der Nanoebene begleitet. Die chemische Aushärtereaktion eines
Duromers wird hierbei durch Algorithmen zur Herstellung und Au�ösung
chemischer Bindungen nachgestellt, und so die Aushärtereaktion anhand von
Materialkenngrößen wie Volumenschwund nachvollzogen und diskutiert. Die
hierdurch erzeugten Polymernetzwerke dienen dann der Berechnung von
temperatur- und aushärtegradabhängigen Materialeigenschaften, welche zur
Durchführung der Prozesssimulation auf der Mikroebene benötigt werden.
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Abstract
The combination of high sti�ness and toughness, available at low mass density,
makes the material class of �bre-reinforced polymers interesting for appli-
cations in the mobility sector and for all kinds of moving masses in general.
The advantageous mechanical material properties, arising from the sti� �bres
supported by a tough and light polymer matrix, often go along with disadvan-
tages emerging from combining two di�erent material types. This work makes
use of the combination of glass �bres and thermoset matrix, which exhibit
di�erences in the thermal expansion coe�cient, and the thermoset has to be
cured, resulting in chemical shrinkage. When producing a �bre-reinforced
thermoset structure, the process is often run at an elevated temperature to
either trigger the chemical curing reaction or to accelerate selfsame. Through
these temperature changes and the progressing curing reaction, each structure
is subject to thermal and curing strains. The induced strains may change when
the structure is cooled down to room temperature, but they are preserved
due to the bonding between �bres and matrix. These eigenstrains result in
warpage and local eigenstresses, which mainly concentrate at �bre-matrix
interfaces and �bre tips. As a consequence these internal loads may yield
the formation and propagation of micro-cracks, which in total reduce the
structure’s performance and reliability.
Therefore, a more profound understanding of the curing process and the in-
�uence of process parameters is essential to provide for a safe and e�ective
application of �bre-reinforced thermosets. This work thus deals with modelling
and simulating the curing process and reaction of �bre-reinforced thermosets.
The emphasis is the examination of the consequences of curing within the
�bre-matrix microstructure and on a molecular scale. On a micro-scale, the
phase-�eld method is used as a computational tool to describe the �bre-matrix
domains, and based thereon a curing process model is derived, taking into
account mechanical, thermal and chemical e�ects. Furthermore a phase-�eld
crack model is implemented capable of simulating crack propagation within
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�bre-reinforced microstructures. The former model is used to simulate a virtual
process, whose progress and outcome is evaluated and discussed focussing on
the development of local eigenstrains and eigenstresses. The latter model then
is used to examine whether these local stresses lead to micro-crack propaga-
tion. These micro-scale simulations are accompanied by molecular dynamics
simulations. On a nano-scale the chemical reactions are described by algo-
rithms forming and dissociating chemical bonds. These are used to simulate
the curing reaction of a thermoset, which is discussed on the basis of quantities
such as volume shrinkage. The hereby arti�cially cured polymer networks are
further analysed for micro-scale material properties at di�erent temperatures
and degrees of cure, which are necessary for the aforementioned micro-scale
curing process simulations.
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1
Introduction and Motivation

Fibre-reinforced polymers (FRP), a sub-class of composite materials, is a rather
modern class of materials [8]. Two of its key characteristics are the ability
to tailor behaviour and properties with regard to the �eld of application and
the low density of the composite, compared to steel or aluminium, for exam-
ple [80, 151]. This comes from the vast variety of �bres (e.g. glass, carbon,
aramid or natural �bres) [26] and matrix types (thermoplasts or thermosets)
[11] available, which may be combined based on the application area or the
restrictions of production processes. A second dimension of tailoring arises
due to the possibility of directly in�uencing the composite properties and
behaviour when �bre length, orientation and volume content are varied [8].
In the context of mechanics, the �bres are responsible for bearing externally
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1 Introduction and Motivation

applied loads, while the matrix �xes and supports the �bres. Apart from load
transfer, many other behaviours, such as corrosion-resistance, thermal and
electric conductance or crashworthiness, are excellent and may be further
adjusted [162]. A disadvantage from the viewpoint of design and production
technique is that composite properties and performance strongly correlate
with �bre placement and orientation, which demands both a thorough design
process and production processes capable of implementing design speci�ca-
tions at a reproducible quality, often against the background of restrictions
arising from mass production. This is especially important as the combination
of two di�erent materials, �bres and matrix, bears the risk of introducing sig-
ni�cant residual stresses and warpage or micro-cracks through the production
process, which lowers the e�ective material properties of the overall composite
structure [8, 139].
An early �eld of application was and still is the aerospace industry [162],
where weight reduction and lightweight construction always were and are
an important aspect. Due to relatively small quantities in this industry, pro-
duction processes and quality control are partially manual work and hence
not critical in terms of time [170]. Nowadays the possibilities of lightweight
construction, emerging from the use of FRPs, also reaches other industries and
the mass market, e.g. the automotive industry or the energy sector in the form
of windmill rotors [8, 162].
Especially in industries where large quantities and low cycle times are estab-
lished, it becomes desirable to be able to predict the aforementioned residual
stresses and micro-cracks and to thereby deduce process parameters which
minimise these e�ects. Due to the complexity of such production processes, of-
ten involving mechanical, thermal and chemical e�ects, trial-and-error process
design is still common and widespread [2, 70]. A more extensive approach,
also targeted on a comprehension of the basic processes, is opened by the
�eld of process simulation, which also allows a more direct examination and
evaluation of material behaviour and process in�uences.
The scope of this work is to derive and implement models describing parts of an
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Introduction and Motivation

industrial production process of FRPs. The application is generally restricted
to a �bre-reinforced thermoset (FRTS), and in particular, isotropic glass �bres
(GF) and an unsaturated polyester-polyurethane hybrid (UPPH) matrix are
used as a prototypical background. The FRTS is simulated in the moulding
process, which is mainly governed by the exothermic TS curing reaction. The
curing process of the thermoset (TS) matrix has an extensive in�uence on
the �nal behaviour, properties and shape of a FRTS. The curing process itself
is a chemical process, in which exothermic chemical reactions lead to the
formation of polymer chains and networks that change the internal structure
and hence the properties and volume of the thermoset. This takes place at an
elevated temperature to trigger the exothermic reaction, and is followed by a
cooling process to reach room temperature [101]. Within the thermoset, the
globally applied temperature is distributed heterogeneously, due to both the
�bres and the varying reaction speeds. This opens out into a heterogeneous de-
velopment of thermoset material properties and, in combination, temperature
and cure-driven strain gradients are induced [139]. Ultimately, this yields local
eigenstresses, especially with �bres staying approximately constant in their
properties and behaviour under the induced temperature changes. Cooling
down the FRTS after curing induces additional thermal eigenstresses due to
variations in thermal expansion coe�cients. The overall residual stresses may
lead to warpage or sink marks in thermoset regions. This relaxation of stress
peaks is constrained close to �bres, where thermoset and �bres are bonded.
Hence stress peaks prevail close to �bres which may result in pre-stressed and
pre-damaged FRTS structures [60, 61]. The extent of localised stresses highly
depends on the material properties of �bres and matrix material, where the
latter depends on the curing process itself [203]. In general, the cure shrinkage
and the resulting stresses result in compression in �bres and tension in the
surrounding matrix regions, which may cause �bre-matrix interface debonding
and further micro-cracking, already early in the production process. Together
with residual stresses, this may signi�cantly reduce the theoretically possible
material performance and properties. In contrast, a positive example of cure
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1 Introduction and Motivation

shrinkage are hoop stresses around reinforcing �bres [134]. Elevated �bre
pull-out energy dissipation may be the consequence leading to an increased
toughness.
The processes and e�ects mentioned de�ne the physical and chemical frame-
work to be modelled. Chemical, thermal and mechanical processes and in�u-
ences and their interplay have to be considered. To connect these processes
correctly, a common thermodynamic framework is formulated. Extensive
derivation and discussion of models describing the curing process on the basis
of �nite deformation is found in the work of Lion and Höfer [108], Adolf and
Chambers [1], Klinge et al. [92] and Mahnken [110]. In the small-strain con-
text, Hossain and Steinmann [81] follow similar reasoning. Generally, material
properties used within the derived models have to be �tted to data determined
through experiments [149]. The number of material properties, which often
show a temperature and degree of cure dependence, greatly in�uences the
applicability of a model and an e�ective determination through experiments.
Lastly, the simulatively predicted eigenstresses have to be checked for the
ability to cause micro-cracking [10].

1.1 Scale-bridging the curing process
Consistent with the cited models, the FRTS curing process will be mainly
examined and simulated on a micro-scale, resolving �bres and matrix regions
explicitly. The curing process of the TS is also considered on a nano-scale
simulation to learn about the internal structure and hence the material property
development throughout the curing reaction. Local eigenstresses predicted on
the basis of the material properties found are examined in micro-scale fracture
simulations.

Micro-scale: Phase-field Method As a simulation technique, the phase-
�eld method (PFM) is used on a micro-scale to cover the FRTS curing process
and crack propagation. The strength of this computational method lies in its
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Scale-bridging the curing process 1.1

ability to easily track the movement of free boundaries [128] and to repre-
sent complex geometries without the need to re-mesh [107] the simulation
domain during a simulation, both on the basis of domain parametrisation via
smooth order parameter �elds. Hence, a key task is to handle free boundaries
of neighbouring physically separable regions, e.g. grains, under the in�uence
of di�erent thermodynamic �elds. Within a thermodynamic framework, this
ansatz allows the simulation of microstructures and their evolution in a com-
putationally e�cient way, which opens up the method to a variety of �elds in
material science and physics [124].
The origins of the PFM may be traced back to the works of van der Waals
[194], Ginzburg and Landau [187] and Cahn and Hilliard [28], among others.
Nowadays the range of application comprises microstructural processes such
as solidi�cation [20], coarse graining [173], solid-solid phase transition [34,
124], martensitic transformation [111, 161] and crack propagation [6, 155].
Another �eld of application is shape and topology optimisation of structures
[180]. The potential of representing complex geometries without special e�ort
was shown in [107].
Despite the numerical advantage and the versatile applicability, spreading
the sharp interface to a di�use interface has a major drawback: Inside the
volumetric interface, di�erent physical regions may overlap. If quantities
such as mechanical stress or temperature in�uence or drive the movement
of the interface, the calculation of those quantities has to follow a homogeni-
sation procedure in the di�use interface to harmonise the behaviour of the
neighbouring regions. As all of the above microstructural processes follow
thermodynamics, the challenge arises in choosing a homogenisation procedure
and interface dynamics, which satis�es the thermodynamic necessities. In the
following, the research on mechanical models in this �eld is outlined.
Over the last few years, several researchers put e�ort into enhancing the me-
chanical models which are used within the phase-�eld method. Until recently,
the typical choices were simple homogenisation schemes such as those by
Voigt/Taylor [192] (VT) or Reuss/Sachs [146] (RS). As they represent only
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1 Introduction and Motivation

the upper (VT) and lower (RS) bound of homogenisation, respectively, they
lead to the true mechanically admissible behaviour only in special (quasi-1D)
cases. Yet their use is widespread, mainly due to their simplicity and the
argument that in the limit case, they lead to a sharp interface behaviour. A
combination of both homogenisation schemes is Khachaturyan’s approach
[90]. While this approach falls back to the VT scheme in purely elastic media,
it incorporates inelastic parts of the RS scheme. Chen and Shu [33] apply a
homogenisation based on the well-known Hashin-Strikhman bounds to solve
martensitic phase transformations. Durga et al. [46] had a closer look at
the VT and RS homogenisation schemes and their respective excess stress,
strain and elastic energy. Their �ndings lead to the conclusion that a straight
interface bears no excess energy if either it is loaded uniaxially in the nor-
mal direction and RS homogenised, or loaded uniaxially in the tangential
direction and VT homogenised. The latest advances in this topic aim at ful-
�lling consistent mechanical jump conditions; hence kinematic compatibility
and continuous traction across the interface. Mosler et al. [125] introduced
a model for �nite deformation and two phases consistent with these jump
conditions. For in�nitesimal deformations and two phases, Schneider et al.
[159] suggested a homogenisation scheme which intrinsically uses the jump
conditions to construct a locally compatible sti�ness matrix. In the same work,
they derived phase-�eld-based con�gurational forces for their homogenisation
scheme, cf. [68], and demonstrated the accuracy of this mechanical driving
force for Eshelby’s inclusion problem. In [12, 91], the work of Mosler et al. is
continued and extended by con�gurational and micro-forces, on a two-phase
basis. Simultaneously, Schneider et al. [158] introduced an ansatz for �nite
deformations and multiphase systems, based on a locally implicit scheme, to
solve both mechanical jump conditions. In the same work, con�gurational
and micro-forces are derived as a thermodynamically consistent driving force
for multiphase-�eld models. The same group generalised their approach for
in�nitesimal deformations to multiphase systems, by introducing a generalised
normal vector for regions with more than two phases [157].
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Scale-bridging the curing process 1.1

The implementation of fracture behaviour within a phase-�eld framework
often happens in the spirit of Gri�th’s theory [65], which balances surface
energy and energy release. On this basis, Francfort and Margio [56] suggested
an evolution law for crack propagation closely linked to the driving principle of
global energy minimisation. Due to their ability to implicitly track a free bound-
ary, phase-�eld models for crack evolution have become an early favourite
in applying this energy minimising approach for brittle fracture [22, 23, 88,
96, 120, 171]. Further or advanced applications tackle, amongst others, ductile
materials [6, 97], anisotropy [104, 133] or multi-physics [24, 119, 121]. These
models are mainly formulated for homogeneous materials and structures. In
contrast, many fracture and failure mechanisms often occur on a micro-scale,
where many materials have a heterogeneous appearance. Recently, cohesive
zone models were introduced to the phase-�eld crack method (e.g. [31, 43, 132,
140]) to account for interfacial e�ects. Another approach is to lower the crack
resistance Gc in the interface region to realise an interfacial crack resistance,
accounting for weaknesses at phase boundaries. An example is Hansen-Dörr
et al. [73] who model a locally varying Gc value upon a virtual phase boundary.
Hence, di�erent phases only exist in the sense of a pre-calculated Gc �eld.

The main objective of this work is to derive and implement a curing model on
the basis of the PFM for the micro-scale. As the curing process is not linked
to a phase transition, there is no explicit preliminary work in the literature
where such a model was implemented within a phase-�eld approach. Hence,
the theoretical background lies mostly in general work in the �eld of curing
process models, which were mentioned above. As a consequence, when deriv-
ing a model for the curing process, a main focus is put on a thermodynamically
meaningful implementation, in the phase-�eld context. The basis for this is
the work of Mosler et al. [125] and Schneider et al. [157–159], who showed a
consistent approach for purely mechanical problems. This procedure is anal-
ogously and coherently applied to heat conduction. The complete model is
applied to simulate the curing process of FRTS, with the objective to observe
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the formation of eigenstresses.
To consider fracture and crack propagation on the basis of predicted eigen-
stresses in an FRTS environment, the phase-�eld model for crack propagation
by Schneider et al. [155] and Nestler et al. [130] is modi�ed and extended for
the use in FRPs. The main focus is the implementation of a separate interfacial
crack resistance (interface strength) to be able to mimic debonding processes
in �bre-matrix interfaces. The modi�ed crack propagation model is used to
simulate micro-cracks on the basis of local eigenstresses, induced by the curing
process.

Nano-scale: Molecular Dynamics Examinations on a nano-scale are con-
ducted with the computational method of molecular dynamics (MD). As gen-
erally intrinsic to simulative methods, and in particular for the calculation of
material properties, this enables the observation of material behaviour, without
being restricted to experimental constraints. In the scope of a curing ther-
moset, observations at, e.g. a constant temperature and a degree of cure would
pose severe di�culties in experiments, whereas they are straightforward in a
simulation.
On the basis of Newton’s laws of motion, MD simulates atom or particle
movement on a molecular scale. Emerging from the work of Alder and Wain-
wright [3–5], where mainly particle collisions were simulated, the method
�nds a broad application in the �elds of physics, chemistry and biology [145]:
The possibilities range from simulating e�ects in solids such as defect for-
mation, fracture, grain boundaries and mechanical properties, over to �uid
dynamics questions, including laminar and unstable �ow, to polymer chem-
istry, biomolecules and proteins, to mention just a few. Lately, with increasing
computational resources and hence larger possible simulation domains, some
topics have opened up to questions of material science, which allows the de-
velopment of a more profound understanding of material behaviour [143].
Among the �rst applications of MD to thermosetting polymers are the works
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of Barton et al. [13, 14] and Hamerton et al. [72], who calculated material
behaviour of cross-linked polymers. The predictions comprised mechanical
and thermal behaviour and happened on the basis of pre-generated arti�-
cial network structures. Doherty et al. [44] used MD simulations to form
cross-links in a thermoset. The basic approach, which is still common to use
nowadays, is to allow the formation of a bond when the functional groups of
two monomers move into the vicinity of each other. An analysis of material
properties was not conducted. In the following years, however, research com-
bined the simulation of bond formation with the material characterisation of
the cross-linked thermosets. Examples are the work of Yarovsky and Evans
[202], Heine et al. [76] and Wu and Xu [200]. On the basis of di�erent states of
chemical conversion, Li et al. [105, 106] analysed an amorphous thermoset for
thermal and mechanical properties. A di�erent approach to cross-link ther-
mosets was introduced by Okabe et al. [136, 137], who used an Arrhenius-type
equation to incorporate activation energies as a probabilistic feature into the
bond formation process, while the aforementioned distance criterion was still
used as a �rst step in determining reaction partners. Recently, Sharp et al.
[165] examined the e�ect of varying water content on the curing rate and the
glass transition temperature of thermosets.

In this work, the previously mentioned algorithms for bond formation are
applied, extended and adjusted for the use with a UPPH resin. Besides the
distance criterion, a probabilistic model, based on an Arrhenius-type equation,
is used to determine if bond formation does occur. The overall bond formation
algorithm is implemented in a way such that the process may take place during
a regular MD simulation, without the need for intermediate minimisation runs.
The main objective is to use simulation results of partial and full thermoset
cures to calculate macroscopic material properties, which are used by the
phase-�eld simulations.

9
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1.2 Structure of this work
This work is divided into �ve chapters. The introduction, Chapter 1, gives
a general background to the overall topic of this work and de�nes its scope.
A theoretical background to di�erent aspects of this work is introduced in
Chapter 2. The topics range from an introduction to continuum mechanics
with singular surfaces and material theory to linear elastic fracture mechanics,
which are relevant for derivations and implementations on a micro-scale phase-
�eld theory. Furthermore, thermoset chemistry and modelling is outlined: A
description of the UPPH thermoset used within this work is supplied, the
modelling of such polymer structures in molecular dynamics is addressed
and a phenomenological point of view on the curing reaction is given for
the continuum scale. This chapter is closed by di�erent techniques for the
determination of material properties, on the basis of MD simulations. In
Chapter 3, models for the curing process and crack propagation on a micro-
scale are derived on the basis of the theoretically introduced background, in
the context of the PFM. Emphases are the derivation and motivation of the
micro-scale models, on the basis of thermodynamic reasoning, and a thorough
regularisation from sharp interface limits. Especially for the curing process,
each model aspect is discussed. For MD, an approach for simulating thermoset
curing and its algorithmic implementation is presented. All derived models are
brie�y evaluated on the basis of prototypical simulations. Broader application
of the models occurs in Chapter 4. Here the di�erent simulation techniques
are combined: With MD, the curing process of the TS is conducted on the
nano-scale and the results are used to determine material properties. With
these material properties, the curing process of FRTS volume elements is
simulated and evaluated for eigenstresses. In a last step, on the basis of these
local eigenstresses, phase-�eld fracture simulations are performed to examine
whether micro-cracking occurs under the given conditions. Summarising the
derived models and the simulation results, Chapter 5 concludes this work and
outlines �elds of further research, regarding the scope of this work.
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The implementation of models and parts of the post-processing builds on
existing software packages. In the phase-�eld context, the multiphase and mul-
tiphysics in-house code Pace3D [82] (Parallel Algorithms for Crystal Evolution
in 3D) is used, whose basis is the work of Nestler et al. [129]. Molecular dy-
namics implementations and simulations are conducted with the open source
software LAMMPS [150] (Large-scale Atomic/Molecular Massively Parallel
Simulator), which originates in the work of Plimpton [142]. Besides tools of
the Pace3D framework, the software packages OVITO [174, 175] and VisIt
[35, 103] are used for post-processing and visualisation. To build molecules
for the use in LAMMPS, the open-source molecular builder Avogadro [9, 74]
is used.

1.3 Notation
In this work, notation follows Einstein’s summation convention [49]. Fur-
thermore, a �xed Cartesian coordinate system exists in general, and therefore
only subscripts are used. Tensors of all orders are not highlighted, and the
number of unique indices indicates the order of the tensor. Scalars, or 0th-order
tensors, are small letters without indices, e.g. a or � . Vectors (1st-order tensors)
also commonly use small letters (ui , �j or bk ). Tensors of 2nd order are often
represented by capital letters (Aij , Qkl ), but traditionally, some small Greek
letters are used as well (�ij , "kl ). A special operator is the Kronecker delta,

�ij = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, i = j0, i ≠ j , (1.1)
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which represents the identity in index notation. The Levi-Civita operator - or
permutation symbol - is a special operator in the form of a 3rd-order tensor. It
is de�ned as

�ijk = ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

+1, forward permutation of ijk
−1, backward permutation of ijk0, if i, j or k are equal

. (1.2)

Calculations within this notation are governed by the following rules:

Rule 1: A subscript index occurring once is free to vary from 1,… ,N .

Rule 2: Subscript indices occurring twice are implicitly summed over.

Rule 3: A term must not contain three or more instances of the same index,
and each term must contain identically unique indices.

Rule 4: A comma indicates that a partial derivative has to be taken.

With these rules, basic algebraic tensor operations are introduced. The inner
product, or scalar product, is written as c = aibi . Thus, the norm of a vector di
is described by

√didi . The outer product, or dyadic product, de�nes a 2nd-order
tensor in the following way:

Tij = aibj . (1.3)

Another operation is the cross product of vectors aj and bk , which is noted

ci = �ijkajbk . (1.4)
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Further, the transpose of a tensor Aij is de�ned by switching the indices, Aji ,
whereas its trace is the sum of the diagonal entries, Aii . The inverse of a tensorAij is written as A−1ij , and the determinant as

JA = 16�ijk�lmnAilAjmAkn . (1.5)

The multiplication of a 2nd-order tensor with a vector is given by ci = Aijbj . For
a 4th-order tensor and a 2nd-order tensor, �ij = Cijkl"kl is equally noted. With
the help of an arbitrary quantity  and the position vector xi , the gradient, the
divergence and the curl operator are introduced:

gij = ) i)xj =  i,j , (1.6)

d = ) i)xi =  i,i , (1.7)

ci = �ijk ) k)xj = �ijk k,j . (1.8)

Here, the vector xi depicts the position in the material (Euler) con�guration
(cf. Section 2.1.1.1), and therefore all three operators are de�ned in with respect
to this con�guration. The de�nitions of the reference (Lagrange) con�guration
can be achieved by using reference positions de�ned by a capital letter Xi , e.g.
for the gradient Gij = ) i)Xj =  i,j . (1.9)

Generally, it can be said that if a notation or an operator is a�ne to the current
or the reference con�guration, the former often uses small letters, whereas the
latter is marked by capital letters. In cases where no capitalisation happens
in the reference con�guration, this placement is indicated by the use of a
superscripted zero, e.g. �0. The placement of the derivate, via the comma
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notation, is de�ned by context. An important identity, regarding the curl
operator, is formulated as

�ijk )�klmalbm)xj = ai )bj)xj + bj )ai)xj − bi )aj)xj − aj )bi)xj . (1.10)
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2
Selected Topics from

Continuum Mechanics, Chemistry
and Statistical Mechanics

The intent of this chapter is to give the necessary theoretical background on
topics which are used in the derivation and the description of models. The
range of topics spans from continuum mechanics to chemistry and statisti-
cal mechanics. Firstly, an introduction to continuum mechanics is given in
Section 2.1, where kinematics, deformation, balance laws and material theory
are considered. Further emphases are singular surfaces and transport. The
separate but related Section 2.2 presents the basics of linear elastic fracture
mechanics, focussing on Gri�th’s theory [65] and on the failure behaviour
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of �bre-reinforced polymers (FRP). In Section 2.3, some chemical aspects of
thermosets and chemical reactions are recapitulated. This is done by introduc-
ing the thermoset class used within this work and describing its composition
and chemical curing reactions. Further, it is illustrated how such polymeric
molecules can be described on a nano-scale by an atomistic force �eld, and
how curing reactions can be characterised on a continuum scale by di�erential
scanning calorimetry (DSC) measurements. The chapter closes with a brief
discourse on equilibrium and non-equilibrium molecular dynamics, in Sec-
tion 2.4, pointing out how material properties are determined on the basis of
atomistic simulations. No background on numerical methods and frameworks
used in this work is given in this chapter. For general information on the
phase-�eld framework Pace3D introduced by Nestler et al. [129], the work
of Hötzer et al. [82] is referred to. Especially for schemes used for solving
mechanical quantities, Schneider et al. [158, 159] is mentioned, regarding
the local numerical treatment of jump conditions, while the global scheme
is addressed in Schoof et al. [161] and Herrmann et al. [78]. For thermal
quantities, the schemes are used analogously. For a numerical background
on the molecular dynamics package LAMMPS the work of Plimpton [142]
is mentioned. Further details are listed in the documentation found on the
LAMMPS web page [150].

2.1 Continuum mechanics and material
behaviour

When zoomed in on scales below the macroscopic level, each body is found
to consist of discrete material quanta, which may show as atoms, molecules,
particles, grains, polymer chains or others [32, 169]. In continuum mechanics,
it is postulated that this discrete character of the material is irrelevant if the
length scale of interest is large, compared to characteristic lengths of the
material quanta. If these intrinsic gaps become negligible at the considered
length scale, the material distribution may be imagined as smooth; hence
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the body is a continuum [42]. Likewise, physical quantities acting on such
continua are represented by continuous �elds [169]. Exceptions to this general
continuous theory are given by the possible existence of a �nite number of
surfaces, lines or points, which may locally subdivide the body and/or introduce
physical discontinuities.

2.1.1 Body, kinematics and deformation

In continuum mechanics, a body is composed of an in�nite number of ma-
terial points [115, 169]. This material body may move smoothly through an
Euclidean space, occupying a certain spatial domain at each time [19]. On
this basis, the kinematics of such bodies describes their movement in space
and time. Throughout this work, material points are considered to have three
translational degrees of freedom1.

2.1.1.1 Body placement: Lagrange and Euler description

The position of a single material point P , within a body B, at a reference timet = t0, is described by the reference position vector Xi (P), see Figure 2.1. This
placement is called the reference or Lagrangian con�guration. The body B
has the volume V and has a surface )V , oriented by an outer unit normal
vector Ni . If the body B is exposed to external physical in�uences, the material
points start to move, and at current time t > t0, the body B transforms to the
current body b with volume v and the surface )v oriented by the unit normalni . The position of the material point P is now given by the current position
vector xi (P, t). Analogously, this placement is called the current or Eulerian
con�guration. The movement of material points never results in two material
points occupying the same position at the same time, and the coordinates of
a material point within the set of material points never changes. Following
the reasoning that material points do not superpose in space at any time, it is

1 A so-called Boltzmann continuum, implying the symmetry of stress. If this axiom [21, 152] is
dropped, rotational degrees of freedom and couple stresses are possible as postulated in [191]. A
�rst mathematical model was introduced in [38] giving such bodies the name Cosserat continua.
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Figure 2.1: Material body: reference and current placement

possible to map the reference position vector Xj of each material point uniquely
to its current position counterpart xi , using the motion

xi = �i (Xj , t) , (2.1)

which implies that the inverse operation Xi = �−1i (xj , t) is valid as well. If the
motion keeps the distances between material points constant, a rigid-body
motion is in e�ect. Otherwise, if the distances change, the body experiences
deformation [169]. The displacement from P at t = t0 to P at t > t0 is given by
the displacement vector,

ui = xi − Xi = �i (Xj , t) − Xi = ui (Xj , t) . (2.2)
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2.1.1.2 Deformation gradient

The line element dxi in the Eulerian con�guration directly connects two mate-
rial points in an in�nitesimal neighbourhood. This line element is uniquely
determined by the Lagrangian line element dXj , using the chain rule

dxi = dxi
dXj dXj = d�i (Xk , t)

dXj dXj = FijdXj , (2.3)

where the non-singular tensor Fij is called deformation gradient [15, 169].
Despite the name, this tensor does not solely contain deformation, but also
describes rigid rotations [19]. A deformation gradient is compatible if and only
if the compatibility condition

�ijk )Flk)Xj = 0 (2.4)

holds in the simply connected body. The non-singularity ensures the existence
of an inverse deformation gradient, given by

F−1ij = d�−1i (xk , t)
dxj dxj = dXi

dxj . (2.5)

The transformation of the line element can be further speci�ed towards

dxi = tidx = FijTjdX = FijdXj , (2.6)

where ti and Tj are tangential unit vectors in their respective con�guration,
de�ning the orientation of the line element. An in�nitesimal volume element,
in Lagrangian con�guration, is constructed by three independent line ele-
ments, forming a triple product. Formulating the change in volume from the
Lagrangian to the Eulerian con�guration gives

dv
dV = 16�ijk�lmnFilFjmFkn = JF , (2.7)
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2 Selected Topics from Continuum Mechanics, Chemistry and Statistical Mechanics

with JF being the Jacobian determinant. Due to the invertibility of the motion,JF > 0 follows for all material points. In this work, for the sake of brevity, JF = J .
In�nitesimal surface elements are composed of the cross product of two linearly
independent line elements. In the current and reference con�guration, they
may be written as dai = �ijkdxjdyk and dAi = �ijkdXjdYk , where the surface
elements are oriented by their outward pointing unit normal vectors ni and Ni .
Using an arbitrary vector ci to scalarly multiply the current surface element,
and evaluating the triple product with respect to the reference con�guration,
the surface element is transformed by

daici = �ijkdxjdykci
= J F−1ji dAjci

by arbitrariness of ci
nida = J F−1ji NjdA,

(2.8)

which is also called Nanson’s formula [19]. It is possible to multiplicatively
decompose the deformation gradient into its rotation and stretch parts,

Fik = RijUjk = VijRjk , (2.9)

where Rij is the orthogonal rotation tensor and Uij , Vij are the right and left
stretch tensor, respectively.
The displacement gradient Hij is connected to the deformation gradient, by
applying a similar reasoning as in (2.3),)ui)Xj = )xi)Xj − )Xi)Xj = Fij − �ij = Hij . (2.10)
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2.1.1.3 Strain measures

For the description of local material behaviour, it is desirable to introduce
a measure for the change of shape [109, 169], which is free from a change
in orientation, and hence resembles the actual local deformation within a
body. This is possible using the previously introduced polar decomposition
of the deformation gradient (2.9), which allows the introduction of the right
Cauchy-Green tensor, Cij = UikUkj = FkiFkj , (2.11)

which only depends on the right stretch tensor, and hence is free from rotation.
As an example of a strain measure, the Green-St. Venant strain tensor EGij is
introduced [15, 19]. The change in angle between two line elements and the
their change in length when going from the reference con�guration to the
current con�guration is expressed by their scalar product, thus with inserting
Equation (2.6)

dxidyi = (FijdXj) (FikdYk) = dXjFijFikdYk = dXjCjkdYk , (2.12)

and the change in shape is noted as

dxidyi − dXkdYk = dXi (Cik − �ik)dYk = dXi (2EGik)dYk . (2.13)

This �nally gives the Green-St.-Venant strain tensor,

EGij = 12 (Cij − �ij) , (2.14)

the �nite strain tensor in the referential con�guration. There exist further
strain measures with respect to both con�gurations. An overview is given
by [19], for example. Generally, all strain tensors may be used to obtain any
stress-strain response (the construction of the material model is decisive), but
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dependent on the application, one strain tensor may be more advantageous
than another.

2.1.1.4 Singular surfaces

In Figure 2.1, the tacit assumption was made that the material body behaves
homogeneously, due to identical material characteristics and properties at
every point. If the body consists of sets of points which show di�erent char-
acteristics [168], e.g. di�erent thermal conductivities, sti�ness, orientation
and so forth, points of identical characteristics may be collected in sub-bodies
or phases if they form a coherent and homogeneous volume themselves, as
depicted in Figure 2.2 for two phases � and � . These two material volumes

�i (Xi, t)
reference placement, t = t0current placement, t > t0V �

v�
V �

v�)V �
)v�

S��
s��

B
bN i

n i

N ��i
n��i

Figure 2.2: Material body subdivided in two regions, denoted by � and � , separated by a singular
surface: reference and current placement.

are separated by an internal singular surface, or interface. Analogously to the
above-mentioned phase-speci�c characteristics, each phase may have physical
quantities of its own, e.g. there exist deformation gradients F�ij and F �ij . If the
body B is exposed to external physical in�uences, each phase undergoes a
motion, which is restricted by the type of connection given at the interface (the
compatibility condition). Hence, the motion of the interface in the reference
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con�guration, S�� , follows those of the neighbouring phases, imposing a de-
formation and a rigid rotation on it. Dependent on the nature of the involved
phases, such quantities, acting on the phase boundary, may induce a motion
of the interface itself, converting one of the neighbouring phases into the
energetically more favourable one (a phase transition). Therefore the interfaces
themselves are generally dependent on time, S��(t) and s��(t). If physically
meaningful, interfaces may have characteristics of their own. In the simplest
case, this consists of a constant interface surface energy, which in�uences the
motion and phase transitions [15].
To describe quantities at singular surfaces separating two regions � and � , the
notation

⟦ ⟧�� =  � ∣s��+ −  � ∣s��− Eulerian con�guration, (2.15)

⟦ ⟧�� =  � ∣S��+ −  � ∣S��− Lagrangian con�guration, (2.16)

is used for a jump of an arbitrary quantity  [109]. For jumps, the identity

⟦f g⟧�� = ⟦f ⟧��⟨g⟩�� + ⟨f ⟩��⟦g⟧�� (2.17)

applies for scalars or scalar products, whereas ⟨f ⟩�� = (f �+f �)/2 is the mean
value of the quantity f [84].
For simplicity, the existence of lines and points, where singular surfaces meet
outer surfaces or di�erent singular surfaces meet each other, are not discussed.
Such triple lines or multi lines and points require a separate treatment, which
is not the focus of this work.
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2.1.1.5 Time derivatives

Following [19], the time derivative of the motion �i , of body B, is the velocity
in the reference con�guration,

Vi (Xj , t) = )�i (Xj , t))t , (2.18)

and analogously, the acceleration is

Ai (Xj , t) = )2�i (Xj , t))t2 . (2.19)

The velocity in the current con�guration is retrieved by a change of variables,

vi (xj , t) = Vi (�j (Xk , t) , t) = Vi (Xk , t) . (2.20)

This kind of transformation may be applied to any other arbitrary quantity (�i (Xj , t) , t) = 	 (Xj , t), which may be a tensor of any order. The total time
derivative is given by 	̇ = )	)t

= ) )t + ) )xi vi =  ̇ ,
(2.21)

where a convective term  ,ivi arises in the Eulerian description. Applied to the
velocity in the current con�guration, the acceleration [169] is found to be

ai (xj , t) = v̇i (xj , t) = )vi)t + )vi)xj vj . (2.22)

Another often needed quantity is the velocity gradient, which is introduced via
the time derivation of the deformation gradient (see Section 2.1.1.2),

Ḟij = )Vi)Xj = )vi)xk )xk)Xj = )vi)xk Fkj , (2.23)
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and the spatial velocity gradient is noted as lij = )vi/)xj = ḞikF−1kj [15].

2.1.1.6 Transport and Stokes’ theorems

The rather mathematically motivated, generalised Stokes’ theorem (cf. [58])
links a di�erential quantity, integrated overM , to the same quantity, integrated
over the boundary )M . Two particular and often used cases in vector calculus
are Gauss’ theorem and the Kelvin-Stokes theorem, which are introduced in
the Eulerian con�guration.
For a volume with two subdomains � and � , divided by a singular surface,
Gauss’ theorem [19, 168] states

∫v(t) ) j)xj dv = ∫)v(t)  jnjda − ∫s��(t)⟦ j⟧��nsj da, (2.24)

which relates the volume integral of the divergence of an arbitrary vector
�eld  j (xi , t) with its �ux over the outer volume surface, characterised by the
normal vector nj , and with its jump at the singular surface. Furthermore, nsj
is the unit normal vector of the singular surface s��(t) in between the two
subdomains. The Kelvin-Stokes theorem [32] connects the surface integral of
the curl of an arbitrary vector �eld �ijk) k/)xj to its tangential component
along the surface boundary, de�ned by the tangential vector tk :

∫s(t) �ijk ) k)xj nida = ∮)s(t)  k tkdx . (2.25)

Further theorems relevant for this work involve the change of a volume or
surface over time, which are again introduced in an Eulerian description. The
transport equation for a scalar quantity  (xi , t) in a volume [19, 168], which,
as before, comprises a singular surface, reads as

d
dt ∫v(t)  dv = ∫v(t) ) )t dv + ∫)v(t)  vjnjda

− ∫s��(t)⟦ ⟧��vsj nsj da,
(2.26)
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where vsj is the velocity of the singular surface. This equation is also known
as Reynolds transport theorem. With Gauss’ theorem (2.24), the surface term
may be transformed to a volume integral. A moving surface or interface [15,
85, 122, 126], relating to a vector �eld, is characterised by

d
dt ∫s(t)  jnjda = ∫s(t) {) j)t + vsj ) k)xk }njda

+ ∫)s(t) �ijk jvsk tidx .
(2.27)

Analogously to the volume transport equation, the line integral is re-written
to a surface integral, by using the Kelvin-Stokes theorem (2.25).
With the Kelvin-Stokes theorem (2.25), but used in the Lagrangian notation, it
is possible to evaluate the compatibility condition of the deformation gradi-
ent, Equation (2.4), in the presence of a singular surface [67]. For a contour,
integrating the deformation gradient, this generally gives

Bk = ∮C FkldXl = ∫AC �ijk )Flk)Xj dAi , (2.28)

where Bi is identi�ed as the Burger’s vector, which has to be zero for all
admissible deformations, which again gives the bulk compatibility condition
for the deformation gradient:

�ijk )Flk)Xj = �ijk )2xl)Xk)Xj = 0. (2.29)

With these preliminaries, the surface AC , enclosed by the contour C , is placed
in such a way that it intersects with a singular surface, separating two phases � ,� , see Figure 2.3. The intersection is named as curve ��� , and the deformation
gradient is assumed smooth everywhere but on ��� . Splitting the surface areaAC in its � and � parts, the integration path of the encircling curve may also
be split. Thereby, the inner integration path form the left and right limit to
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AC�
AC���� = �� ∪ � �

Figure 2.3: Kelvin-Stokes theorem at an singular surface: A di�erent surface consisting of the
parts � , � and contoured by C� , C� is imagined, which crosses the singular surface
such that � �� is the intersection of both.

the actual interface. With this subdivision, the Kelvin-Stokes theorem for both
sub-bodies reads as follows:

� − body: ∫AC� �ijk )Flk)Xj dAi = ∫C�=)AC�∖��� FkldXl + ∫��� F�kldXl ,� − body: ∫AC� �ijk )Flk)Xj dAi = ∫C�=)AC�∖��� FkldXl − ∫��� F �kldXl , (2.30)

where C� = )AC� ∖��� describes the line integration along the boundary
of AC� , leaving out the segment ��� . Analogously, the same applies to C� .
Adding up both sub-bodies and the application of all pre-assumptions yields

Bk̄
!=0 = ∮C FkldXl = ∫AC �ijk )Flk)Xj´¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¶

!=0
dAi − ∫��� ⟦Fkl⟧��dXl

0 = ∫��� ⟦Fkl⟧��dXl , (2.31)
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for an arbitrary area AC . With line elements being oriented in the tangen-
tial direction, a deformation gradient compatibility condition is retrieved for
singular surfaces: 0 = ∫��� ⟦Fkl⟧��TldX0 = ⟦Fkl⟧��Tl , (2.32)

which states that the jump of the tangential components of Fkl has to be zero
to satisfy the equation. Re-writing this equation with Ni as the unit normal
vector of the singular surface results in another form of the same statement:

0 = ⟦Fkl⟧��TlTm0 = ⟦Fkl⟧�� (�lm −NlNm)0 = ⟦Fkm⟧�� − ⟦Fkl⟧��NlNm
⟦Fkm⟧�� = ⟦Fkl⟧��Nl´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=Kk Nm ,

(2.33)

predicting Kk as the jump of the normal components of Fkm . This condition is
called Hadamard’s compatibility condition and has the underlying assumption
that the motion �i is continuous across singular surfaces. Hence, no slip is
allowed along the singular surface (a constant misalignment, at the utmost).
By softening the basic assumptions, more general compatibility conditions
may be derived.

2.1.2 Balance laws

The following sections introduce the fundamental principles of continuum
mechanics and thermodynamics, which govern the behaviour of the body
under external in�uences, mainly following standard literature [15, 19, 32, 109,
166, 169, 183], among others. Generally, they are given in their integral form,
including a singular surface, and in an Eulerian description, but also their local
forms are brie�y noted. Furthermore, selected consequences and restrictions
of the balances are discussed.
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2.1.2.1 Mass balance

In continuum mechanics, every body has a (total) massM, and if a body
consists of sub-bodies the sum of their masses is the total mass. It is now
assumed that the total mass remains constant under all deformations [19] and
is independent of time. With the above requirements, it follows that every
material point has a mass density �, and the conservation of mass yields

M(B) =M(b)
∫V �0dV = ∫v �dv0 = ∫V {�0 − J �}dV ,

(2.34)

where the relation �0 = J � is the continuity condition for mass at each material
point [169]. Evaluating the time derivative of the total mass with the Reynolds
transport (2.26) and Gauss’ theorem (2.24) gives the mass balance

Ṁ(b) = 0 = d
dt ∫v �dv0 = ∫v )�)t + (�vi),i dv − ∫s��(t)⟦� (vi − vsi )⟧��n��i da.

(2.35)

From this follows a di�erent local form of the continuity condition in bulk
regions and a local form at singular surfaces,

0 = )�)t + (�vi),i and ⟦� (vi − vsi )⟧��n��i = 0. (2.36)

If the mass density is constant in time, this yields the incompressibility condi-
tion vi,i = 0.
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2.1.2.2 Momentum balances and stresses

The (linear) momentum vector Ii of a body b is de�ned by

Ii (b) = ∫v �vidv, (2.37)

and its force vector fi is composed of a mass-speci�c body force density bi and
a force density ti , acting normal on the body’s surface [15]. With the time
derivative of linear momentum being the force and by using the Reynolds
transport (2.26) and Gauss’ theorem (2.24), the balance of linear momentum
is

İi (b) = d
dt ∫v �vidv = ∫v �bidv + ∫)v tida0 = ∫v �v̇i − �bi − �ij,jdv

+ ∫s��(t) {⟦�vi (vj − vsj )⟧��
−⟦�ij⟧��}n��j da,

(2.38)

where the traction-stress relation ti = �ijnj is used to describe the internal forces
at each material point, with the Cauchy stress tensor �ij [169]. Additionally,
the balance of mass (2.35) is used during the calculation. In cases when the
body is in equilibrium, the local forms are given by

0 = �bi + �ij,j and ⟦�ij⟧��n��j = 0, (2.39)

where the second condition implies continuous traction across interfaces.
Before continuing with the balance of angular momentum, the stress tensor is
discussed in more detail. The Cauchy stress tensor is completely de�ned in
the current con�guration. It is the current force per current area, dfi = �ijdaj .
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If the current force is evaluated with respect to the reference con�guration,
the area element has to be pulled back,

dfi = J �ikF−1jk´¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¶=Pij
dAj ,

(2.40)

which introduces Pij , the 1st Piola-Kirchho� stress tensor [32]. It may be con-
venient to pull back the force vector fi as well to have both quantities in the
reference con�guration, which gives the 2nd Piola-Kirchho� stress tensor Sij ,

df 0i = F−1ik Pkj´¹¹¹¹¹¹¸¹¹¹¹¹¶=Sij dAj . (2.41)

At this point, a connection to the deformation gradient 2.1.1.2 and the strain
tensors 2.1.1.3 is made. The mass-speci�c stress power is de�ned asP = 1/��ij lij .
A speci�c stress tensor is called work conjugate to some strain tensor, if they
ful�l the speci�c stress power formula in the reference position [19]. For the
introduced stress tensors, these are

P = 1�0 Pij Ḟij and P = 1�0 Sij ĖGij . (2.42)

A work conjugate may be used to construct a constitutive relation between
stress and strain (see Section 2.1.3).
As mentioned in the beginning of this subchapter, the theory used here is
that of non-polar continua. Hence, the balance of angular momentum is not
explicitly introduced, but its statement, the symmetry of the Cauchy stress
tensor, is brie�y given:

�ij = �ji , Sij = Sji and PikFjk = FikPjk . (2.43)
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2.1.2.3 First law of thermodynamics: Energy balance

To formulate the �rst law of thermodynamics, the total energy of body b,E = K + E, is introduced [32, 109], with K and E being the kinetic and internal
energy, de�ned as

K (b) = 12 ∫v �vividv and E (b) = ∫v �edv, (2.44)

where e is the mass-speci�c internal energy. The change in these is balanced
by the heat supplied Q and the work W done to the body b, which are given
as Q (b) = ∫v �rdv − ∫)v qinida,W (b) = ∫v �vibidv + ∫)v vitida,

(2.45)

identifying r as a mass-speci�c heat source and qi as the heat �ux vector. The
mass-speci�c body force vector bi and the traction vector ti were introduced in
the previous section. With the Reynolds transport (2.26) and Gauss’ theorem
(2.24), the balances of mass (2.35) and linear momentum (2.38), and the above
de�nitions, the energy balance is

Ė (b) = Q (b) +W (b)
d
dt ∫v 12�vivi + �edv = ∫v � {r + bivi}dv + ∫)v {vi�ij − qj}njda0 = ∫v � {ė − r} + qi,i − �ijvi,jdv

+ ∫s��(t) {⟦(12�vivi + �e)(vj − vsj )⟧��
+ ⟦qj − vi�ij⟧��}n��j da,

(2.46)

where �ijvi,j is identi�ed as the stress power. For bulk regions, the local version
of the energy balance is

�ė = �r − qi,i + �ijvi,j , (2.47)
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and for singular surfaces the expression

0 = {⟦(12�vivi + �e)(vj − vsj )⟧�� + ⟦qi − vi�ij⟧��}n��j (2.48)

holds. If the body is in equilibrium, it can be concluded that the heat �ux
across the singular surface has to be continuous in the normal direction.

2.1.2.4 Second law of thermodynamics: Entropy balance

The second law of thermodynamics states that the entropy production of a bodyb, � �, consists of the change of its entropy H �, subtracted by its entropy supplyS� [109], � � (b) = Ḣ � (b) − S� (b) ≥ 0, (2.49)

and has to be non-negative; hence it is not a conservative quantity. The entropyH � is de�ned as H � (b) = ∫v ��dv, (2.50)

with � denoting the mass-speci�c entropy, and the entropy supply S� as

S� (b) = ∫v �sdv − ∫)v &inida, (2.51)

where s is the source of local entropy and &i is the entropy �ux. These rather
general quantities are often assumed to be related to the heat supply and heat
�ux by the absolute temperature � [32, 109],

s = r� and &i = qi� . (2.52)
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This form of the entropy inequality,

� � (b) = d
dt ∫v ��dv + ∫)v qi� nida − ∫v � r� dv ≥ 0

= ∫v ��̇ + (qi� ),i − � r� dv
+ ∫s��(t) {⟦�� (vi − vsi )⟧�� + ⟦qi� ⟧��}n��i da ≥ 0, (2.53)

is called the Clausius-Duhem inequality. Localised, the inequalities are

��̇ + (qi� ),i − � r� ≥ 0 and {⟦�� (vi − vsi )⟧�� + ⟦qi� ⟧��}n��i ≥ 0 (2.54)

analogously. Using the localised form of the �rst law of thermodynamics (2.47),
the heat supply may be replaced, and the internal energy enters the inequality.
Following Coleman and Noll [36], the entropy inequality imposes restrictions
on constitutive relations, which are necessary conditions for stable equilibrium
states [15]. Hence, constitutive relations have to be of a form which satis�es
the second law of thermodynamics for any thermodynamic process.

2.1.3 Material theory

Before discussing the material behaviour of the two relevant materials used in
this work, elastic glass �bres and a visco-elastic thermoset, the connection of
stress and strain is made. Generally, the relation for rate-independent materials
reads as �ij = fij (xk , Flm) . (2.55)

Hence, the Cauchy stress tensor depends on the deformation gradient, and
the mapping fij itself depends on the position xk [169]. This dependence
accounts for material inhomogeneity of the body, either due to the material
itself or due to other in�uences, e.g. temperature. For simplicity of the notation,
this dependence is not noted in the upcoming sections, but is always valid.
The processes to be simulated in this work are assumed to only induce small
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deformations. Therefore the following theory only focusses on linear models,
and the geometric linearisation is brie�y discussed.

2.1.3.1 Kinematic linearisation

If a body is expected to only exhibit small deformations within the process of
interest, the equations of continuum mechanics simplify considerably [75]. For
the application of this theory, three requirements, based on the displacement
gradient (2.10), have to be met throughout the motion:

∥Hij∥ ≪ 1, ∣ui ∣ ≪ L0 and Ḣij ≪ 1. (2.56)

Thus, with the displacement gradient being small, displacements themselves
being small compared to the characteristic length L0 of the body, and small
deformation rates Ḣij , a geometric linearisation is possible. The Green-St.-
Venant strain tensor (2.14) is re-written as

EGij = 12 {FkiFkj − �ij}
= 12 {(�ki +Hki) (�kj +Hkj) − �ij}
= 12 ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

�ij +Hij +Hji +HkiHkj´¹¹¹¹¹¹¹¸¹¹¹¹¹¹¶≈0 −�ij⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
= 12 {Hij +Hji} = "ij ,

(2.57)

where "ij is called the in�nitesimal strain tensor, to which every other strain
tensor reduces as well. Similarly, all stress tensors may be approximated by the
Cauchy stress tensor �ij . Furthermore, derivatives with respect to the current
and to the reference con�guration are approximately the same )/)xi ≈ )/)Xi ,
and hence it becomes obsolete to distinguish between them.
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2.1.3.2 Linear elasticity

Elasticity describes rate-independent material behaviour without any hystere-
sis [75]. This means that a body reverts to its initial con�guration once it is
unloaded, and during unloading, it is expected to release the same amount
of strain energy as it absorbed during loading. The latter requirement has to
be ensured by hyperelasticity, which demands that the time derivative of the
strain energy is equal to the stress power (2.42).
On the basis of these formalities, linear elasticity, or Hooke’s law, for in�nitesi-
mal deformations is introduced as

�ij = Cijkl"kl , (2.58)

with Cijkl as the sti�ness tensor, characterising a speci�c material. Rheologi-
cally, this behaviour may be characterised by a spring, as depicted in Figure 2.4.
Due to the symmetry of the stress and strain tensors and the hyperelasticity,

�̄ �̄Cijkl
"kl

Figure 2.4: Rheological model: Under an external loading the spring is strained inducing an internal
stress response. If unloaded, the spring returns to its initial state.

the fourth-order sti�ness tensor has at most twenty-one independent compo-
nents [19, 169]. Most materials show further symmetries which reduce the
number of independent components signi�cantly, and for an in�nite number
of symmetries, isotropy, only two are required. Isotropic behaviour may be
characterised by a variety of material parameters, which are all related, and
hence may be converted into each other [116]. Popular combinations are elastic
modulus and Poisson’s ratio E, � and the Lamé parameters �, �. In the following,
the combination bulk modulus and shear modulus K , G is used, as they are
related to types of completely separated deformation.
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2.1.3.3 Linear visco-elasticity

The theory of visco-elasticity, as pure elasticity, shows no equilibrium hystere-
sis, but is rate-dependent [75]. Hence, the rate-independent Equation (2.55) is
extended and written for in�nitesimal deformations as

�ij = fij ("kl) + ℎij ("kl , "̇mn) , (2.59)

and if "̇mn = 0, the equilibrium elastic behaviour is yielded. Under a constant
stress load, a visco-elastic material creeps towards its equilibrium by slowly
increasing strain. If the material is under a constant strain load, the mate-
rial relaxes its stress state towards its equilibrium. The Generalised Maxwell
Model (see Figure 2.5) implements the behaviour outlined in Equation (2.59) by
splitting the function ℎij into N di�erently behaving functions, each realising
di�erent creep and relaxation processes within a material, often connected
to di�erent time scales. The implementation of an inde�nite number of such
Maxwell elements allows for a model adjustment to a general visco-elastic
material, hence the name. Rheologically the Generalised Maxwell Model con-�̄

�̄

C0ijkl "0kl
C1ijkl "1kl
V 1ijkl "v,1kl

Cpijkl "pkl
V pijkl "v,pkl

CNijkl "Nkl
VNijkl "v,Nkl

Figure 2.5: Rheological model of the Generalised Maxwell Model: A zeroth spring in parallel withN Maxwell elements.

37



2 Selected Topics from Continuum Mechanics, Chemistry and Statistical Mechanics

sists of springs, characterised by a sti�ness Cijkl , representing the elastic,
time-independent behaviour and dampers, characterised by a viscosity Vijkl ,
representing a viscous, time-dependent behaviour. The connection in parallel
allows the total strain and stress to be written as

"GMij = "0ij = "M,pij and �GMij = �0ij + N∑p=1�M,pij , (2.60)

where the quantities superscripted by GM and M represent resulting quantities
of the Generalised Maxwell Model and a single Maxwell element, respectively.
Inside a Maxwell element, spring and damper are connected in series, leading
to "M,pij = "pij + "v,pij and �M,pij = �pij = �v,pij . (2.61)

By applying the behaviour of springs and dampers,

�pij = Cpijkl"pkl and �v,pij = V pijkl "̇v,pkl , (2.62)

the total behaviour may be retrieved,

�GMij = C0ijkl"GMkl + N∑p=1Cpijkl {"GMkl − "v,pkl } . (2.63)

The rheological representation also yields the evolution equation for each
Maxwell element, "̇v,pij = V pijkl−1Cpijkl {"GMkl − "v,pkl } . (2.64)

A common assumption is that viscous e�ects only occur under shear de-
formation, hence only the deviatoric part of the viscous strain is applied,"v,p,devij = "v,pij − "v,pkk /3�ij .
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2.2 Linear elastic fracture mechanics
Within this section, the concept of linear elastic fracture mechanics (LEFM) is
brie�y summed up to give a basic background for crack propagation modelling
in Section 3.3. This section mainly follows Gross and Seelig [66], which is also
referred to for a more detailed discussion of this topic. Close to the crack tip

crack
crack tip

process zonelpz
L

Figure 2.6: Body with crack: Crack tip singularity surrounded by a process zone.

singularity in Figure 2.6, stresses tend to approach in�nity, which is limited
due to non-linearities arising in the process zone around the crack tip. In a
brittle material, this region is much smaller than the size of the body, lpz ⋘ L,
which allows for the description of the body by linear elasticity and LEFM.
As crack initiation happens below the continuum mechanics scale, fracture
mechanics assumes each body to be imperfect in the sense of not being defect-
free. Under load, these defects then may cause stress localisations resulting in
growth to cracks relevant for the investigated length scale. In the following,
the focus is the theory by Gri�th [65], which gives an energetic view of crack
propagation.

2.2.1 Basic concepts

At places where bulk areas are separated, a crack introduces crack surfaces
into a body. The crack surfaces are generally traction-free and meet at the
crack tip or crack front [66], see Figure 2.7. Opposing crack surfaces may only
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da
crack
surface

Figure 2.7: Enlarged crack tip: Creation of new crack surfaces by crack propagation da
transfer forces under compression or when under a frictional connection. If a
body with an initial crack of length a is loaded su�ciently, a crack propagates
by the distance da, resulting in the creation of new crack surface by further
separating the body. Otherwise, if the loading is not su�cient, the crack is
at rest. Any crack propagation is a superposition of the three basic crack
extension modes [59], shown in Figure 2.8. The most common form of crack

Mode I

(a) Crack mode I

Mode II

(b) Crack mode II

Mode III

(c) Crack mode III

Figure 2.8: Crack opening modes

propagation happens under mode I, the opening mode, where the two opposite
crack surfaces are pulled apart symmetrically, hence they move in the crack
surface normal direction and normal to the crack front. In mode II, the sliding
mode, the crack surfaces move along planes parallel to the crack surfaces, but
in opposite directions normal to the crack front. As a last possibility, the crack
surfaces may also move in their tangent planes, but strictly in the tangential
direction of the crack front, which introduces the crack mode III, the tearing
mode. Within one material, each mode may impose a di�erent resistance
against crack propagation.
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2.2.2 Gri�ith theory

An energetic way of examining a fracture process is Gri�th’s criterion [65],

G −Gc = 0. (2.65)

It states that during quasi-static crack propagation, the released energy G must
be equal to the critical energy Gc, which is needed to separate a volume [66].
Specifying these quantities gives

G = −d�
da and Gc = d�

da = 2
 , (2.66)

hence the energy release is the change in potential energy � due to an advance
of the crack front by the area da. The critical energy is identi�ed as the energy
 opposing the creation of two new material surfaces, hence breaking atomic
bonds. In the following, this quantity is called energetic crack resistance. The
consequences for an assumed quadratic potential function � are demonstrated
in Figure 2.9. As long as the crack has a size a < ac a propagation is only

�,�/(
en
er
gy
/are

a)→

ac

ac

a/area→

��� +�

Figure 2.9: Gri�th’s fracture criterion

possible if the load increases. It is considered to be stable. If a critical size ac
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is surpassed, the crack becomes unstable as crack growth happens without a
further increase of load [59, 66]. This scenario often results in complete failure
of a body, meaning the body loses its ability to transfer loads.

2.2.3 J-Integral

In LEFM, the J -integral by Rice [147] is equivalent to the energy release G,
introduced in the previous section. The advantage of the J -integral is its
applicability to non-elastic materials [66]. Nevertheless, in the following, the
scope is restricted to a homogeneous and hyperelastic body. Body forces are
neglected, and for simplicity, in�nitesimal strains are assumed. With W being
a strain energy density the J -integral is denoted in a two dimensional case as
a contour integral Jk = ∫C {W�jk − �ijui,k}nCj dl, (2.67)

where nCj is the outward unit normal vector of the contour path. In a defect-
free body the integral yields Jk = 0 for an arbitrary closed contour C . In
three dimensions, when Jk corresponds to a surface integral, this may be
shown by applying Gauss’ theorem (2.24). If the body contains singularities or
cracks as depicted in Figure 2.10, the J -integral is, in general, non-zero. This

nCi C
Figure 2.10: J -Integral: Contour path around crack tip

may be used to quantify the change in energy when a crack grows within
the integration limits of the J -integral. As indicated earlier, the change in
energy equals the energy release necessary to propagate the crack tip, J = G.
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The J -integral is path-independent as long as the crack surfaces enclosed are
traction-free and straight [59]. Thus, the J -integral allows for the calculation
of the energy release and hence observation of crack propagation without the
need to consider the crack tip singularity explicitly.

2.2.4 Cracks in interfaces

Composite materials such as FRPs consist of at least two di�erent materials.
Within each material, which is a homogenous sub-volume, the LEFM theory in-
troduced above may be applied. Hence, characteristic failure mechanisms, such
as matrix rupture or �bre breakage, are covered. A third failure mechanism is
the debonding of the �bre-matrix interface [62], which may happen through
a �bre pull-out. Fibre-matrix interfaces are of special interest when working
with FRPs, because they de�ne and in�uence e�ective material properties as
they link �bres and matrix. However, when linking two di�erent materials,
interfaces may become a weak-spot due to stress peaks and weak bonding
between the material types. This makes it essential to include �bre-matrix
interfaces into fracture mechanics examinations of FRPs. Further details on
the fracture behaviour of FRPs are found in the literature, e.g. [62, 89, 181].
Commonly, it is assumed that the interfacial crack resistance is in�uenced by
the neighbouring materials, but also might be higher or lower in magnitude.
In [66], the energetic crack resistance strongly depends on the proportion of
the crack resistances of di�erent crack modes; hence also the location and
orientation of the crack tip within a interfacial region may play a role.

2.3 Resin chemistry and its description
There is a variety of thermosets which are used within FRTS [162]. Each of
them is characterised by its own composition and curing reaction, resulting in
individual development of material behaviour. Although the models presented
in this work are developed from a general point of view, nevertheless, later
on, they are applied to a speci�c matrix material. Therefore the resin type
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used within this work and its chemical reactions are introduced and presented
on the following pages, and its representation on a micro- and nano-scale is
discussed. Especially Sections 2.3.1 and 2.3.2 are largely based on the work of
Schwab and Denniston [164].

2.3.1 Resin type and reactions

Within this work, an unsaturated polyester-polyurethane hybrid resin (UPPH) is
used for simulations. This resin class combines two resin types: A polyurethane
resin (PU), providing �exibility and toughness, and a cross-linking unsaturated
polyester resin (UP), giving sti�ness and thermal resistance. More details on
this class of hybrid resins may be found in [190].
A representative of the UPPH resin class is the commercially available resin
Daron® AQR 1009, available from Aliancys AG. This compound consists of
three components, which are schematically described in Figure 2.11:

• Lupranate® M 20 R, available from BASF SE, a non-uniform collection
of (poly-) methylene diphenyl diisocyanates ((P-)MDI),

• Daron® AQR 1009, available from Aliancys AG, a UP dissolved in
styrene, which also gives the name to the resin system, and

• Trigonox® C, available from AkzoNobel N.V., an organic peroxide.

When the resin is cured, the three components of the UPPH resin perform
two separate main reactions; thus, the resin is referred to as a two-stage resin.
Firstly, the isocyanate groups of the (P-)MDI (Figure 2.11a), together with
hydroxyl groups of the UP (Figure 2.11b) component, allows for the formation
of long polyurethane chains through urethane polyaddition. Secondly, the un-
saturated carbon bonds in the UP are cross-linked in a radical polymerisation
process by the provided styrene, a reaction which is initiated by the peroxide
molecules (Figure 2.11c).
To initiate the �rst reaction step, the urethane polyaddition, all components
are mixed together as shown in Figure 2.12. Upon mixture the reaction starts
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OCN
O
CN

NCO⎛⎜⎜⎜⎝
⎞⎟⎟⎟⎠n

(a) Collection of (P-)MDI

HO OH

(b) UP dissolved in styrene

R1 O O R2

(c) Organic peroxide molecule

Figure 2.11: Components of the resin: schematic representations

Figure 2.12: Resin components mixed

at room temperature and may be accelerated by elevated temperatures. On a
molecular scale this leads to chemical reactions between the isocyanate groups
of the (P-)MDI and the hydroxyl groups of the UP, forming urethane connec-
tions (see Figure 2.13). As a result long polyurethane chains stretch through
wide areas of the resin, which thickens the compound. Macroscopically this
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Urethane reaction:R1 N C O + H O R2 R1 NH
CO O R2

Figure 2.13: First reaction step: Isocyanate and hydroxyl groups react to urethane connections
(violet circles).

shows in a gum-like consistency and an initial toughness and sti�ness. In an
industrial application, this �rst solid-like behaviour allows for intermediate
production steps, such as cutting or pre-forming. Furthermore, if a FRP is
realised, the �bres have to be placed in the resin during this reaction step. If the
second reaction step is not subsequently initiated, the semi-�nished product
may be stored for several weeks.
For the second reaction step the thickened resin has to be heated above 60 °C,
which dissociates the O-O bonds of the organic peroxide molecules. When O-O
bonds break, both oxygen atoms become radical. These electrophile centres
move to the nucleophile regions of the unsaturated carbon bonds found in
the polyurethane chains and the styrene. This �rst step initiates the radical
polymerisation and is called chain initiation. If the radical oxygen �nds an
unsaturated bond, the carbon double bond reduces its order and donates an
electron to form a bond between the oxygen and one of the carbon atoms.
With only one of the electrons bonded in the newly formed bond, the leftover
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Chain initiation:

R3 O + CHH C HR
4 COR3 H

H CH
R4

Chain propagation:

CR4
H CHH + CR4

H C HH CR4
H CHH CR4

H CHH

Figure 2.14: Second reaction step: Peroxide bonds dissociate and initiate the radical polymerisation
(in light grey), which cross-links the previously formed polyurethane chains with
styrene molecules. The radical propagation depends on breaking unsaturated carbon
bonds.

carbon atom is now electrophile itself, and the radical reaction continues by
connecting to the next unsaturated bond (Figure 2.14). This chain propagation
three-dimensionally cross-links the long polyurethane molecules by styrene
chains forming a sti� polymer network. The reaction process stops through
chain termination, when two radical atoms meet and form a bond, or when no
further reaction partners move in proximity. From a macroscopic viewpoint
this step gives the product its �nal shape and moreover its �nal material prop-
erties and de�nes its behaviour. Thus, this reaction step goes along with e.g.
moulding: The thickened resin is placed in a pre-heated mould to initiate the
�nal cure step, which happens under external pressure.
The molecular structure of the resin components is not publicly available.
Hence, the molecules and the resin used in this work are not exact representa-
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tions of the resin Daron® AQR 1009, but provide a prototypical example of
the UPPH resin class to derive basic behaviour from. A one-to-one replica is
not the aim or scope of this work. The idea is to yield a thermoset used for
FRTS with close to realistic material behaviour, regardless of the molecular
sub-structure. Therefore details of molecular backbones are not discussed here
in detail, but are based on typical thermoset backbones of PU and UP resins to
have a de�ned structure for simulation setups. A few characteristics, provided
by Aliancys AG [189], are given in the form of the schematics in Figure 2.11
and by the information listed in Table 2.1. Following this information each

Daron® AQR 1009 Lupranate® M 20 R
OH value mg KOH/g 100.0 NCO eq. weight g/eq. NCO 135.0
functionality — 2.0 functionality — 2.7

Table 2.1: Information on Daron® AQR 1009 and Lupranate® M 20 R.

UP molecule has always two hydroxyl groups. In contrast the (P-)MDI has
a functionality of 2.7, which indicates that there have to be molecules with
a di�erent amount of isocyanate groups to yield this mean. The second bit
of information in the form of NCO equivalent weight relates each isocyanate
group to a part of the molecule’s backbone with the atomic weight of 135.0. For
the organic peroxide, the structure is basically of low relevance, as according
to its role, it only makes up for a small percentage of the compound and is of
negligible importance for the later polymer structure. With this information,
a compound composition is derived as presented in Table 2.2 as a basis for
simulation setups with this resin type. From this, the composition of a basic
unit compound is calculated, which is given in Table 2.3. At this point it should
be stressed, that the choice regarding the composition are made on the basis of
the available information and through educated guesses. This means that the
presented choice is not unique and is only of exemplary nature, as previously
stated.
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Commercial Variant phr Component wt.%

Lupranate® M 20 R 25 MDI 45
P-MDI 55

Daron® AQR 1009 100 Unsaturated polyester polyol 65
Styrene 35

Trigonox® C 1 Organic peroxide 100

Table 2.2: Hybrid resin composition: Components are given in parts per hundred resin (phr, weight-
based composition), while involved molecule types are given in weight percentage.

Resin component parts
Isocyanate 57
UP 40
Styrene 262
Peroxide 4

Table 2.3: Hybrid resin: Composition proportions based on weight.

2.3.2 Description of molecular bonds with interaction
potentials

In MD, force �elds model a potential energy which describes the interac-
tions between particles or atoms and the resulting arrangement. If atoms
are bonded and form molecules, force �elds have to describe the energy of dif-
ferent molecule conformations and the interplay between di�erent molecules.
Therein a position of a single atom is de�ned by forces imposed due to dis-
tance to and di�erent angles with its bonded neighbour atoms. Moreover, it is
in�uenced by van der Waals and Coulomb forces arising from its non-bonded
neighbours, which implicitly implies a long-range e�ect. In this framework,
the energy of a bond between two atoms may be characterised by the energy of
a spring connecting both. A common approach is to model this spring through
a Taylor series expansion around the equilibrium bond distance and calculat-
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ing the spring constants from the experimentally or simulatively determined
vibrational modes of this bond type [154].
Within this work, the Compass force �eld [176–178] is used to describe the
potential energy. The intra- and intermolecular forces depend on relative atom
positions r ij and their combinations as bond length bij , angle 'ijk , dihedral or
torsion angle # ijkl and out-of-plane angle � ijkl , where the superscripts indicate
the involved atoms and their position, e.g. r ij = r (xi , xj). Besides the basic
potential terms, governed by the introduced distance and angles, there are
also cross-terms incorporated to describe molecule behaviour more accurately,
which gives the total potential energy as

etot = {ebonds} + {eangles + ebond-bond + ebond-angle}
+{edihedrals + emiddle-bond-torsion + eend-bond-torsion

+eangle-torsion + eangle-angle-torsion + ebond-bond-13-torsion}
+{eimpropers + eangle-anlge} + {evdW + eCoulomb} .

(2.68)

Inter-molecular or non-bonded interaction terms are modelled by evdW andeCoulomb, which act on atoms of di�erent molecules but also on atoms of
the same molecule if they do not directly in�uence each other through one
of the listed intra-molecular potentials. The Coulomb potential introduces
electrostatic behaviour, while the van der Waals forces are modelled by a
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Lennard-Jones potential of type 9-6. When giving each potential explicitly, the
total potential energy expands to

etot
= ∑i,j {K b2

(bij − b0,ij
)
2
+ K b3

(bij − b0,ij
)
3
+ K b4

(bij − b0,ij
)
4
}

+∑i,j,k {Aa2
('ijk − '0,ijk

)
2
+ Aa3

('ijk − '0,ijk
)
3
+ Aa4

('ijk − '0,ijk
)
4

+Abb
(bij − b0,ij

) (bjk − b0,jk
)

+Aba1
(bij − b0,ij

) ('ijk − '0,ijk
) + Aba2

(bjk − b0,jk
) ('ijk − '0,ijk

)}

+ ∑i,j,k,l {Dd1
[1 − cos(# ijkl)] + Dd2

[1 − cos(2# ijkl)] + Dd3
[1 − cos(3# ijkl)]

+(bjk − b0,jk
) [Dmbt1 cos(# ijkl) + Dmbt2 cos(2# ijkl) + Dmbt3 cos(3# ijkl)]

+ (bij − b0,ij
) [Debt1 cos(# ijkl) + Debt2 cos(2# ijkl) + Debt3 cos(3# ijkl)]

+(bkl − b0,kl
) [Debt4 cos(# ijkl) + Debt5 cos(2# ijkl) + Debt6 cos(3# ijkl)]

+('ijk − '0,ijk
) [Dat1 cos(# ijkl) + Dat2 cos(2# ijkl) + Dat3 cos(3# ijkl)]

+('jkl − '0,jkl
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+ ∑i,j,k,l {I � ijkl 2 + I aa1
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+I aa2
('ijk − '0,ijk

) ('ijl − '0,ijl
)

+I aa3
('ijl − '0,ijl

) ('kjl − '0,kjl
)}

+∑i,j
⎧⎪⎪
⎨
⎪⎪⎩

� ij ⎡⎢⎢
⎢
⎣
2( r0,ijr ij )9 − 3( r0,ijr ij )6⎤⎥⎥⎥⎦ + qiqjr ij ⎫⎪⎪

⎬
⎪⎪⎭

.

(2.69)

The parameters describing sti�nesses against the respective movements are
given in [176–178]. In these references, the force �eld used is validated for
di�erent molecules in terms of energetic behaviour.
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2.3.3 Kamal-Sourour-Model for exothermic reactions

The previous sections mainly dealt with the chemical curing processes within
a resin on a molecular level. To be able to describe developments in material
behaviour caused by these chemical reactions it is desirable to have a descrip-
tion of the curing process on a continuum level. On this level, a degree of cure� ∈ [0, 1] is introduced, which describes the chemical conversion per volume.
A value of � = 0 denotes the uncured state. Accordingly, � = 1 is the fully cured
state. Commonly, there are two approaches to describe and quantify the degree
of cure � [70, 118]: mechanistic models, which are based on the involved chem-
ical reactions and hence need detailed information on the internal processes,
and empirical models, which often map the overall reaction behaviour with a
single equation and thus have to be �tted to experimental data. In this work
the wide-spread Kamal-Sourour kinetic model [87] is used, which is able to
describe exothermic reactions such has the radical polymerisation described in
Section 2.3.1. The advantage of this model is its simplicity, which also shows
in a small number of parameters. This comes at the cost of a loss in accuracy
at lower temperatures, where vitri�cation plays a role, a process which is not
separately captured by this model [18]. The model formulates an equation of
state, �̇ (� , �) = {k1 + k2�m}{1 − � n} , (2.70)

which solely depends on � itself and the absolute temperature �. The reaction
kinetics k1, k2 follow an Arrhenius-type law of the form

ki = k0,i exp(−�EiR� ) , (2.71)

where k0,i are kinetic constants, �Ei are activation energies and R is the gas
constant. Furthermore, from Equation (2.70) there are the exponents m and n.
Hence, in total, the model has six �tting parameters. As previously noted, the
model is unable to capture the point of vitri�cation, which occurs when the
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glass transition temperature reaches the cure temperature, �g = �cure. Due
to its exothermic nature, the main part of the curing reaction automatically
takes place at temperatures �cure > �g. Depending on the process parameters
it may occur that the local curing temperature drops below �g, especially at
later stages when the conversion rate has slowed down. At this point, the
reaction slows down tremendously and becomes di�usion-controlled. To be
able to predict this point a second model describing the development of the
glass transition temperature �g may be used. Then the further development of� may be stopped on the basis of such an equation of state. A common model
for this is DiBenedetto’s approach [41],�g (� ) −�g,0�g,∞ −�g,0 = �� {1 − (1 − �) �}−1 , (2.72)

which depends on the glass transition temperature �g itself and the degree of
cure � . The parameters are the initial and maximum glass transition tempera-
ture �g,0 and �g,∞, respectively, and the �tting parameter is �. If the product�cp ⋅�g, with �cp being the change in the speci�c heat capacity at constant
pressure, keeps constant throughout an experiment, the �tting parameter may
be chosen � ≈ �g,0/�g,∞ [141].
Experiments to characterise the curing reaction often involve di�erential scan-
ning calorimetry (DSC) measurements [193, 197]. The basic approach is to
measure the heat �ux generated by the exothermic reaction and assume it to
be proportional to the released reaction enthalpy, as depicted in Figure 2.15.
In a series of measurements the total reaction enthalpy, ℎtot, is found and via
the relation, � (t) = ℎ (t)ℎtot , (2.73)

the chemical conversion is characterised by the degree of cure � , which may be
used to �t the Kamal-Sourour model. An overview on the phenomenological
modelling of curing processes and a discussion on �tting of these models is
found in [18].
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Figure 2.15: Prototypical development of the recorded heat �ux during a DSC measurement: The
integrated heat �ux is associated with the reaction enthalpy ℎ (t).

2.4 Evaluation techniques for molecular
dynamics

In this section, the theoretical background for the evaluation of MD simulations
is outlined in terms of material properties. There are two basic approaches to
follow: The �rst uses equilibrium molecular dynamics (EMD), where thermo-
dynamic properties are evaluated when the observed system is in equilibrium.
Then the �uctuations of, e.g. total energy etot, absolute temperature �, or
volume V are connected to thermodynamic relations to obtain certain material
constants [57]. A second approach is non-equilibrium molecular dynamics
(NEMD), which basically is conducting an experiment known from a macro-
scopic viewpoint and simulative application of selfsame on the nano-scale
simulation domain. Then a property of the observed system is externally
forced to change, e.g. the volume, and the system response, e.g. pressure, is
recorded. The relation of both stands for a material property. In the example
given, the bulk modulus K is retrieved. In addition, NEMD opens the door to
non-linear system response, which commonly occurs the farther a system is
from equilibrium [145]. Close to equilibrium it is a matter of choice which
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method is applied, often following practical necessities of the observed system
or material property to calculate.
A topic relevant in this context, but not discussed here, are �nite size e�ects. For
small simulation domains, MD calculations may exhibit an in�uence from their
relatively small physical size. For the calculation of material properties, this
may show in deviations from macroscopically determined material properties
in magnitude or degree of anisotropy. These may occur independently from
the idealised conditions a MD simulation is exposed to. Common remedies are
to either enlarge the system size or to simulate di�erent realisations of a small
domain. The former e�ectively moves the domain to a behaviour closer to its
macroscopic counterpart, hence opening the system to a behaviour only to be
observed in a larger volume, but also increases computational cost. The latter
implies that di�erent realisations cover di�erent patterns of behaviour, and
when averaging over all realisations, hence behaviours, the average and more
macroscopic behaviour is observed.

2.4.1 Measuring properties using equilibrium molecular
dynamics

In the following, the speci�c heat capacity at constant volume, cV, and the
thermal conductivity at constant volume, �ij , are given from statistical me-
chanics on the basis of the �uctuation-dissipation theorem. A more thorough
view and derivations may be found in [144, 185]. Both material properties are
de�ned in an NVT ensemble, meaning constant particle number n, volume V
and absolute temperature �.

Specific heat capacity In thermodynamics the heat capacity at constant
volume, CV, is given as CV = )etot)� ∣

V,n , (2.74)
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with the total energy etot. For the mass-speci�c quantity CV is divided by the
system mass m = �V . On the basis of the ensemble average of the total energy,
this expression is re-written to

cV = 1m ⟨etot2⟩ − ⟨etot⟩2kB�2 , (2.75)

where kB is the Boltzmann constant. Hence, the heat capacity is determined by
the energy �uctuations at equilibrium conditions [144].

Thermal conductivity Fourier’s law describes the thermal conductivity
as the proportionality tensor between heat �ux qi and temperature gradient�,j ,

qi = −�ij�,j . (2.76)

On the basis of the Green-Kubo formalism [64, 94, 95], the auto-correlation of
the heat �ux is used to retrieve the thermal conductivity tensor,

�ij = 1kB�2V +∞
∫0 ⟨qi (0) qj (t)⟩dt . (2.77)

With this expression it is possible to calculate each component of the thermal
conductivity by combining the respective heat �uxes qi , qj . In Cartesian coordi-
nates, {x, y, z}, and under the assumption of isotropy, the thermal conductivity
tensor is expressed by the scalar � = (�xx+�yy+�zz)/3.
2.4.2 Measuring properties using non-equilibrium

molecular dynamics

Within this work the mechanical behaviour is assumed to be isotropic and
possible viscous behaviour is only associated to shear deformation. Hence,
the mechanical properties are clearly separated. For volume-changing but
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shape-preserving deformations, the bulk modulus K is calculated, whereas
the shear modulus G and the viscosity � are relevant for shape-changing
but volume-preserving deformations. Additionally, volume expansion and
shrinkage with varying absolute temperature is used to determine the isotropic
thermal expansion coe�cient � .

Thermal expansion coe�icient and glass transition temperature The
(isotropic and) volumetric thermal expansion coe�cient (see e.g. [99]) is
de�ned via the thermodynamic relation

�vol = 1V )V)� ∣p , (2.78)

which is valid at constant pressure. The volumetric expansion with temperature
is expected to be small, �vol ≪ 1, which allows calculation of the linear thermal
expansion coe�cient via the relation � lin = �vol/3.
The glass transition temperature�g is determined by the change in slope of the
volume expansion [98]. As the volume changes are expected to be small and to
be in the range of underlying volume �uctuations, simulative measurements
are not conducted via a steadily increase in temperature. Instead, average
volumes may be found at a su�ciently large number of distinct constant
temperature values and then be used to �t the volume change.

Bulk modulus The thermodynamic relation for the bulk modulus K is
de�ned by (see e.g. [100]) 1K = − 1V )V)p ∣� , (2.79)

where p is the hydrostatic pressure. The relation is de�ned at constant abso-
lute temperature �. To calculate the bulk modulus the simulation domain is
gradually expanded and compressed while volume and pressure are recorded.
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An externally applied change in volume can directly be related to the system
response in form of a pressure change, and with this, the bulk modulus is
calculated.

Dynamic-mechanical analysis To calculate shear modulusG and viscosity� a dynamic-mechanical analysis (DMA) is performed. In the macroscopic
experiment a sinusoidal shear deformation is imposed on a body and the stress
response is measured [138]. To gain knowledge about the stress response
at di�erent strain rates, experiments with di�erent deformation frequencies
are conducted. Similar to the macroscopic experiment a sinusoidal shear
deformation is applied to the simulation domain, while the volume is kept
constant. To save computational cost, several angular deformation frequencies!i are superposed:

u (t) = ∑i ai sin (!it) , (2.80)

with ai as the amplitude associated with a speci�c angular frequency. To
circumvent resonance frequencies and to be able to distinguish the induced
system responses, the angular frequencies have to be based on multiples of
prime numbers. In the simulation the shear deformation 
 (t) is applied to
the simulation domain and the shear stress response � (t) is measured. Via
Fourier transformation it is possible to �nd the shear strain and matching shear
stress for each angular frequency !i . The de�nition of the loss factor � is

tan (� (!)) = G′ (!)G′′ (!) , (2.81)
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which describes the phase shift between the applied shear strain and the
material response. On this basis, the complex shear modulus is calculated,

G∗ (!) = � (!)
 (!) = G′ (!) + iG′′ (!) , (2.82)

with the storage modulus de�ned as G′ (!) = ∣G∗ (!)∣ cos (� (!)) and the
loss modulus given as G′′ (!) = ∣G∗ (!)∣ sin (� (!)).
Similarly, the solid-state complex viscosity is noted as

�∗ (!) = � (!)
̇ (!) = �′ (!) − i�′′ (!) = G′′ (!)! − i G′ (!)! , (2.83)

where the viscous component is identi�ed as �′ (!), whereas �′′ (!) is the
elastic component.
By applying several angular frequencies the material response is estimated over
a range of angular frequencies showing the response to di�erent deformation
rates. For use in simulations, these values may be used as a �tting basis for
material parameters of a visco-elastic model.
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3
Models used in Phase-field and

Molecular Dynamics Simulations

Within this chapter models are derived enabling the simulation of �bre-
reinforced thermoset (FRTS) on a micrometre scale and a thermoset (TS)
material on a nanometre scale. The simulations on a micro-scale concern for
the most part the curing process of FRTS volume elements under industrial
boundary conditions. The model has to be able to predict the formation of
eigenstresses in structures resolving matrix and �bre regions on the basis of
temperature and curing in�uences. To check if this intrinsic pre-load causes
local damage and micro-cracks, a phase-�eld model for crack propagation has
to be derived with extension to map speci�c �bre-reinforced polymer (FRP)
failure behaviour. The range of models to describe these processes requires a
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broad set of material properties, especially for the curing process in a range
of temperature and degree of cure. This experimentally challenging task is
circumnavigated by measuring parts of the material properties on the basis of
molecular dynamics simulations. Therefore models are extended to simulate
the polymeric chemical reactions on a molecular scale resolving single atoms.
Being able to control and stop the chemical reactions in this simulative ap-
proach enables the calculation of material properties for speci�c temperatures
and degrees of cure.
The chapter starts by deriving and evaluating a basic phase-�eld model from
continuum mechanic arguments in Section 3.1. On the basis of the geometric
representation, given by the phase-�eld method, further physical quantities are
introduced in Section 3.2, which are necessary to describe the curing process,
involving temperature and degree of cure changes, which themselves trigger a
mechanic response and vice-versa. The behaviour of the di�erent individual
models involved in the curing process are evaluated at the end of the section.
For the phase-�eld fracture model in Section 3.3 similar reasoning is applied
as done for the standard phase-�eld model. Necessities caused by the di�erent
nature of a crack surface are carved out and introduced as modi�cations into
the model for crack propagation. A characterisation follows pointing out the
e�ects of these modi�cations. Lastly, the reaction models used within the
molecular dynamics framework are presented and explained in Section 3.4.
The models are broken down to basic reaction steps, and are tested on general
behaviour.

3.1 Phase-field model from
Clausius-Duhem-Inequality

The classical phase-�eld approach uses a free energy functional to describe
domains with di�erent properties and behaviour and a variational formulation
to determine the equilibrium conditions for the phases involved and other
physical quantities. Emerging from works of van der Waals [194], Ginzburg
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and Landau [187], Hillert [79] and Cahn and Hilliard [27–29] the phase-�eld
method found wide-spread application in materials science [37, 93, 198]. Since
then, the range of application has been extended to several phenomena such
as elasticity, often following the work of Khachaturyan [90]. All extensions
have in common that the basis still remains the a priori assumption of a
volumetric description of interfaces with a free energy functional, despite the
range of scales addressed and model types incorporated, which may set the
stage for inaccuracies and deviations in behaviour and quantitativeness. Hence,
before developing a phase-�eld based model for the curing process, a thorough
derivation of the phase-�eld equations on a continuum mechanics scale is
given. The idea is to introduce the basic model background in a monolithic
integral description of the physical behaviour on the basis of thermodynamics
and with the assumption of a sharp interface common on this length scale.
The transition from a sharp interface to an interfacial transition region is done
by including all quantities considered to keep information on the behaviour
at interfaces and to not suppress e�ects due to variational assumptions and
simpli�cations.

3.1.1 Entropy inequality with a sharp interface

For the following derivation, a system only exposed to mechanical e�ects is
considered. The in�uence of temperature and heat is neglected. Following
these assumptions and Gurtin [69], the integral form of the Clausius-Duhem
inequality in the current con�guration simpli�es to the free energy imbalance
and is written as

∫)v(t) vi�ijnjda + ∫v(t) vi�bidv´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶A
− d

dt (Ψtot + ∫v(t) 12�vividv)´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶B
≥ 0. (3.1)
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Here vi is identi�ed as the velocity, �ij as the Cauchy stress tensor, nj as the
surface normal vector, � as mass density, bi as the body force vector and Ψtot

as the (total) Helmholtz free energy functional. The term 1/2�vivi may be
identi�ed as the macroscopic kinetic energy density.
Re-writing term A of Equation (3.1) using Gauss’ theorem (2.24), Reynolds
transport theorem (2.26), the jump relation (2.17), the pull-back operations
de�ned in Section 2.1.1.2 and the Piola Identity )(J F−1jk )/)Xk = )(J F−1kj )/)Xk = 0
yields

∫)v(t) vi�ijnjda + ∫v(t) vi�bidv
= ∫v(t) ) (vi�ij))xj dv + ∫v(t) vi�bidv + ∫s��(t)⟦vi�ij⟧��nsj da
= ∫V {) (vi�ij))xj + vi�bi} JdV + ∫S��(t)⟦vi�ik⟧�� J F−1jk N Sj dA
= ∫V {)vi)xj �ij + vi )�ij)xj + vi�bi} JdV + ∫S��(t)⟦viPij⟧��N Sj dA
= ∫V

⎧⎪⎪⎪⎨⎪⎪⎪⎩ḞikJ �ijF−1kj + vi ) (J �ijF
−1kj ))Xk + viJ �bi⎫⎪⎪⎪⎬⎪⎪⎪⎭dV + ∫S��(t)⟦viPij⟧��N Sj dA

= ∫V {Pij Ḟij + vi ()Pij)Xj + �0b0i )}dV
+ ∫S��(t) (⟦vi⟧��⟨Pij⟩�� + ⟨vi⟩��⟦Pij⟧��)N Sj dA,

(3.2)
where Pij = J �ikF−1jk is the 1st Piola-Kirchho� stress tensor, �0 = J � is the
mass density and b0i (Xj , t) = bi (�j (Xj , t) , t) is the body force in the reference
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con�guration. Assuming Hadamard’s compatibility condition (no slip) at
interfaces S�� and following the reasoning in [109] gives

(⟦vi⟧��N Sj )N Sj = −⟦Fij⟧��vSkN Sk N Sj
⟦vi⟧�� = −⟦FijN Sj ⟧��vS⊥

⟦vi⟧��⟨PikN Sk ⟩�� = −⟦FijN Sj ⟧��⟨PikN Sk ⟩��vS⊥⟦vi⟧��⟨Pik⟩��N Sk = −⟦Fij⟧��N Sj ⟨Pik⟩��N Sk vS⊥
or

= (−⟦FijN Sj PikN Sk ⟧�� + ⟨FijN Sj ⟩��⟦PikN Sk ⟧��)vS⊥,
(3.3)

which �nally leads to

∫)v(t) vi�ijnjda + ∫v(t) vi�bidv
= ∫V {Pij Ḟij + vi ()Pij)Xj + �0b0i )}dV

+ ∫S��(t) (−⟦Fij⟧��N Sj ⟨Pik⟩��N Sk vS⊥ + ⟨vi⟩��⟦Pij⟧��N Sj )dA.

(3.4)

For term B of Equation (3.1), the total time derivative d/dt has to be evaluated. In
addition, the total Helmholtz free energy functional Ψtot may be decomposed
into interface and bulk parts. In the presence of two subdomains this is

∫s��(t) 
��(nsi )da = Ψtot − ∫v�(t) �� �dv − ∫v�(t) �� �dv
= Ψtot − 2∑� ∫v�(t) �� �dv,

(3.5)
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where 
��(nsi ) is the surface energy density dependent on the surface’s ori-
entation and v = v� ∪ v� . Using again Reynolds transport theorem (2.26) the
bulk term can be re-written to

d
dt 2∑� ∫v�(t) �� �dv

= 2∑� ∫V � d
dt (�� � J)dV − ∫S��(t)⟦� ⟧��vsj J F−1ij N Si dA

= 2∑� ∫V � {d��
dt  � J + �� d �

dt J + �� � dJ
dt }dV

− ∫S��(t)⟦�0	⟧��vSi N Si dA
= 2∑� ∫V � { � J ()��)t + ) (��vi))xi )

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=0
+�0,� )	�)t }dV

− ∫S��(t)⟦�0	⟧��vSi N Si dA
= 2∑� ∫V � �0,� )	�)t dV − ∫S��(t)⟦�0	⟧��vSi N Si dA,

(3.6)

with 	� (Xj , t) =  � (�j (Xj , t) , t). Before continuing with the interface term,
the time derivative is applied to the kinetic energy term:

d
dt ∫v(t) 12�vividv

= ∫V d
dt (12 J�vivi)dV − ∫S��(t)⟦12�vivi⟧��vsj J F−1kj N Sk dA

= ∫V �0vi )vi)t dV − ∫S��(t)⟦12�0vivi⟧��vSkN Sk dA.

(3.7)

The interface term is derived by using the surface transport theorem (2.27)
with indicating additional reformulation steps. This is accomplished through
inserting nsknsk = 1 into the interface term. Furthermore the covariant pull-back
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operation nsk = F−1jk N Sj is used, and it is stressed that the interface normal vectorN Sj is generally not normed. Together with formulas from Section 2.1.1.2 and
the vector identity (1.10) the integral interface energy is re-written to

d
dt ∫s��(t) 
��(nsi )da

= d
dt ∫s��(t) 
��(nsi )nsj nsj da

= ∫S��(t) d
dt {
��(nsi )nsj J F−1jk }N Sj dA

= ∫S��(t) { d
dt (
��(nsi )nsj ) J F−1jk + 
��(nsi )nsj d

dt (J F−1jk )}N Sj dA
= ∫s��(t) ⎧⎪⎪⎨⎪⎪⎩

) (
��(nsi )nsj ))t + ) (
��(nsi )nsj ))xk vsk
+ 
��(nsi )nsj )vsk)xk − 
��(nsi )nsk )vsk)xj }nsj da

= ∫s��(t) ⎧⎪⎪⎨⎪⎪⎩
) (
��(nsi )nsj ))t + vsj ) (
��(nsi )nsk))xk ⎫⎪⎪⎬⎪⎪⎭nsj da

+ ∫)s��(t) �jkl
��(nsi )nskvsl t)sj dx ,

(3.8)
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where the last transformation also involves the Kelvin-Stokes theorem (2.25).
Pulling back the terms found to the Lagrangian con�guration yields

∫S��(t)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
) (
��F−1kj N Sk ))t

+ vSj ⎛⎝) (
��F−1lk N Sl ))Xn F−1kn⎞⎠⎫⎪⎪⎬⎪⎪⎭ J F−1mjN SmdA
+ ∫)S��(t) �jkl (
��F−1mkN Sm) (v⊥F−1nl N Sn ) FjoT )So dX

= ∫S��(t)
⎧⎪⎪⎪⎨⎪⎪⎪⎩J )
��)t F−1kj N Sk F−1mjN Sm´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=nsj nsj =1

+J 
�� ) (F−1kj N Sk ))t F−1mjN Sm´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=)(nsj nsj )/)t=)nsj/)t nsj =0
+ vSj F−1mjN Sm ⎛⎝) (
��F−1lk N Sl ))Xn J F−1nk + 
��F−1lk N Sl ) (J F−1nk ))Xn´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶=0

⎞⎠
⎫⎪⎪⎬⎪⎪⎭dA

+ ∫)S��(t) �jpr (
��FpqF−1qk F−1mkN Sm) (v⊥FrsF−1sl F−1nl N Sn ) FjoT )So´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶⇒�jpr(Fpqaq)(Frsbs)Fjoco=J �oqsaqbsco
dX

= ∫S��(t) ⎧⎪⎪⎨⎪⎪⎩J )
��)t + v⊥ ) (J 
��F−1nk F−1lk N Sl ))Xn ⎫⎪⎪⎬⎪⎪⎭dA
+ ∫)S��(t) �oqs (J 
��F−1qk F−1mkN Sm) (v⊥F−1sl F−1nl N Sn )T )So dX ,

(3.9)

under the assumption that vsj = v⊥nsj and with 
�� = 
��(nsi ) for the sake of
brevity. On the above equation, the following is noted:

• The line integral clearly does not have any in�uence if there is only one
singular surface in the system, which arises due to �jkl (●)k (●)l .

• When the singular surface connects with two or more singular surfaces
along a triple or multi line, parts of the line integral form a common line
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and the velocity is the velocity of the common line to keep compatibility.
In this case a force balance of the form {∑�≠� 
��n��i }vcli arises, wherevcli = ∑�≠� v��i , cf. [77].

• The time derivative )
��/)t plays a role as soon as the free interface energy
density has a time dependence, e.g. a surface deformation gradient or
anisotropy based on current normal vector is present.

• If an isotropic 
�� = const. is the case, the time derivative vanishes and
the gradient term simpli�es.

• The interface energy density is transformed to the Lagrangian con�gu-
ration via 
 0,�� = J 
�� .

• In the reference con�guration the remaining deformation gradients
correct the balance due to deformation in�uencing vector orientation.

Hence, in the simplest case of isotropic interface energy density and only one
singular surface present Equation (3.9) reduces to

∫S��(t) v⊥
 0,�� (nsi ) ) (F−1nk F−1lk N Sl ))Xn dA. (3.10)

If there is no or in�nitesimal deformation, F−1nk F−1lk ≈ �nl , the integrand simpli-
�es to )N Sn/)Xn, which is the de�nition of the double mean curvature (cf. Gurtin
[68]).
Before assembling all terms, the purely mechanical Helmholtz free energy
is assumed to be 	� = 	� (Fij , �), where - besides Fij - the collection � ={�a, �bi , �cij , …} is introduced as a general representation of all internal vari-
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ables, no matter if scalar- or vector- or tensor-valued. This speci�es the entropy
inequality and the collected terms are

∫V {(Pij − �0,� )	�)Fij ) Ḟij − �0,� )	�)� �̇
+vi ()Pij)Xj + �0b0i − �0v̇i)}dV

+ ∫S��(t) ⎧⎪⎪⎨⎪⎪⎩vS⊥ ⎛⎝⟦�0	⟧�� + ⟦12�vivi⟧�� − 
 0,�� ) (F−1ki F−1ji N Sj ))Xk
−⟦Fij⟧��N Sj ⟨Pik⟩��N Sk ) + ⟨vi⟩��⟦Pij⟧��N Sj }dA ≥ 0.

(3.11)

Examination of this result under the premises of the non-negativity as well as
for arbitrary Ḟij , �̇ , vi and vS⊥, the entropy inequality delivers a set of equations
describing a mechanical body close to equilibrium (see Table 3.1). If a static

in bulk regions

thermodyn. relation for stress Pij = �0,� )	�)Fij
linear momentum balance )Pij)Xj + �0b0i = �0v̇i

dissipation inequality −�0,� )	�)� �̇ ≥ 0
at the interface

interface energy balance ⟦�0	 + 12�vivi⟧�� − 
 0,�� ) (F−1ki F−1ji N Sj ))Xk− ⟦Fij⟧��N Sj ⟨Pik⟩��N Sk = 0
the force balance holds ⟦Pij⟧��N Sj = 0

Table 3.1: Thermodynamical �ndings from the second law with a sharp interface under the as-
sumption of Hadamard’s compatibility condition.

system is assumed, the interface energy balance and the linear momentum
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balance reduce to ⟦�0	⟧�� − ⟦Fij⟧��N Sj ⟨Pik⟩��N Sk − 
 0,�� (F−1ki F−1ji N Sj ),k = 0
and Pij,j + �0b0i = 0, respectively. The former is known as the con�gurational
force balance, which is e.g. described by Gurtin [68].

3.1.2 Preliminary consideration regarding the
introduction of order parameters

In this section a mathematical framework is given, which allows a consistent
change of description from a sharp interface area to a di�use interface region
within an Eulerian con�guration. As a physical background and motivation
the approach of a continuously changing volume fraction within a small transi-
tion region in between two subdomains is used. The following considerations
follow the work of Umantsev and Roı̆tburd [186], Mémoli and Spiro [117] and
Duduchava et al. [45].
The basis for the introduction of an order parameter is given by the mathe-
matical possibility of extending the unit normal vector �eld of a hypersurfaces�� to its neighbourhood vs , where s�� is an arbitrary interface area between
two subdomains � and � and vs is the transition region of the order parameter.
Following [45] (see Def. 1.1.) such an extension is possible by the existence
and uniqueness result for the following boundary value problem of the eikonal
equation. Find a function �s such that

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

√ )�s(xi))xj )�s(xi))xj = c (xi) , ∀xi ∈ vs�s (xi) = 12 , ∀xi ∈ s��)�s(xi))xj = �sj (xi) , ∀xi ∈ s�� (3.12)

where c (xi) is a slowness function (inverted velocity function) and �sj is the
unit normal vector �eld on s�� . In addition the second line is modi�ed compared
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to [45], as a function value of 0.5 is desired at the hypersurface. The function�s is a solution to problem (3.12), and therefore the gradient

nsj (xi) = 1c (xi) )�s (xi))xj , ∀xi ∈ vs (3.13)

is a proper extension of the unit normal vector �eld �sj .
As the extension is thought to be always orthogonal to s�� , which means that
the values of the scalar �eld �s , on a surface parallel to s�� (level set), are
constant, the coordinate system may be changed to a curvilinear coordinate
system {u, v,w}, such that only the coordinate orthogonal to the the surfaces�� is important for a change of �s .

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

√ )�s(w))w )�s(w))w = c (w) , ∀w ∈ vs�s (w) = 12 , ∀w ∈ s��)�s(w))w = �sj (w) , ∀w ∈ s�� (3.14)

Following Lavrentiev et al. [102] and Fomel [54], the eikonal equation can be
re-written to:

nsj nsj = 1, (3.15)nsj )�s)xj = c, (3.16)

which has the integral solution

�s = ∫�(nsj ) cdL. (3.17)

The solution expresses that the value �s is computable by integrating the
slowness c along the ray � (nsj ), which is in every point tangent to the local
normal vector nsj . This means that the change of a scalar value �s from 0 to 1
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s�� (�s = 0.5)
s�� (�s = 0.0)s�� (0.0 < �s < 0.5)

s�� (�s = 1.0)s�� (0.5 < �s < 1.0)

Figure 3.1: Level sets and perpendicular rays � (nsj ) of the sharp interface s��
is describable by a slow or smooth transition of the value itself. Having shown
this, the function �s is now modelled in a way, such that

• �s ∣s�� = 12 ,

• �s is symmetric with respect to the hypersurface s�� and

• �s(w) = {∀w ∈ v; �s(w) = [0..1]}.

In addition, the volumetric interface should strictly only be present in a small
volume around the sharp interface s�� . Therefore �s(w) is modelled by asin-function, which is typical for so-called phase-�eld models with obstacle
potential:

�s(w) = 12 (1 + sin( 4�� w)) , (3.18)

which meets the above requirements. The scalar parameter � controls the
volume of the extension or the thickness of the interface. To be complete it
should be mentioned, that in general the order parameters follow, in the sense
of their volume fractions, a local volume constraint, ∑� �� = 1.
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3.1.3 Reformulating the interface energy term with an
order parameter

Under consideration of the de�nition of the normal vector via the parametri-
sation �s close to the interface in the previous section, the interface energy
term in its reduced and simpli�ed form (3.10) is reformulated in the Eulerian
con�guration (cf. Beckermann [16], Sun and Beckermann [179]) as


�� )nsi)xi = 
�� ⎛⎜⎝ �s,i√�s,j�s,j ⎞⎟⎠,i (3.19)

= 
�� �s,ii√�s,j�s,j − �s,i (√�s,j�s,j),i
(√�s,j�s,j)2 (3.20)

= 
�� 1√�s,j�s,j
⎛⎜⎜⎝�s,ii − �s,i (√�s,j�s,j),i√�s,j�s,j

⎞⎟⎟⎠ , (3.21)

where �s = �s (xi , t) = �s (w, t). For further reformulations, the pro�le func-
tion of �s is used, which is given by Equation (3.18), and which is re-written
for later purposes:

w (�s) = −��4 arcsin (1 − 2�s) . (3.22)

With the above information the terms in equation (3.19) are identi�ed as

√�s,j�s,j = )�s)w = ( )w)�s )−1 = 4��√�s (1 − �s), (3.23)�s,i (√�s,j�s,j),i√�s,j�s,j = )2�s)w2 = − )2w)�s2 ()�s)w )3 = 8�2�2 (1 − 2�s) . (3.24)
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Using these terms in Equation (3.18) the well-known phase-�eld description
of di�use interfaces is retrieved,


�� )nsi)xi = 1√�s,j�s,j 
�� (�s,ii − 16�2�2 (1 − 2�s)2 ) , (3.25)

times a pre-factor 1/√�s,j�s,j . For Lagrangian description the Laplace operator
has to be pulled back, which gives

1√�S,l�S,l 
 0,�� ⎛⎝�S,ijF−1ik F−1jk − 16�2�2 (1 − 2�S)2 ⎞⎠ . (3.26)

In the following this will be the starting point for rewriting the interface
integral to a volume integral.

3.1.4 From surface integrals to volume integrals

To ensure the same behaviour, the interface (sharp interface) integral is de�ned
as a limit of a volume (di�use interface) integral with � → 0, where � controls
the interface thickness. With the delta distribution � and its regularised version�� follows:

� (w) = lim�→0+ �� (w) with coordinate w normal to the interface. (3.27)

To prove the same behaviour, it is shown that � → 0+ leads to �� ∣w=0 →∞:

� (w = 0) = lim�→0+ (�� (w)∣w=0)
= lim�→0+ ( )�)w ∣w=0)
= lim�→0+ ( 4�� cos( 4�� w)∣w=0)
= lim�→0+ 4�� →∞.

(3.28)
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Furthermore �s ≥ 0 is satis�ed and the identity

1 = ∫ +∞
−∞ � (w)dw = ∫ + �2�8

− �2�8 �� (w)dw (3.29)

holds, where �� is only valid in the range of the di�use interface. Therefore it
is concluded: ∫s��(t) da = ∫s��(t) 1da

= ∫s��(t) ∫ + �2�8
− �2�8 �� (w)dwda

= ∫vs(t)
√)�s)xi )�s)xi dv� → 0= ∫s��(t) da

(3.30)

In the following, the Lagrangian description of the curvature term is used,
which is given in Equation (3.26). Furthermore the order parameter �S is
renamed to �� = 1 − �� to match the arbitrary phases � and � forming the
interface S�� and reformulation of the interface terms of Equation (3.11) by
expanding it to a volumetric region gives

∫S�� ⎧⎪⎪⎨⎪⎪⎩v��⊥ ⎛⎝⟦�0	⟧�� + ⟦12�vivi⟧�� − 
 0,�� )F−1jk F−1ik N Si)Xj
−⟦Fij⟧��N ��j ⟨Pij⟩��N ��j ) + ⟨vi⟩��⟦Pij⟧��N ��j }dA

= ∫V
⎧⎪⎪⎪⎨⎪⎪⎪⎩v��⊥ ⎛⎜⎝⟦�0	⟧��+ ⟦12�vivi⟧��− ⟦Fij⟧��N ��j ⟨Pij⟩��N ��j

− 1√��,l ��,l 
 0,�� (��,ijF−1ik F−1jk − 16�2�2 (1 − 2��)2 )⎞⎟⎠ (3.31)
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+ ⟨vi⟩��⟦Pij⟧��N ��j ⎫⎪⎪⎪⎬⎪⎪⎪⎭
√��,l ��,l dV

= ∫V
⎧⎪⎪⎪⎨⎪⎪⎪⎩v��⊥ ⎛⎜⎝

⎛⎜⎝⟦�0	⟧��+ ⟦12�vivi⟧��− ⟦Fij⟧��N ��j ⟨Pij⟩��N ��j ⎞⎟⎠
√��,l ��,l

− 
 0,�� (��,ijF−1ik F−1jk − 16�2�2 (1 − 2��)2 )⎞⎟⎠
+√��,l ��,l ⟨vi⟩��⟦Pij⟧��N ��j ⎫⎪⎪⎪⎬⎪⎪⎪⎭dV .

By transforming the interface integral to a volume integral the jump brackets,
which de�ne the jump of a arbitrary quantity  across a surface, have to
be re-thought. To conserve the meaning, the jump brackets are now used
analogously to a volumetric manner: They now describe the jump of a quantity across two volume fractions within a in�nitesimal volume element as shown
in Figure 3.2:

⟦ ⟧�� =  ∣S��+ −  ∣S��− Ð→ ⟦ ⟧�� =  � ∣�� −  � ∣�� (3.32)

This de�nition guarantees that the jump of  in the sharp interface behaviour
is distributed along the volumetric region in such a way that, by integrating in
normal direction, the original jump may be recovered.
Analysing expression (3.31) shows the close relationship to the sharp interface
terms of Equation (3.11):

• the linear momentum balance on singular surfaces for ��,i ≠ 0 and arbi-
trary vi : √��,l ��,l ⟨vi⟩��⟦Pij⟧��N ��j = 0

⟦Pij⟧��N ��j = 0, (3.33)
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��  � ∣S��+  � ∣S��−
S��

⟦ ⟧�� =  � ∣S��+ −  � ∣S��−
��

⟦ ⟧�� =  � ∣�� −  � ∣��
 � (��)  � (��)

dxS��

Figure 3.2: Reinterpreted jump brackets in the sense of Equation (3.32): Sharp (left) and di�use
(right) interface.

• and an energetic balance at a widened interface for arbitrary v��⊥ :

(⟦�0	⟧��+ ⟦12�vivi⟧��− ⟦Fij⟧��N ��j ⟨Pij⟩��N ��j )√��,l ��,l
−
 0,�� (��,ijF−1ik F−1jk − 16�2�2 (1 − 2��)2 ) = 0. (3.34)

3.1.5 Revisiting volume integrals

By spreading the dividing surface to a di�use interface volume, the volume
terms of Equation (3.11) have to be adjusted with respect to the new precondi-
tions. For a meaningful application, the following assumptions are made:

• The Helmholtz free energy may be written as �0	 = ∑� ���0,�	� ,
meaning a weighted sum of the phase-inherent Helmholtz free energies.

• A phase-inherent Helmholtz free energy is dependent on its phase-
inherent variables 	� = 	� (F�ij , � �ij ).

• For a clean interpretation, the mass density is assumed to be constant,
and it is composed as ∑� ���0,� .
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• The linear momentum balance on singular surfaces (traction condition)
as well as Hadamard’s compatibility condition apply also in the di�use
interface region.

The volume integral is evaluated in the sense of the non-negativity of the
entropy imbalance, for the whole domain and changes for two phases to

∫V ⎧⎪⎪⎨⎪⎪⎩Pij Ḟij − ) (���0,�	� + ���0,�	�))t
+vi ()Pij)Xj + (���0,� + ���0,�) (b0i − v̇i))}dV ,

(3.35)

where for arbitrary velocities vi the linear momentum balance for di�use
interface regions is found)Pij)Xj + (���0,� + ���0,�) (b0i − v̇i) = 0. (3.36)

Applying the time derivative in Equation (3.35) gives further insights:

∫V
⎧⎪⎪⎪⎨⎪⎪⎪⎩Pij Ḟij − ���0,� )	�)F�ij Ḟ�ij − ���0,� )	�)F �ij Ḟ �ij − ���0,� )	�)� �ij �̇ �ij

−���0,� )	�)� �ij �̇ �ij − �̇��0,�	� − �̇��0,�	�⎫⎪⎪⎪⎬⎪⎪⎪⎭dV .

(3.37)

For the 1st Piola-Kirchho� stress tensor, the thermodynamic relation to the
Helmholtz free energy reads as follows, in the style of the sharp interface
results:

Pij Ḟij − ���0,� )	�)F�ij Ḟ�ij − ���0,� )	�)F �ij ⋅ Ḟ �ij = 0, (3.38)
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which has to be evaluated for bulk regions and for the di�use interface region
as described in Appendix A. For bulk regions, Equation (A.4) applies

�-region: Pij = �0,� )	�)F�ij = P�ij ,
�-region: Pij = �0,� )	�)F �ij = P�ij , (3.39)

and for interfacial regions under consideration of Hadamard’s compatibility
condition and the linear momentum balance on singular surfaces

Fij = ��F�ij + ��F �ij , (3.40)Pij = ��P�ij + ��P�ij , (3.41)

as stated in Equation (A.7). For arbitrary changes of phase values in bulk
regions there is an additional term, which reads

− ̇���0,�	� − ̇���0,�	� ≥ 0. (3.42)

Using ̇�� = − ̇�� , this term can be rearranged to

− ̇�� (�0,�	� − �0,�	�) = − ̇��⟦�0	⟧�� ≥ 0. (3.43)

It may be interpreted as an energy dissipating or consuming term depending
on phase transitions:

• for an increase of phase � ( ̇�� > 0): 	� −	� < 0
• for a decrease of phase � ( ̇�� < 0): 	� −	� > 0.
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The �nal inequality also contains the dissipation terms due to the internal
variables � � :

−���0,� )	�)� �ij �̇ �ij − ���0,� )	�)� �ij �̇ �ij − �̇�⟦�0	⟧�� ≥ 0. (3.44)

On the stress calculation in di�use interface regions The �ndings on
the thermodynamic relation for the stress and deformation tensor enables
an accurate stress calculation capturing the mechanical jump conditions by
obeying the following points:

1. Hadamard’s compatibility condition: ⟦Fij⟧�� = aiN ��j
2. linear momentum balance on singular surfaces: ⟦Pij⟧��N ��j = 0
3. deformation gradient: Fij = ��F�ij + ��F �ij or generally Fij = ∑� ��F�ij
4. 1st Piola-Kirchho� stress: Pij = ��P�ij +��P�ij or generally Pij = ∑� ��P�ij

In the in�nitesimal deformation context and for two phases Schneider et al.
showed in their work [159] that using the above conditions lead to a ho-
mogenised sti�ness matrix, which accounts for the mechanical jump conditions.
Condition 3 leads to a Reuss/Sachs homogenisation in the normal direction
and condition 4 describes a Voigt/Taylor homogenisation in the tangential
directions. A generalisation to multiple phases by the same group can be found
in [156, 157]. This procedure cannot be applied to �nite deformations.
For �nite deformation Mosler et al. [125] suggested a possibility named partial
rank-one convexi�cation to solve the jump conditions, which is restricted to
two phases. A continuative work on this topic is provided by Bartels and
Mosler [12]. In a more recent paper Schneider et al. [158] introduce a stress
calculation based on the mechanical jump conditions for �nite deformation and
multiple phases. Here, the ansatz is not to gain a homogenised sti�ness matrix
which obeys the jump conditions but to solve for them implicitly. Therefore a
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system of equations, which is constructed by conditions 1-3, has to be solved
by a Newton’s algorithm. As a result they obtain the stress and deformation
gradient tensors P�ij and F�ij for every locally existing phase. Using condition
4 they are able to assemble the homogenised stress tensor. This method can
also be linearised to be used for in�nitesimal deformations or for physical
non-linearities as shown in Herrmann et al. [78].

Comparison to phase-field models from a energy functional Before
closing this section, the derived phase-�eld model (denoted as PF-SI, phase-�eld
from sharp interface) is compared to a well-established formulation [82, 129]
(denoted as PF-EF, phase-�eld from energy functional), which is as commonly
derived from a free energy functional. For comparison and simplicity, the
formulations are only given for a binary interface S�� and in their evolutional
form, using an Allen-Cahn ansatz. For in�nitesimal deformations and by
applying the same notation, the two models are written as

PF-SI: (M−1)�� �̇� = −
 0,�� (��,ii − 16�2�2 (1 − 2��)2 ) + �� (��)��� , (3.45)

PF-EF: (M−1)�� �̇� = −
 0,�� (��,ii − 16�2�2 (1 − 2��)2 ) + 1� )ℎ�)�� ��� (3.46)

where M is a proportionality constant describing the mobility of a phase
boundary �-� . In ��� all energies acting on the interface �-� are collected, and
weighted by a �� -dependent pre-factor. This weighting function is the only dif-
ference between both formulations, if there are no �nite deformations present.
The factor 1/� of model PF-EF is already an integral part of the distribution
function �� , hence the di�erence lays in the formulation of ℎ� in comparison
to the remaining part of �� . For the model of this work and for two common ℎ�
functions, their mathematical formulation is listed in Table 3.2. The di�erence
of the distribution functions is shown in Figure 3.3b. While the formulation
using

√��,i ��,i is directly related to the chosen sine pro�le, the commonly
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PFM Interpolation Distribution

PF-SI �� √��,i ��,i = 4��√�� (1 − ��)
PF-EF, ℎ0 �� 1
PF-EF, ℎ1 (��)2 (3 − 2��) 6 ((��)2 − ��)

Table 3.2: Compared PF models and their di�erences in interpolation and distribution functions.

used ℎ� functions are approximations to the derivative of the pro�le function.
Especially when high energies are acting on the di�use interface, the ℎ� func-
tions may fail to preserve the pro�le and therefore physical quantities may
deviate from their sharp interface counterparts. This behaviour is qualitatively
shown in Section 3.3.3 for the pro�le used in the phase-�eld fracture model.
Also other authors, cf. [172] and [48], already use this square-root shaped
weighting function. The motivation in [172] is for example the disturbance
of the travelling wave solution, if the factor is not used. A straightforward
derivation, however, is given by neither of the authors.
A second di�erence of the two models is the occurrence of deformation gradi-
ents in the calculation of the curvature term, cf. Equation (3.26), if a Lagrangian
description is used. Furthermore, in the Eulerian description deformation in-
duced modi�cations arise, mainly connected to the de�nition of the constant
interfacial energy 
 0,�� = J 
�� . To the author’s knowledge, these thermo-
dynamic necessities are not considered in any phase-�eld models presently
published.
It may be summarised that the phase-�eld model from sharp interface thermo-
dynamics has the advantage that the approximation by an order parameter �eld
happens in a very late stage, when all balances and relations are fully derived
in the sense of a sharp interface. Therefore it is assumed that approximation
errors have very little in�uence on the evolution equations found. When
using the di�use free energy functional, the approximation basically already
appears in the very �rst step by expressing the interfacial surface integral by a
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gradient and a potential term. The variation of this functional happens already
under the premises of approximation errors, which show in the distribution
or weighting function. For the phase-�eld model from an energy functional
this function has to be assumed, for the sharp interface model the correct
distribution functions drops out of the regularisation. A further facet is, that a
variation always builds upon a set of assumptions which has to list explicitly
all aspects to be taken care of. If these assumptions are incomplete, the picture
may stay incomplete, whereas the time derivatives of the integral entropy
inequality usually show a complete picture, when no (restricting) assumptions
are made. Hence, the latter kind of derivation uses assumptions just to restrict
the complexity of the resulting equations and balances.

3.1.6 Driving force behaviour

In this section, the described models are analysed in a set of interface driving
one-dimensional simulations. The interface movement is realised by an Allen-
Cahn ansatz, as described by Equation (3.45), which relaxes the phase-�eld
order parameter �� . Throughout this section, the following two di�erent
phase-�eld models are used:

• PF-SI : The previously derived model from sharp-interface thermody-
namics

• PF-EF : A classic phase-�eld model derived from an free energy functional,
e.g. Nestler et al. [82, 129]

The �rst simulation is borrowed from Eiken et al. [48], where a constant
driving force is applied to di�erent phase-�eld models. The second simulation
compares mechanically-driven phase-�eld models.

Constant driving force Other than in [48], this example does not compare
phase-�eld models with and without interface correction, but compares the
phase-�eld model derived from sharp interface continuum mechanics with
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the phase-�eld model derived from a free energy functional. The simulation
parameters are taken from the cited publication and are a constant driving
force��� = 0.0001 J/mm3 and a constant mobilityM�� = 10mm4/Js. The time step
width is chosen to be �t = 16/9 s. This yields an analytical interface velocity ofvana = 0.001mm/s, which remains constant, as during the simulation no phase
equilibrium is reached. The simulation study investigates di�erent spatial
discretisations �x while keeping the interface parameter at � = 0.5mm = const.
Figure 3.3 shows that all models need approximately ten interface cells to
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number of interface cells/-→

v/mm s
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analytical
PF-SI
PF-EF, ℎ0
PF-EF, ℎ1

(a) Interface velocity
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(b) Shape of distribution functions

Figure 3.3: Comparison of interface velocities of di�erent phase-�eld models over used interface
points. The represented physical interface width remains constant.

have an error less than �ve percent. However, with an increasing number of
interface cells only the model derived from sharp interface mechanics captures
the behaviour of the analytical solution.

Constant and mechanical driving force In this comparison, one of the
phases has assigned an additional eigenstrain. Compared to the previous
study this leads to a driving force moving the interface to an equilibrium.
The simulation parameters are constant mobility M�� = 10mm4/Js, constant
eigenstrain "̃ = −0.107 and time step width �t = 0.85 s. The constant driving
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Figure 3.4: Simulation with a constant and a mechanical driving force for di�erent phase-�eld
models. (a) showing the interface position, (b) its error, (c) the interface velocity and
(d) the stress.

force ��� = 0.0001 J/mm3 is balanced by an evolving mechanical driving force as
shown in Equation 3.34, but without the kinetic energy and in the in�nitesimal
strain regime and hence of the form ⟦�0	⟧�� − ⟦ui,j⟧��N ��j ⟨�ij⟩��N ��j . This
yields an equilibrium stress of � ≈ −9.346 ⋅ 10−3 MPa. In the following, the
interface position and its error are investigated. Furthermore the evolution
of the stress and the interface velocity are depicted. The results in Figure 3.4
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show as well that the sharp interface based model keeps the closest to the
analytical sharp interface solution. In Figures 3.4a and 3.4b this model has the
least error. The same is observed for the velocity and the stress.

3.2 A curing process model based on the
phase-field method

For the derivation of the thermodynamic framework for curing simulations in
FRTS, the basic results of the previous section are used. The main di�erence
is the neglect of the interface energy balance, as the curing process does not
involve any phase change and hence no interface movement is present. The
advantage of still using a phase-�eld as an underlying framework lies in its
ability to describe complex structures and geometries without the need for
meshing due to the order parameter description [107]. Furthermore it is as-
sumed that the part of the curing process considered starts after the material
�lled the mould and therefore is at rest. With regard to moderate thermal and
chemical shrinkage strains in thermosets, this implies the use of the in�nites-
imal deformation theory. Because the Lagrangian con�guration coincides
with the Eulerian con�guration in this regime, the Eulerian description is
used for all further modelling. In the sense of thermodynamic arguments and
reasoning this section mainly follows the work of Lion and Höfer [108], Adolf
and Chambers [1], Klinge et al. [92] and Mahnken [110].

3.2.1 Dissipation potential

In a �rst step the entropy balance (cf. Equation (2.54)) is developed with the
help of a set of assumptions. The model shall follow

• the usage of two materials: a thermo-visco-elastic thermoset phase � ,
which exhibits curing, and a thermo-elastic �bre phase � , both indepen-
dent of temperature gradient �,i ,

• the in�nitesimal deformation theory (see Section 2.1.3.1),
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• the volumetric average of the Helmholtz free energy, �	 = ∑� ����	� ,

• the superposition of Helmholtz free energies to describe visco-elasticity
within a phase � , 	� (… , "�,v,pij ) = 	�,0 (… ) + ∑p 	�,p (… , "�,v,pij ), in
the sense of a Generalised Maxwell Model (cf. Section 2.1.3.3),

• the assumption of constant mass densities �� and immoveable interfaces
due to no phase changes being present, hence volume fractions �� are
constant,

• the curing reaction is exothermic and irreversible, hence the rate of the
degree of cure is �̇ � ≥ 0 and the total reaction enthalpy ℎtot ≤ 0.

Using the localised form of the entropy balance, re-formulation due to the
non-negative entropy production and applying the Legendre transformation
of the Helmholtz free energy 	 = e −�� gives

�ij "̇ij − (���� 	̇� + ���� 	̇�) − ���̇ − qi�,i� ≥ 0 (3.47)

as a form of the Clausius-Duhem inequality. Here �ij denotes the Cauchy
stress tensor, "ij is the in�nitesimal strain tensor, � is the entropy, � is the
absolute temperature and qi is the heat �ux vector. In accordance with the
previous statement on the nature of the two phases, the Helmholtz free energy
of the thermoset is de�ned as 	� = 	� ("�ij , �, "�,v,pij , � �) whereas the �bre has	� = 	� ("�ij , �). The thermoset phase di�ers from the �bre phase by p viscous
strains "�,v,pij , where the superscripted p runs in the sense of a Generalised
Maxwell Model from 1 to N , cf. Figure 2.5. The internal variable � � is a
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measure for the local degree of cure and therefore is also only valid in the
thermoset phase. Expanding and collecting all terms gives

⎧⎪⎪⎪⎨⎪⎪⎪⎩�ij "̇ij − ���� )	�)"�ij "̇�ij − ���� )	�)"�ij "̇�ij
⎫⎪⎪⎪⎬⎪⎪⎪⎭

− {�� + ���� )	�)� + ���� )	�)� } �̇
− ���� ⎧⎪⎪⎨⎪⎪⎩

)	�)"�,v,pij "̇�,v,pij + )	�)� � �̇ �⎫⎪⎪⎬⎪⎪⎭
− qi�,i� ≥ 0,

(3.48)

which allows for a reasonable interpretation of the variables involved in the
following sections.

3.2.2 Heat conduction model

Before establishing a model for heat conduction and temperature evolution,
the entropy and heat conduction terms of the dissipation inequality (3.48)

−{�� + ���� )	�)� + ���� )	�)� } �̇ − qi�,i� ≥ 0, (3.49)

have to be evaluated. The �rst term, when allowing arbitrary absolute temper-
ature rates �̇, de�nes the thermodynamic relation between entropy � and the
Helmholtz free energy 	 . For bulk regions they relate via

�-region: �� = −�� )	�)� = ���� ,

�-region: �� = −�� )	�)� = ���� ,
(3.50)
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and in interfacial regions the volumetric average

�� = ������ + ������ (3.51)

is established. Under the strict assumption that each term separately has to
ful�l non-negativity, the second term of Equation (3.49) is called the heat con-
duction inequality and allows for conclusions about the relation of temperature
gradient �,i and heat �ux qi . To ful�l the entropy inequality, the heat �ux has
to be proportional to the negative temperature gradient, which is obeyed by
Fourier’s law [55] qi = −�ij�,j , (3.52)

where �ij is the thermal conductivity tensor, which has to be positive semi-
de�nite. As described in Appendix A the heat conduction inequality can be
used to make statements about the heat �ux and the temperature gradient in
bulk regions:

�� = 1 and �� = 0: �,i = ��,i , qi = q�i ,�� = 0 and �� = 1: �,i = ��,i , qi = q�i .
(3.53)

Interfacial regions are evaluated with the help of thermal jump conditions,
namely continuous heat �ux in the interface normal direction, ⟦qi⟧��n��i = 0,
and continuous temperature gradient in the interface tangential direction,⟦�,i⟧�� t��i = 0. This implies the volumetric averages

�,i = ����,i + ����,i , (3.54)qi = ��q�i + ��q�i . (3.55)

The balance of internal energy (cf. Section 2.1.2.3) in localised form is

�ė = −qi,i + �r + �ij"ij , (3.56)
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where e is the internal energy and r is a volumetric heat source. Using the time
derivative of the Legendre transformation of the Helmholtz free energy

	̇ = ė − �̇� − ��̇ (3.57)

and evaluating the dependences yields

� {	̇ + �̇� + ��̇} = −qi,i + �r + �ij"ij
{���� �̇� + ���� �̇�}� = ⎧⎪⎪⎪⎨⎪⎪⎪⎩�ij "̇ij − ���� )	�)"�ij "̇�ij − ���� )	�)"�ij "̇�ij

⎫⎪⎪⎪⎬⎪⎪⎪⎭
− {�� + ���� )	�)� + ���� )	�)� } �̇
− qi,i + �r − ���� ⎧⎪⎪⎨⎪⎪⎩

)	�)"�,v,pij "̇�,v,pij + )	�)� � �̇ �⎫⎪⎪⎬⎪⎪⎭ .

(3.58)

Plugging in the thermodynamic relations, and further evaluating the left-hand-
side, gives

− ����� ⎧⎪⎪⎨⎪⎪⎩
)2	�)�)"�ij "̇�ij + )2	�)�)� �̇ + )2	�)�)"�,v,pij "̇�,v,pij + )2	�)�)� � �̇ �⎫⎪⎪⎬⎪⎪⎭

− ����� ⎧⎪⎪⎪⎨⎪⎪⎪⎩
)2	�)�)"�ij "̇�ij + )2	�)�)� �̇⎫⎪⎪⎪⎬⎪⎪⎪⎭

= �r − qi,i − ���� ⎧⎪⎪⎨⎪⎪⎩
)	�)"�,v,pij "̇�,v,pij + )	�)� � �̇ �⎫⎪⎪⎬⎪⎪⎭ .

(3.59)
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Terms of the form −�()2	�)/()�)2 are identi�ed as the speci�c heat capacity
at constant volume (or strain), c�V , and a rearrangement of the terms shows
the temperature evolution equation

{���� c�V + ����c�V } �̇ = �r − qi,i − ���� ⎧⎪⎪⎨⎪⎪⎩
)	�)"�,v,pij "̇�,v,pij + )	�)� � �̇ �⎫⎪⎪⎬⎪⎪⎭´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

A

+� ⎧⎪⎪⎪⎨⎪⎪⎪⎩���� )2	�)�)"�ij "̇�ij + ���� )2	�)�)"�ij "̇�ij
⎫⎪⎪⎪⎬⎪⎪⎪⎭´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

B

+ ����� ⎧⎪⎪⎨⎪⎪⎩
)2	�)�)"�,v,pij "̇�,v,pij + )2	�)�)� � �̇ �⎫⎪⎪⎬⎪⎪⎭´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

C

,

(3.60)

where terms A are dissipation terms due to viscous and curing e�ects. Term
B is the volumetric average of the thermo-mechanical coupling and terms C
indicate further couplings involving viscosity and curing only present in the
thermoset phase.

3.2.3 Continuum mechanics and visco-elasticity model

To specify the solid mechanics model, the relation between the Cauchy stress�ij and the Helmholtz free energy 	 is examined with thermodynamic reason-
ing in the bulk and interfacial regions. For phase � , the thermoset phase, a
second term representing viscous dissipation has to be brought into agreement
with the entropy inequality. The terms of interest are given as

⎧⎪⎪⎪⎨⎪⎪⎪⎩�ij "̇ij − ���� )	�)"�ij "̇�ij − ���� )	�)"�ij "̇�ij
⎫⎪⎪⎪⎬⎪⎪⎪⎭ − ���� )	�)"�,v,pij "̇�,v,pij ≥ 0. (3.61)
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The �rst term, giving information on stress and strain usage in the bulk and
interfacial regions, is evaluated as previously done for Equations (3.38) and
(3.49). Details are given in Appendix A. In bulk phases the total Cauchy stress�ij coincides with the phase-inherent stress ��ij , cf. Equation (A.10),

�-region: �ij = �� )	�)"�ij = ��ij ,
�-region: �ij = �� )	�)"�ij = ��ij , (3.62)

and for interfacial regions, with respect to volume fractions and under applica-
tion of the mechanical jump conditions, the total strain "ij consists proportion-
ally of the phase-inherent strains "�ij and "�ij ,

"ij = �� "�ij + ��"�ij , (3.63)�ij = ����ij + ����ij , (3.64)

and like-wise the total Cauchy stress is a volume average of the phase-inherent
Cauchy stresses. The dissipative term involving viscous strains is reformu-
lated by means of a thermodynamic conjugate force [71, 188] governed by a
dissipation potential 


−�� )	�)"�,v,pij = �� )
�)"̇�,v,pij = V �,pijkl "̇�,v,pkl = ��,v,pij (3.65)

describing the damping e�ects of each Maxwell branch of the Generalised
Maxwell Model, see Section 2.1.3.3. Here V �,v,pijkl describes a general viscosity
tensor and relates the viscous stress ��,v,pij to the viscous strain rate "̇�,v,pij . This
yields for the remaining mechanical dissipation terms

Dv,p = −���� )	�)"�,v,pij "̇�,v,pij = �� "̇�,v,pij V �,pijkl "̇�,v,pkl ≥ 0, (3.66)
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which is ful�lled with V �,v,pijkl being positive semi-de�nite. By using Equation
(3.65) it is possible to retrieve the evolution equation for the viscous strains of
each phase and Maxwell branch, "�,v,pij ,

"̇�,v,pij = −�� (V �,pijkl)−1 )	�)"�,v,pkl , (3.67)

which was previously derived in Section 2.1.3.3 from the rheological model of
the Generalised Maxwell Model.

3.2.4 Admissibility of phenomenological curing

The last term of Equation (3.48), which has to be interpreted, describes the
curing reaction of thermoset phase � , characterised by the degree of cure � � ,

Dcu = −���� )	�)� � �̇ � ≥ 0. (3.68)

As speci�ed in Section 3.2.1, the rate of cure is non-negative due to the exother-
mic character of the curing reaction, and hence the remaining term

−�� )	�)� � ≥ 0 (3.69)

has to be analysed. A possible ansatz for modelling the curing reaction is to
use the change in enthalpy ℎ, e.g. via the simple relation ℎ (t) = ℎtot� (� )
introduced in Section 2.3.3 with ℎtot being the total releasable reaction enthalpy.
To make a connection between Helmholtz free energy and enthalpy their
respective Legendre transformations are used, 	 = e −�� and ℎ = e − 1/��ij"ij .
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Re-writing Equation (3.69), by using the transformations and by inserting the
thermodynamic relations for entropy and stress, leads to

−�� ) (ℎ� −��� + ��ij "�ij ))� � ≥ 0
−�� )ℎ�)� � − �� )2	�)�)� � � − �� )2	�)"�ij )� � "�ij ≥ 0
−��ℎtot,� − �� )2	�)�)� � � − �� )2	�)"�ij )� � "�ij ≥ 0.

(3.70)

Due to the exothermic nature of the reaction, the �rst term is positive and
constant. Hence, the two remaining terms have to be non-negative at least
in combination. The second derivatives of the Helmholtz free energy will
yield material parameters constant in their signedness. With the absolute
temperature � ≥ 0 and the total strain "�ij �exible in its sign, the inequality is
capable of securing the admissibility of the thermodynamic process in at least
a speci�c range of values. A further examination is possible when the material
model is further speci�ed by detailing the Helmholtz free energy.

3.2.5 Specification of the Helmholtz free energy and
summary of relevant equations and balances

Both materials, thermoset and �bre, are modelled as a purely mechanical and
quadratic Helmholtz energy

	�,p ("�ij , �, "�,v,pij , � �) (3.71)

expanded via a Taylor series around 	0,�,p ("Ref,�ij , �Ref, "Ref,�,v,pij , � Ref,�) = 0.
At the reference point "�ij = "Ref,�ij = 0, � = �Ref ≠ 0, "�,v,pij = "Ref,�,v,pij = 0
and � � = � Ref,� = 0. Additionally, the reference con�guration is stress-free,
entropy-free, free from viscous stresses and no curing activity has occurred
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yet. These speci�cations cancel all non-quadratic terms of the Taylor series
expansion, and the remaining terms may be collected as

��	�,p ("�ij , �, "�,v,pij , � �)
= 12 ⎧⎪⎪⎨⎪⎪⎩"�ij − )"th,�ij)� (� −�Ref) − "�,v,pij − )"cu,�ij)� � � �⎫⎪⎪⎬⎪⎪⎭�� )2	�,p)"�ij )"�kl ⎧⎪⎪⎨⎪⎪⎩"�kl − )"th,�kl)� (� −�Ref) − "�,v,pkl − )"cu,�kl)� � � �⎫⎪⎪⎬⎪⎪⎭ ,

(3.72)

where also the additivity of strains "ij = "elij + "thij + "v,pij + "cuij is used. The
following material parameters for a phase � are identi�ed:

• �� )2	�,p)"�ij )"�kl = C�,pijkl , the positive semi-de�nite p-th sti�ness tensor con-
necting stress and strain within one Maxwell branch,

•
)"th,�ij)� = ��ij , the positive semi-de�nite thermal expansion tensor inducing
thermal strains due to temperature changes and

•
)"cu,�ij)� � = ��ij , the negative semi-de�nite curing shrinkage tensor inducing
curing strains due to an increasing degree of cure.

With these de�nitions, previously found relations and equations may be further
speci�ed. For the stress in thermoset phase � and �bre phase �

�-phase: ��ij = �� )	�)"�ij = C�,0ijkl {"�kl − ��kl (� −�Ref) − ��kl� �}
+∑i C�,pijkl {"�kl − ��kl (� −�Ref)

− ��kl� � − "�,v,pkl }
�-phase: ��ij = �� )	�)"�ij = C�ijkl {"�kl − ��kl (� −�Ref)} ,

(3.73)
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where the thermoset phase has rheologically one elastic and p Maxwell
branches. For each Maxwell branch an evolution equation for its viscous
strain of the form

"̇�,v,pij = (V �,pijkl)−1 C�,pklmn {"�mn − ��mn (� −�Ref) − ��mn� � − "�,v,pmn } (3.74)

is speci�ed, which is deduced from Equation (3.67). Likewise only relevant for
the thermoset phase is the curing reaction. Revising Equation (3.70) allows
a more precise statement under which circumstances a curing reaction is
admissible. Expressing the inequality in terms of material parameters and
noting C�ijkl = C�,0ijkl +∑p C�,pijkl gives

("�ij − ��ij�)C�ijkl��kl − ��ℎtot,� ≥ 0. (3.75)

With ��ℎtot,� ≤ 0 due to the exothermic character of the curing reaction andC�ijkl��kl ≤ 0 because of chemical shrinkage with a progressing reaction, the
factor ("�ij − ��ij�) has to be negative for a strict conformance with the entropy
inequality. This means that mainly compressive strains would be allowed, and
stretching is only allowed up to a generally small amount of thermal e�ect��ij�. Loosening this strict interpretation, larger tensile strains are admissible
as long as their e�ect is balanced by the constant value of ��ℎtot,� , which
allows for a moderate amount of tensile strains for material parameters being
in the range of most thermosets [110]. To complete the models describing the
curing process the state equations for the degree of cure � � and for the glass
transition temperature �g are repeated from Section 2.3.3. For evolving the
degree of cure the Kamal-Sourour model [87] is used,

�̇ � (� � , �) = {k1 + k2� �m}{1 − � �n} , (3.76)

which phenomenologically describes exothermic reactions on the basis of
reaction kinetics k1 (�), k2 (�) and exponents m, n. This process gradually
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stops as soon as the local temperature drops below the glass transition tem-
perature �g, which steadily increases with progressive curing. To check this
stopping criterion, the development of �g is phenomenologically predicted by
the DiBenedetto model [41],�g (� �) −�g,0�g,∞ −�g,0 = �� � {1 − (1 − �) � �}−1 , (3.77)

and as soon as �g > � a further evolution of the degree of cure � � is prevented.
For further details on these phenomenological models reference is made to
the discussion of Equations (2.70) and (2.72) in Section 2.3.3. To complete the
overall curing model the governing equations for temperature and mechanical
equilibrium are noted. Applying the expression for the Helmholtz free energy,
Equation (3.72), to the preliminary temperature equation (3.60) yields the
form

{���� c�V + ����c�V } �̇ = �r − qi,i − �� {Dv,p +Dcu}
−� {��C�ijkl��kl "̇�ij + ��C�ijkl��kl "̇�ij}
+��� {C�,pijkl��kl "̇�,v,pij + C�ijkl��kl��ij �̇ �} .

(3.78)

For the mechanical equilibrium the static linear momentum balance in absence
of body forces, �ij,j = 0, (3.79)

is used, where �ij is the volumetric average of the phase-inherent stresses as
discussed in Section 3.2.3.

Notes on material properties The previous derivation of a phase-�eld-
based curing model for FRTS introduces a set of material parameters (see
Table 3.3), which are needed to describe the di�erent parts of the model and
their interplay. In general material parameters are dependent on variables
such as temperature � or the degree of cure � � and hence lead to additional
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contributions to constitutive relations and balance equations (cf. [135]). For
the desired temperature range of � < 473K (thermosets start to degenerate) the
�bre properties can be assumed to be nearly constant due to a melting temper-
ature �melt > 1273K for glass �bres [26]. Therefore the material properties of
(glass) �bres actually may be assumed to be constant in this temperature range.
In contrast, thermosets and polymers in general are signi�cantly dependent on
the current temperature and degree of cure. Nevertheless these dependences
are neglected for the derivation to keep the models as simple as possible, but
they are considered when the models are applied to simulations to capture
relevant parts of the thermoset behaviour. To further simplify and specify the
material behaviour all material parameters are assumed to be isotropic.

Material Parameter Thermoset Fibre Unit

mechanical

Mass Density �� �� kg/m3

Bulk Modulus K� (� , �) K� MPa
Shear Moduli G�,p (� , �) G� MPa
Viscosities ��,p (� , �) — MPa ⋅ s
Thermal Expansion �� (� , �) �� 1/K
Reference Temperature �Ref,� �Ref,� K
Curing Shrinkage �� — —
thermal

Speci�c Heat Capacity c�V (� , �) c�V J/kgK
Thermal Conductivity �� (� , �) �� W/mK

exothermic reaction

tot. Reaction Enthalpy ℎtot,� — J/kg
Kamal-Sourour Paramters ki,0, Ei , m, n — 1/s, J/mol, —
DiBenedetto Parameters �g,∞ , �g,0, � — K, —

Table 3.3: Curing model: Material properties needed to describe thermoset and �bre behaviour.
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3.2.6 Behaviour of the individual models

Before applying the model for the curing process in Section 4.3, each part is
tested on its general behaviour. A discussion on the quantitativeness of the
jump conditions is forgone, as these kind of models already were thoroughly
evaluated and validated in Mosler et al. [125], Bartels and Mosler [12] and
Schneider et al. [157–159] for mechanical models. An evaluation for thermal
models is presented by Ettrich et al. [51]. In general, all model evaluations
are on the basis of in�nitesimal deformations and the simulations use an
equi-distant mesh.

Temperature equation: Heat flux and temperature gradient For the
evaluation of the behaviour of the heat �ux and the temperature gradient at an
interface, a two-dimensional 200mm × 200mm domain with a grid spacing of�x = 1.0mm is set-up (see Figure 3.5a). Two phase, � and � , are �lled such that
their interface extends from the upper left to the lower right corner, and hence
cuts the simulation domain under 45 degrees. For the boundary conditions
the lower x-axis boundary has � = 300K and the upper x-axis boundary has� = 400K. The other two boundaries are isolated. The domain is solved for
thermal quantities only, hence only the temperature equation (3.60) without
any source, coupling or dissipation terms is solved. As the temporal evolution
is not of interest, the reduced temperature equation reads

0 = −qi,i = −(��q�i + ��q�i ),i , (3.80)

where the heat �uxes depend on the thermal conductivities �� and the tem-
perature gradient �,i . The two isotropic materials have �� = 0.19W/mK and�� = 1.0W/mK, both independent of other quantities. The simulation is done
two times: For the �rst simulation a simple Voigt homogenisation is used
to average the thermal conductivities volumetrically, and hence calculate
the heat �ux via qi = −(����ij + ����ij)�,j . The second simulation uses the
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z = 200mm
x=200

m
m� →↑

A

↑
A

�: � �

400K

300K

(a) Test Domain

−0.40
0.00
0.40
0.80

� ,i/(K
/m)
→

A �� (�) /-→ A
q/(W /

m
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0.00
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(b) Heat �ux and temperature gradient behaviour

Figure 3.5: Heat �ux and temperature gradient quantities across a di�use interface: Comparison
of a Voigt homogenisation and the implemented model based on jump conditions.

model incorporating thermal jump conditions at interfaces, ⟦qi⟧��n��i = 0 and⟦�,i⟧�� t��i = 0, which is discussed in Section 3.2.2. For evaluation in Figure 3.5b
the heat �ux and the temperature gradient are plotted across the interfacical
region in their normal and tangential components. While most components are
almost identical, the temperature gradient along the interface normal direction,�n,i , di�ers noticeably. For the Voigt homogenisation the discontinuity of �n,i ,
which is smoothed in the di�use interface setting, is clearly shifted towards
the � phase. This contradicts the idea that the centre of the interfacial region
is the position of the initial sharp interface, which implies that any (smoothed)
discontinuity should have its turning point at this location. By solving the
model building on the thermal jump conditions, this requirement is ful�lled.

Mechanics: Stress and strain For the evaluation of the mechanical model
the same simulation domain (see Figure 3.6a) is used as in the previous para-
graph for the temperature equation evaluation. Analogously, a Voigt homogeni-
sation ansatz for the elastic constants and the model presented in Section 3.2.3
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based on mechanical jump conditions are compared. As only the linear static
linear momentum balance (3.79),

�ij,j = 0, (3.81)

and linear elasticity are evaluated, here the boundary conditions are a stress
boundary condition of 10MPa at the lower and upper x-axis and stress-free
boundary conditions at the lower and upper z-axis. Again both phases are
isotropic, and their independent material properties are the elastic moduliE� = 79.0GPa, E� = 2.7GPa and the Poisson’s ratios �� = 0.17, �� = 0.34,
respectively. Even more than for heat �ux and temperature gradient, the
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(a) Test Domain
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(b) Stress and strain behaviour

Figure 3.6: Stress and strain quantities across a di�use interface: Comparison of a Voigt homogeni-
sation and the implemented model based on jump conditions.

mechanical quantities plotted in Figure 3.6b di�er. The stress component in
the normal direction, �nn, and the strain component in the tangential direction,"tt, are nearly congruent but, as before, the discontinuous quantities, here � tt

and "nn, exhibit a shift towards the � phase for the Voigt scheme. This may
also be traced back to the lack of explicitly incorporating the mechanical
jump condition in the di�use interface region. Using the model building
on the linear momentum balance at singular surfaces, ⟦�ij⟧��n��j = 0, and
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Hadamard’s compatibility condition, ⟦ui,j⟧�� t��j = 0, remedies this behaviour.
Correspondingly, the smoothed discontinuities have their turning points at
the centre of the interfacial region in accordance with the sharp interface
theory.

Visco-elasticity: Bulk and interfacial regions Due to the time depen-
dence of the visco-elastic Generalised Maxwell Model, both bulk and interfacial,
regions are tested. The simulation examples in the bulk regions are taken from
Careglio et al. [30] and are performed for a single integration point. Again,
material properties are independent of other physical quantities. For the tests
a reduced Generalised Maxwell Model is used with only one Maxwell branch,
a standard linear solid, as depicted in Figure 3.7a. The sti�ness tensors Cijkl
and viscosity tensor Vijkl are e�ectively the shear moduli � and the viscosity �
in this one-dimensional and isotropic setting, and are listed in Table 3.4. The

Test �0/MPa �1/MPa �1/MPa ⋅ s �t/s
Creep 10 10 10 0.1

Relaxation 4 10 {10, 50, 100} 0.01
Table 3.4: Material properties used in the bulk creep and relaxation tests.

creep test is done by applying a constant stress � = 100MPa. For the relaxation
tests the constant external load is " = 0.01. For both the creep (Figure 3.7a) and
the relaxation (Figure 3.7b) behaviour, the numeric results are in good agree-
ment with the analytic solution. For the interfacial region the ansatz used is
again the model based on mechanical jump conditions, which was evaluated in
the previous paragraph. This formulation has the advantage of collecting and
calculating quantities phase-inherently before applying volumetric averages
(see Equation (3.62)). The incorporation of di�erent mechanical behaviour is
facilitated as the physical laws are freed from homogenisation schemes and the
sharp interface models may be applied directly. In the case of visco-elasticity,
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(b) Relaxation tests

Figure 3.7: Behaviour of the visco-elastic implementation in a bulk phase: Creep and relaxation
tests with a standard linear solid (General Maxwell Model with one Maxwell branch).
Comparison of analytic and numeric solutions, superscripted by a and n, respectively.

the phase-inherent viscous strains from Equation (3.67) are directly used for
the calculation of the phase-inherent Cauchy stresses �� . This approach was
already thoroughly examined and evaluated for an elasto-plastic material be-
haviour by Herrmann et al. [78].

0 1 2 3 40.0
1.0
2.0
⋅10−2

t/s→

∣u z∣/m
m
→

displacement load

Figure 3.8: Multiphase domain: Displacement load varying with time.

To evaluate the behaviour of the visco-elastic model in a domain with multiple
phases and interfaces, a rectangular bar of size 11mm × 11mm × 201mm is
subdivided into sections of di�erent visco-elastic and linear elastic behaviour
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as depicted in Figure 3.9a. All boundaries are stress-free, except the lower
and upper z-boundary, which exhibit a timely varying displacement load in
the respective normal direction shown in Figure 3.8. The time step width is
chosen to be �t = 0.001 s while the spatial discretisation is �x = 1.0mm, and
each visco-elastic material is isotropic and has one Maxwell branch. Material
properties are used as listed in Table 3.5. In Figure 3.9b the evolution of the

Phase E0/GPa �0/- E1/GPa �1/- �1/MPa ⋅ s� 5.0 0.30 20.0 0.30 1.0 ⋅ 104� 10.0 0.30 40.0 0.30 2.0 ⋅ 104
 2.5 0.30 10.0 0.30 0.5 ⋅ 104� 73.0 0.22 — — —

Table 3.5: Material properties used in the multiphase domain: Visco-elastic phases � , � , 
 and
linear elastic phase � .

Cauchy stress �zz and the strain "zz is shown for the centre point of the domain
in phase 
 . The temporal development of the di�use interface stress and strain
resembles that of the sharp interface quantities. This indicates that linear
momentum is transferred correctly throughout the interfacial regions despite
the smoothed discontinuities. Examining the stress component �xx, which
is tangential to the interfaces, reveals a congruent development within bulk
regions, and as previously mentioned the smoothed discontinuities alter the
magnitude of the discontinuity only within the interfacial regions. As in the
sections about thermal and basic mechanical behaviour, the observance of
turning points being at the interface centre points holds here as well.

Curing process: Degree of cure and glass transition temperature The
evaluation of the curing process involves a moderate coupling between the
basic models, which happens in a staggered manner with the order temperature,
degree of cure and displacement, but only the bulk behaviour is examined. The
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� � � 
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(a) Domain: Size and phases
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(c) Plot of �xx along z centre axis at time t = 3.3 s

Figure 3.9: Behaviour of the visco-elastic implementation in a multiphase domain (phases � , � , 

are visco-elastic, � only elastic): Comparison of sharp interface (SI) and di�use interface
(DI) implementation.

evolution of the absolute temperature � incorporates the release of reaction
enthalpy as a dissipation term and the thermo-mechanical coupling (Gough-
Joule e�ect). The temporal evolution is described by

�� c�V �̇ = −qi,i −Dcu −�C�ijkl��kl "̇�ij , (3.82)

where Dcu depicts the released reaction enthalpy as noted in Equation (3.70),
but simpli�ed by just using the term incorporating ℎtot. The phase fraction is
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dropped in the formula, as no interfacial region is present in the simulation
domain and hence �� = 1.0. The state equation for the degree of cure � � is used
as described in Equation (3.76) and also the glass transition temperature �g

is calculated as introduced in Equation (3.77). For the mechanical part linear
elasticity is used, extended by thermal and curing strains, "th,�ij and "cu,�ij ,

��ij = C�,0ijkl {"�kl − ��kl (� −�Ref) − ��kl� �} , (3.83)

and solved by the linear momentum balance (3.79). Here, "�kl is the total strain,��kl is the thermal expansion tensor, and ��kl describes the maximum curing
shrinkage. The simulation domain has a size {7.5mm}3, and uses a spatial
discretisation of �x = 0.5mm. The total simulation time is t = 350 s, divided
into time steps of �t = 1.0 s. The initial temperature is set to �0 = 360K, and
the degree of cure starts at � 0 = 0. The boundary conditions are a constant
temperature of �̄ = 360K at all cube faces for the temperature evolution. To
see the e�ect of the curing shrinkage, the lower and upper x-boundary are
�xed, whereas all other boundaries are stress-free for the mechanical solver.
The simulated thermoset phase � is isotropic in all material properties and
none of them have dependences on other quantities. In Table 3.6 an overview is
given. In Figure 3.10a domain shrinkage due to the curing process and resulting
stresses are depicted qualitatively. These develop as soon as the curing process
starts, as the curing strains linearly grow with the degree of cure. With the
absolute system temperature � being reasonably high from the beginning, the
curing process starts quickly which causes reaction enthalpy to be released.
The released enthalpy increases the local temperature accelerating the curing
reaction. In parallel the glass transition temperature rises with a progressing
chemical reaction. With more and more growing degree of cure, the conversion
rate begins to drop due to the construction of the underlying Kamal-Sourour
model (3.76) and its description of an exothermic reaction. Less reaction
enthalpy is released and the local temperature peaks and starts to decrease
again. This causes the still growing �g to surpass the local temperature, which
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Material Parameter Variable Value Unit

mechanical

Elastic Modulus E� 3400 MPa
Poisson’s Ratio �� 0.35 —
Thermal Expansion �� 6.70 ⋅ 10−5 1/K
Reference Temperature �Ref,� 380 K
Curing Shrinkage �� −2.50 ⋅ 10−2 —
thermal
mass density modi�ed
Speci�c Heat Capacity �� c�V 2.51 ⋅ 106 J/m3K
Thermal Conductivity �� 0.34 W/mK

exothermic reaction
mass density modi�ed
tot. Reaction Enthalpy ��ℎtot,� −280 kJ/m3
Glass Transition �g,0, �g,∞ 250, 430 K
Fitting Parameters ki,0 1.00 ⋅ 105, 5.13 ⋅ 104 1/sEi 5.50 ⋅ 107, 4.85 ⋅ 107 J/molm 0.79 —n 1.53 —� 0.58 —

Table 3.6: Test of the (simpli�ed) curing behaviour: Material properties needed to describe the
thermoset phase.

marks the end of the local curing reaction. In Figure 3.10a this shows as a
constant � � value, and a fast drop in local temperature to the overall system
temperature induced by the stopped supply of reaction enthalpy.

3.3 Phase-field fracture model from
Clausius-Duhem-Inequality

The derivation of a phase-�eld fracture model follows the motivation and
principles of the standard phase-�eld derivation in Section 3.1. Hence, only
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curing time
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(a) Shrinkage and stress due to the
curing reaction in the domain
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(b) Development of degree of cure, temperature and
glass transition temperature and their interplay at
the domain centre

Figure 3.10: Coupled in�uence of temperature � on degree of cure � and the resulting rise in glass
transition temperature �g. When � drops below �g, the reaction stops.

the relevant steps and main equations are pointed out. The model is directly
formulated in the in�nitesimal deformation regime, and the Euler notation is
used. In this section, parts of the reasoning builds upon the work on multiphase-
�eld fracture of Schneider et al. [155] and Nestler et al. [130], which especially
applies to their modelling approach of balancing the crack phase against the
collection of all solid phases, �c + �s = �c + �s∑� ��/�s = 1. Furthermore,
solid-solid interfaces that occur are regarded as being at rest and hence are
not moving. A separation between di�erent crack resistances referencing to
di�erent crack modes is not made. The derived model behaves the same for all
crack modes. Individual modi�cations were �rstly discussed and published in
Schöller [160].

3.3.1 Regularisation of a sharp interface formulation

As done previously, the Clausius-Duhem-Inequality is considered as a start-
ing point for describing a system exposed only to mechanical e�ects, hence
temperature or heat are neglected. Furthermore, kinetic energy density and
body forces are removed. With these assumptions, the inequality simpli�es to
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the free energy imbalance [69]. For in�nitesimal deformation in the sense of
linear elastic fracture mechanics (see Section 2.2) and in Eulerian notation the
integral form is

∫)v vi�ijnjda − d
dt Ψtot ≥ 0, (3.84)

where in the �rst term vi is the velocity, �ij is the Cauchy stress tensor and nj
is the (outer) surface normal vector. The second term is the time derivative of
the total Helmholtz free energy functional Ψtot, for which

∫scs(t)Gcda = Ψtot − ∫vs
�s	 sdv − ∫vc

�c	 cdv. (3.85)

Here Gc denotes the energetic crack resistance (a surface energy density).
The Helmholtz free energy 	 s contains the mechanical free energy of the
solid region, whereas 	 c is the free energy of the crack region inbetween the
crack surfaces. Because the crack domain is considered as non-solid, i.e. air or
similar, 	 c is set to zero due to the absence of continuum mechanical e�ects
and �c ≈ 0. By using Gauss’ theorem (2.24) and Reynolds transport theorem
(2.26), Equation (3.84) is re-written as

∫v {vi�ij,j + �ij "̇ij − �s d	 s

dt }dv
− ∫scs(t) �s	 svcsi ncsi da + d

dt ∫scs(t)Gcda ≥ 0, (3.86)

where jump quantities were dropped due to unde�ned mechanical stresses in
crack regions, and therefore the only in�uence on the crack-solid interfacescs (t) comes from the solid region’s Helmholtz free energy 	 s . The term �ij "̇ij
is the stress power with "̇ij as the rate of the strain tensor. Next, the time
derivative is evaluated and Gc is assumed to be isotropic, which gives

d
dt ∫scs(t)Gcda = ∫scs(t) {vcs⊥Gcncsi,i}da (3.87)
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where vcs⊥ = vcsi ncsi is the scalar normal velocity of the crack-solid interface andncsi,i is the mean curvature of the crack surface.

Letting 	 s = 	 s ("sij) and setting the strain tensor "sij = "ij due to a uni�ed
solid domain, the sharp interface model yields the following inequality,

∫v ⎧⎪⎪⎨⎪⎪⎩vi�ij,j + ⎛⎝�ij − �s )	 s)"sij ⎞⎠ "̇sij⎫⎪⎪⎬⎪⎪⎭dv
− ∫scs(t) {−�s	 s +Gcncsi,i}vcs⊥da ≥ 0. (3.88)

For arbitrary rates of strain "̇sij , the Cauchy stress follows the thermodynamic
relation �ij = �s)	 s/)"sij and for arbitrary velocities vi the static linear momen-
tum balance without body forces holds, �ij,j = 0. Further, an interfacial term
can be identi�ed, where a curvature modi�ed energetic crack resistance Gc is
balanced by mechanical free energy �s	 s.
To describe the crack-solid interface numerically, the crack surface is reg-
ularised analogously to Section 3.1.2 with an order parameter - or volume
fraction - �c, whose gradient �c,i extends the normal vector �eld ncsi smoothly
in the orthogonal direction from the hypersurface scs satisfying the eikonal
equation (see e.g. [45, 117, 186]). This generates a set of equidistant surfaces
parallel to the initial crack-solid interface, level sets, which are represented by�c (xi , t) = const. The order parameter is chosen to follow

�cs (w) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1, ∀w = 0 on scs

(1 − w� )2 , ∀0 < w < �0, ∀w ≥ � , (3.89)

which equals to a one-sided extension of thickness � of the crack-solid interface
from the crack region into the solid region, see Figure 3.11. The order parameter
follows a quadratic pro�le described by positions xi following the normal
extension of the hypersurface (in Equation (3.89), for simplicity, the positions
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Figure 3.11: Level sets and perpendicular rays along ncsi of the sharp interface scs

along the interface normal direction are denoted by w). In the phase-�eld
context such a pro�le is of an “obstacle” type as it gives a well-de�ned interface
thickness. The pro�le function used is taken from the phase-�eld crack model
described in [130, 155].
The order parameter de�nes the normal vector ncsi = �c,i/√�c,j�c,j , which transfers
the curvature term Gcncsi,i into a phase-�eld formulation. Following [16, 179]
the analogy to Equation (3.19) for the crack surface is found as

Gcncsi,i = Gc
⎛⎜⎝

�c,i√�c,j�c,j
⎞⎟⎠,i

= Gc
�c,ii√�c,j�c,j − �c,i (√�c,j�c,j),i

(√�c,j�c,j)2
= Gc 1√�c,j�c,j

⎛⎜⎜⎝�c,ii − �c,i (√�c,j�c,j),i√�c,j�c,j
⎞⎟⎟⎠ .

(3.90)
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Further the terms √�c,j�c,j = −2�√�c,

�c,i (√�c,j�c,j),i√�c,j�c,j = 2�2
(3.91)

can be identi�ed, where the former de�nes the shape of the distribution func-
tion shown in Figure 3.12. To extend the crack-solid interface in normal

−2.0
−1.5
−1.0
−0.5
0.0

0 0.2 0.4 0.6 0.8 1

�(�c )
/-→

�c/− →
this work
Schneider et al., 2016

Figure 3.12: Comparision of the shape of phase-�eld fracture distribution functions with the one
used in Schneider et al. [155].

direction, a regularised delta distribution �� = √�c,j�c,j is chosen, which satis-
�es

1 = ∫ +∞
−∞ � (xi)dw = ∫ 0

−� �� (w)dw . (3.92)
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This choice also ensures the delta distribution in the sharp interface limit

� (xi = 0) = lim�→0− (�� (w)∣w=0)
= lim�→0− ((−2� (1 − w� ))∣w=0)
= lim�→0− (−2� ) → +∞.

(3.93)

Plugging the �ndings into equation (3.88), and assuming for the bulk Helmholtz
free energy �s	 s (�s, "sij) = �s�s	 s ("sij), where �s = 1−�c in the sense of order
parameters denoting volume fractions, the entropy inequality for a di�use
interface approach is

∫v ⎧⎪⎪⎨⎪⎪⎩vi�ij,j + ⎛⎝�ij − �s�s )	 s)"sij ⎞⎠ "̇sij⎫⎪⎪⎬⎪⎪⎭ − �s	 s�̇sdv
− ∫scs(t) {−√�c,j�c,j�s	 s +Gc (�c,ii − 2�2 )}vcs⊥dv ≥ 0, (3.94)

with the relation �ij = �s�s)	 s/)"sij for the Cauchy stress. The term −�s	 s�̇s ≥ 0
ensures, that in accordance with thermodynamics, the crack phase may only
be at rest or grow �̇c ≥ 0 as the free energy always follows 	 s ≥ 0. The
driving force is weighted by the distribution function

√�c,j�c,j as previously
done in [16, 179] and later applied for multiphase-�eld approaches in [47, 172].
A similar term is pointed out in Bourdin et al. [24], Tanné et al. [182], and
Farrell and Maurini [52] as their approach follows [7, 22, 127] which also use
techniques from image processing for regularisation. However, their termcw = ∫ 10 √w (s)ds generates a constant prefactor. Furthermore, we see that
due to the chosen pro�le, there is still a constant energetic crack resistanceGc in the absence of curvature due to the term 2/�2 independent of �c. This
resembles the classic criterion for crack growth formulated by Gri�th [65],

G −Gc ≤ 0, (3.95)
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which predicts crack propagation when the energy G surpasses the energetic
crack resistance Gc and which was discussed in Section 2.2.2. The crack propa-
gation is driven by the formation of new crack surfaces, which continues until
the above inequality is ful�lled again, or the stressed region exhibits complete
failure. Still, for non-planar crack surfaces, the phase-�eld formulation has an
intrinsic curvature dependence, which is non-physical in the case of a crack
description. Crack propagation should solely depend on mechanical energy
and should not be curvature-driven. To suppress the curvature in�uence, the
evolution equation for the crack phase is modi�ed by a counter term, as intro-
duced by Folch et al. [53]. A further common and wide-spread modi�cation
aims at the the Helmholtz free energy comprising the elastic energy. As a
crack generally only propagates under tension, the Helmholtz free energy is
re-written with the spectral decomposition of the strain tensor "ij as suggested
by Miehe et al. [120]. Hence, the mechanical energy acting on the crack surface
is modi�ed to

−√�c,j�c,j�s	 s ("ij) → −√�c,j�c,j�s	 s ("+ij) , (3.96)

so that only tensile strains "+ij induce an energetic contribution, compressive
strains are neglected. A last change to the model involves factors k and kel,
which scale the energetic crack resistance and the elastic energy acting on the
crack surface, respectively. The reasoning is the same as presented in the work
of Schöller [160]. Integrating the crack surface terms in the interface normal
direction de�nes the the factor k via

∫ L0 kGc (�c,ii − 2�2 )dl = ∫ �c,BC0 4kGc√�cd�c != Gc (3.97)
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as k = 3/8 (�c,BC)−3/2, where the border crack value �c,BC modi�es the volume
fraction above which the structure exhibits local failure by setting

�c = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
�c, ∀�c < �c,BC1, ∀�c ≥ �c,BC

. (3.98)

When the border crack value is lowered, the cut-o� energy is redistributed
to the remaining �c range. With the factor kel, the gradient-free part of
the energetic crack resistance is harmonised with the elastic energy for the
equilibrium condition. Again by integrating in the interface normal direction,
the factor kel is found to be

kel = 2kN√�c,BC (1 − 0.5�c,BC) , (3.99)

where the assumption Gc/(�x�s	 s) = 1 (released energy times spatial discreti-
sation matches energetic crack resistance) is used for derivation. All modi�ca-
tions involving integrating over the interfacial region are for a planar interface,
and therefore might not scale correctly at the crack tip. For the evolution of
the crack phase an Allen-Cahn equation is used, which is noted as)�c)t = Mcs {kGc (�c,ii − 2�2 )

−√�c,j�c,j ⎛⎜⎜⎝kel�s	 s − kGc
⎛⎜⎝

�c,i√�c,j�c,j
⎞⎟⎠,i

⎞⎟⎟⎠
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭

,
(3.100)

where Mcs is a mobility parameter.

3.3.2 Modelling crack resistance in solid-solid interfaces

A common approach for material parameters inside the interfacial regions
is an interpolation using the order parameters [123]. Therefore the natural
treatment of the energetic crack resistance Gc in the presence of two solid
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phases �� and �� has the interfacial crack resistance given as the arithmetic
average using volume fractions

Gari,c (�s) = �̄�Gc,� + �̄�Gc,� , (3.101)

with �̄� = ��/(∑�∈s ��) being the volume fraction of phase � normalised by the
sum of the locally occurring solid phases (based on Schneider et al. [155]). In
the scope of FRTS this approach is able to cover the bulk failure mechanisms,
namely matrix rupture and �bre breakage, but cannot map the third relevant
mechanism of interface failure (see Section 2.2.4). The smooth transition of or-
der parameters in interfacial regions gives a convenient tool to modify material
behaviour at phase boundaries. Under the assumption that the modi�cation
has its greatest di�erence from the standard behaviour at the centre of the
interfacial region, �� = �� = 0.5, the volumetric averaged crack resistance in
Equation (3.101) is modi�ed to

Gmod,c (�s) = Gari,c (�s) − {4�̄� �̄� (�̄�Gc,� + �̄�Gc,� −Gc,��)}
= �̄�Gc,� + �̄�Gc,�

− {4�̄� �̄� (�̄�Gc,� + �̄�Gc,� −Gc,��)} .

(3.102)

Here, Gc,�� is the interfacial crack resistance for a speci�c solid-solid interface�-� . In Figure 3.13 the behaviour is shown for a binary interface, where the
minimum is reached at the 0.5 level set.

3.3.3 Validation and behaviour

In the following three paragraphs, the previously derived model for phase-�eld
crack propagation is evaluated. Firstly, the model is checked for accordance
with the Gri�th criterion (see Section 2.2.2) at di�erent spatial discretisations
and interface widths. Additionally the in�uence of the border crack value�c,BC is examined. Next, the behaviour of the curvature-free formulation and
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(x⟂ − x|||s��) /L →
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1.0 �̃�Gari,c(�s)Gmod,c(�s)

Figure 3.13: Gc (�s) development along an interface normal coordinate x⊥ within an interface
of thickness L. Comparison of (standard) arithmetic and modi�ed interfacial crack
resistance calculation.

the distribution function
√�c,j�c,j is qualitatively shown. Lastly, the previously

introduced solid-solid interface crack resistance Gc,�� is used in di�erent two
phase domains which vary in geometry and material properties. The e�ect
on crack paths is examined and discussed. Generally, for all simulations an
equidistant mesh is used. The evolution of the crack phase is computed using
Equation (3.100) within a �nite-di�erence scheme, which is solved explicitly
by a forward Euler integration, where the elastic energy is calculated on the
basis of mechanics solved by the static linear momentum balance, �ij,j = 0, for
which linear elements with full integration are used. Furthermore, the two
�elds are solved in a staggered manner.

Gri�ith criterion in bulk phases Gri�th’s criterion, which was discussed
in Section 2.2.2, is used to evaluate the phase-�eld fracture model for quanti-
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tativeness. The setup is taken from Schöller [160] and uses two-dimensional
domains of di�erent sizes, spatial discretisations and interface widths. For a
grid spacing of �x = 2.0 μm the plane strain simulation domain has a size of{200 μm}2, for �x = {1.0, 1/2, 1/3} μm it is {150 μm}2 and the �nest resolution�x = 1/4 μm uses a size of {100 μm}2. For each spatial discretisation an extra
layer is added in both dimension to have an odd number of phase-�eld cells
to be able to place the initial crack exactly in the centre between the loaded
boundaries. The z-boundaries are �xed in the orthogonal direction, whereas
the x-boundaries exhibit an orthogonal displacement in the normal direction
of ū = {0.001 ⋅ domain length} (see Figure 3.14a). The border crack value is
kept constant at �c,BC = 0.975 for all simulations of this study. Each simulation

z

x

nCi
J integral contour

�: solid crack

ū

ū
(a) Schematic initial domain for Grif-

�th point evaluation with bound-
ary conditions ū and exemplaryJ -integral path.

interface width in cells→

Gc /J→

10 15 20
0.80
0.85
0.90 �x = 2 �m�x = 1 �m�x = 1/2 �m�x = 1/3 �m�x = 1/4 �m

(b) Gri�th point: Energy J needed in relation to ener-
getic crack resistance Gc for crack growth. Di�er-
ent number of interface cells and mesh resolution.

Figure 3.14: Evaluation of the Gri�th point for the presented phase-�eld fracture model. A fraction
of Gc/J = 1 perfectly ful�ls the Gri�th theory.

setup is tested with four interface widths of {9, 12, 15, 18} cells. The fraction of
energetic crack resistance to dissipated energy, Gc/J , is calculated by starting
each simulation setup with a su�cient high Gc, which is iteratively lowered
until the crack tip is just not propagating yet. For this con�guration, theJ -integral (see Section 2.2.3) is evaluated, as demonstrated in Figure 3.14a. The
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results of this simulation study are depicted in Figure 3.14b. All con�gurations
overestimate the energetic crack resistance Gc by at least 10% up to approx-
imately 20%. By resolving the domain with a smaller spatial discretisation,
the model converges in its behaviour, but also shows the highest deviation.
By extrapolation towards a sharp interface solution (zero interface cells) the
conclusion might be drawn that each resolution proceeds towards a fraction
of Gc/J = 1, which indicates that in the limiting case the Gri�th criterion could
be met. As the phase-�eld method needs a certain number of interface cells
to work numerically, this cannot be examined. Another trend to be observed
is the �attening and partial rising of the fractions for wider crack interfaces.
This is mainly due to de�ciencies in the model, caused by the pro�le function
chosen (see Equation 3.89): The more interface cells are allowed, the higher
are the crack phase values �c close to the crack surface. Because the distance
in crack phase value to �c = �c,BC, and hence local failure, becomes smaller,
small increments of crack phase may easily cause to reach or surpass �c,BC.
To further estimate the in�uence of the border crack parameter, a further sim-
ulation study is shown in Figure 3.15, where the domain setup for �x = 1.0 μm
with 12 interface cells is used and �c,BC is varied. The results predict that for

�c,BC →

Gc /J→

0.88 0.9 0.92 0.94 0.96 0.98 10.80
1.00
1.20
1.40

crack propagation
dependent on border crack

Figure 3.15: In�uence of the border crack value �c,BC on the Gri�th point for �x = 1.0 μm and 12
interface cells.
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0.93 < �c,BC < 0.94 the Gri�th criterion is ful�lled. However, this adjustment
is only valid for the chosen combination of spatial discretisation and number
of interface cells. Hence, a general, �xed set of model parameters to meet the
Gri�th criterion is not available. In the following and regarding the appli-
cation in Section 4.4, the presented phase-�eld fracture model is not further
evaluated for quantitativeness, but the general and qualitative behaviour is
characterised.

Curvature influence and distribution function The two main features
of the derivation of the phase-�eld fracture model presented in Section 3.3.1
are the distribution function,

√�c,j�c,j = − 2�√�c, which is new in the context
of crack propagation, and the modi�cation to neglect the curvature in�uence
by subtracting the sharp interface curvature formulation as presented by
Folch et al. [53]. As shown in Figure 3.16 the plane strain domain has a
size of {101mm}2 and a spatial discretisation of �x = 1.0mm is used. For
comparison, the behaviour of the model of Schneider et al. [155] is given
at equal simulation steps. From the initial setup presented in Figure 3.16a
the e�ect of the curvature counter-term is recognised. By subtracting the
curvature e�ect the interface pro�le is preserved around the crack tip for the
derived model, while the conventional model exhibits a distorted interface due
to large curvature at the tip. This may have an impact on the representation
of the energetic crack resistance Gc,�� , which is only valid for a perfectly
undistorted interface pro�le. In Figures 3.16b and 3.16c the same load as in the
previous paragraph is applied, but ampli�ed by a factor of 2 and 5, respectively.
Here the in�uence of the distribution function shape (cf. Figure 3.12) becomes
apparent. While the distribution function of the conventional model is unable
to keep the interface pro�le and its width, the one derived from sharp interface
regularisation barely shows any distortion, even at elevated loads. Similar to
the in�uence of the curvature mentioned above, the progressing stretch of
the interface pro�le may cause an alteration in the energetic crack resistance.
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(a) Initial con�guration without external load: In�uence of curvature subtraction.
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(b) Crack propagation due to distribution function, moderate external load ũ = 2ū
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(c) Crack propagation due to distribution function, strong external load ũ = 5ū
Figure 3.16: Comparison of a phase-�eld fracture model with curvature term and conventional

distribution function (left, [155]) with the phase-�eld fracture model presented in this
work (right). In�uence of curvature term and distribution function.
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By using the presented square-root shaped function, this behaviour can be
prevented. This is especially important as in general model validation or
�tting for the Gri�th point requires only loads close to equilibrium, for which
no interface distortion is to be expected. Testing away from equilibrium is
barely done, even if the model is used in non-equilibrium scenarios afterwards.
Such implementations of the Gri�th criterion, even if done thoroughly, may
therefore lack validity if applied loadings leave the equilibrium range.

Crack propagation in the presence of a solid-solid interface The in�u-
ence of this modi�cation is qualitatively investigated by means of �ve di�erent
simulation domains, shown in Figure 3.17, which consist of a glass �bre phase�GF di�erently embedded in a thermoset phase �TS. Here the interest lays
in to which extent it is possible to model typical behaviour of FRPs such as
debonding with the introduced Gc modi�cation and to illustrate di�erences.
A displacement load ramp is applied locally until complete separation of the

30° 45° 60° 90° circle

201 μm

201μm

201 μm

201μm

201 μm

201μm

201 μm

201μm

201 μm
201μm

thermoset glass �bre crack (�c ≥ 0.9) displacement load

Figure 3.17: Initial domains �lled with di�erently oriented glass �bre phase �GF surrounded by a
thermoset matrix phase �TS (solid phases shown up to �GF = �TS = 0.5). The initial
crack �c is loaded by a displacement ramp. Domain boundaries are stress-free.

domains. The plane strain domains have a size of {201 μm}2 with �x = 1.0 μm
and their boundaries are stress free. In Figure 3.18 both phases have the same
material properties, but each column di�ers in how the energetic crack resis-
tance Gc is modelled in the solid-solid interface region. The material properties
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Gc,�� /(J/m2) none 0.1 0.01
30°

45°

60°

90°

circle

Figure 3.18: Simulation runs on domains speci�ed in Figure 3.17. Comparison of the in�uence of
di�erent Gc,�� values on crack propagation in phases with the same elastic properties
and bulk crack resistances.
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are an elastic modulus of E = 10GPa, Poisson’s ratio of � = 0.3 and a bulk
crack resistance of Gc = 1.0 J/m2. For unmodi�ed Gc, the crack propagates in
all �ve cases straight to the right side of the simulation domain. Lowering
the interfacial crack resistance with Equation (3.102) to 1/10 of the bulk values
changes the crack path signi�cantly. As long as the crack reaches the solid-
solid interface below an angle of 90°, the fracture happens along the materials’
interface with certain deviations close to the domain boundaries. In the case
of the 90° and the circle scenario, the lower Gc,�� is not able to change the
crack path. Lowering the interfacial crack resistance further to 1/100 of the bulk
values improves the fracture behaviour along the interface. For all cases the
crack changes its direction when arriving at the interface region. Furthermore,
for the 30°, 45°, 60° and 90° domains, the crack stays in the interface nearly
until reaching the domain boundary. In the circle domain the crack follows
the circumference over a long distance for more than 90°. When not reaching
the di�use interface orthogonally, the lowered interfacial crack resistance has
the e�ect of de�ecting the crack path to directly reach the interface’s 0.5 line,
which shows as a kink in the growth direction before following the interface.
This e�ect may be minimised by narrowing the di�use interface.
When assigning di�erent material properties to the thermoset (ETS = 10GPa,�TS = 0.3, Gc,TS = 1.0 J/m2) and glass �bre (EGF = 100GPa, �GF = 0.3, Gc,GF =0.5 J/m2) phase, as is done in Figure 3.19, the bulk properties superimpose on
the previously discussed fracture behaviour. By making �GF sti�er than �TS,
the glass �bre phase acts as a barrier to fracture in this loading scenario - even
with a lower bulk crack resistance. Therefore, even for no interfacial crack
resistance, fracture paths are observed which follow the material interface
to a certain extent. The most obvious di�erence is that the crack does not
grow orthogonally to the di�use interface centre, which can be seen in the90° and circle domain. Additionally, as soon as the interface direction changes
unfavourably, as in the circle domain, the crack path soon leaves the di�use
interface region. The obstacle behaviour of �GF also in�uences the simulations
with lowered Gc,�� . Generally for the 30°, 45°, 60° and 90° domains the crack
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Gc,�� /(J/m2) none 0.1 0.01
30°

45°

60°

90°

circle

Figure 3.19: Simulation runs on domains speci�ed in Figure 3.17. Comparison of the in�uence of
di�erent Gc,�� values on crack propagation in phases with di�erent elastic properties
and bulk crack resistances.
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now stays in the interface until reaching the domain boundary - for both Gc,��
values. With Gc,�� = 0.01 J/m2 debonding in both �bre directions may now
also be observed for the 45° and 60° domains. Additionally, for Gc,�� = 0.1 J/m2,
crack propagation may happen along the interface for the circle domain, un-
derstandably to a lesser extent than with Gc,�� = 0.01 J/m2.
The qualitative simulation results in Figures 3.18 and 3.19 emphasise the im-
portance of introducing an interfacial crack resistance to capture certain FRP
behaviour as debonding. Therefore in the following, all subsequent simulation
results are achieved by using a lowered crack resistance in the di�use interface
region.

3.4 Reaction description in molecular dynamics
The molecular structure of amorphous polymers, or thermosets particularly,
is highly unstructured and disordered [139]. Free chain lengths, cross-links
and con�gurations often occur with a certain distribution, which makes the
generation of arti�cial networks a demanding task. Hence, if a polymer net-
works is the subject of simulation-based research it often is generated with
appropriate reaction algorithms within the simulation software itself. Di�erent
approaches exist (see, e.g. [86]), and in most cases the generation does not
make use of dynamics, but statically expands the polymer network by loop-
ing bond formation criteria and a subsequent energy minimisation to adjust
atom positions. Reaction algorithms mainly follow the ideas of a maximum
bond formation distance (e.g. [44, 76, 200, 202], among others) and sometimes
incorporate the in�uence of local temperature and energy barriers, e.g. via a
Arrhenius-type equation (see [136, 137]). The reaction algorithm used here
closely follows these ideas, but adjusts these in the context of the resin type
used, whose curing reactions form urethane connections, radically propagated
cross-links and peroxide group dissociations (see Section 2.3.1). In contrast to
most works in molecular dynamics the reaction algorithms are applied during
dynamic simulation runs to allow for a more random and natural bond forma-

127



3 Models used in Phase-field and Molecular Dynamics Simulations

tion process. The reaction algorithms presented in this section �rst appeared
in Schwab and Denniston [164].

3.4.1 Atomistic reaction modelling

The reaction algorithm consists of three parts, which enables the simulation of
the curing process of a UPPH resin (see Section 2.3.1). There exist modules for
bond formation, covering urethane and the radical reaction, and for bond dis-
sociation to simulate the initiation of the radical reaction by peroxide cleavage.
A third module modi�es parts of the atomic force calculation prior to time
integration. The modi�cations include bond potential softening and disabling
other intra-molecular potentials for transient bonds, which occur during the
urethane reaction, and the introduction of auxiliary charges to pre-de�ned
atoms to mimic radical atoms by introducing nucleophile and electrophile
centres [114]. The basis for all presented algorithms are the �x bond/create and
�x bond/break algorithms of LAMMPS and further work on this topic done by
Sirk et al. [50, 86, 167].

Bond dissociation Algorithm 3.20 describes the bond dissociation (B/D)
procedure in a �ow chart. If the module is active, the procedure is executed
every N f time steps if the absolute system temperature � is above a threshold
temperature �min. Within the subroutine all bonds are looped over, and their
bond type is compared to bond types bd de�ned to be dissociable. Each eligible
bond is further processed if the calculated distance of the bond atoms is above
a minimum dissociation distance dd, which is comparable to maximal bond
formation distances described in [44], among others. A last check before a
bond is �nally marked to be dissociated compares a randomly drawn numberP ∈ [0..1] against a bond-speci�c calculated threshold fraction. This fraction is

128



Reaction description in molecular dynamics 3.4

Post integration

Bo
nd

di
ss
oc

ia
ti
onStart

B/D active?

Finished

n

step%N f?

� > �min?

y

y

n

n

Loop bonds bi

y, k = 0

bi = bd? i < imax?n

y

di > dd?
P > F?

Save bonds
to dissociate

bond array

F (�E, �l)
�l (bi)

y

y

y

k++

n

n

Update topology k > 0?

y

y
n

Legend:

Start/Stop

Process

Prede�ned
Process

Decision

data in/out
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calculated by using an Arrhenius-type equation based on reasoning done by
Okabe et al. [136, 137],

F = exp(− �EkB�l ) , (3.103)

where kB is the Boltzmann constant and �l is the local temperature. Instead
of an actual activation energy �E the di�erence between potential energy of
the bond, Eb (bi), and the dissociation energy of the bond type, Ed, is used
(see, e.g. [17, 39, 40]). Bonds relatively close to their equilibrium length haveF ≈ 1, which results in a very small probability to dissociate the bond even at
probabilities P ≫ 0. If the local temperature �l rises, e.g. through an elevated
system temperature, the bond length tends to �uctuate and elongate more
which re�ects in higher Eb (bi) and ultimately in a lower threshold fractionF . When the criterion P > F is ful�lled, the bond is broken. After all bonds
are looped over and at least one bond was broken, all other intra-molecular
connections (see Section 2.3.2) have to be updated. All interactions which
partially consisted of the dissociated bonds are removed from lists for force
calculation, which completes the dissociation process. This procedure is used
to initiate the radical cross-linking reaction by breaking peroxide bonds.

Bond formation The procedure for bond formation (B/F) is summarised in
Figure 3.21 as a �ow chart. If active, the procedure is executed every N f time
steps. All atoms ai are looped over, and for each atom ai its neighbour atoms aj
are looped over as well. Each atom pair {ai , aj} is checked to see if it consists
of the bond partners for the pre-de�ned bond type bf to be formed. Next,
criteria of distance and probability are applied to determine the admissibleness
of forming the new bond. Basically it is the inverted criteria already used
for dissociation in the previous paragraph. Firstly, all bond partners being
at distance beyond a formation distance d f are sorted out. The remaining
eligible atom pairs draw a random number P , which is compared to a threshold
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fraction of the Arrhenius type equation (3.103). The new bond is established
when the probability P is smaller than F , which makes bond formations more
probable the closer the bond partners are to their equilibrium distance. This
avoids bond formations with initially unnatural bond stretches. At elevated
local temperatures�l the probability for bond formation of atoms further apart
becomes more likely. Bond partners satisfying these conditions are saved to
update the molecular topology at the end of the procedure. Here, for every new
bond the newly introduced intra-molecular connections are built and saved for
force calculations. A last feature of this procedure is the possibility of allowing
a side reaction (S/R), which is necessary to be able to simulate the formation of
a urethane bond (see Figure 2.13). The idea is to create the new carbon-oxygen
bond of the urethane connection by the standard procedure, and if such a bond
is eligible to form, a side reaction is trigged to donate the hydrogen of the
oxygen to the nitrogen, which completes the chemical reaction. This exchange
is also saved to update the molecular topology accordingly. Furthermore the
new bond partners introduced by the side reaction are saved as transient bonds.
The purpose of this additional list is explained in the following paragraph.

Force calculation modifications The overall bond formation procedures
also install two modi�cations in the force calculation, which are necessary
to handle the urethane and the radical reaction properly (see �ow chart in
Figure 3.21). As stated in the previous paragraph, the newly formed bonds,
initiated by a side reaction, are saved in a separate list. These bonds are
established at the time of formation of the new main carbon-oxygen bond.
This makes the donation of hydrogen to nitrogen ad-hoc, which may lead
to unnatural bond con�gurations as no prior bonding criteria are checked
for the side reaction. With the list of transient bonds, the force calculation
softens these bond potentials and removes other intra-molecular forces to
allow for a slow and smooth transition of the hydrogen to an equilibrium
con�guration towards the nitrogen atom. Every time the bond formation
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procedure is executed in the post integration module, all saved transient bonds
are checked to see if their equilibrium is in range. The criteria for this are
the same as for a standard bond formation. If the checks are positive, the
respective bonds are deleted from the transient list and the full intra-molecular
potentials start acting on them. The second modi�cation introduces a radical
atom list, which can be activated in case a radical polymerisation has to be
simulated. The force calculation assigns pre-de�ned auxiliary charges to atom
types saved in this list to mimic electrophile and nucleophile centres, and
hence radical atoms. With these auxiliary charges the respective atoms are
preferably found by each other, thus taking care to produce a proper radical
propagation. Dependent on the magnitude of auxiliary charge this feature is
able to increase molecule movement on the basis of the Coulombic force to
speed up chemical reactions signi�cantly, which is necessary to reduce the
reaction time to �t into the molecular dynamics time scale. A discussion on
e�ects of this speed-up is found in Section 3.4.2.

3.4.2 Reaction processes using a virtual resin system

In this section the molecular dynamics models and procedures introduced
above are tried to see their general behaviour. As a test case, a virtual resin
system (see Appendix B) is used, which is loosely related to the UPPH resin
system described in Section 2.3.1. The simulation domain consists of 7,500
atoms with the composition described in Section 2.3.1. The simulations shown
�rst examine the in�uence of auxiliary charges on reaction speed and possible
in�uences on the polymeric networked formed. Secondly, both urethane and
radical reaction procedures are tested.

Influence of auxiliary charges In Figure 3.23a, the number of urethane
connections formed over reaction time is shown. As pictured, the reaction
speed increases with the magnitude of auxiliary charges added to functional
groups. The increased Coulombic forces lead to bond partners locating each
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other over far distances and moving faster towards each other. With increased
auxiliary charges the manner of bond formation also changes: The higher
the charges the closer at equilibrium distance are the bond partners at the
time of bond formation as depicted in Figure 3.23b. This is strongly connected
to the force �eld used (described in Section 2.3.2), which was not previously
designed to account for reactions happening. Hence, without a modi�cation
such as the introduction of the auxiliary charges, atoms would not be able
to move distances which would allow for bond formation in a reasonable
time scale. Therefore, the auxiliary charges are a necessary tool to allow for
bond formation at reasonable distances, which can be seen in Figure 3.23b.
With lower auxiliary charges, bond formation happens at increasingly high
distances, causing high initial bond stretches of the newly formed bonds, which
is numerically undesirable. Furthermore, with the bond criterion based on
the Arrhenius-type equation (3.103) in mind these bonds have a very low
probability of being formed and their formation happens rather randomly.
When disabling the auxiliary charges bond formations would not happen on
the MD time scale, if not completely prohibited by the force �eld. While this
approach is based on physical ideas, its consequences are of an arti�cial nature
as the only purpose is to enable bonding in the chosen MD framework. It is
obvious that this approach narrows the opportunities of bond formation which
may occur on longer time scales, where molecule chains might re-con�gure.
This might lead to bond partners �nding each other and enabling energetically
more favourable bond formations, which might be lost on the short MD time
scales and in combination with the implemented models. As a result the
formed polymer networks may not totally resemble their natural counterparts,
and di�erent auxiliary charges might further in�uence this behaviour. Figure
3.23c indicates this using the example of isotropic thermal conductivity �iso:
All simulations started with the same initial con�guration, but used di�erent
auxiliary charges for the urethane reaction. Analysing the resulting polymer
networks, for intermediate values of the auxiliary charges a fairly isotropic
material behaviour for �iso is observed. Elevated values for this arti�cial charge
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cause again stronger anisotropy, while also small auxiliary charges result in
this outcome. For this scenario a possible explanation might be the lowered
chance for chemical reactions as possible bond partners cannot easily move
into a reasonable vicinity. This might result in chemical bonds only forming
for con�guration which are more easily accessed, but thus also narrowing the
range of bonding con�gurations. As a standard thermoset generally does not
exhibit noteworthy anisotropy, the magnitude of auxiliary charges is in the
following chosen to be in the range of 1.5 to 2.0, dependent on the general
molecule size of the resin components and numerical stability. Hence, the
auxiliary charges are adjusted to a range which allows for reactions to happen
within the MD time scale, but also as slow as possible to give the reactants
enough time to form a more random polymer network.

Behaviour of reaction algorithms The range of implemented reaction
procedures is shown in Figure 3.24. The urethane reaction happens with aux-
iliary charges of qaux = ±1.5 and is depicted in Figure 3.24a, which leads to
nearly 100% conversion. As the urethane reactions should result in the forma-
tion of long polymer chains, which are barely interconnected, a conversion
of about 50% is set as the �nal state of the reaction. This serves as an input
for the radical polymerisation reaction, which is shown in Figure 3.24b. An
auxiliary charge of qaux = ±1.0 is assigned to radical atoms to mimic a free or
available electron. Accordingly to the reaction sequence described in Section
2.3.1, the simulation starts by dissociating the peroxide bonds, which form
radicals initiating the propagation of the radical reaction. The chain grows
by breaking the carbon double bonds of the cross-linking molecules, which
subsequentially also connect the polymer chains formed in the urethane reac-
tion. As usual in radical reactions if radical tips of cross-linking chains meet,
they terminate this particular radical propagation leading to a slower reaction
progress in combination with a diminishing amount of available molecules
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with carbon double bonds. The radical reaction ultimately stops when there
are no reactants left or if they are unable to reach each other.
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4
Simulations for and in the

Virtual Process Chain

On the following pages, the models derived in the previous chapter are used to
simulate di�erent aspects of the curing process of �bre-reinforced thermosets
(FRTS). The di�erent aspects - thermoset (TS) characterisation simulations on
a nano-scale, FRTS curing process on a micro-scale, and a follow up fracture
simulation - are connected within a virtual process chain. The virtual process
chain is introduced and explained in Section 4.1, where the consecutive order
of the simulated aspects is given and the objectives of each �eld of simulations
are outlined. In a �rst step, the curing process of the TS is simulated on the
nano-scale using molecular dynamics (MD). The setup and results of these
simulations are presented in Section 4.2. Selected results related to material
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properties of the TS are used as input parameters for the simulation of the
curing process of FRTS volume elements on a micro-scale within a phase-�eld
(PF) framework in Section 4.3. In a last step, eigenstrain �elds resulting from
the curing process simulations are used to examine the micro-crack behaviour
of the FRTS volume elements. This happens also on the micro-scale and within
the PF framework and may be found in Section 4.4.

4.1 Virtual process chain and simulated steps
In the style of the industrial processing of FRTS, outlined in the introduction
chapter 1, a virtual process chain is introduced in Figure 4.1 to illustrate the
connection of simulation input, output and chronology. The general input for
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Figure 4.1: Virtual process chain: Input and output of the single simulation steps and their sequence
in time.

the simulations of the virtual process chain are the materials and substances
as well as their composition and arrangement on a micro- and nano-scale.
Furthermore, for the process itself parameters arising from the industrial pro-
cess are used as boundary and initial conditions for the simulations. From
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the former, adequate and representative simulation domains may be �lled
or generated. In the case of the PF simulations on the micro-scale, volume
elements may be created from either real data, i.e. computed tomography of
details of a macroscopic structure, or arti�cial data, i.e. created with algorithms
capable of generating images of realistic microstructures. Together with the
boundary and initial conditions these volume elements are the simulation
domains for the micro-scale curing process. These simulations themselves
rely on a set of material properties (cf. Table 3.3) describing the substances
which populate physical regions in a volume element, i.e. glass �bres and TS
matrix. Commonly these material parameters are retrieved by appropriate
experiments or values from literature. In this work a larger portion of the
material properties describing the TS matrix is calculated from MD simulations
conducted on a nano-scale.
In order to calculate material parameters of a substance by means of MD
requires having molecular representations of the TS matrix. As the polymer
chain network, in general, is quite irregular and of low order, these nano-scale
representations are generated by simulating the curing reactions explicitly.
These simulations need the composition of the TS resin, the molecular struc-
ture of each resin component and the knowledge about the involved curing
reactions as an input. With the same boundary conditions as used on a micro-
scale the curing process is simulated on the basis of algorithms mimicking
bond formation and dissociation. The resulting polymer networks are then
analysed in simulation setups measuring the change in state variables of the
system domain such as volume or total energy. Either through statistical
mechanical or experimental approaches thermodynamic properties may be
calculated from the measured data. A convenient side-e�ect in using MD for
retrieving material properties is that these may be calculated easily in di�erent
setups of constant temperature or constant degree of cure.
With the list of material properties being completed through MD simulations,
experimental and literature data the FRTS curing process is simulated within
the PF framework. These simulations allow tracking of the development of
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quantities such as temperature or mechanical stresses induced by the curing
process and analysis of locations where quantities adopt maxima or minima.
In a next step, the mechanical eigenstress or eigenstrain �elds �̃ij (xi), "̃ij (xi)
may be used to analyse the respective volume elements for the formation and
propagation of micro-cracks.
The results on the micro-scale may �rstly be used to further understand be-
haviour and processes within the FRTS microstructure, and furthermore, they
may be used as input data in the form of eigenstress or damage in macro-scale
simulations of whole structures. Secondly, this virtual process chain could be
cycled to study the in�uence of di�erent sets of process parameters, hence
boundary conditions, or material con�gurations on the resulting mechanical
behaviour. Sets of process parameters and microstructure con�gurations may
be identi�ed which keep process induced eigenstresses and micro-cracks at a
minimum and therefore enhance the macroscopic material behaviour. Lastly,
the same procedure may be performed on a nano-scale by studying the in�u-
ence of di�erent resin components and curing parameters on the resulting
polymer network behaviour, creating a possibility to �nd a thermoset with
improved material properties.
Within this work, the virtual process chain is tested, and the connection and
interplay of the single simulation steps and techniques is demonstrated. A
further analysis in the form of simulation studies on process parameters or
with the intent of material improvement is not the scope of this work.

4.2 Material properties through molecular
dynamics simulations

Within this section MD setups are used to simulate the curing process of a
TS resin on the nano-scale. As mentioned in Section 1.2, the simulations are
conducted with the open source software LAMMPS [150] and use the models
described in Section 3.4.1. The reaction process and progress is presented and
on the basis of these results material properties of the TS are calculated. Fur-
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thermore, the evaluation happens at di�erent degrees of cure and temperatures
to be able to describe the development of material properties throughout the
complete curing process. The results of this sections are partially published in
Schwab and Denniston [164].

4.2.1 Representation of the resin and simulation setup

Generally, if not mentioned otherwise, each MD simulation uses an NPT
ensemble, thus describing a constant number of atoms, constant pressure
and constant temperature. Within LAMMPS this is implemented by �x nve
for the time integration, while temperature is controlled with a Langevin
thermostat (�x langevin) and pressure is governed by a Berendsen barostat (�x
berendsen/press). Furthermore all system domains use periodic boundaries and
parameters use LAMMPS real units.
Based on Section 2.3.1, the TS resin’s molecule types are built in the open-
source software Avogadro [9]. All molecule types are placed into a simulation
domain following the compound’s composition listed in Table 2.3. The �lling
happens randomly in position and orientation as noted in the �rst step of
Figure 4.2. For this purpose, and for adequate and unproblematic �lling, the
initial simulation box size is chosen to the volume occupied by the largest
occurring molecule times the total amount of molecules. To complete the
initial �lling, the molecules’ atoms and potentials have parameters assigned
according to the Compass force �eld [176–178]. A small number of potentials
whose parameters are not available in literature have parameters assigned to
potentials resembling atoms of the same group of the periodic table. Potentials
describing cross-terms are left blank if not parametrised in literature. After the
simulation domain is �lled, a randomisation run is started. At a high absolute
temperature the molecules may move into random positions. In a next step the
simulation box is compressed towards the expected mass density. This happens
step-wise in a cycle of volume shrinkage, minimisation and equilibration runs.
Lastly, the shrunk system domain is equilibrated at room temperature and
standard pressure to allow the system to relax towards its natural mass density.
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Figure 4.2: Pre-processing of the system domain: Filling, compression and equilibration.

The actual curing reaction simulations are performed according to the resin’s
two-step procedure, which is also applied in industrial processes (cf. Section
2.3.1). A summary of its realisation in the scope of MD is given in Table 4.1,
which is based on [25]. Following this process, the polyurethane reaction is

run time �t ensemble temperature pressure
in ps in fs in K in atm

urethane 500 0.1 NPT 313.0 1.00
radical 500 0.1 NPT 418.0 98.69

Table 4.1: Curing reaction simulations: Parameters used for the two-step reaction.

carried out �rst. The simulation happens at a temperature of � = 313K and
standard pressure. To create the urethane connections the bond formation is
allowed between hydroxyl and isocyanate groups following the algorithms
described in Section 3.4.1. To accelerate the reaction, auxiliary charges of
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qaux = ±1.5 are applied. For the probabilistic part of the bond formation
algorithm, bond dissociation energies of Ed = −85.56 kcal/mol (C-O) and Ed =−93.45 kcal/mol (N-H) are used [17, 39, 40]. The reaction is considered complete
when approximately 50% conversion is reached. This percentage is chosen
arbitrarily, but accommodates the fact that this reaction yields the creation
of long polymer chains with few loose interconnections. A 100% conversion
would indicate a dense polymer network, which is not desired but likely to
happen in small well-mixed system domains. For the second reaction step,
the radical polymerisation, the temperature is changed to � = 418K and the
pressure is set to p = 10MPa (≈ 98.69 atm) to simulate the mould pressure. The
dissociation of the peroxide bond is allowed for temperatures � > 333K and to
guarantee breakage, the dissociation energy is kept low (Ed = −0.001 kcal/mol).
For the radical centres the auxiliary charges are set to qaux = ±1.0 to resemble
free electrons and electron clusters. The formation of C-O bonds uses againEd = −85.56 kcal/mol, while C-C bonds have Ed = −82.70 kcal/mol [17, 39, 40].
Both reaction steps are simulated for t = 500ps, which is su�cient to reach
acceptable chemical conversions.
To verify the repeatability of the reaction simulations and for later use in
material property evaluation, di�erent con�gurations of the resin system are
realised. Three di�erent con�gurations of a small system domain comprising
approximately 14,000 atoms are set up. A fourth, larger system is eight times
the size of a small one and hence is �lled with about 112,000 atoms.

4.2.2 Thermoset curing simulation on the nano-scale

In this section, the curing reaction simulations of the UPPH resin are presented.
Firstly, the conversion with respect to the two chemical reactions is shown.
From these results basic properties are evaluated, namely the change in mass
density characterising the volume shrinkage due to the curing reaction and
the remaining amount of styrene molecules. Styrene is a volatile organic com-
pound (VOC), which may cause plastics to have a typical odour [201]. As a
last property in this section, the change in enthalpy is documented.
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The curing reaction is shown in Figure 4.3, separated into urethane polyad-
dition and radical polymerisation. Results are depicted for the small resin
systems as well as for the large resin system. Due to the auxiliary charges, the
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(a) Formed urethane connections: red crosses mark 50% conversion
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(b) Radical reaction steps, started at 50% urethane conversion

Figure 4.3: Hybrid resin systems: Urethane and radical chemical reactions.

chemical reactions happen in a reasonable MD time scale, and after t = 500ps,
the urethane reaction is far above the desired 50% conversion limit. The radical
reaction runs reach conversions of 96% - 97% in case of the small systems and
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95% for the large system. At this point the radical reaction is already visibly
diminished for both system sizes. This is mostly due to radical centres being
far apart either only able to reach each other on a much longer time scale, or
completely unable to reach each other due to already being well integrated in
the polymer network. The radical reaction itself follows the typical scheme
of initiation, propagation and termination. At the elevated temperature the
peroxide rapidly dissociates, leaving radical oxygen atoms behind. These
initiate the chain propagation by forming bonds with nearby carbon double
bonds, which continue the cross-link formation by successively connecting the
polyurethane backbones (see Figure 4.4). At later stages, if radical centres meet,
the respective chains are terminated. The remaining amount of cross-linking

radical conversion
0 % ≈ 50% ≈ 100%

backbone network
cross-linking

Figure 4.4: Hybrid resin system: Bonds forming cross-links are highlighted.

styrene molecules is listed in Table 4.2, which is not expected to signi�cantly
decrease further. The amount is also nearly identical for both system sizes.

small system large system
remaining cross-linkers 4.01 ± 0.57% 4.39%
Table 4.2: Remaining styrene molecules: volatile organic compounds

The remaining styrene molecules, especially at elevated temperatures, di�use
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from the TS network and may cause a typical odour [201]. The larger the
amount of remaining VOC the more persistent the odour may be, and elevated
amounts may pose health risks.
To evaluate the change in mass density and enthalpy, the simulation domains
are equilibrated at � = 293K and p = 1 atm. The starting point for these runs
are the domains after the urethane reaction and after the radical reaction.
Especially the change in mass density, and hence volume, is documented and
referenced at room temperature to not incorporate additional thermal expan-
sion at higher temperatures. The change in mass density is noted in Table 4.3.
Again, for both system sizes a similar result is obtained and the observed range
is typical for thermosetting resins. Other hybrid resins, e.g. presented in [190],
show volume shrinkages of 5.6% and 7.5%. Lastly, the change in enthalpy is

small system large system
total reaction −5.33+0.24−0.20 % −5.42%
radical reaction −4.70+0.34−0.30 % −4.55%

Table 4.3: Change in mass density due to chemical reactions (at � = 293K and p = 1 atm)

shown in Table 4.4, where both system sizes show a similar behaviour as well.
The change in enthalpy given here is the released reaction enthalpy, which
is an indicator for the exothermic character of the radical polymerisation. As
the chemical reaction algorithms are strongly simpli�ed and features a par-
tially arti�cial component due to the auxiliary charges, the released reaction
enthalpy is not expected to match closely to experimental values. In [163], on
the basis of DSC measurements of a hybrid resin, released reaction enthalpies
of around 200 kJ/kg are calculated. These values are found by integration of
the measured heat �ux (see Section 2.3.3), and therefore may also only be in
proportion to the true released reaction enthalpy.
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small system large system�ℎ in kJ/kg −80.47 ± 1.43 −80.90
Table 4.4: Change in enthalpy due to radical reaction (at � = 293K and p = 1 atm)

4.2.3 Evaluation and material property calculation

On the following pages, the previous curing process simulations are used to
determine a set of material properties necessary to describe the TS on a micro-
scale (cf. Table 3.3). For the material parameter evaluation, the techniques
described in Section 2.4, regarding equilibrium molecular dynamics (EMD) and
non-equilibrium molecular dynamics (NEMD), are used. If an equilibration run
is conducted prior to the evaluation run, the setup is generally an NPT ensem-
ble at p = 1 atm and the desired temperature. Properties are evaluated along the
complete curing process and for di�erent temperatures around room and mould
temperature. The degrees of cure are chosen to be preferably � u = {0, 50} % for
the urethane reaction and � r = {0, 20, 40, 60, 80, 100} % for the radical reaction,
where � u = 50% corresponds to � r = 0%. If speci�c degrees of cure are not
met by the curing simulations, states as close by as possible are picked. For an
unambiguous labelling of di�erent degrees of cure and chemical conversions a
notation of the form UxRy is adapted, where x is replaced by the amount of
urethane conversion and y respectively by the amount of radical conversion.
For example, the notation U50R33 would indicate a system domain, which has� u = 50% urethane conversion and � r = 33% radical conversion. The seven
distinct data points along the curing reactions are accompanied by up to four
temperatures located in the vicinity of the room and mould temperature, i.e.� = {273, 313, 398, 438} K. Together, the chosen degrees of cure and tempera-
tures span the space of material property dependence. For the initial degree of
cure of interest, U0R0, only the temperatures � = {273, 313} K are evaluated,
because the urethane reaction happens at temperatures � < 333K. There will
not be direct comparison of the calculated material properties to literature
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values of a speci�c thermoset, because hybrid resins are rarely characterised
and furthermore because the molecular structure and resin composition of
the examined resin is not available in full detail. However, a comparison to
material property ranges of common thermosets will be done.

Specific heat capacity at constant volume All system setups were �rst
equilibrated for t = 1ns in an NPT ensemble and then restarted and simulated in
an NVT ensemble for up to 5ns. The measured �uctuations in total energy and
temperature are used to calculate the mass speci�c heat capacity at constant
volume, cV, as denoted in Equation (2.75). The calculation happens for every
data point in temperature and degree of cure in the sense of a cumulative
average, which develops under consideration of all previous values of total
energy and temperature. Hence, as depicted in Figure 4.5, cV quickly converges

⋅106t/fs →

c V/(J /
kg

K)
→

0 0.5 1 1.5 2 2.5 3 3.5 4
0.00

1,000.00
2,000.00

cV datacV,ave = 2,061.11 J/kgK

Figure 4.5: Exemplary speci�c heat capacity evaluation for U50R72 at 313K

towards an average value as the occasional strong �uctuation has an decreasing
in�uence on the cumulative average. For every calculation the initial measured
data up to t = 1ns is excluded from averaging to avoid e�ects from switching
from the NPT to NVT ensemble. The results are listed in Table 4.5 and depicted
in Figure 4.6, respectively. Each cV is calculated as an weighted average of the
results of all three small resin systems. As the three resins systems may not
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(� , �) 273K 313K 398K 438K
U0R0+0−0 2,257+94−127 2,034+116−114 — —
U50R0+0−0 2,441+252−144 2,165+63−67 2,017+166−208 2,287+207−191
U50R20+0−0 2,362+149−92 2,337+74−90 2,273+134−82 2,246+516−334
U50R40+6−5 2,104+353−24 2,020+437−63 2,110+171−369 1,959+427−34
U50R67+5−3 2,484+229−202 2,299+116−238 2,298+74−93 2,497+286−188
U50R82+5−2 2,306+88−253 2,137+299−180 2,443+88−26 2,464+33−20
U50R97+0−1 2,124+308−224 2,071+330−256 2,298+127−143 2,696+658−166

Table 4.5: Speci�c heat capacity at constant volume as a weighted average of the small hybrid
resin systems, cV (� , �), in J/(kgK)

be evaluated at the exact same degree of cure, the calculated cV is assigned
to the respective average degree of cure. The calculated overall behaviour of
the speci�c heat capacity at constant volume, cV, is very diverse. Three main
characteristics of the behaviour are

• a prominent ditch along temperature for a degree of cure of about
U50R40,

• a crest-like structure on the left and right of the identi�ed ditch,

• and a deviation from this topology at high curing levels and elevated
temperatures, where cV peaks.

The general trend of cured thermosets of a rising heat capacity with temper-
ature [112] is observable, and the magnitude of cV is in an acceptable range
and agreement to polymers in general [63, 112]. The same trend is visible,
but to a much lesser extent, for lower degrees of cure, often going along with
an interim decrease of cV for intermediate temperatures. This rather rough
pattern of development with temperature is indeed observed for thermosetting
polymers [195, 196].
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Figure 4.6: Speci�c heat capacity dependent on degree of cure � and temperature �
Thermal conductivity As done previously, all system setups were �rst
equilibrated for t = 1ns in an NPT ensemble, and were then restarted and
simulated in an NVT ensemble for up to 5ns. During each NVT run the
Green-Kubo formula for the thermal conductivity (2.77) is evaluated. The
thermal conductivity is calculated each 8,000 time steps, which was tested to
be su�cient to have no auto-correlation of the heat �ux at the end of this time
interval, and hence integration is able to lead to a constant value. Additionally
it is pointed out that the centre-of-mass motion is subtracted during these
simulations to suppress convective heat �ux, which would be an undesired
in�uence on the measured thermal conductivity [83].
Because of the unstructured polymer network of amorphous thermosets, which
should not lead to a predominant direction for the heat �ux for su�cient large
domain sizes, the isotropy of the thermal conductivity is predisposed. As
depicted in Figure 4.7, the isotropic thermal conductivity is calculated for
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each combination of degree of cure and � temperature � on the basis of the
time steps of the last 1ns of the simulations. As described for the speci�c

⋅106t/fs →

�/(W /m
K )→

0 1 2 3 4 5−0.50
0.00
0.50
1.00

�xx,v1 �xx,v2 �xx,v3 �iso,v1 = 0.225W/mK�yy,v1 �yy,v2 �yy,v3 �iso,v2 = 0.231W/mK�zz,v1 �zz,v2 �zz,v3 �iso,v3 = 0.243W/mK

Figure 4.7: Exemplary thermal conductivity evaluation for U50R67 at 313K

heat capacity, the values of all three systems are combined via a weighted-
average for each data point in the parameter space. The results are listed in
Table 4.6. In Figure 4.8 the same values are shown in a three-dimensional

(� , �) 273K 313K 398K 438K
U0R0+0−0 0.210+0.002−0.003 0.215+0.006−0.010 — —
U50R0+0−0 0.225+0.005−0.008 0.225+0.016−0.008 0.225+0.001−0.001 0.210+0.015−0.013
U50R20+0−0 0.225+0.008−0.006 0.231+0.014−0.008 0.230+0.024−0.018 0.224+0.013−0.012
U50R40+6−5 0.226+0.012−0.017 0.233+0.012−0.010 0.223+0.007−0.012 0.231+0.010−0.014
U50R67+5−3 0.230+0.011−0.015 0.233+0.010−0.008 0.243+0.022−0.018 0.238+0.029−0.015
U50R82+5−2 0.239+0.018−0.022 0.234+0.004−0.007 0.246+0.012−0.017 0.254+0.015−0.017
U50R97+0−1 0.259+0.010−0.014 0.246+0.010−0.015 0.261+0.011−0.010 0.235+0.012−0.016

Table 4.6: Isotropic thermal conductivity as a weighted average of the small hybrid resin systems,� (� , �), in W/(mK)

plot. The magnitude and the general trend of the thermal conductivity �
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Figure 4.8: Isotropic thermal conductivity dependent on degree of cure � and temperature �
for the fully cured system is again in agreement with values for thermosets
found in literature [63, 112], namely an increase in � with temperature is
found. Generally an increased thermal conductivity with degree of cure may
be expected due to an increasing cross-linking density, which facilitates the
transmission of temperature-dependent motions and vibrations.
Therefore, the overall picture meets the expectations, except for single data
points, e.g. at � = 438K and U50R97. The deviations from the pattern might
be straightened out by measuring additional realisations of the system domain
and by removing single outliers.

Thermal expansion and glass transition temperature In an NPT ensem-
ble a series of equilibration runs is conducted, each at a pressure of p = 1 atm,
but with di�erent constant temperatures ranging from 233K to 473K, applied
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in 10K steps, and every simulation runs for 0.1ns. The small resin system is
used and for every system, temperature and degree of cure the volume is aver-
aged over the last 50ps. The resulting volume is referenced to the volume at a
reference temperature of �Ref = 293K, and the same weighted averaging as in
the previous two paragraphs is applied for the three di�erent system domains.
The data points found are depicted in Figure 4.9, and �tted by a continuous
and piecewise linear regression allowing for one break point, where each
linear part resembles the thermodynamic relation (2.78). The break points are

�/K →

(V /VRef
)/-→

250 300 350 400 4500.95
1.00
1.05
1.10
1.15 U0R0

U50R0
U50R20
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Figure 4.9: Volumetric thermal expansion for di�erent degrees of cure � and with a reference
temperature of �Ref = 293K, black crosses mark the respective glass transition temper-
ature �g. Each shaded area indicates the 99.75% con�dence interval of the piecewise
linear �t.

associated with the glass transition temperature �g [98], and the slope of the
linear �ts below and above �g is the respective volumetric thermal expansion
coe�cient �vol. Via the simpli�ed relation � lin = �vol/3 the isotropic linear
thermal expansion coe�cient is calculated. The results are listed in Table 4.7.
By comparison to literature values [63, 80, 112] the thermal expansion values
appear to be in the range of typical thermosetting polymers. For �g only a
moderate increase is observed along the curing reaction range, which is in
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� �g in K �vol in 10−5 1/K � lin in 10−5 1/K� < �g � ≥ �g � < �g � ≥ �g

U0R0 327.6 59.6 89.8 19.9 29.9
U50R0 346.3 57.7 88.0 19.2 29.3
U50R20 351.7 50.3 80.1 16.8 26.7
U50R40 334.1 41.0 66.1 13.7 22.0
U50R67 345.2 33.0 53.6 11.0 17.9
U50R82 358.4 30.2 48.9 10.1 16.3
U50R97 374.4 27.6 40.4 9.2 13.5

Table 4.7: Volumetric and linear thermal expansion coe�cient below and above the glass transition
temperature �g, as retrieved from the piecewise linear �t in Figure 4.9.

contrast to what is to be expected for cross-linking thermosets [141, 148]. The
answer to this deviation may lie in the simulatively reacted cross-links, which
may not be as densely created as it is in the real process. In [148] it is pointed
out, that �g increases, when the length of cross-link chains is equal or smaller
than the average segment size of the polymer backbone. An analysis of the
simulated system domain with respect to the cross-linking structure is not
part of the scope of this work, but by conclusion from the calculated material
properties the cross-link density may be low or the average cross-link chain
length may be too long in comparison to typical real thermosets. In such cases
the cross-linked polymer network is below average in rigidity, which may
allow for a less restricted movement of polymer chain segments explaining the
observed increased volume expansion with temperature, among other things.
From the general simulative point of view �nite size e�ects may impact these
values as well, because the longest chain segment is restricted to the system
size. Analogously the range of other calculated material parameters may be
classi�ed. The development of the glass transition temperature depicted in
Figure 4.9 is separately shown in Figure 4.10. Ignoring the magnitude of �g

and the two outliers at U50R0, U50R20, the shape of its general development
is comparable to that of thermosets shown in [141, 153]. A �t to DiBenedetto’s
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Figure 4.10: Glass transition temperature �g for di�erent degrees of cure � .

approach (2.72) for the radical part of the curing reaction supports this obser-
vation. As mentioned for the calculation of the speci�c heat capacity and the
thermal conductivity, a larger set of variants of the same resin system and
hence a broader data basis may help to achieve smoother results with respect
to developing degree of cure and to identify outliers.

Bulk modulus The bulk modulus is evaluated using the large resin system.
At each combination of degree of cure and temperature the system box is �rstly
equilibrated in an NPT ensemble at atmospheric pressure for t = 1ns. The
NEMD run then is conducted for t = 6ns in an NVT ensemble and simulates
one compression-expansion cycle, starting with compression. The change
of the simulation box is directly controlled (�x deform) by uniformly and
continuously shrinking the box edges by 1% each. For �tting, the measured
pressure response is referenced to the equilibrium volume at zero deformation,V Ref, and averaged over intervals of ten thousand time steps as depicted in
Figure 4.11. The averaged pressure values are then �t by linear regression
under exclusion of the �rst quarter of the cycle to neglect undesired start-up
e�ects. According to Equation (2.79) the slope of the linear �t is interpreted
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as the bulk modulus at the respective degree of cure and temperature. NEMD

(V/V Ref) /- →

p/MPa
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−100.00
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original data
averaged, interval 10,000 stepsp�t (V )

Figure 4.11: Exemplary bulk modulus evaluation for U50R0 at 398K

runs at elevated temperatures and progressed degrees of cure caused irregular
simulation failures due to quickly accelerating atoms. Attempts of solving
these failures included lowering the hysteresis’ amplitude or decreasing the
rate of deformation. Numerically it was tried to remedy the observed behaviour
by applying a multi-timescale integrator (rRESPA) [184], which sub-divides
the time integration for di�erent types of energy potentials. Neither of these
attempts solved the problem of irregularly failing simulations. To at least
predict the bulk modulus in those parameter ranges, a di�erent time integrator
was chosen. With �x nve/limit it is possible to limit the movement of atoms
which attempt to cover a distance large than a pre-de�ned value in one time
step, which was chosen to be 0.5Å. While this approach is able to stop atoms
from moving too far in one time step, each intervention of this algorithm
violates the conservation of energy. To be able to estimate a possible error
in calculation, the number of interventions was output and is exemplarily
depicted in Figure 4.12 for the system with the highest temperature and degree
of cure. This estimation shows, that during a simulation time of six million
time steps only 55 atoms had to be limited, mostly at a few distinct time steps

160



Material properties through molecular dynamics simulations 4.2

⋅106t/fs →nu
m
be
ro

fl
im

its
/
-→

0 1 2 3 4 5 6
0

20

40

60
number of limited atoms

Figure 4.12: Number of interventions of the limited time integration for a system at � = 438K
and a degree of cure of U50R95

in the tension regime. In relation to the run time and the large system size,
this number happens to be negligibly small and is expected to not signi�cantly
alter the simulation outcome. Furthermore, analysis of the limited atoms
showed, that all atoms except for one were hydrogen atoms, hence atoms not
directly part of the polymer backbone and only associated with a small mass,
which further lowers the energetic in�uence. The measured bulk moduli K
are listed in Table 4.8, where values are marked by the numeral 1 if a run was
conducted with �x nve/limit. The values are in reasonable agreement with bulk
moduli of thermosets [63, 112], and in Figure 4.13 the pattern reveals a nearly
linear increase in bulk modulus with degree of cure and temperature. An
observation not explicitly shown in the results is the slight viscous behaviour
of the pressure response. This rate-dependence, which is more obvious at lower
temperatures and with higher degrees of cure, is neglected, as the simulations
apply the deformation in the gigahertz range. Hence, for commonly occurring
frequencies this e�ect should be diminished. As with to the calculations
with the small resin systems, the evaluation of a larger set of independent
realisations of the system domain may help to more accurately determine this
material property.
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(� , �) 273K 313K 398K 438K
U0R0 2,012 ± 13 1,584 ± 10 — —
U50R0 2,168 ± 14 1,751 ± 11 1,070 ± 9 781 ± 8
U50R20 2,464 ± 15 2,104 ± 15 1,132 ± 9 1,093 ± 91

U50R33 2,679 ± 18 2,285 ± 16 1,546 ± 111 1,203 ± 101

U50R67 3,037 ± 191 2,676 ± 171 1,858 ± 131 1,530 ± 121

U50R82 3,098 ± 211 2,762 ± 181 2,134 ± 151 1,750 ± 141

U50R95 3,236 ± 201 2,933 ± 211 2,325 ± 161 1,961 ± 171

1 with �x nve/limit

Table 4.8: Bulk modulus of the large system, K (� , �), in MPa and respective uncertainty of the
linear regression
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Shear modulus and viscosity Prior to the NEMD run, an equilibration is
conducted in an NPT ensemble, for t = 1ns, at atmospheric pressure and the
desired temperature. As for the bulk modulus runs the large system domain is
used. The NEMD simulation is run following the protocol in Section 2.4.2, and
the shear deformation is successively applied in all three shear directions of
the Cartesian coordinate system, each for t = 10ns. The superposed sinusoidal
shear consists of seven angular frequencies based on multiples of prime num-
bers, !i = {2, 3, 5, 7, 11, 13, 17}!0, where a base frequency of !0 = � ⋅ 10−6 1/fs

is chosen. The amplitude is uniformly ai = 0.35Å.
The frequencies applied are several magnitudes higher than the usual frequen-
cies applied in a common dynamic mechanical analysis (DMA), hence the
results may be beyond the range of interest close to equilibrium deformation
rates. Lower frequencies may only be achieved by longer simulation times,
which is computationally expensive. Therefore, in the scope of this work, only
one exemplary run is performed for a system at � = 273K and U50R95.
During the simulative DMA run the shear strain 
 (t) and the shear stress
response � (t) for all three shear directions are measured. The recorded quan-
tities of the three sub-runs (see Figure 4.14) are collected in one data set as
an isotropic behaviour of the material properties is assumed. These signals
are Fourier transformed which allows to �nd the shear strain and shear stress
amplitudes for the applied frequencies f , 
 (fi) and � (fi), respectively. The
results of the Fourier transformation are depicted in Figure 4.15. Having found
the amplitudes allows the calculation of the complex shear modulus, G∗ (fi),
from which, under consideration of the loss factor � (fi), further material
properties may be derived. Splitting G∗ (fi) in its real and imaginary part
yield the storage and the loss modulus, G′ (fi) and G′′ (fi), respectively. The
storage modulus describes the elastic response of the material, hence associ-
ated with the shear modulus G, while the loss modulus resembles the viscous
response. Relating G′′ (fi) to its respective frequency gives the shear viscosity� (fi). The calculated values are shown in Figure 4.16. The values found forG′ and � suggest that a plateau is reached at the applied frequencies. For the
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Figure 4.16: Identi�ed material properties, shear moduli and viscosities, at their respective fre-
quencies

lowest frequencies a decrease of the shear storage modulus and an increase
in shear viscosity is observed. This indicates, that for lower frequencies the
material properties may change towards an equilibrium range. The strong
elastic response (G′ ≈ ∣G∗∣) indicates that the high deformation rates do not
allow for a noteworthy relaxation. At the same time, the small viscosity values
are unusual for a solid at � = 273K and may suggest, that due to frequencies
in the gigahertz range a shear-thinning e�ect takes place [148]. Despite the
slightly visible trend for lower frequencies, which may result in typical values
of shear modulus of about G = 1GPa [63, 139], a de�nite statement cannot
be made. With longer simulation runs, and hence possibly lower frequencies,
more data points o�side the plateau region may be found, which may allow for
a meaningful extrapolation to common frequency ranges. Aside from this, the
simulative DMA approach shows the general possibility to calculate material
properties for several frequencies within one run, where the values of G′
indicate the promise of reaching reasonable magnitudes of selfsame.
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4.3 Curing process on the basis of the
phase-field method

The application of the model for the micro-scale FRTS curing process, derived
in Section 3.2, is the main objective of this section. The scope of this application
is a moulding process and the simulation covers the time beginning from the
mould just closing with the FRTS already being at rest, up to when the structure
has cooled down to room temperature again. As noted in Section 1.2, the
model is implemented and run in the software package Pace3D [82]. Material
properties describing the TS behaviour are partially taken and derived from the
results achieved with MD in the previous section. Simulations are performed
on the basis of volume elements di�ering in size and �lling, whose curing
behaviour is presented and compared. The resulting cured volume elements
are analysed for eigenstress magnitude and distribution.

4.3.1 Volume elements and simulation setup

In the following, �ve di�erent microstructure volume elements are used.
They are staggered by volume and come in sizes of {50 μm}3, {100 μm}3 and{150 μm}3, while the largest volume element is considered in three di�erent
con�gurations regarding the �bre distribution, as depicted in Table 4.9. The
volume elements were generated with the software package GeoDict [113].
Due to the �bre diameter of 10 μm, a spatial discretisation of �x = 0.5 μm is ap-
plied within an equidistant mesh of hexahedrons. This discretisation is chosen
to keep a reasonable number of grid points within the volume of the single
glass �bres after the di�use interface of about eight grid points is generated.
The di�use interface region is applied by solving the phase-�eld equation (3.45)
using only the interface terms, and happens in a pre-processing step within
a �nite-di�erence scheme [82] by using periodic boundaries for the phase-
�elds. Thereafter, the phase-�elds are kept constant for the curing process
simulation and only serve in giving a thorough and smooth representation of
the �bre-matrix microstructure. The smoothing of the sharp interface may
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Volume elements (variants) Fibres
l/∅ content distribution

in μm in vol.% dev. in %

50μm

50μm 50μm
(1x) 100/10 25.13 +10.00+3.40+13.40

100μm 100μm 100μm
(1x) 100/10 21.99 −1.87+4.57−2.70

150μm 150μm 150μm
(3x) 100/10 22.11 −1.89+0.84−0.83+1.40+3.97−3.35+0.46+3.36−4.81

Target — 22.00 isotropy

Table 4.9: Volume element sizes and their properties. Deviation in �bre distribution from isotropy
is given in each Cartesian direction.
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lead to a local merging of two di�erent �bres, if they have contact points or if
portions of the �bres are in very close proximity. This behaviour is inherent
to the phase-�eld method.
The curing process itself is split into two parts as shown in Table 4.10: Firstly
the actual curing process is simulated, using boundary and initial condition
typical for the moulding process step in industrial processing. As described
in Section 2.3.1 the urethane reaction happens prior to this and hence only
the radical cross-linking reaction takes place. Secondly the microstructure is
cooled down to room temperature and atmospheric pressure when the curing
simulation has �nished. Both simulation steps use a temporal discretisation of�t = 1.0 s. The thermal (3.78) and mechanical (3.79) parts of the solver use lin-

run time �t temperature pressure
in s in s in K in MPa

curing process 180 1.0 418.0 1.000 ⋅ 101
cooling 90 1.0 293.0 1.013 ⋅ 10−1

Table 4.10: Curing process simulation and follow-up cooling simulation: Parameters governing
the process steps.

ear elements with full and reduced integration, respectively. The equations are
solved implicitly in a backward Euler scheme, and are evaluated in a staggered
manner. Hence, the equations are solved in sequence of temperature, degree of
cure and displacement leading to a weak coupling. The degree of cure (3.76) is
evolved implicitly as well by using a local Newton-Raphson scheme, while the
evolution of the glass transition temperature (3.77) simply follows the current
and local values of temperature and degree of cure. As the volume elements
are periodic, selfsame boundary conditions are applied for the thermal and
mechanical �elds. Furthermore, the applied periodic boundary conditions con-
trol temperature and pressure accordingly to Table 4.10 by applying them in a
macroscopic sense. The process parameters for the curing step are the same as
in the MD simulations (cf. Table 4.1, [25]). The initial temperature is set to the
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mould temperature � = 418K, as the process simulation is thought to begin
just at the point when the mould is closed and the �lled FRTS stops moving.
For the Newton-Raphson scheme evolving the degree of cure, its initial value
is set to � � = 0.01 for reasons of numerical stability. As aforementioned, the
curing range � � = [0.0, 1.0] only resembles the radical curing process. The
material properties used for these simulations are listed in Table 4.11 and Ta-
ble 4.12 for thermoset phase � and glass �bre phase � , respectively. Due to the
strong dependence of the TS properties on � � and �, a vast amount of these
were determined with MD simulations presented in Section 4.2, and hence
might di�er from experimentally retrieved material parameters, were they
available. Furthermore, the MD calculations used a modi�ed hybrid resin as
the molecular structure of the actual UPPH resin is not fully available. Hence,
simulation results may only show a qualitative behaviour. For all material
properties listed, a linear development with � � and � is assumed to keep
the simulations computationally e�cient. The general material property is
split according to the process steps, where in the �rst step material properties
only change with degree of cure as no large deviations in temperature are
expected, and in the second step the reasoning is the other way around: In
a nearly fully cured sample no signi�cant increase in degree of cure may be
expected, and hence material properties only change with temperature. A
further simpli�cation is due to a lack of data on the visco-elastic behaviour of
the thermoset (cf. Section 4.2.3). Thus a purely elastic behaviour is assumed
for the following simulations. The corresponding shear modulus G� (� � , �) is
calculated by using the bulk modulus K� at room temperature and for the fully
cured material. In combination with an elastic modulus of a hybrid resin found
in literature, E� = 3,100MPa [190], the shear modulus may be calculated [116].
The value of G� for fully cured material at mould temperature is calculated
by degrading it by the same factor which is observed for the bulk modulus.
The value for the uncured material is set to an arbitrarily low level to take the
viscous, gum-like behaviour of the pre-cross-linked hybrid resin into account
(cf. Section 2.3.1). The phenomenological models are either �tted to MD data
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(DiBenedetto’s approach, cf. Figure 4.10) or are based on experiments (Kamal-
Sourour model, see [163]). Due to the moderate moulding temperature and in

Material Parameter Symbol Unit Value

mechanical

Mass Density �� kg/m3 2,575
Bulk Modulus K� MPa 46,500
Shear Modulus G� MPa 33,000
Thermal Expansion �� 10−61/K 5.0
Reference Temperature �Ref,� K 293
thermal

Speci�c Heat Capacity c�V J/kgK 802.4
Thermal Conductivity �� W/mK 1.275

Table 4.12: Glass �bre phase � : Material properties from literature [63], no dependence on tem-
perature is assumed.

comparison to the TS material, the glass �bres are not expected to alter their
material properties signi�cantly in the temperature range of interest. Hence,
the material parameters are set to constant values from literature [63]. As the
speci�c heat capacity at constant volume, cV, is di�cult to measure for solids
and hence is seldom listed, the speci�c heat capacity at constant pressure, cp,
was used to calculate it via the relation [109]

cV = cp − �2K�� , (4.1)

where � is the thermal expansion coe�cient, K is the bulk modulus, � the
absolute temperature and � the mass density.
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4.3.2 Simulation of the curing process

All �ve volume elements are subject to the curing process simulation and the
subsequent cooling, as described in the previous section. For evaluation, the
absolute temperature �, the degree of cure � � and the von Mises stress �vM

are measured throughout the domains.
In Table 4.13 four prominent time steps of the simulation for one of the{150 μm}3 domains are depicted showing the three mentioned quantities as
pseudo colour plots in the TS phase. At time step t = 0 s the initial conditions
apply homogeneously throughout the domain. The temperature �eld is at
mould temperature � = 418K, the degree of cure is at � � = 0.01 everywhere in
the TS phase as explained in the previous section and the von Mises stress �eld
is zero prior to the �rst time step. After some further time steps, at t = 28 s, the
curing reaction reaches about 50% conversion indicating the high reaction rate
at the beginning of the exothermic radical reaction. A similar trend is observed
in the MD simulations regarding the number of formed radical propagations
(cf. Figure 4.3b). This results in a slightly elevated temperature of the system
domain due to the release of reaction enthalpy. Both �elds evolve homoge-
neously, which is reasonable as the Kamal-Sourour model (3.76) describing
the local curing reaction depends on local temperature and degree of cure,
which are homogeneously distributed at the beginning. The progressed state
of cure also shows in values of �vM, which start to di�er close to the �bres
with single peaks especially at locations, where �bres touch. At the end of the
curing process simulation, at t = 180 s, the curing reaction has slowed down
and reached nearly full conversion. Hence, a diminishing amount of reaction
enthalpy is released over time allowing the temperature to cool down to the
mould temperature. Nearly full chemical conversion is reached because the
development of the glass transition temperature by DiBenedetto’s model (3.77)
stays below mould temperature at all times due to the material properties
used and �tting parameters (cf. Table 4.11), and therefore the reaction is never
stopped on basis of �g > �. The von Mises stress values generally are lower
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than at the beginning of the curing process, which may be due to now fully
developed mechanical properties of the matrix which quali�es the TS phase to
support the �bre structure taking load from �bre-�bre contact points. When
the simulation domain is cooled down, at the very end of both simulation runs
at t = 270 s, the temperature �eld is at room temperature � = 293K. During
this process the temperature falls locally throughout the domain below the
glass transition temperature, and therefore the curing reaction stops, leaving
the local degrees of cure at about the magnitude reached at the end of the
curing process simulation. By cooling down the volume element the thermal
expansion in GF and TS phase lowers towards zero at room temperature. At
mould temperature, the thermal expansion partially compensates the volume
shrinkage of the matrix induced by the chemical reaction. With this e�ect gone,
elevated �vM values are again observed. They mainly localise in �bre-matrix
interface regions, where the di�erence in eigenstrains develops an increased
eigenstress response. This response is intensi�ed at points where geometrical
e�ects (discontinuities) in�uence the momentum �ux [62]. In �bre-reinforced
polymers these are mainly the tips of the �bres, where a small radius leads to an
increased curvature, and at points where �bres are in proximity to each other
or touch. Here, the geometrical curvature e�ects of two �bres are superposed,
increasing the stress response further.

4.3.3 Evaluation and trends

In the following, the previously cured and cooled FRTS structures are further
analysed. Initially, the temporal development of absolute temperature �, the
degree of cure � � and the von Mises stress �vM is described. For this purpose,
these three quantities are compared by their volume averages,

�̄ = 1v ∫v � (xi)dv, �̄ � = 1v ∫v � � (xi)dv, �̄vM = 1v ∫v �vM (xi)dv, (4.2)

where v is the volume of the system domain. In Figure 4.17 the three di�erent
domain sizes are compared to each other. The general development of all quan-
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tities con�rm the observations made by analysing the curing process visually
in the previous section. As depicted in Figure 4.17a the temperature initially
adapts to the mould temperature. The high temperature triggers the exother-
mic curing reaction, which progresses at a high rate. This results in a steady
release of reaction enthalpy which causes the system temperature to rise above
the mould temperature. With higher degree of cure, the curing reaction slows
down as inherent to radical reactions, which lowers the reaction enthalpy
release. Hence, the system temperature slowly adjusts back to the mould tem-
perature. At the end of the curing process simulation the conversion nearly
reaches 100%, but the reaction speed signi�cantly diminishes. When cooling
down the volume elements, the temperature quickly adapts to the applied room
temperature, stopping the curing reaction completely when the local temper-
ature falls below the glass transition temperature, which reaches �g ≈ 380K
when � � ≈ 1.0 in DiBenedetto’s model (3.77). The development of average
temperature and degree of cure happens coherently and nearly identically for
all three volume element sizes (see magni�cation in Figure 4.17a). This may
result from the identical initial conditions as discussed in the previous section.
A further reason could be the small size of the systems not raising signi�cant
temperature gradients and hence di�erences in local temperature which would
accelerate and decelerate the local evolution of degree of cure. Increasing the
system size may change this as released reaction enthalpy may be balanced
and dissipated slower by the boundary conditions. Similarly, the development
of the average von Mises stress is following nearly the same pattern in all three
volume element sizes. As aforementioned the initial peak is associated with a
lack of support of the �bres from the surrounding TS matrix. With increasing
degree of cure, the TS material properties develop which allows the matrix
to transfer loads from the �bres. By the end of the curing process simulation,�̄vM drops to a lower, nearly constant value. Releasing the mould pressure and
especially the diminishing amount of thermal expansion when cooling down
to room temperature increases the resulting di�erence in eigenstrains between
�bres and matrix, which raises the average stresses again. The magnitude of
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pressure plotted

Figure 4.17: Evaluation of temperature, degree of cure and von Mises stress during the moulding
and cooling process step: Comparison of volume element sizes {50 μm}3, {100 μm}3
and {150 μm}3.
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stress di�ers visibly at the beginning and at the end of the complete process:
With increasing domain size, the average stress drops. This may be related to
better isotropy of the �bres’ distribution in larger domains and a distribution
which may go along with a lesser amount of contact points and discontinuities
in relation to the domain size, which together may lead to a lesser amount of
extreme stress peaks. This reasoning is partially supported by the maximum
von Mises values of each domain size at the end of the simulation, which do not
yield a de�nite tendency, �vM,max = {2,493; 3,055; 2,559} MPa. Another hint
in this direction is the median value of the von Mises stress, which is nearly
the same for all three volume element sizes, with only the {100 μm}3 domain
deviating slightly from this coherency at the end. Therefore all domains posses
about the same amount of volume with �vM values below the median, and
due to �vM > 0 the lower �̄vM can only result from a lesser amount of extreme
stress concentrations relative to system size. Comparing the three domains of
size {150 μm}3 in Figure 4.18 nearly no di�erence in evolution of �̄, �̄ � and�̄vM is visible. Hence the same observations as for Figure 4.17 apply. Only in
Figure 4.18b, little di�erences are traceable in �̄vM. As all three domains consist
of a similar �bre distribution and �bres have the same length and diameter,
the variance is related to the variance of the implementation of the isotropic
�bre distribution.
Lastly, the location of eigenstress peaks is analysed. Comparing the three
di�erent volume element sizes at the very end of the simulation runs (cooled
to room temperature) in Table 4.14 shows their similar outcome in terms of
von Mises stress magnitude and concentration. All three sizes have the lowest�vM values in the TS phase and intermediate values at the �bre matrix inter-
faces. The stress peaks are always found at �bre tips or at points where two or
more �bres are in close range or contact as described in the previous section.
Binning the range of curvature values and weighting them by the average
deviation of the von Mises stress from �̄vM yields the results in Figure 4.19.
Noting that the curvature of a sphere is one, the �rst peak may be associated
to �bre-matrix interfaces, which is a lateral surface, and to the �bre tips which
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Figure 4.18: Evaluation of temperature, degree of cure and von Mises stress during the moulding
and cooling process step: Comparison of three di�erent volume elements of size{150 μm}3.
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Figure 4.19: Stress distribution in the simulation domains related to local curvature

are rounded due to the initial smoothing of the interface (see Section 4.3.1)
and therefore appear to be closer to a spherical shape. All curvatures which

curvature normalised occurrence
bin number {50 μm}3 {100 μm}3 {150 μm}3
1 0.81165 0.86914 0.86913
2 0.13330 0.08820 0.08984
3 0.03358 0.02924 0.03079
4 0.02142 0.01340 0.01022
5 0.00006 0.00002 0.00001

Table 4.15: Occurrence of curvatures in Figure 4.19.

are larger than the ones previously identi�ed, are mainly due to �bres being
in contact, leading to additional points of curvature in the phase-�eld context.
As depicted in Table 4.15, these make up about 5% or less of the total amount
of curvature points. The elevated stress at these points clearly is associated
with the in�uence of the curvature on stress concentrations, which grows with
the magnitude of curvature. While the stress peak at high curvature may be
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due to �bres being in contact at acute angles and hence yielding the curvature
value and the stress, the �rst stress peak is likely due to parts of �bres being in
vicinity of other �bres without being in contact. Such a spatial arrangement is
already su�cient to produce stress concentrations, and hence elevating the
overall value of �̄vM for this range of curvatures.
From the results obtained it may be concluded that the model derived in Sec-
tion 3.2 is basically able to describe and simulate the curing process in a FRTS
microstructure. The interplay between curing reaction, temperature and re-
sulting mechanical stresses and the temporal development of the respective
quantities follows the expectations on such a process. Especially the devel-
opment of eigenstresses results in elevated values and peaks at the expected
locations of �bre-matrix interfaces and �bre tips. For a realistic stress distribu-
tion, a certain volume element size seems to be necessary to have the stress
peaks in a reasonable relation to the domain size (cf. Figure 4.17b), and testing
larger volume elements may yield an optimal system size.
Notwithstanding the above, the highest stress peaks have values of about�vM = 3,000MPa, which is far above the average and median stress levels in
the domains. While it may be argued that these location would not persist
in the real process by initiating voids or micro-cracks, the stress level is still
thought to be above realistic magnitudes as sketched in [62, 162]. The con-
sideration of visco-elastic matrix behaviour may help to relax some of the
stress peaks and lower the overall stress level. A visco-elastic material model
was derived but not considered in the simulation due to a lack of appropri-
ate material properties in literature. Furthermore, overcoming some basic
modelling assumptions regarding the �bre-matrix interface may enhance the
overall behaviour and further harmonise it with physical and chemical e�ects.
Two assumptions, which may be subject to alterations, are the the kinematic
compatibility condition (2.32) at �bre-matrix interfaces, which rigidly cou-
ples matrix and �bres from the beginning regardless of the local degree of
cure and actually present cross-links between thermoset and �bre sizing. A
second problematic assumption is the development of TS material properties,
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especially mechanical properties, in the interfacial regions occurring with a
progressing chemical reaction. While the former does not account for possible
small rearrangements of the �bres within the thermoset matrix leading to an
energetically more favourable con�guration, and hence lower stresses, the
latter a priori assumes that material properties develop in interfacial regions
as homogeneously as in bulk regions. As it is known that the cross-linking in
this region and towards the �bre sizing is not as dense as in a bulk thermoset
[26, 62], only less pronounced material properties may develop in such regions
giving lower values of eigenstresses.

4.4 Crack propagation on the basis of the
phase-field method

In a last step, according to the sketched virtual process chain (see Section 4.1),
a fully cured volume element is used to test it for the formation and possible
propagation of micro-cracks in a qualitative way. The applied phase-�eld crack
model is described in Section 3.3 and is implemented in the software package
Pace3D [82].

4.4.1 Setup of the crack propagation simulation

For the phase-�eld crack simulation of a {150 μm}3 volume element the model
described in Section 3.3 is used. This model only takes into account mechanical
e�ects, and hence no temperature or cure evolution is applied, but the system
domain is set to room temperature � = 293K. Furthermore, as the degree
of cure is observed to nearly reach 100% conversion (see, e.g. Figure 4.18a)
and there is no thermal expansion in both, GF and TS phase, because the
relevant reference temperature is �Ref = 293K, the only eigenstrains are the
chemical shrinkage strains, and due to their homogeneity their application
happens as a constant eigenstrain value "c = 1.567 ⋅ 10−2 (cf. Table 4.11) in
the TS phase. As the simulation is a restarted {150 μm}3 volume element, the
spatial discretisation is again �x = 0.5 μm and the system domain uses periodic
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boundary conditions for the phase-�elds and the mechanical �elds. The crack
interface width is set to be about eight grid points.
In contrast to the curing process simulation, for the crack propagation sim-
ulation the phase-�eld is allowed to evolve to simulate crack growth. Thus,
the phase-�eld fracture evolution equation (3.100) is active, which is solved
by a forward Euler scheme on a �nite-di�erence grid. The resulting energetic
crack resistance Gc is calculated following Section 3.3.2, and the therein values
used for the single phases and the interface are listed in Table 4.16. The value

region glass �bre thermoset interfaceGc in J/m2 5.0 25.0 4.0
Table 4.16: Energetic crack resistance for di�erent regions of the domain.

for glass �bre is in the range of glass [199]. The other two values are chosen
with physical reasoning: As the thermoset is not as brittle as the glass �bre, a
higher energetic crack resistance is assumed. Likewise, in the interface, the
cross-linking and hence connection of the thermoset to the �bre surface is
weaker than in bulk thermoset. Hence, the energetic interfacial crack resis-
tance features a lower magnitude. The time step width is set to �t = 1.0 s,
and the mobilities Mc� , Mc� , scaling the rate of crack growth, are set with
respect to the �t to the maximum value allowed by numerics. As the volume
element is thought to be fully cured and at room temperature, the respective
material properties of Table 4.11 and 4.12 apply. As previously, the mechanical
�elds are solved implicitly on a linear element mesh with reduced integra-
tion. The evolution of the crack phase-�eld �c and solving the mechanical
�elds happens in a staggered manner. The border crack value, re-scaling and
re-distributing the energetic crack resistance, is set to �c,BC = 0.975. Prior
to the crack propagation simulation, the whole simulation domain receives
a small amount of crack phase �c < 0.004 applied with noise, because crack
nucleation is not part of the derived model. With this, fracture is allowed to
develop anywhere in the domain if Gri�th’s criterion is met. A downside to
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this setup is that the modelling approach of subtracting the curvature (see
Equation 3.100, last term) does not work with noisy crack values being present
throughout the simulation domain. When the curvature is subtracted from
a local crack surface, the energetic crack resistance solely arises from the
pro�le of the crack surface, Equation (3.89). With values of �c being present
everywhere, none of these positions have an energetic crack resistance yet
and each position tries to construct the crack pro�le resulting in �c growing
throughout the domain without a mechanical energy acting on them. To allow
the formation of micro-cracks, the curvature subtraction is disabled for this
simulation. This has the e�ect of an energetic crack resistance being available
due to local curvature, even with no fully developed crack surface present.
Hence, the result obtained in the next section may only be evaluated in terms
of qualitative behaviour.

4.4.2 Micro-cracks in cured volume elements

In the following, a PF crack propagation simulation is performed on one vol-
ume element of size {150 μm}3 and is evaluated qualitatively for micro-crack
formation and growth afterwards. First runs showed, that the deactivation of
curvature subtraction increases the energetic crack resistance signi�cantly. To
still initiate the formation of micro-cracks, all Gc values in Table 4.16 were
scaled by a factor of 0.075.
In Figure 4.20 the simulation status after t = 135 s is depicted (non-physical
time). The micro-cracks grow along �bre-matrix interfaces and at points where
�bres touch, the �bres debond under excessive stresses. Hence, the modelling
of the energetic crack resistance in the interface yields qualitatively reasonable
results in complex three-dimensional micro-structures. With progressing time,
the debonding further increases, which is due to the relatively low value of Gc

in this simulation.
For a further and reasonable evaluation of micro-crack formation and propaga-
tion in cured volume elements, the derived PF fracture model has to be applied
in its original form. For this purpose, the underlying crack phase noise has to
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�ermoset Glass Fibre Crack

Figure 4.20: Micro-cracks within a cured {150 μm}3 volume element with cylindrical cut: Debond-
ing of �bres.

be removed and micro-crack formation has to be triggered by an appropriate
nucleation algorithm coupled to an adequate energetic criterion.
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5
Conclusions and Outlook

5.1 Summary
This work deals with the simulation of the curing process of �bre-reinforced
thermosets (FRTS) on the microstructure and molecular levels. The two-scale
approach is adopted to examine the �bre-matrix interactions occurring on
a micro-scale and their consequences in terms of eigenstresses and micro-
cracks. On a nano-scale the chemical reactions within the thermoset resin are
simulated and analysed with regard to material properties to characterise the
micro-scale behaviour. This raises the following main topics discussed within
this work:
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• The derivation of a model for the curing process of a FRTS, hence describ-
ing the behaviour of �bre and thermoset in an environment of thermal,
mechanical and chemical reaction e�ects.

• Implementation of a crack propagation model capable of handling the
fracture behaviour of �bre-reinforced polymers (FRP), especially debond-
ing of the �bre-matrix interface.

• Simulation of the curing reaction on a molecular scale, modifying and
using algorithms describing bond formation and dissociation.

For the topics on a micro-scale, a phase-�eld (PF) approach is chosen due to the
possibility of representing complex geometries, such as FRP microstructures,
with ease and due to its ability to e�ciently evolve free boundaries, such as
crack surfaces, on the basis of implicit interface tracking through a volume
fraction parametrisation [129, 172]. The nano-scale simulations use molecular
dynamics (MD) as a computational model, which allows for simulation of
molecules and their interaction by assigning inter- and intramolecular poten-
tials, and hence enables interventions on atoms resembling chemical reaction
processes. With these foundations, the main motivation of this work is to
combine all three topics and to use the �ndings to implement a virtual process
chain explained in Section 4.1.

In Chapter 3, the models for the PF and MD framework are derived. Initially,
in Section 3.1, a PF model is regularised from sharp-interface thermodynamics,
which is the basis for all other PF models used within this work. Di�erences
to energy functional derivations are pointed out and discussed, especially
the di�erent distribution function for driving forces arising through the reg-
ularisation and the necessity of treating singular surface jump conditions in
the PF context. In Section 3.2, based upon the underlying PF formulation, a
curing process model with regard to FRTS is derived in accordance to ther-
modynamics. In the very general case this model describes a material subject
to heat conduction, visco-elasticity and phenomenological curing, including
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their coupling and dissipative terms. For thermal and mechanical �elds their
respective interfacial jump conditions are incorporated and discussed. Based
on the derivation of the standard PF model, in Section 3.3 a PF model for crack
propagation is derived in a similar way. Again a new distribution function
is found, and furthermore the PF-inherent curvature is subtracted as crack
propagation should only happen through mechanical forces. A fact, which is
rarely taken into account in PF models for fracture. To account for the FRP
failure mechanism of debonding, the energetic crack resistance is modi�ed
and may be altered in the interfacial region, i.e. weakening or strengthening
the energetic crack resistance in such points. In Section 3.4, for the simulation
of the chemical curing reactions happening in the UPPH resin described in
Section 2.3.1, bond formation and dissociation algorithms are extended on
the basis of available models from literature to be able to mimic urethane and
radical reactions. Furthermore, auxiliary charges are introduced, an arti�cial
attraction force to accelerate chemical reactions for the short time periods
covered by the MD time scale. Each of these sections incorporates a discussion
and evaluation of the models’ behaviour on the basis of simulations.

Chapter 4 brings all models into a larger context by linking them into a virtual
process chain for a FRTS curing process, which is described in Section 4.1.
The common basis for this virtual process chain is the utilisation of the same
combination of glass �bres and UPPH thermoset for all simulations. In a �rst
step, MD runs are conducted to simulate the curing reaction of the UPPH
resin on a nano-scale. The results such as volume shrinkage and enthalpy
released are discussed. On the basis of the cured polymer networks, micro-
scale material properties are calculated for di�erent points in temperature
and degree of cure. All results are compared and put in relation to literature
values of common thermosets and are in a reasonable range. Hence, the UPPH
thermoset is adequately characterised to a large extent without the need to
conduct experiments, which may be complex in the context of non-constant
temperature and non-constant degree of cure. The material properties are then

189



5 Conclusions and Outlook

used to feed a micro-scale curing process simulation of arti�cially generated
FRTS volume elements in Section 4.3. Due to a lack of available material
parameters to describe the visco-elastic thermoset behaviour, linear elasticity
is assumed. The progress of the curing process simulation is evaluated for
di�erent volume element sizes and realisations, showing a similar behaviour
and development of all system domains. Especially for temperature and degree
of cure the system sizes and realisations used have nearly no in�uence on their
development during the curing process. The development of eigenstresses
is analysed on basis of a von Mises stress �eld. The �elds di�er as they are
heavily dependent on the microstructure investigated, but the values are in the
same magnitude and range for all examined volume elements. A comparison
of average, median and maximum stress reveals, that the values of stress peaks
are at least one magnitude higher than the average or median stress, which is
associated to missing relaxation e�ects in the simulations. Further analysis
also shows, that stress concentrations develop as expected at �bre tips and
when �bres touch. Generally, the von Mises stress takes elevated values in
the �bre-matrix interface region. Lastly, in Section 4.4 a single fully cured
volume element is taken to perform a crack propagation simulation. The
result shows the basic ability of the model to simulate debonding of �bre-
matrix interfaces in complex microstructures. Due to the lack of an adequate
micro-crack formation algorithm the PF crack propagation model could not be
applied in its contemplated form and hence no further evaluation for micro-
crack propagation in FRTS is done.

5.2 Future work and outlook
In the following, some �elds of research are listed, which arose while working
on the di�erent topics of this thesis, but were not within the scope of the
overall work.

For the curing process simulation on FRTS microstructures, the derived model
could be enhanced by making use of the di�use interfacial region, provided
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by the PF method. Similar to altering the energetic crack resistance in the
PF fracture model, other material properties, e.g. the shear modulus, might
be modi�ed in tangential directions of the �bre-matrix interface. With this,
the consequences of lesser pronounced cross-linking close to �bres [26, 62]
may be incorporated into the overall model and its in�uence examined. For
further simulation runs the visco-elastic material properties of the thermoset
should be obtained to be able to use the whole potential of the presented model.
With this, a more extensive simulation study using a larger variety in �bre
length and orientation could be conducted and the in�uence of the process
parameters could be examined.

The crack propagation model would bene�t from a separate micro-crack nu-
cleation algorithm, which would enable the model usage in its contemplated
form (cf. Section 4.4.1). A further topic in this �eld concerns the basic model
formulation: The model is not able to truly match the Gri�th criterion despite
the derivation by thermodynamic means (see Section 3.3.3). Apart from the
di�culties in treating the crack tip - a singularity - correctly, the pro�le func-
tion describing the crack surface plays a key role in modelling the energetic
crack resistance, and hence a more suitable pro�le shape may improve the
model behaviour with regard to the Gri�th point.

For the MD simulations, the achieved material characterisation may be re�ned
by using additional realisations of the system domain, and the domain sizes
may be analysed for �nite-size e�ects [145]. Furthermore the characterisation
may be extended by simulatively measuring the shear modulus and the shear
viscosity. The micro-scale visco-elastic model would greatly bene�t from such
analysis. A more basic �eld would be an extended analysis of the reaction
algorithms in terms of energy minimisation and resulting polymer network.
The system behaviour, and hence the micro-scale material properties, are
quite dependent on cross-link density and location [148]. A revised system
behaviour may also help to improve simulation stability (cf. Section 4.2.3). In
a longer run, the chemical reaction close to �bre surfaces may be simulated,

191



Conclusions and Outlook

which may help to reveal weak spots in the interfacial region. Findings, which
could directly be used on the micro-scale again by the aforementioned material
property manipulations in di�use interface models.

5.3 A final word
During the work on both scales, micro and nano, the relevance of having a
complete view on materials was most apparent and taking a look beyond the
sphere of the macro- and micro-scale should always be encouraged. Computa-
tionally, the possible achievements by combination of scales were striking -
even more when considering that nearly no experiments had to be conducted
regarding the material properties.
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A
Variable Evaluation at an Interface

At an arbitrary interface s�� each non-scalar quantity, e.g.  i or  ij , may
be decomposed in its components normal and tangential to s�� , which are
orthogonal to each other and which generally show di�erent behaviour. This
can be achieved through the projectors

Pnij = ninj , P tij = �ij − Pnij = �ij − ninj , (A.1)
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which map vector- or tensor-valued quantities to their normal and tangential
components, respectively. This yields for vectors and tensors

 i = Pnij j + P tij j
=  ni +  ti
and ik = Pnij jk + P tij jk
=  nik +  tik .

(A.2)

In the following this is used to specify e�ects of mechanical and thermal jump
conditions at the interface.

Finite deformation and stress
In the way of the second law of thermodynamics and in Lagrangian description
the quantities deformation gradient Fij and 1st Piola-Kirchho� stress Pij are
introduced via the the following terms

Pij Ḟij − ���0,� )	�)F�ij Ḟ�ij − ���0,� )	�)F �ij Ḟ �ij ≥ 0, (A.3)

whose sum has to be greater or equal to zero, when interpreting the entropy
inequality strictly. First of all the relation between Pij and the Helmholtz free
energies 	� and 	� in the bulk phases has to be determined. By adjusting
the phase values to �� = 1 and hence �� = 0 a purely �-region is existent
and therefore the rate of the deformation gradient Fij coincides with its phase-
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inherent variant F�ij . For a �-region the same reasoning may be applied, and
the 1st Piola-Kirchho� stresses are identi�ed as

Pij Ḟij − �0,� )	�)F�ij Ḟ�ij = ⎛⎝Pij − �0,� )	�)F�ij ⎞⎠ Ḟij = 0→ Pij = �0,� )	�)F�ij = P�ij ,
Pij Ḟij − �0,� )	�)F �ij Ḟ �ij = ⎛⎜⎝Pij − �0,� )	�)F �ij ⎞⎟⎠ Ḟij = 0→ Pij = �0,� )	�)F �ij = P�ij . (A.4)

Using these results Equation (A.3) is evaluated by decomposing each term
in its normal and tangential projection, and with the application of their
orthogonality the sorted terms write as

Pij Ḟij − ��P�ij Ḟ�ij − ��P�ij Ḟ �ij ≥ 0
(Pnij + P tij) (Ḟnij + Ḟ tij) − �� (P�,nij + P�,tij ) (Ḟ�,nij + Ḟ�,tij )

−�� (P�,nij + P�,tij ) (Ḟ �,nij + Ḟ �,tij ) ≥ 0Pnij Ḟnij − ��P�,nij Ḟ�,nij − ��P�,nij Ḟ �,nij
+P tij Ḟ tij − ��P�,tij Ḟ�,tij − ��P�,tij Ḟ �,tij ≥ 0.

(A.5)

A further evaluation is possible by obeying the mechanical jump conditions,
which are Hadamard’s compatibility condition, ⟦Fij⟧��T ��j = 0, and the linear
momentum balance on singular surfaces, ⟦Pij⟧��N ��j = 0. Here N ��j and T ��j
are the normal and tangential vector of the interface S�� , respectively. These
imply the continuity of stresses in normal direction, P�,nij = P�,nij = Pnij , and the
continuity of the deformation gradient in tangential direction, F�,tij = F �,tij = F tij .
Applied to Equation (A.5) the terms are rearranged to

Pij (Ḟnij − �� Ḟ�,nij − �� Ḟ �,nij ) + (P tij − ��P�,tij − ��P�,tij ) Ḟ tij ≥ 0, (A.6)
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which gives the composition of the deformation gradient and 1st Piola-
Kirchho� stress. By applying the volumetric average to all components the
continuity of certain components is not violated and it follows

Fij = ��F�ij + ��F �ij , (A.7)Pij = ��P�ij + ��P�ij . (A.8)

The result for the deformation gradient Fij is implied as these terms have the
phase values held constant.

Small strain and stress
In the case of in�nitesimal deformation and in Eulerian description the rea-
soning is analogous to the previous section. Starting with the relevant terms
from the entropy inequality

�ij "̇ij − ���� )	�)"�ij "̇�ij − ���� )	�)"�ij "̇�ij ≥ 0 (A.9)

the Cauchy stress �ij , its relation to the Helmholtz free energies 	� and 	�
and the strain "ij in bulk phases can be identi�ed:

�� = 1 and �� = 0: "ij = "�ij , �ij = �0,� )	�)"�ij = ��ij
�� = 0 and �� = 1: "ij = "�ij , �ij = �0,� )	�)"�ij = ��ij . (A.10)

Application of the decomposition in normal and tangential direction de�ned byn��j and t��j , the normal and tangential vector of the interface s�� , respectively,
together with the respective jump conditions ⟦�ij⟧��n��j = 0 (linear momen-
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tum balance at an interface) and ⟦ui,j⟧�� t��j = 0 (Hadamard’s compatibility
condition) yields

"ij = �� "�ij + ��"�ij , (A.11)�ij = ����ij + ����ij . (A.12)

Temperature gradient and heat flux
Similar to their mechanical counterparts, the volume averaged heat �ux qi
and temperature gradient �,i can be de�ned. To evaluate the composition ofqi and �,i in bulk and interfacial regions the heat conduction inequalityqi�,i� ≥ 0 (A.13)

is used. As there is no relation of the heat �ux to the free Helmholtz energy, the
evaluation applies the decomposition of energetic quantities into its volume
averaged phase-inherent parts:

qi�,i = ��q�i ��,i + ��q�i ��,i ≥ 0. (A.14)

For bulk regions it is concluded for

�� = 1 and �� = 0: �,i = ��,i , qi = q�i ,�� = 0 and �� = 1: �,i = ��,i , qi = q�i .
(A.15)

Again the decomposition in normal and tangential direction of s�� is applied.
The necessary jump conditions for evaluation are continuous heat �ux in
interface normal direction, ⟦qi⟧��n��i = 0, and the assumption of continuous
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temperature gradient in interface tangential direction, ⟦�,i⟧�� t��i = 0. In
interfacial region this implies

�,i = ����,i + ����,i , (A.16)qi = ��q�i + ��q�i . (A.17)
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B
Virtual Resin System

For testing the molecular dynamics models a virtual resin system is introduced.
The system described does not resemble an existing resin, but contains the
same functional groups and unsaturated carbon double bonds as the UPPH
resin detailed in Section 2.3.1. By assigning the same reaction sites the virtual
resin system may be used as a simpli�ed example for the chemical processes
and to capture the basic behaviour.

Molecules and Composition
The schematic representations of the involved molecules (see Section 2.3.1) are
replaced by molecules with a simple backbone structure. This also involves
styrene, which is replaced by the even simpler ethylene. The reactive groups
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are the same in functionality and number, which is to establish an adequate
comparability to the commercial UPPH resin. The molecular structures are
given in Table B.1. For simulations using the virtual resin system the fraction

Molecule Schematic Molecular structure

MDI OCN CHH CHH CHH NCO
UP CH

H CH CHH CHH COHH CHH CHOHC
H
H CHH CH CHH

Styrene CHH C HH
Peroxide OH O H

Table B.1: Composition of virtual resin system: molecules and structure

of each compound is chosen as speci�ed for the commercial-type hybrid resin
in Table 2.3.
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