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Near infrared spectroscopy is a common method for analysis of food, soil and
pharmaceutical products. New developments in sensor technology, like hyper-
spectral camera systems and mobile spectrometers, allow broad applications of
spectroscopy with devices out of specialized laboratories. Wavelet coefficients are
a promising approach for the detection and estimation of spectral absorption bands.
The robustness of wavelet based features against typical measuring influences and
calibration errors will be analyzed in the following by using simulations.

1 Introduction

In near infrared spectra, information from the chemical and physical properties
of a sample are superimposed. Therefore, methods of multivariate data analysis
and machine learning are needed to link the optically measured information
with the properties of the sample. In this area, computer science overlaps with
chemometrics, a sub-discipline of chemistry for the evaluation of statistical data.
For this reason, there is already a large number of methods for processing spectral
data. However, it turns that some classical data evaluation methods are difficult
to apply to current tasks, such as networks of spectral sensors. Models for the
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evaluation of near infrared spectra can often only be used for single sensors
calibrated by complex reference analyses [Wor18, FWT+02].
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One of the most serious calibration errors of spectrometers is the wavelength map-
ping of the individual bands, e.g. due to aging processes, temperature fluctuations
or tolerances in the production process. This error has a massive influence on the
model accuracy. The transferability of models between sensors and the long-term
stability of the models is therefore limited.

Therefore, the wavelet transformation for the detection of absorption bands has
already been presented as a promising method [BPT18]. This method explicitly
determines the absorption bands, more precisely the chemical parameters of the
sample. This results in feature vectors which are partly invariant to multiplicative
influences such as the measuring distance and particle size.

In the following, the influence of wavelength calibration and noise errors will be
investigated in more detail. A classical data preprocessing method by smoothing
with Savitzky-Golay filters, derivatives and normalization with Standard Normal
Variate (SNV) is compared with the wavelet coefficient approach [RvdBE09a].

2 Signal model of the near infrared reflection

The determination of chemical parameters, such as the concentration of individual
components, is based on the properties of certain absorption bands. In many exam-
ples, bandpass filters can be used for evaluation [LBF+15a, Lu04a]. However,
the absorption can only be determined indirectly, because only the light reflected
from the sample reaches the sensor. Scattering effects also applies to transmission
measurements, which are therefore not considered separately.

First, the signal input at the spectrometer is to be described. The number of
photons hitting the sensor is determined by

g(λ) := Nsensor(λ) = (1− Pabs(λ)) · Psca(λ) ·Nsource(λ),

whereby the scattering probability is determined by integrating the radiance in the
solid angle of the sensor.

The so-called Bidirectional Reflectance Distribution Function (BRDF) [BFP12]
provides a formal description of the reflection behavior. In a spectral measurement,
however, the necessary angles and the BRDF of the object are usually unknown.
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Figure 2.1: Near infrared spectra are formed from a sum of different absorptions by polar hydrogen
bonds. The absorptions can be determined indirectly from the reflectance or transmission of a sample.
But this signal additionally contains a wavelength dependent baseline by physical effects like Mie and
Rayleigh scattering.

A theoretical description of the reflection behavior allows in parts the physical
scattering theory according to Mie and Rayleigh. The result is a wavelength-
dependent scattering probability that a photon is scattered into the detection range
of the sensor. In order to simplify the complex scattering process, it is assumed
in the following that the scattering probability is a smooth and continuously
differentiable function. For this reason, the derivation in spectral direction is
an established method for reducing the influence of particle size in a spectral
measurement [NW84a].

The absorption probability results from
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whereby the relationship between the expression cj of the corresponding absorp-
tion bands and the substance concentration is well approximated by Beer-
Lambert’s law [Bro06a]. In many cases, constituents also act on several absorption
bands, because the absorption bands are formed by excitation of molecular groups
of different polar hydrogen bonds. Therefore, spectral analysis is an ill-posed
non-linear inverse problem. A further complicating factor is that the absorption
bands of the different molecule groups also overlap.

A spectrometer or a spectral camera forms a discrete measurement signal

ki := (g ∗ hi,sensor)(λi) +Ni,dark

from the incident photons. For a large number of spectral bands, depending on
the system several hundred or more than thousand bands are recorded, the term
hyperspectral is used.

In the ideal case there is no crosstalk of the bandpasses between single spectral
channels

hi,sensor(λ) ≈ δ(λ, λi +Δλ).

The wavelength assignment is done via the filter position λi, which can be shifted
by Δλ due to calibration errors.

The reflectance R of a sample is determined by comparison with an standard with
ideal reflectivity

Ri =
ki − ki,dark

ki,reference − ki,dark

= (1− Pabs(λi +Δλ)) · Psca(λi +Δλ).

This removes the dark current and the spectral curve of the light source. The
wavelength-dependent sensitivity of the sensor, which has not been described in
detail so far, is also compensated, because the detection probability of a photon is
comparable to a changed number of photons from the source.
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3 Wavelet feature extraction

The purpose of the feature extraction method presented here is to estimate the
absorption bands contained in the spectrum. Wavelet transformation is a well-
established method in image and signal processing, especially for edge detection
[Mal89a] [Mor83]. Due to the similarity to Pabs, the analysis with the Mexican-
Hat wavelet

ψλ0,s(λ) = s2
d2

dλ2

1√
2πs

exp

{
−
(
λ− λ0√

2s

)2
}

allows a direct estimation of the absorption bands.

The Wavelet transformation

ΓR
ψ (λ0, s) := 〈ψλ0,s(λ), R(λ)〉

is performed for a variety of possible positions λ0 and scaling factors s. The
absorption bands can then be determined from the positions (λi, si) of the local
maxima within the wavelet scalogram. The evaluation of the wavelet coefficient
ΓR
ψ (λi, si) also makes it possible to estimate the amount of absorption.

Assuming the scattering probability can be approximated as a smooth, contin-
uously differentiable function, an approximation as a Taylor series is possible
at the position of the absorption bands. This approximation allows a simplified
description of scattering effects because the Mexican-Hat wavelet has two vanish-
ing moments. Thus the influence of the scattering probability to the determination
of the molecule concentration ci is reduced to a localy static multiplicative factor

ΓR
ψ (λi, si) = 〈ψλ0,s(λ), (1− Psca(λ))Psca(λ)〉

≈ ciPsca(λi),

which can be removed e.g. by quotient formation with neighbouring absorption
bands. However, the position and width of the estimated absorptions are not
influenced by this multiplicative factor.

Wavelet Coef cients as Features in Near Infrared Spectrafi
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Based on the signal model presented at the beginning (see fig 2.1), spectral data
with different concentrations of a fictive ingredient were generated. The fictive
ingredient forces linear changes of the absorption band at 1310 nm. In addition
this absorption band is superimposed by a larger absorption at 1400 nm. This
problem is exemplary e.g. for the determination of acid concentration by OH
absorption near the water band. In addition, static absorption bands of different
characteristics were added at 973 nm, 1150 nm, 1550 nm and 1700 nm (see fig
2.1). In addition, the reflectance, more precisely the baseline, was varied by a
random value. For comparability all models were trained with 41 spectra, each
spectrum is sampled by 300 bands between 900 nm and 1800 nm. The validation
was done by newly generated spectra, which differ from the original training data
by a random baseline. Partial least squares regression (PLSR) models with 6
components were used to compare feature extraction by wavelets with a classical
spectral pre-processing.

The classical pre-processing steps are:

• a smoothing of the spectrum using Savitzky-Golay filters (11,2)

• the generation of a spectral derivative to correct the baseline

• normalizing the intensities by using Standard Normal Variate (SNV)

The wavelet based feature extraction was performed in the following steps:

• by use of wavelet transformation the absorption bands were determined
from local maxima in ΓR

ψ

• feature vector m was created with mi = si · ΓR
ψ (λi, si)

• the feature vector m was normalized to the variance due to the different
intensities of the spectra

4 Impact of noise and wavelength shift

on prediction accuracy
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Figure 4.1: For a noise level of 0.015 of the spectral intensity, the type of prediction of both methods
differs significantly. While the classical method scatters more strongly, the wavelet method, in
individual cases especially at low concentrations, does not make a prediction.

4.1 Simulation of different noise levels

In real spectroscopic sensors, the measurement signal is superimposed by noise
due to various processes such as discretization and amplification in signal acquisi-
tion. Therefore, the noise level of spectral bands is an important quality parameter
of the sensor. A comprehensive description can be found in the EMVA1288
standard. For further evaluation, the spectral signals

R′
i = Ri · (rand [-1,1] · noise level + 1)

are superimposed with random noise.

Wavelet Coef cients as Features in Near Infrared Spectrafi
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Figure 4.2: The Root Mean Square Error of Prediction (RMSEP) was determined for different noise
levels using 41 random spectra. The wavelet method shows nearly no changes over a wide range, but
this is also based on the implicit rejection of faulty spectra.

especially at low concentrations, was not detected with increasing noise level in
some cases. Because an incorrect detection of absorption bands already leads to
an error in the creation of the feature vector m. Therefore, the wavlet method
implicitly rejects faulty data and remaining predictions lead to a better result (see
fig 4.1).

4.2 Simulation of systematic wavelength shifts

As in the previous section, the two pre-processing methods were compared using
systematically modified test data. The spectra were shifted step by step compared
to the trained data sets.

For different noise levels the Root Mean Square Error of Prediction (RMSEP) was
determined by 41 random spectra of different concentrations 4.2. It was found that
the RMSEP increased continuously with increasing noise levels when classical
pre-processing was used. Using the wavelet method, the required absorption band,
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Figure 4.3: The spectra of the test dataset were shiftet systematically in wavelength compared to the
training dataset. This creates a bias and therefore a continuously increasing error in prediction by the
classical method. The prediction by the wavelet method changes step by step, depending on detection
of the peaks within the allowed tolerance range.

The features determined by wavelet transformation also showed a shift dependent
error. However, this error is lower compared to the classical method and changes
approximately stepwise. The simulation therefore evaluates the effects on the
prediction error already for shifts below the spectral resolution.

5 Summary

The results of the simulations have already been expected a-priori due to the
mathematical structure. The presented classical method is based on the scalar
multiplication of the spectrum with a vector of coefficients, which are exactly

Using classical preprocessing, a bias in the prediction was generated, resulting in a
continuous increase of the RMSEP with increasing shift. This was to be expected
in this way.

Wavelet Coef cients as Features in Near Infrared Spectrafi
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to the sensor used, problems arise in the transferability of the learned models to
different sensors.

The feature extraction by detection of absorption bands with a wavelet transforma-
tion uses prior knowledge about the shape of the absorption bands. This makes it
possible to consider the neighborhood relationship of spectral bands. This results
in a reliable detection of superimposed absorption bands and noise influences
are minimized. The application of the Mexican-Hat wavelet also enables the
minimization of scattering effects due to the included vanishing moments.

Especially at low concentrations, less absorption bands were detected with an
increasing noise level. This correlation could be used in the future as a possibility
to characterize spectral sensors. Because the signal-to-noise ratio given in the data
sheets refers only to an intensity-noise-ratio of the spectral bands. Wavelets take
into account the neighborhood relationship of spectral bands. Due to the limit
and the uncertainty in the detection of the wavelets, a combination of resolution
and noise is possible. Together with an already existing model based on wavelet
features, a sensor-specific Limt of Detection (LoD) for certain ingredients is
thinkable.
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calibration models: a review. Chemometrics and Intelligent Laboratory
System, 64(2):181–12, 2002.

Wavelet Coef cients as Features in Near Infrared Spectrafi


	An Overview of Return-Path Ellipsometry
	Image-based Anomaly Detection within Crowds
	Application of diffractive optical elements in confocal microscopy
	Industrial Network Topology Analysis with Episode Mining
	RNN-based Prediction of Pedestrian Turning Maneuvers
	A Game-Theoretic Framework for Safety and Security
	Supervised Laplacian Eigenmaps
	Wavelet Coefficients as Features in Near Infrared Spectra
	A Behaviour Model as Extension for the
Object-Oriented World Model



