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Abstract: A twentieth century-long coupled atmosphere-ocean regional climate simulation with
COSMO-CLM (Consortium for Small-Scale Modeling, Climate Limited-area Model) and NEMO
(Nucleus for European Modelling of the Ocean) is studied here to evaluate the added value of coupled
marginal seas over continental regions. The interactive coupling of the marginal seas, namely the
Mediterranean, the North and the Baltic Seas, to the atmosphere in the European region gives a
comprehensive modelling system. It is expected to be able to describe the climatological features
of this geographically complex area even more precisely than an atmosphere-only climate model.
The investigated variables are precipitation and 2 m temperature. Sensitivity studies are used to assess
the impact of SST (sea surface temperature) changes over land areas. The different SST values affect
the continental precipitation more than the 2 m temperature. The simulated variables are compared to
the CRU (Climatic Research Unit) observational data, and also to the HOAPS/GPCC (Hamburg Ocean
Atmosphere Parameters and Fluxes from Satellite Data, Global Precipitation Climatology Centre)
data. In the coupled simulation, added skill is found primarily during winter over the eastern part of
Europe. Our analysis shows that, over this region, the coupled system is dryer than the uncoupled
system, both in terms of precipitation and soil moisture, which means a decrease in the bias of the
system. Thus, the coupling improves the simulation of precipitation over the eastern part of Europe,
due to cooler SST values and in consequence, drier soil.

Keywords: ocean-atmosphere regional coupling; twentieth century data; precipitation; soil moisture;
added value; Europe; continental

1. Introduction

High-resolution climatological data is essential for studying the climate system’s features and its
changes—both in the past and in the future. Thus, a significant effort is taken into improving climate
models, which can provide us with the sufficient data. One way of improvement in climate research
is the development and usage of regional climate models (RCM), or limited area models [1]. These
models enable us to increase the spatial resolution of simulations without being as expensive as global
models on the same high resolution. Moreover, RCMs are able to resolve more regional scale climate
processes, due to their high resolution [2]. One further step in the improvement is the use of regional
climate system models (RCSM). This means that not only the atmosphere and land surface, but also
other parts of the climate system are modelled in detail by numerical models and coupled together
in an interactive way. Depending on the focus of a study, the coupled system could include several
elements of the climate system. Since the changes undergoing in the ocean have great relevance on the
climate timescale, the coupling of an atmosphere and an ocean model is one often-used combination.
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The advantage of a regional atmosphere-ocean coupled climate model is that it is physically more
consistent with the natural system than an atmosphere-only climate model. The ocean model has the
resolution to better represent the regional features of the marginal seas (such as the Mediterranean or
the Baltic Sea) than an uncoupled RCM, which uses SST (sea surface temperature) data either from the
driving model or from a reanalysis to represent the ocean [3,4]. The interactive coupling also enables
a more realistic dynamical response to perturbations regarding the ocean atmosphere heat balance.
Thus, we expect that a coupled model system can better adapt to changes or feedback mechanisms,
which is favorable in both hindcast simulations and in future projections. With a coupled marginal
sea, an RCSM is also more independent from its driving global model and its biases. Nevertheless,
the coupling extends the complexity, and also the cost of calculations, so the more diverse system
might not always improve all variables.

Chronologically, coupling atmosphere and ocean global circulation models (AOGCMs) have
started among the global climate models, due to the increasing need in climate science to take into
consideration more aspects of the climate system, especially those having longer memory (decades
or centuries). The Coupled Model Intercomparison Project (CMIP) began in 1995 under the auspices
of the Working Group on Coupled Modelling (WGCM). Since then, the sixth phase of the project
has already been engaged, and coupled AOGCMs are considered the state-of-the-art climate models.
The application of coupling among the regional climate models is also increasing, focusing over regions
where marginal seas influence the local climate, e.g., the Baltic Sea, the Arctic or the Mediterranean [5–7].

In Europe, the biggest marginal sea is the Mediterranean Sea, which has a great influence on its
environment. It is an important moisture and heat source. The Mediterranean climate is characterized
by a dry summer and a wet winter as it is affected by the downdraft part of the Hadley cell during
summer and the mid-latitude Westerlies during winter. The dry summer, projected to be even
dryer in the future, lets the Mediterranean region to be considered as a climate change ‘hot spot’ [8].
Thus, the successful modelling of its climate is crucial for climate change projections. Furthermore,
the regional characteristics of the Mediterranean basin also leads to the formation of high impact
weather phenomena, such as topographically-induced strong winds, intense cyclogenesis or heavy
precipitation, which are all also influenced by the interaction between air and sea. To better resolve
the interaction between the atmosphere and the Mediterranean Sea, Reference [4] coupled a global
atmosphere model (ARPEGE) locally to a regional ocean model (OPAMED) over the Mediterranean.
There are also studies coupling regional atmosphere and regional ocean models, such as the work
from Reference [9], where the atmosphere component is the RegCM3, and the Mediterranean Sea
is represented by MITgcm. Reference [10] created a regional coupled earth system model with the
components: WRF (atmosphere) and NEMO (Nucleus for European Modelling of the Ocean)(ocean),
which was also used to examine the air-sea interactions and the role of the general ocean circulation
in two intense weather events in the Mediterranean [11]. The NEMO ocean model has a regional
configuration over the Mediterranean Sea, NEMO-MED12 [12], which was coupled to the atmosphere
model COSMO-CLM (Consortium for Small-Scale Modeling, Climate Limited-area Model) to study
medicanes, where the coupled system showed improvements compared to the atmosphere-only
simulations [7]. Reference [13] coupled NEMO with a different atmosphere model (CNRM-ALADIN52)
and even included a river routing model (TRIP) into the regional climate system.

Another semi-enclosed marginal sea in Europe is the Baltic Sea, which connects to the North
Sea. The Baltic Sea has different characteristics from the Mediterranean, but they both have a notable
influence on the weather and the climate of their surroundings. The Baltic Sea has a strongly stratified
characteristic, which is influenced by freshwater and nutrient input from continental rivers and has a
residence time of the order of 25–30 years [14]. In addition, the sea ice formation is significant over the
Baltic Sea, a process that does not have to be considered in the Mediterranean Sea. The Baltic Sea is
directly connected to the North Sea, which in contrast to the Baltic Sea, is a dynamical region. Neither
the oceanographical, nor the biogeochemical characteristics of the Baltic and the North Seas are similar,
but they are closely linked to each other. Reference [15] showed that modelling them together gives a
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better representation of the seas than trying to assess the in- and outflow separately. Similarly to the
Mediterranean region, in this area, it is potentially favorable to use a coupled atmosphere ocean regional
model. Reference [16] coupled regional atmosphere/ice/ocean models (REMO and HAMSOM) in the
Baltic and North Sea region. They found that the system is stable over a full seasonal cycle. Moreover,
its results showed improvements compared to the results of the uncoupled, atmospheric model.
Reference [17] coupled different regional models (RCO and RCA) only for the Baltic Sea, but focus on a
multi-year simulation to analyze the possibility of climate studies. Reference [5] downscaled 20 years
of ERA-Interim reanalysis with a coupled atmosphere-ocean-ice system (COSMO-CLM for atmosphere
and NEMO for the ocean with the sea ice module LIM3), where both the Baltic and the North Seas
were included in the coupling. Recently, Reference [18] investigated future scenarios of the North Sea
with the coupled atmosphere–ice–ocean model RCA4-NEMO.

In this study, we evaluate the added value of a coupled atmosphere-ocean-ice simulation,
where three marginal seas, namely the Mediterranean, the Baltic and the North Seas are calculated
dynamically. Moreover, the simulation has been calculated for more than 100 years including the whole
twentieth century. With the coupling of three marginal seas, which means the majority of the ocean
grid points in our domain, one expects the model to become better in describing the dynamical system.
The motivation for a twentieth century simulation is that it gives the opportunity to study longer
trends and extremes with large return periods. Modelled data is needed for this, since observational
data is not always available for this time range, or it has only low resolution, as well as available only
over land. The stability of the simulation during the twentieth century is evaluated in Reference [19],
where the authors present that the climate system is stable, and it does not have any continuous drift.
Nevertheless, it is not free from biases. In coupled simulations, the differences and added value are
mainly located close to the coupled sea, along the coast or over islands [20,21]. Despite this, a transient
century-long simulation might show some improvements also over the continental region, since
the system has a long time to adapt and progress with the more complex climate system dynamics.
Reference [19] analyze the effect of coupling regarding extremes with the help of daily observations
from Germany stations. They found, that in Germany the coupled system improves the values of the
climate change indices related to extreme temperatures compared to the uncoupled version, while
for related precipitation indices the uncoupled simulation is more skillful. In this study, we extend
their analysis by focusing on the added value over all land areas in Europe, while, due to the lack
of adequate observations, we do not analyze extremes. Our focus is on the atmospheric side of the
climate variables, namely on precipitation and 2 m temperature on a seasonal timescale.

The research questions, we want to answer in this study are:

1. How sensitive is the atmosphere, namely the precipitation and 2 m temperature, to SST changes
in the model system?

2. Does the interactive coupling of atmosphere and ocean have an effect over the continental areas?
3. Is there any large-scale added skill in the precipitation and in the 2 m temperature variables in

the coupled simulation compared to the uncoupled one?

The next section describes the uncoupled and coupled simulations, together with the observations
used as reference data. Section 3 introduces the sensitivity studies, designed to answer our first research
question, and explains the skill score used to quantify the added value. Section 4 presents the results
from our sensitivity studies and from the analysis of the century-long simulations. The last section
discusses and summarizes the work and concludes the results presented in this paper.

2. Data

In this study, we compare the results of a coupled atmosphere-ocean regional climate model to
its uncoupled counterpart. The atmosphere-only simulation dynamically resolves the processes in
the atmosphere and uses boundary conditions from a global earth system model to gain information
regarding the status of the ocean and seas. On the other hand, the coupled atmosphere-ocean simulation
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resolves the dynamical processes also in the Mediterranean, the Baltic and the North Seas. Both the
coupled and the uncoupled simulations are calculated for the twentieth century. To evaluate the results,
observations are used as reference data.

2.1. Uncoupled Simulation

The atmosphere model used in the uncoupled/standalone simulation is the climate version of the
non-hydrostatic limited-area atmospheric prediction model COSMO-CLM (CCLM, Consortium for
Small-Scale Modeling, Climate Limited-area Model) [22] developed by the German Weather Service
(Deutscher Wetterdienst, DWD). For the simulation, CCLM v5.0 clm7 was used. The model uses the
primitive thermo-hydrodynamical equations describing compressible flow in a moist atmosphere.
In our simulations with CCLM, the interaction between the atmosphere and the underlying surface is
modelled by a soil and vegetation Model, TERRA [23].

The domain, EURO-CORDEX, is defined within the CORDEX framework (Coordinated Regional
climate Downscaling Experiment) [24], and, in our case, the spatial resolution is 0.22◦ × 0.22◦ (~25 km)
with 40 vertical levels. The twentieth century simulation covers the period between 1 January 1900
and 31 December 2009.

For the regional simulation, global driving data is needed. The driving data is taken 6-hourly from
the Max Planck Institute Earth System Model used in the low-resolution configuration (MPI-ESM-LR).
The simulation used in our study is called an assimilation experiment (as20ncep08) [25], because the
model state is nudged towards three dimensional daily ocean temperature and salinity anomalies
coming from an ocean only model simulation [26]. The ocean only simulation is calculated with
the Max Planck Institute Ocean Model (MPIOM) forced with a twentieth century reanalysis of the
atmosphere (20CR) [27]. In MPI-ESM-LR the horizontal resolution of the atmosphere is approximately
200 km at 47 layers, and the ocean varies from 12 to 150 km at 40 layers. In the Mediterranean region,
the ocean model’s resolution is around 100 km, and it becomes denser around the poles, thus, at the
North and Baltic Sea region it has higher resolution than at the Mediterranean Sea. For our study, it is
important to keep in mind what kind of SST data is used in the uncoupled experiment, since that
is one of the main differences between the coupled and uncoupled simulations. So, we follow the
information flow to show the origin of the uncoupled regional simulation’s SST boundary conditions.
The SST boundary conditions consist of the MPI-ESM-LR model climatology plus the anomalies
coming from the MPIOM 20CR assimilation experiment. The ocean model is forced by a number of
different parameters to obtain fluxes of heat, momentum and freshwater [26]. Particularly, for the
calculation of latent and heat fluxes, the MPIOM uses surface and 2 m temperature from 20CR. The SST
values in the 20CR reanalysis are taken from the UK Met Office HadISST1.1 (Hadley Centre sea ice and
sea surface temperature) dataset [28], as the atmosphere-land model system, creating the reanalysis
needed lower boundary conditions. Thus, the SST values used in our uncoupled experiment are in the
end originated from the HadISST dataset, but as our previous study [19] shows, the SST values in the
global and uncoupled system have a cold bias compared to the observations. Nevertheless, they are
not independent from the observed data.

2.2. Coupled Simulation

The coupled simulation evaluated in our study consist of three main models, CCLM
responsible for the atmosphere and land surface, NEMO-MED12 [29] for the Mediterranean Sea
and NEMO-NORDIC [30] for the Baltic and North Seas. Moreover, NEMO-NORDIC also includes a sea
ice model named LIM3 (Louvain-la-Neuve sea ice model) [31]. The different models are coupled with
the OASIS3-MCT (Ocean Atmosphere Sea Ice Soil Model Coupling Toolkit; [32]), which coordinates the
technical part of the coupling. One of the challenges of the coupling, which is handled by OASIS3-MCT,
is that the three models have different spatial resolutions: CCLM has the same resolution (~25km) as the
uncoupled simulation, NEMO-MED12 has a spatial resolution of 1/12◦ (~9km), and NEMO-NORDIC
is integrated on the highest resolution (~3 km). The coupling means that variables are interchanged
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between the models every 3 h. In our case, the atmosphere model receives the SST and in the case of
the Baltic and North Seas region also the sea ice fraction from the ocean models. On the other hand, the
atmosphere model transmits to the ocean models the flux densities of water (precipitation-evaporation),
momentum, solar radiation, non-solar energy and in the case of the Baltic and North Seas region also
the sea level pressure. The coupled system gets its driving data at the boundaries from the same
assimilation experiment of MPI-ESM-LR as the uncoupled simulation. To illustrate the computational
side of running a coupled system, Reference [19] calculated for how long does the coupled and the
uncoupled system run when using the same resources (same amount of nodes for the whole system),
and they found that the coupled system needs ca. five times more time for the integration. For more
details on the coupled system, we also refer to Reference [19], who investigated the stability of the
same simulations.

2.3. Observations

As our objective is to evaluate the added value in the century-long simulation, we need a
comparably long observational dataset all over Europe for reference. This requirement is filled by the
high resolution gridded dataset of the Climatic Research Unit (CRU TS) [33]. The CRU TS4.01 dataset
is available between 1901 and 2016, but we used the data only until 2009, when our simulations end.
The CRU high resolution dataset is a gridded dataset constructed from monthly meteorological station
observations. It covers the land areas worldwide with a 0.5◦ latitude/longitude grid. The dataset
contains six climate variables; from which we used only precipitation and daily mean temperature.

The disadvantage of the CRU dataset is that it is land-only, since it contains century-long station
data, which are not available over marine areas. Nevertheless, for a coupled simulation’s evaluation,
the over the sea areas are particularly interesting. To have measurements over large sea areas, one needs
to rely on remote sensing, which is on the other hand not available for such a long time as ground-based
measurements. Thus, to be able to check the results of the coupled system over the sea, we included in
our study a dataset containing precipitation observations also over the sea, but with the constraint that
this analysis is only for the last decades of the century. The dataset is called HOAPS/GPCC (Hamburg
Ocean Atmosphere Parameters and Fluxes from Satellite Data, Global Precipitation Climatology Centre)
global daily precipitation data based on satellite and gauge based observations [34]. It is available
between 1988 and 2008 over Europe on a 0.5◦ grid.

3. Methods

3.1. Sensitivity Studies

Our previous analysis [19] showed that the SST values in the coupled and the uncoupled system
differ. Their temporal evolution through the century is similar, but their distribution and the average
SST values are different in the range of 0.5 K. To put this into perspective, we calculate the spread of an
8-member ensemble of CMIP5 global models’ SST field means. We found that the ensemble spread
over the Mediterranean and the Baltic and North Seas is in the range of 1–1.5 K. In addition, during the
coupling process, one of the main variables given from NEMO to CCLM is SST. So, the SST variation
is an important factor in the simulations. Therefore, we planned a few sensitivity experiments with
perturbed SST values in the uncoupled system, to assess the response of the atmosphere to variations
in SST values. This assessment helps us to put the results of the coupled system into perspective,
and it gives an estimate of the atmosphere’s answer to a robust SST change. Since the model is such a
complex system, we use the sensitivity experiments as a tool to enlighten the connection between SST,
precipitation and 2 m temperature. They help us to define the processes taking place in the model,
due to the different SST values (Figure 1). We assume that a change in SST will cause a change in
the same direction in the surface sensible and latent heat fluxes. The sensible heat flux is directly
connected to the 2 m air temperature values, so we would expect the air temperature to rise when
the sea is warmer and vice versa. The latent heat flux describes how much water is evaporated
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from the surface; thus, it is in relation to the precipitable water content of the air column, which is
connected to precipitation. Thus, with warmer SST, we expect that the hydrological cycle becomes
more active, resulting in more precipitation, and with cooler SST that it slows down, which would mean
dryer conditions. Nevertheless, the coupled system is more complex than the sensitivity experiments
designed here. Other processes and feedback mechanisms related to air-sea interactions might not be
considered in the offline set-up of the sensitivity experiments. Hence, the results of the coupled system
cannot be explained based on these sensitivity experiments alone.
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For the sensitivity experiments, the uncoupled system (CCLM standalone simulation) is restarted
in 2000. For the experiments, we choose to run the model until 2003 to give time for the perturbances
to evolve and to have several seasons to evaluate. The SST values are the lower boundary conditions
of the model. In our sensitivity studies, we altered these boundary conditions. Five different SST
conditions are prepared for the uncoupled sensitivity runs: One with the SST values from the coupled
simulation and four with the coupled SST ±1 and ±2 K (see Table 1). We change the SST only in the
region of the coupled marginal seas, to be consistent with the coupled system. The discontinuity
can be a concern over the northern border of the North Sea, but this issue also arises in the coupled
system. The SST_0 study is very close to the coupled simulation, since it uses the SST values from it,
but there are two differences between the two runs. First, the frequency of SST update is higher in
the coupled simulation, namely 3 h; while in the SST_0 study, we use 6 hourly boundary conditions.
The other difference is that in the SST_0 study, the sea does not react to the atmosphere, since the SST is
prescribed from a different set up with a different atmospheric forcing. Thus, in the SST_0 simulation,
there are no two-way interactions between sea and atmosphere.

The atmospheric answer is studied through precipitation and 2 m temperature changes.

Table 1. Summary of the simulations compared in the sensitivity study. CCLM (Consortium for
Small-Scale Modeling, Climate Limited-area Model), NEMO (Nucleus for European Modelling of the
Ocean), CPL (coupled simulation, CCLM-NEMO).

Experiment
Name Uncoupled Coupled SST_0 SST + 1 SST – 1 SST + 2 SST – 2

Model CCLM CCLM-NEMO CCLM CCLM CCLM CCLM CCLM
SST

(marginal
seas)

MPI-ESM-LR
as20ncep08

SST from
NEMO

(CPL SST)
CPL SST CPL SST

+ 1
CPL SST

– 1
CPL SST

+ 2
CPL SST

– 2

3.2. Mean Square Error Skill Score

To quantify the added value of coupling a dynamic ocean model to the RCM, we choose a skill
score, namely the mean square error skill score (MSESS) [35]:

MSESS = 1−
MSEi
MSEr
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MSEi and MSEr are the mean square error of the simulation of interest and reference, in our
case, the coupled and the uncoupled simulation, respectively. MSEi and MSEr are calculated based
on observations, in our case, the CRU TS4.01 dataset. This skill score concentrates the coupled,
the uncoupled and the observation data. It shows, when positive, if the coupled simulation gives
better results than the uncoupled, compared to observations. On the other hand, negative skill means
that the uncoupled simulation represents the variable better than the coupled simulation, compared
to observations. The equation shows that the best possible MSESS value is 1, which would mean a
perfect simulation, and that the minimum is not constrained.

4. Results

4.1. Sensitivity of CCLM to SST

To analyze the changes in the sensitivity experiments, we investigate the time evolution of the field
means for precipitation and 2 m temperature over the Mediterranean Sea, the North and Baltic Seas
and over the continental areas (Figure 2). The changes are bigger over the seas than over land, which is
expected, since we altered one important variable in the air-see interaction process. Nevertheless,
we found that over land precipitation is more sensitive to the SST changes than the 2 m temperature,
which shows very subtle differences in the sensitivity experiments. The changes in the precipitation and
2 m temperature fields are directly proportional to the SST values, when the SST values rise (decrease),
the precipitation and 2 m temperature rises (decreases). Thus, they prove that our assumptions
regarding the connection between SST and precipitation and 2 m temperature were right. It is also
worth mentioning that the precipitation and 2 m temperature values are not identical in the coupled
and in the SST_0 sensitivity experiment, which is the experiment where the uncoupled model uses
the six hourly SST results from the coupled simulation. This means, that in the coupled simulation,
the two-way interaction between atmosphere and ocean, and the frequent, three hourly coupling has
an effect on the simulation. The results from the SST + 1 experiment are close to the results from the
uncoupled simulation, which is in accordance with the warmer SST values in Reference [19]. In our
previous analysis, we found that the annual mean SST values are on average a 0.5K warmer in the
uncoupled simulation compared to the coupled.
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Figure 2. Time evolution (2000–2003) of precipitation (left column) and 2 m temperature (right column)
field mean over the Mediterranean Sea (a,b), the Baltic and the North Seas (c,d) and over land (e,f) in
the sensitivity experiments and in the coupled and uncoupled simulation.

To analyze the pattern of SST sensitivity of precipitation and 2 m temperature, we show the
spatial difference between the SST_0 and the two extreme sensitivity experiments (SST – 2 and SST + 2)
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(Figure 3). The difference between land and sea regions is the most prominent feature of the maps,
but in addition, there are also differences along the coastlines. In the case of the 2 m temperature, the
magnitude of the difference over the sea is higher than over land, while for precipitation the difference
is a bit more homogeneous. The 2 m air temperature’s answer to the +/−2K SST change over the seas
are, on average, between 1.1–1.5 K, while over land it is around 0.2 K. In the case of precipitation,
the changes over the Mediterranean and the North and Baltic Seas are around 8–19 mm, which is
an 11–56% change on average, while over land the change is only 3–4 mm representing 5–8% of the
average spatial mean.
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Figure 3. Difference between the SST_0 and the SST – 2 (left column, a,c) or the SST + 2 (right column,
b,d) simulations. The first row (a,b) shows the difference of the precipitation sums during the whole
time period (2000–2003) and the second row (c,d) shows the differences in 2 m temperature mean.

Our conclusion is that the atmosphere’s reaction to SST changes, during this short time period,
are mostly seen along the coastal regions, and the continental region precipitation has larger variability,
due to the change in SST than the 2 m temperature.

The sensitivity experiments give us an estimate regarding the changes one can expect from the
coupled simulation, where the dynamically calculated SST is different from the prescribed one in the
range of 0.5–1 degrees. The changes in precipitation and 2 m temperature both over land and over
the sea are expected to be directly proportional to the change in SST. We expect more changes over
land from precipitation than from 2 m temperature, the change in 2 m temperature are expected to be
localized to the sea and to the coasts. Nevertheless, online coupling has one big advantage compared
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to these SST experiments, which is the interaction between the two spheres. Although we cannot
quantify this advantage with these sensitivity experiments.

4.2. Precipitation

In this sub-section, we analyze the skill scores of the coupled system with regard to precipitation.
We evaluated the MSESS of the seasonal precipitation sums of the coupled simulation compared to the
uncoupled simulation and found a mostly positive and homogenous skill during winter (Figure 4a,b).
The skill during summer (not shown) has a patchy pattern, probably due to the stochastic nature of
convective precipitation. The autumn and spring patterns show similarities either to the winter or the
summer patterns, respectively. Henceforth, we will focus on the winter precipitation, and to be able to
have a broader perspective, we decided to include the MSESS values regarding the HOAPS/GPCC
observational dataset, which is available also over marine areas in contrast to the CRU dataset, which
is land only. Note, that the CRU dataset contains the whole century, while the HOAPS/GPCC is only
available between 1988 and 2008.

The winter MSESS pattern shows positive skill over the coupled seas and also over the area
south from a line crossing Europe diagonally from southwest to northeast. This area is downward
from the marginal seas, since the circulation in Europe is mainly westerly. To analyze the reason
for the positive skill, we analyzed the bias of the coupled system concerning the observations and
also the difference between the coupled and uncoupled simulations (Figure 4). We found that the
coupled system (Figure 4c,d) and also CCLM alone (not shown) has a wet bias during the winter
season over Europe. This wet bias is shown to be reduced by the coupling over the area of the
positive skill. Thus, one can conclude that the positive skill is due to the milder overestimation of
the precipitation. We compared the median and mean values of seasonal precipitation sums in the
coupled and uncoupled simulations to evaluate, whether the difference between the two simulations’
mean seasonal precipitation sums comes from the change of the mean of the distribution or from a
shift towards extremes. The two values were very similar—thus, the coupled simulation is on average
dryer than the uncoupled simulation. The reduction in the precipitation compared to the uncoupled
simulation is probably related to the colder SST values in the coupled seas. We saw by the sensitivity
experiments that lower SST values caused less precipitation, mostly over the coupled seas, but also
over land. This explains the skill over the seas (Figure 4b), given the wet bias of CCLM during winter.

Nevertheless, the results over land are not so explicitly explained by the cooler SST. When
comparing the MSESS and difference fields to the sensitivity experiments’ pattern, one sees here more
widespread differences over land than at the sensitivity experiments. This is probably in relation
to the length of the simulations (110-year-long hindcast versus four-year-long sensitivity studies).
During the century-long simulation, the atmosphere and the ocean have more opportunity to interact
and represent slow processes. One of such processes is a positive feedback mechanism between
precipitation and soil moisture, which helps to propagate the dryer conditions over the continental
regions. Figure 5 shows the winter soil moisture content difference between the coupled and the
uncoupled simulations, and its pattern mostly coincide with the drier precipitation pattern.

Cooler SST in the coupled simulation during winter, causes less precipitation through the less
intense surface fluxes, resulting in dryer soil conditions over land areas downwind from the sea. This
decreases evapotranspiration and through that, further decreases precipitation (Figure 6). This feedback
mechanism either slows down or intensifies the hydrological cycle. Overall one can see the effect
of SST over continental regions, because water vapor does not fall out instantaneously from the air
masses; thus, the effect of SST can travel with the circulation, and the feedback mechanism with soil
intensifies the signal.
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Figure 4. Mean winter precipitation sum: (a) Mean square error skill score (MSESS) values comparing
the coupled system to the uncoupled with respect to CRU (Climatic Research Unit) (1901–2009) and
(b) with respect to HOAPS/GPCC (Hamburg Ocean Atmosphere Parameters and Fluxes from Satellite
Data, Global Precipitation Climatology Centre) (1988–2008), (c) bias of the coupled system with respect
to CRU and (d) HOAPS/GPCC, (e) difference between the coupled and the uncoupled system for the
time period 1901–2009 and for (f) 1988–2008.
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4.3. 2 m Temperature

The seasonal analysis of 2 m temperature shows smaller differences between coupled and
uncoupled and also less added value compared to the precipitation results (Figure 7). This fits into
our expectations based on the sensitivity studies. We include here the 2 m temperature results for the
sake of completeness, but one shall note that the differences presented here are so mild that we do not
consider them as main results. We present the results for summer and winter, because the spring and
autumn patterns can be described as the transitions between these two seasons. Slight positive skill
is shown over the Balkan region and along the Italian Peninsula both in winter and summer. Some
skill also arises over Scandinavia mainly during the winter period. The difference maps show that the
skill over the southern part of Europe is coming from that region’s warm bias being reduced in the
coupled simulation. This also applies for the skill over Scandinavia during winter. On the other hand,
the reason behind the skill over Scandinavia during summer is that CCLM’s cold bias became warmer
via the coupling. Nevertheless, the differences between the coupled and the uncoupled simulation are
small, between ±0.5 K. Large negative skill is found over North Africa during winter and to a lesser
extent during summer. This is related to the cold (winter) and warm (summer) SST bias near to that
coast. Note that although there is a difference between the coupled and the uncoupled simulation in
this area, we handle the MSESS values with caution, since this is the area where the CRU dataset has
the least stations contributing to the data in our domain.
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5. Discussion and Conclusions

The objective of this study was to analyze the added value of coupling regional ocean models
to a regional climate model. We evaluated the results from the atmospheric point of view, focusing
on results over land and on standard climate variables, such as precipitation and 2 m temperature.
The simulation is a hindcast simulation covering the twentieth century, calculated by a coupled system
of CCLM for the atmosphere, NEMO-MED12 for the Mediterranean Sea and NEMO-NORDIC for
the Baltic and North Seas. Our interest was to find out whether the more detailed background of the
regional ocean model, translates into any added value in the atmospheric variables.

To be able to asses CCLM’s reaction to controlled SST changes, we executed some sensitivity
experiments with the uncoupled system using altered SST values over the “coupled” seas. As expected,
these short (4 year-long) simulations show more sensitivity over the sea. They also showed that
with SST decrease, both precipitation and 2 m temperature decrease, due to the changes in surface
fluxes, and with SST increase the changes point to the opposite direction. When focusing on land
areas, differences due to the SST changes are bigger in the case of precipitation than in the case of 2 m
temperature. Thus, we expected a larger effect for precipitation in the coupled simulation. This is
indeed what was found in the seasonal analysis. On the seasonal scale for 2 m temperature, we did not
find notable changes in the skill over Europe. On the other hand, when using daily data [19] found
that in Germany, the coupled simulation is more skillful than the uncoupled, in terms of temperature
extremes. Regarding the seasonal precipitation sums, the results show added value, especially during
winter over the eastern part of the domain.

During summer the pattern of MSESS are relatively patchy compared to the winter results. This is
probably due to the different mechanisms driving the precipitation formation. First of all, summer
precipitation contains more convective events, which have a stochastic characteristic, and those could
be responsible for the patchiness of the skill. Moreover, CCLM’s precipitation bias is not homogenously
wet over whole of Europe during summer as it is during winter. It has even dry regions (e.g., the Balkans
and Eastern Europe). Moreover, the coupled system’s SST bias over the Mediterranean Sea differs
during summer and winter. In winter, it is cooler than observations, while in summer, it is not colder,
but even warmer over some regions [19]. Thus, the drying effect of the cold SST, which is responsible
for the winter skill presented in Section 4, does not act during the summer periods, and other processes
do not seem to improve the summer results.

The added skill during winter is associated with dryer conditions in the coupled simulation,
which means the wet bias of CCLM is improved by the coupling. This is in accordance with the
simulated SST values, which are on average cooler than the SST boundary conditions used in the
uncoupled simulation. The sensitivity experiments also showed us, that the cooler the SST, the dryer
the model. Thus, in the coupled simulation, the cooler SST values induce less precipitation, which
partially corrects the overestimation of precipitation. Moreover, the added skill was found not just
around the coastlines, but over areas, with a more continental climate. The lack of precipitation
in the coupled simulation causes dryer soil conditions, which furthermore decreases precipitation,
through a positive feedback mechanism [36]. Additionally, when one compares the pattern from the
SST + 2 experiment (Figure 3b) and the difference between the coupled and uncoupled simulation
(Figure 4e,f) one sees more elaborate changes in the hindcast simulation. This suggests, that the longer
the time period, the more widespread the differences between the coupled and the uncoupled run.
Hence, differences are connected to those parts of the system that have a longer memory, such as
the soil or the seas. The importance of these parts increases in long term projections. This finding
contradicts the findings of References [21] and [37], who found that coupling regional oceans do not
have far-reaching effects over the continental atmospheric variables. Nevertheless, the mentioned
studies considered several decade-long coupled simulations, which is significantly shorter than our
century-long simulation. Moreover, they included less sea area in the coupling. Reference [21] coupled
the North and Baltic Seas and [37] only the Mediterranean Sea, not all three marginal seas as our
study did. On the other hand, Reference [5] found that in their coupled simulation with CCLM and



Atmosphere 2019, 10, 537 15 of 18

NEMO-NORDIC, coupling affected the eastern part of the domain. Although they investigated 2 m
temperature and found the largest differences during summer. We found the eastern European pattern
during winter and in the case of precipitation. Nevertheless, this can also suggest that the changes in
the eastern part of the domain might be a CCLM-NEMO specific feature.

The fact that the added skill in the coupled simulation is due to the lack of precipitation is
somewhat similar to the findings of Reference [37], who found that in their high resolution coupled
simulation, the representation of hot days and droughts improved more than the representation of
heavy precipitation events. They concluded that the improvement of hot days and droughts, which are
mostly driven at synoptic scales, is due to the better representation of topography and local processes,
while they suggest that the lack of improvement in heavy precipitation might be due to the inaccurate
tuning of the parameters at high resolution. This might also be the case in our system, since we see
some inconsistency regarding the fact that the coupled system has even bigger SST bias than the
uncoupled system [19], and yet the coupled system’s precipitation bias decreases.

Therefore, regarding the coupled system, we conclude that it performs at some aspects better
and at least, as well as the uncoupled system. This is already a great success, given that the coupled
system is more complex and has more degrees of freedom to develop its own stable state. Therefore,
if it is closer to reality, it is a more reliable system than an uncoupled model, and can be used for
future assessments as well. Moreover, our simulation proves that the correct representation of slow
systems with a long memory, is increasingly important, when considering century-long simulations.
To summarize the results, we answer the main research questions of this study:

1. How sensitive is the atmosphere, namely the precipitation and 2 m temperature, to SST changes
in the model system? Based on our sensitivity experiments with altered SST values, we conclude
that both precipitation and 2 m temperature react to SST changes. The changes are mostly over
the sea areas, but some differences appear over land as well. Additionally, over continental areas
precipitation seems to be more affected than 2 m temperature.

2. Has the interactive coupling of atmosphere and ocean an effect over the continental areas? Yes,
it has. As expected from the sensitivity experiments, precipitation is influenced by the coupling.
Nevertheless, it is unclear if the difference over continental regions is due to the model’s specific
feature or the result of the length of the simulation, since the century-long simulation enables the
slow parts of the system to evolve and show their effect on the results. This is also an important
finding to prove the importance of marginal seas further away from the coasts.

3. Is there any large scale added skill in the precipitation and in the 2 m temperature variables in
the coupled simulation compared to the uncoupled one? Yes, during winter the precipitation
has positive skill over the eastern part of the domain. We found that the coupled system has in
average a bit colder SST values than the atmosphere-only version. This leads to less precipitation,
meaning smaller wet bias during winter over the eastern part of the domain. This, together with
a soil moisture-evapotranspiration-precipitation positive feedback loop results in a homogenous
increase in skill over a large area. In terms of 2 m temperature, we found only moderate skill
in Europe.

The results showed added value, due to coupling, but there are still open questions to be answered.
The hydrological cycle in the coupled system needs further evaluation and possibly tuning, since the
presented added value in winter precipitation is partly due to counteracting biases. Based on our
results, we assume that one possible way for improving the atmospheric model’s physics would be to
revise the parametrization governing the surface fluxes over the sea. The biases of the ocean model
(e.g., the SST biases) also need to be investigated. It is also worth mentioning that closing the water
budget with a runoff model is already in progress for our coupled set up. The comparison with other
century-long coupled simulations could also help to determine the source of the added value over the
continental regions.
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