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Abstract The stability of a taxonomy algorithm against minor changes in a
data set (e.g. subtraction from a dataset, small changes in variable values) or
algorithm parameters (e.g. random selection of parameter values) is a desired
property of the method. There is an opinion in the literature that, when properly
selected, multiple uses of a given algorithm should give rise to little or no
difference in the final clusters (i.e. it should give stable results) and reveal the
actual structure present in the data. This criterion is particularly applicable
when selecting the number of groups (parameter k). The purpose of the paper
will be to examine the stability of grouping the EU countries in terms of
sustainable development levels.

1 Introduction

The main problem in taxonomy is to determine whether the groups that we
detected reflect the actual structure of the groups present in the data. This
involves the problem of selecting a “clustering model”, e.g. the number of
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groups k, a distance metric, the control parameters of a clustering algorithm.
Recently, the stability criterion increasingly gains in popularity in response
to these problems (e.g. Ben-Hur and Guyon, 2003; Fang and Wang, 2012;
Hennig, 2007; Koepke and Clarke, 2013; Ryazanov, 2016).

Informally, this criterion states that if a cluster algorithm is repeatedly used for
independent samples (with unchanged parameters of the algorithm), resulting in
similar grouping results, it can be considered as stable and reflecting the actual
structure of the groups (Shamir and Tishby, 2008). Volkovich et al (2010) even
state that the number of groups that maximizes the stability of clustering can
serve as an estimate of the “true” number of groups.
These authors propose a number of different ways for measuring stability.

Theoretical considerations have also led to the development of computer tools
for the practical implementation of the proposed ways to study stability. The
practical tools are available within several R packages, for example clv,
clValid, ClusterStability, fpc, pvclust.
This article is a continuation of the author’s earlier publications aimed at

identifying the methods of measuring cluster stability proposed in the lit-
erature (e.g. Rozmus, 2017). In the earlier articles of the author the clv,
clvalid and fpc packages were presented. This study will be concen-
trated on the pvclust package, which is the only one dedicated exclusively
to hierarchical grouping methods.
Due to the hypothesis that cluster stability can be an answer to the question

about the right number of groups in clustering, the purpose of this paper
will be to examine the stability of grouping the EU countries in terms of
sustainable development levels. The choice of such a research objective is
dictated by the fact that the study of the similarity of territorial units with
regard to different aspects (e.g. level of economic development, standard of
living of the population) is the subject of a number of scientific papers, articles
and reports (e.g. Kronthaler, 2005; Repkine, 2012; Shubat et al, 2016;
Simpach, 2013). Little attention is devoted in these papers to the study of the
stability of the proposed solutions.

2 Pvclust Package in R

The pvclust package (Suzuki and Shimodaira, 2006a) is designed to
measure the stability of hierarchical methods (e.g. average, single, complete,
median, centroid, Ward). It is measured by the p-value for each group and
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uses a bootstrap resampling for calculating this probability. Two types of
probability are available:

• Bootstrap probability value (BP; Efron, 1979; Felenstein, 1985) and

• Approximately unbiased probability value (AU; Shimodaira, 2002; Shi-
modaira, 2004; Suzuki and Shimodaira, 2006b).

Based on the articles of Shimodaira (2002, 2004) as well as Suzuki and
Shimodaira (2006b) the steps for calculating the bootstrap probability presented
in Figure 1 can be formulated as follows:

1. Create bootstrap samples.

2. For each of them use the hierarchical method to get the so-called bootstrap
replications of dendrograms.

3. Among all bootstrap dendrograms, calculate the percentage of those that
found the specific group.

Figure 1: Scheme of bootstrap probability calculation.
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The above procedure gives the bootstrap probability that is used to determine
the probability of occurrence of a given group. It was shown that the p-value
calculated in this way is biased (Hillis and Bull, 1993; Zharkikh and Li, 1992;
Sanderson and Wojciechowski, 2000).
Several methods for bias correction exist. In the following we concentrate

on the multiscale bootstrap method, which results in approximately unbiased
bootstrap probability. In conventional bootstrap analysis the size of the bootstrap
sample is identical to the original sample size.The multiscale bootstrap varies
the bootstrap sample size in order to infer a correction formula for the biased
p-value on the basis of the variation of the results for different sample sizes
(Suzuki and Shimodaira, 2006b).

Figure 2: Scheme of multiscale bootstrap and approximately unbiased probability calculation.
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Based on the articles of Shimodaira (2002, 2004) as well as Suzuki and Shi-
modaira (2006b) the steps for calculating the approximately unbiased probability
presented in Figure 2 can be formulated follows:

1. Generate bootstrap samples for each sample size. The authors of the
pvclust package suggest:

n′ ∈ 〈0.5 · n,1.4 · n〉 , (1)

where n is the number of observations in the original data set (Suzuki
and Shimodaira, 2006a).

2. Apply hierarchical clustering to each bootstrap sample to obtain the sets
of bootstrap replications of dendrograms.

3. Compute the bootstrap probability for each sample size.

4. Using the bootstrap probabilities estimate the approximately unbiased
p-value by fitting a theoretical equation to them:

AU = 1 − Φ (d − c) , (2)

where Φ(·) denotes the standard normal cumulative distribution function. We
estimate c and d by fitting the theoretical curve

BP(τ) = 1 − Φ
( d
τ
+ c · τ

)
(3)

to the BP(τ) observed values calculated by the multiscale bootstrap method,
with τ =

√
n/n′ and where n′ is the number of observations in the bootstrap

samples in the multiscale bootstrap method. More details about the calculation
of BP(τ) can be found in Shimodaira (2002).

3 Results

Sustainable development supports the environment-friendly economy based
on a rational, economical and more competitive use of resources. The EU
Sustainable Development Strategy (launched by the European Council in 2001
and renewed in June 2006) aims for the continuous improvement in the quality
of life for current and future generations.
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The survey has been conducted on the data set obtained from the Sustainable
Development Indicators application developed by the Central Statistical Office
in Poland. The variables in this application are grouped in four domains: social,
economic, environmental, institutional-political. This study used 51 indicators
with completed data. All observations are from the year 2015. The presentation
of the results will start with presenting a line of code from R and discussing the
most important parameters.

stability <- pvclust( data, method.hclust="ward",
method.dist="correlation", nboot=1000, r=seq(.5,1.4,by=.1) )

The study opted for the Ward method as a clustering method, where the distance
was calculated by the correlation coefficient, nboot=1000 means that 1000
bootstrap samples were used, and r=seq(.5,1.4,by=.1) shows that the
sample sizewas changed by 10 percentage points from50 up to 150 percent.
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Figure 3: Result of grouping and values of stability measures (green: BP values, red: AU values).

Figure 3 presents a dendrogram with groups and values of stability measures.
The green values (“BP” on the right side of each branch) show the probability
calculated by the bootstrap probability method, while the red values (“AU” on
the left side of each branch) are calculated with the approximately unbiased
method. Only values of “AU” are taken into consideration. One can separate four
groups of states. The first contains: Bulgaria, Estonia, Hungary, Poland, Croatia,
Slovenia, Czechia, Slovakia, Lithuania and Latvia. These are former communist
states, which belong to the EU countries with a lower development level, where
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the implementation of the postulates of sustainable development policy often
encounters some difficulties. The probability of occurrence for this group is 0.97.
Removing Bulgaria from this cluster would increase the probability of existence
of this group to 0.99. The second group consists mainly of Scandinavian
countries, i.e. Finland, Sweden, Denmark to which Austria and Germany were
attached. It is a group of leading economies in the EU, where the postulates of
sustainable development policy are largely and quite easily implemented. The
surprise is that this group has the lowest probability of occurrence, only 0.89,
which may indicate a large heterogeneity and internal diversity of this group.
The third group includes countries from the south of Europe: Greece, Italy,
Spain, Portugal, Cyprus, Malta. The probability of occurrence for this group is
0.94. The last group occurs with high probability of 0.97 and it contains Great
Britain, Holland, Belgium, France, Ireland and Luxembourg.

4 Summary

In this contribution we used the Shimodaira (2002) approximately unbiased test
of cluster stability for checking the validity of a cluster solution of European
countries with regard to their sustainable development level (Shimodaira, 2002).
In this article we used the approximately unbiased p-value, which is part of the
pvclust package in R. Using this method for measuring the stability of the
cluster solution of EU countries we obtained four highly reliable groups.
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