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#### Abstract

Port-Hamiltonian system theory is a well-known framework for the control of complex physical systems. The majority of port-Hamiltonian control design methods base on an explicit input-state-output port-Hamiltonian model for the system under consideration. However in the literature, little effort has been made towards a systematic, automatable derivation of such explicit models. In this paper, we present a constructive, formally rigorous method for an explicit port-Hamiltonian formulation of multi-bond graphs. Two conditions, one necessary and one sufficient, for the existence of an explicit port-Hamiltonian formulation of a multi-bond graph are given. We summarise our approach in a fully automated algorithm of which we provide an exemplary implementation along with this publication. The theoretical and practical results are illustrated through an academic example.
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## 1 Introduction

Motivation: The theory of port-Hamiltonian systems (PHSs) is a well-known framework for controller and observer design in complex physical systems. PHS have first been introduced for real-valued, continuous-time nonlinear systems with lumped parameters. Amongst others, pioneering works are [1,2,3]. Meanwhile, the port-Hamiltonian framework has been extended to complex-valued systems [4], discrete-time systems [5], and distributed-parameter systems [6,7,8,9]. Port-Hamiltonian methods feature a high degree of modularity and physical insight $[10,11]$ and have significant potential for automated control design [12]. Port-

[^0]Hamiltonian controller and observer design methods are model-based; the majority of methods base on an explicit input-state-output port-Hamiltonian model for the system under consideration, see e.g. [13,14,15, 16,17]. This raises the question how such models can be derived systematically, especially for systems of high complexity. However, as will be seen in the next paragraph there exist only few studies in the literature which address this question.
In this paper we present an automatable method for the derivation of explicit input-state-output portHamiltonian models from multi-bond graphs. As multibond graphs are graphical system descriptions, our method allows for a comfortable and time-efficient modelling of complex physical systems. We focus on real-valued, continuous-time, finite-dimensional PHSs.

Related literature: In literature, different graphical system descriptions have been used for deriving portHamiltonian models of complex physical systems. In [18], various complex systems are described as open directed graphs. Based on the graph description, explicit port-Hamiltonian models can be obtained. The authors of [19] propose a method for the automated genera-
tion of differential-algebraic port-Hamiltonian models from schematics of analog circuits. The method is implemented in a corresponding Python tool [20] which allows for an automated equation generation.
Besides directed graphs and schematics, bond graphs are a natural starting point for the derivation of explicit PHSs as both - bond graphs and PHSs - share an energy- and port-based modelling philosophy. Ref. [21] was the first to systematically derive a state-space formulation of single-bond graphs. The method is based on a mathematical representation of the bond-graph referred to as field representation (cf. [22, p. 220]). The formulation of a single-bond graph as a PHS was first investigated in [23]. The authors show that each wellposed bond graph permits an implicit port-Hamiltonian formulation. Such an implicit PHS aims at a use in numerical simulations. For the design of control methods, however, an explicit PHS is required. The transfer from an implicit to an explicit port-Hamiltonian representation is non-trivial. In particular, as we will show later, the existence of an explicit port-Hamiltonian formulation of a bond graph is not guaranteed, even if the bond graph is well-posed.
The author of [24] addresses the formulation of a singlebond graph as differential-algebraic PHS. It has been shown that such a differential-algebraic PHS can possibly be transferred into an explicit input-state-output PHS [24]. Concerning this transfer, there exists a sufficient condition which, however, is restrictive as it demands some block matrices of the underlying Dirac structure to be zero. A necessary condition for the existence of an explicit port-Hamiltonian formulation of a bond graph is missing in the literature. Ref. [25] provides a method transferring a class of causal singlebond graphs to an explicit input-state-output PHS. The approach is restricted to non-feedthrough systems. As in [21], the starting point of [25] is a bond graph field representation. In the field representation, the authors assume some of the block matrices to be constant or zero. The author of [26] proposes a concept for formulating single-bond graphs as simulation models with port-Hamiltonian dynamics. However, the models are not formulated as input-state-output PHSs which hampers their application to control design.
As can be seen from the above, the automated explicit port-Hamiltonian formulation of bond graphs has only been treated for special cases in literature so far. Ref. [24] and [25] address this topic but are restricted to particular classes of single-bond graphs. Moreover, the literature lacks necessary conditions for the existence of an explicit port-Hamiltonian formulation of bond graphs. The results of [24] suggest that an automated generation of port-Hamiltonian models from bond graphs is possible. However, a specific method which can be fully automated is missing. Lastly, all noted contributions on the port-Hamiltonian formulation of bond graphs focus on single-bond graphs. To the best of our knowledge, a generalisation to multi-bond graphs has not been addressed so far.

Contributions: This paper addresses the automated generation of explicit input-state-output PHSs from multi-bond graphs. The main theoretical contributions are (i) the derivation of an explicit port-Hamiltonian formulation of multi-bond graphs and (ii) the presentation of two conditions, one necessary and one sufficient, for the existence of an explicit port-Hamiltonian formulation of multi-bond graphs. Furthermore, the main practical contribution of this paper is (iii) an algorithm which summarises the methods from (i) and (ii) in order to automatically generate an explicit PHS from a given multi-bond graph. Furthermore, we provide an implementation of (iii) in the Wolfram language (along with this publication).

Paper organisation: In Section 2, we define the problem under consideration. Section 3 summarises the main theoretical result of this paper which is then interpreted and discussed. In Section 4, we provide the proof for the main theoretical result from Section 3. Section 5 assembles the results from Sections 3 and 4 in an overall algorithm which is the main practical result of this paper. Sections 6 and 7 provide an illustrative example and a conclusion of this paper, respectively.

Notation: Let $\mathcal{X}$ be a vector space. For the dimension of $\mathcal{X}$ we write $\operatorname{dim} \mathcal{X}$. Let $\mathcal{Y}$ be another vector space. $\mathcal{X} \cong \mathcal{Y}$ means that $\mathcal{X}$ and $\mathcal{Y}$ are isomorphic.
Let $\boldsymbol{A}=\left(a_{i j}\right) \in \mathbb{R}^{n \times m}$ be a matrix with $n$ rows and $m$ columns and $\boldsymbol{x} \in \mathbb{R}^{m}$ be a (column) vector. For a block diagonal matrix of matrices we write blkdiag( $\cdot$ ). We write $\boldsymbol{A} \succ 0$ and $\boldsymbol{A} \succeq 0$ if $\boldsymbol{A}$ is positive definite or positive semi-definite, respectively. The image of the linear map $\boldsymbol{x} \mapsto \boldsymbol{A} \boldsymbol{x}$ is written as im $(\boldsymbol{A})$; for the kernel we write $\operatorname{ker}(\boldsymbol{A}) \cdot \mathbb{O}(n)$ denotes the group of orthogonal matrices. The matrix $\mathbf{0}_{n \times m}$ is an $n \times m$ zero matrix; we abbreviate $\mathbf{0}_{n \times n}$ to $\mathbf{0}_{n}$. Let $\mathbf{0}_{n}^{p, q}$ denote an $(p \times q)$ block matrix of zero matrices $\mathbf{0}_{n}$. The $n \times n$ identity matrix is denoted as $\boldsymbol{I}_{n} . \boldsymbol{I}_{n}^{p \times q}$ is a $(p \times q)$ block matrix of identity matrices $\boldsymbol{I}_{n}$.
Let $\mathbb{M}$ be a set. $|\mathbb{M}|$ denotes the cardinality of $\mathbb{M}$. For each $i \in \mathbb{M}$, let $\boldsymbol{A}_{i} \in \mathbb{R}^{n \times m_{i}}$ be a matrix with $n$ rows and $m_{i}$ columns. For the horizontal concatenation of all $\boldsymbol{A}_{i}$ we write $\left(\boldsymbol{A}_{i}\right)$ and append "for all $i \in \mathbb{M}$ ". Further, for each $i \in \mathbb{M}$, suppose a (column) vector $\boldsymbol{x}_{i} \in \mathbb{R}^{n}$. For the vertical concatenation of all $\boldsymbol{x}_{i}$ we write $\left(\boldsymbol{x}_{i}\right)$ and append "for all $i \in \mathbb{M}$ ".
Let $\mathcal{G}=(\mathbb{V}, \mathbb{B})$ be a directed graph with vertices $\mathbb{V}$ and edges $\mathbb{B}$. The set of all adjacent vertices at $u \in \mathbb{V}$ is denoted as $\mathbb{V}(u):=\{v \in \mathbb{V} \mid(u, v)$ or $(v, u) \in \mathbb{B}\}$. Suppose $\tilde{\mathbb{B}} \subseteq \mathbb{B}$. We define the set of all incident edges from $\tilde{\mathbb{B}}$ at $u \in \mathbb{V}$ as $\tilde{\mathbb{B}}(u):=\{(u, v),(v, u) \in \tilde{\mathbb{B}} \mid v \in \mathbb{V}\}$. Similarly, $\overleftarrow{\tilde{\mathbb{B}}}(u):=\{(v, u) \in \tilde{\mathbb{B}} \mid v \in \mathbb{V}\}$ and $\overrightarrow{\widetilde{\mathbb{B}}}(u):=$ $\{(u, v) \in \tilde{\mathbb{B}} \mid v \in \mathbb{V}\}$ are the sets of all ingoing and outgoing edges in $\tilde{\mathbb{B}}$ at $u \in \mathbb{V}$, respectively.

## 2 Problem definition

In this paper, we consider $N$-dimensional multibond graphs ${ }^{1}$ ( $N \in \mathbb{N}_{\geq 1}$ ) in the generalised bond graph framework [11, p. 24] with the following types of elements: storages (C), modulated resistors (R), sources of flow (Sf), sources of effort (Se), 0 -junctions (0), 1-junctions (1), modulated transformers (TF) and modulated gyrators (GY). Let the set $\mathbb{E}:=\{\mathrm{C}, \mathrm{R}, \mathrm{Sf}, \mathrm{Se}, 0,1, \mathrm{TF}, \mathrm{GY}\}$ collect the different types of elements.
In the sequel, we describe the topology of a bond graph by a directed graph. For each $\alpha \in \mathbb{E}$, let us define a set $\mathbb{V}_{\alpha}$ with $n_{\alpha}:=\left|\mathbb{V}_{\alpha}\right|$ which contains all elements of type $\alpha$. We will denote elements of type C, R, Sf, Se as exterior elements; elements of type $0,1, \mathrm{TF}, \mathrm{GY}$ are referred to as interior elements. The sets of exterior and interior elements are defined as

$$
\begin{align*}
& \mathbb{V}_{\mathrm{E}}:=\mathbb{V}_{\mathrm{C}} \cup \mathbb{V}_{\mathrm{R}} \cup \mathbb{V}_{\mathrm{Sf}} \cup \mathbb{V}_{\mathrm{Se}},  \tag{1a}\\
& \mathbb{V}_{\mathrm{I}}:=\mathbb{V}_{0} \cup \mathbb{V}_{1} \cup \mathbb{V}_{\mathrm{TF}} \cup \mathbb{V}_{\mathrm{GY}}, \tag{1b}
\end{align*}
$$

with $n_{\mathrm{E}}:=\left|\mathbb{V}_{\mathrm{E}}\right|$ and $n_{\mathrm{I}}:=\left|\mathbb{V}_{\mathrm{I}}\right|$, respectively. The union $\mathbb{V}:=\cup_{\alpha \in \mathbb{E}} \mathbb{V}_{\alpha}=\cup_{\alpha \in\{\mathrm{E}, \mathrm{I}\}} \mathbb{V}_{\alpha}$ is the set of all bond graph elements $(n:=|\mathbb{V}|)$. The $n$ elements of $\mathbb{V}$ are connected by a set $\mathbb{B}$ of $m$ bonds, i.e. $m:=|\mathbb{B}|$. Each bond $j \in \mathbb{B}$ carries a flow $\boldsymbol{f}_{j} \in \mathbb{R}^{N}$ and an effort $\boldsymbol{e}_{j} \in \mathbb{R}^{N}$. The directed graph $\mathcal{G}=(\mathbb{V}, \mathbb{B})$ describes the topology of the bond graph. Analogous to the naming of elements, we define sets of exterior and interior bonds

$$
\begin{align*}
\mathbb{B}_{\mathrm{E}} & :=\left\{(u, v),(v, u) \in \mathbb{B} \mid v \in \mathbb{V}_{\mathrm{E}}, u \in \mathbb{V}_{\mathrm{I}}\right\},  \tag{2a}\\
\mathbb{B}_{\mathrm{I}} & :=\left\{(u, v) \in \mathbb{B} \mid u, v \in \mathbb{V}_{\mathrm{I}}\right\} \tag{2b}
\end{align*}
$$

with $m_{\mathrm{E}}:=\left|\mathbb{B}_{\mathrm{E}}\right|$ and $m_{\mathrm{I}}:=\left|\mathbb{B}_{\mathrm{I}}\right|$. The set $\mathbb{B}_{\mathrm{E}}$ contains bonds which connect an exterior element to an interior element; $\mathbb{B}_{\mathrm{I}}$ contains bonds which connect two interior elements with each other.
We consider bond graphs that are non-degenerate, i.e. bond graphs where $\mathcal{G}=(\mathbb{V}, \mathbb{B})$ is weakly connected, and where each exterior element is connected by exactly one bond to one interior element, i.e. for each $v \in \mathbb{V}_{\mathrm{E}}$ we have $\mathbb{V}(v) \subset \mathbb{V}_{\text {I }}$ with $|\mathbb{B}(v)|=1$ and $|\mathbb{V}(v)|=1$. Moreover, we use the bond orientation rules from standard bond graph literature [27, p. 59] in which bonds are incoming to storages and resistors and outgoing from sources of flow and effort. Without loss of generality, we assume each transformer and each gyrator to have exactly one incoming and exactly one outgoing bond in order to enable an unambiguous definition of transformer and gyrator ratios.

Definition 2.1 The junction structure of a bond graph is defined as the sub-graph $\mathcal{G}_{\mathrm{I}} \subset \mathcal{G}$ with $\mathcal{G}_{\mathrm{I}}=\left(\mathbb{V}_{\mathrm{I}}, \mathbb{B}_{\mathrm{I}}\right)$.

[^1]From the properties of a non-degenerate bond graph, it follows that $\mathcal{G}_{\mathrm{I}}$ is weakly connected and $\mathbb{B}=\mathbb{B}_{\mathrm{E}} \cup \mathbb{B}_{\mathrm{I}}$. Furthermore, we make the following two assumptions.

Assumption 2.2 Modulation of resistors, transformers and gyrators can be expressed only in dependence on states of C-type elements and constant parameters.

Assumption 2.3 The constitutive relations of modulated resistors are linear with respect to the respective power-port variables and in Onsager form [27, p. 364].

In [27, p. 159], it is shown that bond graphs violating Assumption 2.2 cannot in general be formulated in an explicit form. Likewise, Assumption 2.3 is a well-known requirement for formulating an explicit PHS [28, p. 53]. Next, we define the mathematical representation of interest in this paper.

Definition 2.4 An explicit input-state-output portHamiltonian system (PHS) (with feedthrough) is defined as dynamic system of the form

$$
\begin{align*}
\dot{\boldsymbol{x}} & =[\boldsymbol{J}(\boldsymbol{x})-\boldsymbol{R}(\boldsymbol{x})] \frac{\partial H}{\partial \boldsymbol{x}}(\boldsymbol{x})+[\boldsymbol{G}(\boldsymbol{x})-\boldsymbol{P}(\boldsymbol{x})] \boldsymbol{u}, \\
\boldsymbol{y} & =[\boldsymbol{G}(\boldsymbol{x})+\boldsymbol{P}(\boldsymbol{x})]^{\top} \frac{\partial H}{\partial \boldsymbol{x}}(\boldsymbol{x})+[\boldsymbol{M}(\boldsymbol{x})+\boldsymbol{S}(\boldsymbol{x})] \boldsymbol{u}, \tag{3b}
\end{align*}
$$

where $\boldsymbol{x} \in \mathcal{X}, \boldsymbol{u} \in \mathbb{R}^{p}$, and $\boldsymbol{y} \in \mathbb{R}^{p}$ are the state vector, the input vector, and the output vector, respectively ${ }^{2}$. We assume the state-space $\mathcal{X}$ to be a real vector space with $\operatorname{dim} \mathcal{X}=n$. The Hamiltonian is a non-negative function $H: \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}$. The matrices $\boldsymbol{J}(\boldsymbol{x}), \boldsymbol{R}(\boldsymbol{x}) \in \mathbb{R}^{n \times n}$, $\boldsymbol{G}(\boldsymbol{x}), \boldsymbol{P}(\boldsymbol{x}) \in \mathbb{R}^{n \times p}, \boldsymbol{M}(\boldsymbol{x}), \boldsymbol{S}(\boldsymbol{x}) \in \mathbb{R}^{p \times p}$ satisfy $\boldsymbol{J}(\boldsymbol{x})=-\boldsymbol{J}^{\top}(\boldsymbol{x}), \boldsymbol{M}(\boldsymbol{x})=-\boldsymbol{M}^{\top}(\boldsymbol{x})$, and

$$
\boldsymbol{Q}(\boldsymbol{x}):=\left(\begin{array}{cc}
\boldsymbol{R}(\boldsymbol{x}) & \boldsymbol{P}(\boldsymbol{x})  \tag{4}\\
\boldsymbol{P}^{\top}(\boldsymbol{x}) & \boldsymbol{S}(\boldsymbol{x})
\end{array}\right)=\boldsymbol{Q}^{\top}(\boldsymbol{x}) \succeq 0, \forall \boldsymbol{x} \in \mathcal{X}
$$

With the following property, we exclude causally implausible port-Hamiltonian formulations of bond graphs. To this end, we require the flows of Sf elements and the efforts of Se elements to act as inputs in the PHS. Correspondingly, the respective conjugated variables must act as output of the PHS.

Property 2.5 Let $\mathbb{B}_{\alpha}=\cup_{i \in \mathbb{V}_{\alpha}} \mathbb{B}(i)$ for $\alpha \in\{\mathrm{Sf}, \mathrm{Se}\}$. In (3), $\boldsymbol{u}$ consists of $\left(\boldsymbol{f}_{j}\right),\left(\boldsymbol{e}_{k}\right)$ while the $\boldsymbol{y}$ consists of $\left(\boldsymbol{e}_{j}\right)$, $\left(\boldsymbol{f}_{k}\right)$ for all $j \in \mathbb{B}_{\mathrm{Sf}}, k \in \mathbb{B}_{\mathrm{Se}}$.

This paper will show a solution to the following problem:
Problem 2.6 Consider an $N$-dimensional bond graph that satisfies Assumptions 2.2 and 2.3. What is a con-

[^2]structive and automatable method that formulates the bond graph as a PHS (3) with Property 2.5.

## 3 Main theoretical result

In this section, we present and discuss the main theoretical result of this paper. This main result is summarised in Theorem 3.1 which contains a structured method to formulate an $N$-dimensional bond graph as an explicit PHS with Property 2.5. The theorem is organised in four parts: In (i), the junction structure of the bond graph is described by a Dirac structure in implicit representation ${ }^{3}$. Afterwards, in (ii) the Dirac structure is transferred from an implicit to an explicit representation. The inputs and outputs in the explicit representation are chosen under consideration of Property 2.5. In (iii), the explicit representation of the Dirac structure is merged with the constitutive relations of storages and resistors which leads to an explicit port-Hamiltonian formulation of the bond graph. Finally, part (iv) provides two conditions, one necessary and one sufficient, for the existence of such an explicit formulation. A discussion of Theorem 3.1 concludes this section. Preliminaries on Dirac structures are given in Appendix A.

Theorem 3.1 (i) Given an $N$-dimensional bond graph that satisfies Assumption 2.2, the junction structure of the bond graph can be described by a Dirac structure in implicit form:

$$
\begin{align*}
& \mathcal{D}=\left\{\left.\left(\left(\begin{array}{c}
\boldsymbol{f}_{\mathrm{C}} \\
\boldsymbol{f}_{\mathrm{R}} \\
\boldsymbol{f}_{\mathrm{Sf}} \\
\boldsymbol{f}_{\mathrm{Se}}
\end{array}\right),\left(\begin{array}{c}
\boldsymbol{e}_{\mathrm{C}} \\
\boldsymbol{e}_{\mathrm{R}} \\
\boldsymbol{e}_{\mathrm{Sf}} \\
\boldsymbol{e}_{\mathrm{Se}}
\end{array}\right)\right) \in \mathbb{R}^{N m_{\mathrm{E}}} \times \mathbb{R}^{N m_{\mathrm{E}}} \right\rvert\,\right. \\
& \underbrace{\left(\begin{array}{c}
\boldsymbol{F}_{\mathrm{C}}^{\top}(\boldsymbol{x}) \\
\boldsymbol{F}_{\mathrm{R}}^{\top}(\boldsymbol{x}) \\
\boldsymbol{F}_{\mathrm{Sf}}^{\top}(\boldsymbol{x}) \\
\boldsymbol{F}_{\mathrm{Se}}^{\top}(\boldsymbol{x})
\end{array}\right)^{\top}}_{=: \boldsymbol{F}(\boldsymbol{x})}\left(\begin{array}{c}
-\boldsymbol{f}_{\mathrm{C}} \\
-\boldsymbol{f}_{\mathrm{R}} \\
\boldsymbol{f}_{\mathrm{Sf}} \\
\boldsymbol{f}_{\mathrm{Se}}
\end{array}\right)+\underbrace{\left(\begin{array}{c}
\boldsymbol{E}_{\mathrm{C}}^{\top}(\boldsymbol{x}) \\
\boldsymbol{E}_{\mathrm{R}}^{\top}(\boldsymbol{x}) \\
\boldsymbol{E}_{\mathrm{Sf}}^{\top}(\boldsymbol{x}) \\
\boldsymbol{E}_{\mathrm{Se}}^{\top}(\boldsymbol{x})
\end{array}\right)}_{=: \boldsymbol{E}(\boldsymbol{x})}\left(\begin{array}{c}
\boldsymbol{e}_{\mathrm{C}} \\
\boldsymbol{e}_{\mathrm{R}} \\
\boldsymbol{e}_{\mathrm{Sf}} \\
\boldsymbol{e}_{\mathrm{Se}}
\end{array}\right)=\mathbf{0}\} . \tag{5}
\end{align*}
$$

where $\boldsymbol{f}_{\alpha}=\left(\boldsymbol{f}_{i}\right) \in \mathbb{R}^{N n_{\alpha}}, \boldsymbol{e}_{\alpha}=\left(\boldsymbol{e}_{i}\right) \in \mathbb{R}^{N n_{\alpha}}$ for all $i \in \mathbb{V}_{\alpha}$ and $\boldsymbol{F}_{\alpha}(\boldsymbol{x}), \boldsymbol{E}_{\alpha}(\boldsymbol{x}) \in \mathbb{R}^{N n_{\mathrm{E}} \times N n_{\alpha}}$ with $\alpha \in$ $\{\mathrm{C}, \mathrm{R}, \mathrm{Sf}, \mathrm{Se}\} .{ }^{4}$
(ii) Let the matrices in (5) fulfill

$$
\begin{equation*}
\operatorname{rank}\left(\boldsymbol{F}_{\mathrm{C}}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)=N\left(n_{\mathrm{C}}+n_{\mathrm{Sf}}+n_{\mathrm{Se}}\right), \tag{6}
\end{equation*}
$$

[^3]for all $\boldsymbol{x} \in \mathcal{X}$. Then, (5) can be formulated in an explicit representation
\[

$$
\begin{align*}
& \mathcal{D} \left.=\left\{\left(\begin{array}{c}
\boldsymbol{f}_{\mathrm{C}} \\
\boldsymbol{f}_{\mathrm{R}} \\
\boldsymbol{f}_{\mathrm{Sf}} \\
\boldsymbol{f}_{\mathrm{Se}}
\end{array}\right),\left(\begin{array}{c}
\boldsymbol{e}_{\mathrm{C}} \\
\boldsymbol{e}_{\mathrm{R}} \\
\boldsymbol{e}_{\mathrm{Sf}} \\
\boldsymbol{e}_{\mathrm{Se}}
\end{array}\right)\right) \in \mathbb{R}^{N n_{\mathrm{E}}} \times \mathbb{R}^{N n_{\mathrm{E}}} \right\rvert\, \\
&\left(\begin{array}{c}
\boldsymbol{y}_{\mathrm{C}} \\
\boldsymbol{y}_{\mathrm{R}} \\
\boldsymbol{y}_{\mathrm{P}}
\end{array}\right)=\underbrace{\left(\begin{array}{ccc}
\boldsymbol{Z}_{\mathrm{CC}}(\boldsymbol{x})-\boldsymbol{Z}_{\mathrm{CR}}(\boldsymbol{x})-\boldsymbol{Z}_{\mathrm{CP}}(\boldsymbol{x}) \\
\boldsymbol{Z}_{\mathrm{CR}}^{\top}(\boldsymbol{x}) & \boldsymbol{Z}_{\mathrm{RR}}(\boldsymbol{x})-\boldsymbol{Z}_{\mathrm{RP}}(\boldsymbol{x}) \\
\boldsymbol{Z}_{\mathrm{CP}}^{\top}(\boldsymbol{x}) & \boldsymbol{Z}_{\mathrm{RP}}^{\top}(\boldsymbol{x}) & \boldsymbol{Z}_{\mathrm{PP}}(\boldsymbol{x})
\end{array}\right)}_{\boldsymbol{Z}(\boldsymbol{x})}\left(\begin{array}{c}
\boldsymbol{u}_{\mathrm{C}} \\
\boldsymbol{u}_{\mathrm{R}} \\
\boldsymbol{u}_{\mathrm{P}}
\end{array}\right)\}, \tag{7}
\end{align*}
$$
\]

where $\boldsymbol{Z}(\boldsymbol{x})=-\boldsymbol{Z}^{\top}(\boldsymbol{x})$ for all $\boldsymbol{x} \in \mathcal{X}$ with

$$
\left.\begin{array}{rl}
\boldsymbol{Z}(\boldsymbol{x})= & \left(\boldsymbol{F}_{\mathrm{C}}(\boldsymbol{x}) \quad \boldsymbol{F}_{\mathrm{R}, 1}(\boldsymbol{x}) \quad \boldsymbol{E}_{\mathrm{R}, 2}(\boldsymbol{x}) \quad \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \quad \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)^{-1} \\
& \cdot\left(\boldsymbol{E}_{\mathrm{C}}(\boldsymbol{x}) \quad \boldsymbol{E}_{\mathrm{R}, 1}(\boldsymbol{x}) \quad \boldsymbol{F}_{\mathrm{R}, 2}(\boldsymbol{x}) \quad \boldsymbol{F}_{\mathrm{Sf}}(\boldsymbol{x}) \quad \boldsymbol{E}_{\mathrm{Se}}(\boldsymbol{x})\right. \tag{8a}
\end{array}\right)
$$

and

$$
\begin{align*}
& \boldsymbol{u}_{\mathrm{C}}=\boldsymbol{e}_{\mathrm{C}}, \quad \boldsymbol{u}_{\mathrm{R}}=\binom{\boldsymbol{e}_{\mathrm{R}, 1}}{-\boldsymbol{f}_{\mathrm{R}, 2}}, \quad \boldsymbol{u}_{\mathrm{P}}=\binom{\boldsymbol{f}_{\mathrm{Sf}}}{\boldsymbol{e}_{\mathrm{Se}}},  \tag{8b}\\
& \boldsymbol{y}_{\mathrm{C}}=-\boldsymbol{f}_{\mathrm{C}}, \quad \boldsymbol{y}_{\mathrm{R}}=\binom{-\boldsymbol{f}_{\mathrm{R}, 1}}{\boldsymbol{e}_{\mathrm{R}, 2}}, \quad \boldsymbol{y}_{\mathrm{P}}=\binom{\boldsymbol{e}_{\mathrm{Sf}}}{\boldsymbol{f}_{\mathrm{Se}}} . \tag{8c}
\end{align*}
$$

In (8a), $\left(\boldsymbol{F}_{\mathrm{R}, 1}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{R}, 2}(\boldsymbol{x})\right)$ is a splitting of $\boldsymbol{F}_{\mathrm{R}}(\boldsymbol{x})$ (possibly after some permutations) such that (a) $\left(\boldsymbol{F}_{\mathrm{C}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{R}, 1}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)$ has full column rank and (b) $\quad \operatorname{rank}\left(\boldsymbol{F}_{\mathrm{C}}(\boldsymbol{x}) \quad \boldsymbol{F}_{\mathrm{R}, 1}(\boldsymbol{x}) \quad \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)$ is equal to $\operatorname{rank}\left(\boldsymbol{F}_{\mathrm{C}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{R}}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)$ for all $\boldsymbol{x} \in \mathcal{X}$. Such a splitting of $\boldsymbol{F}_{\mathrm{R}}(\boldsymbol{x})$ always exists. According to the splitting of $\boldsymbol{F}_{\mathrm{R}}(\boldsymbol{x})$, we split $\boldsymbol{E}_{\mathrm{R}}(\boldsymbol{x})$ into $\left(\boldsymbol{E}_{\mathrm{R}, 1}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{R}, 2}(\boldsymbol{x})\right)$ and the vectors $\boldsymbol{f}_{\mathrm{R}}$ and $\boldsymbol{e}_{\mathrm{R}}$ (see $\boldsymbol{u}_{\mathrm{R}}$ and $\boldsymbol{y}_{\mathrm{R}}$ in (8b) and (8c), respectively).
(iii) For the bond graph, suppose C-type elements subject to nonlinear constitutive relations of the form [27, pp. 357-358]

$$
\begin{equation*}
\boldsymbol{y}_{\mathrm{C}}=-\boldsymbol{f}_{\mathrm{C}}=-\dot{\boldsymbol{x}}, \quad \boldsymbol{u}_{\mathrm{C}}=\boldsymbol{e}_{\mathrm{C}}=\frac{\partial H}{\partial \boldsymbol{x}}(\boldsymbol{x}) \tag{9}
\end{equation*}
$$

with energy state $\boldsymbol{x} \in \mathcal{X}, \operatorname{dim}(\mathcal{X})=N n_{\mathrm{C}}$, and energy storage function $H: \mathcal{X} \rightarrow \mathbb{R}_{\geq 0}, \boldsymbol{x} \mapsto H(\boldsymbol{x})$. Further, let Assumption 2.3 hold, which enables us to write the constitutive relations of the R -type elements as

$$
\begin{equation*}
\boldsymbol{f}_{\mathrm{R}}=\boldsymbol{D}(\boldsymbol{x}) \boldsymbol{e}_{\mathrm{R}} \tag{10}
\end{equation*}
$$

where $\boldsymbol{D}(\boldsymbol{x})=\boldsymbol{D}(\boldsymbol{x})^{\top} \succeq 0$. Assume that (10) can be
written in input-output form

$$
\begin{equation*}
\boldsymbol{u}_{\mathrm{R}}=-\tilde{\boldsymbol{R}}(\boldsymbol{x}) \boldsymbol{y}_{\mathrm{R}} \tag{11}
\end{equation*}
$$

with $\tilde{\boldsymbol{R}}(\boldsymbol{x})=\tilde{\boldsymbol{R}}(\boldsymbol{x})^{\top} \succeq 0$. The bond graph can then be formulated as explicit input-state-output PHS of the form (3) with state $\boldsymbol{x}$ and Hamiltonian $H(\boldsymbol{x})$ from (9). Moreover, the inputs and outputs of the PHS are given by $\boldsymbol{u}=\boldsymbol{u}_{\mathrm{P}}, \boldsymbol{y}=\boldsymbol{y}_{\mathrm{P}}$ from (8b) and (8c), respectively. Thus, the PHS has Property 2.5. The matrices of (3) are calculated as:

$$
\begin{align*}
& \boldsymbol{J}(\boldsymbol{x})=-\boldsymbol{Z}_{\mathrm{CC}}(\boldsymbol{x})-\frac{1}{2} \boldsymbol{Z}_{\mathrm{CR}}(\boldsymbol{x}) \boldsymbol{A}(\boldsymbol{x}) \boldsymbol{Z}_{\mathrm{CR}}^{\top}(\boldsymbol{x}),  \tag{12a}\\
& \boldsymbol{R}(\boldsymbol{x})=\frac{1}{2} \boldsymbol{Z}_{\mathrm{CR}}(\boldsymbol{x}) \boldsymbol{B}(\boldsymbol{x}) \boldsymbol{Z}_{\mathrm{CR}}^{\top}(\boldsymbol{x}),  \tag{12b}\\
& \boldsymbol{G}(\boldsymbol{x})=\boldsymbol{Z}_{\mathrm{CP}}(\boldsymbol{x})+\frac{1}{2} \boldsymbol{Z}_{\mathrm{CR}}(\boldsymbol{x}) \boldsymbol{A}(\boldsymbol{x}) \boldsymbol{Z}_{\mathrm{RP}}(\boldsymbol{x}),  \tag{12c}\\
& \boldsymbol{P}(\boldsymbol{x})=-\frac{1}{2} \boldsymbol{Z}_{\mathrm{CR}}(\boldsymbol{x}) \boldsymbol{B}(\boldsymbol{x}) \boldsymbol{Z}_{\mathrm{RP}}(\boldsymbol{x}),  \tag{12d}\\
& \boldsymbol{M}(\boldsymbol{x})=\boldsymbol{Z}_{\mathrm{PP}}(\boldsymbol{x})+\frac{1}{2} \boldsymbol{Z}_{\mathrm{RP}}^{\top}(\boldsymbol{x}) \boldsymbol{A}(\boldsymbol{x}) \boldsymbol{Z}_{\mathrm{RP}}(\boldsymbol{x}),  \tag{12e}\\
& \boldsymbol{S}(\boldsymbol{x})=\frac{1}{2} \boldsymbol{Z}_{\mathrm{RP}}^{\top}(\boldsymbol{x}) \boldsymbol{B}(\boldsymbol{x}) \boldsymbol{Z}_{\mathrm{RP}}(\boldsymbol{x}),  \tag{12f}\\
& \text { where } \\
& \boldsymbol{A}(\boldsymbol{x})=\tilde{\boldsymbol{K}}(\boldsymbol{x}) \tilde{\boldsymbol{R}}(\boldsymbol{x})-\tilde{\boldsymbol{R}}(\boldsymbol{x}) \tilde{\boldsymbol{K}}^{\top}(\boldsymbol{x}),  \tag{12~g}\\
& \boldsymbol{B}(\boldsymbol{x})=\tilde{\boldsymbol{K}}(\boldsymbol{x}) \tilde{\boldsymbol{R}}(\boldsymbol{x})+\tilde{\boldsymbol{R}}(\boldsymbol{x}) \tilde{\boldsymbol{K}}^{\top}(\boldsymbol{x}),  \tag{12h}\\
& \tilde{\boldsymbol{K}}(\boldsymbol{x})=\left(\boldsymbol{I}+\tilde{\boldsymbol{R}}(\boldsymbol{x}) \boldsymbol{Z}_{\mathrm{RR}}(\boldsymbol{x})\right)^{-1} \tag{12i}
\end{align*}
$$

(iv) Equations (6) and (11) together form a sufficient condition for the existence of an explicit formulation (3) of a bond graph. Moreover, (6) implies

$$
\begin{equation*}
\operatorname{rank}\left(\boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)=N\left(n_{\mathrm{Sf}}+n_{\mathrm{Se}}\right), \forall \boldsymbol{x} \in \mathcal{X} \tag{13}
\end{equation*}
$$

which is (under Property 2.5) a necessary condition for the existence of such a formulation.

Theorem 3.1 gives a structured method to formulate a bond graph as PHS (3) with Property 2.5. The matrices of the PHS can be calculated with the equations in (12). These equations reveal that the matrices of the PHS are independent of the storage function of the Ctype elements in (9). Conversely in (9), the state vector and the Hamiltonian of the PHS are solely dependent on variables and parameters of C-type elements. Hence, the separation of energy-storage elements and energyrouting elements of the bond graph directly translates into the explicit PHS. By (5), (7), and (12), we see that state-modulated transformers and gyrators yield an explicit PHS with state-dependent matrices. Similarly, state-modulated R-type elements generally results in a state-dependent PHS matrices. If all bond graph elements of type TF, GY, and R are unmodulated, the matrices of the explicit port-Hamiltonian formulation in (12) are constant. If, in addition, the storages obey quadratic storage functions, the resulting PHS is linear. In conclusion, the major properties of a bond graph translate into the explicit port-Hamiltonian formulation. Thus, (3) may be seen as a natural explicit state-space representation of bond graphs.

Remark 3.2 In Lemma 4.15 we will show that the matrix $\tilde{\boldsymbol{K}}(\boldsymbol{x})$ in (12i) always exists. This matrix (or related expressions) has appeared in previous publications addressing the derivation of state-space formulations of bond graphs, e.g. [21, eq. (7)], [22, eq. (29)], [25, eq. (14)], and [24, Remark 2]. However, to the best of the authors' knowledge, the existence of $\tilde{\boldsymbol{K}}$ has not been discussed so far.

Equation (13) is a necessary condition for the existence of an input-state-output model that has Property 2.5. This condition is plausible as it prevents the bond graph from having dependent sources [27] which are physically implausible [29, p. 169].

Remark 3.3 Equation (13) is also necessary if we aim at an implicit port-Hamiltonian formulation of a bond graph [23] which has Property 2.5. This is plausible as (13) is necessary for a bond graph to be well-posed in the sense of [23, Def. 2].

Together, (6) and (11) form a sufficient condition for the existence of an explicit port-Hamiltonian formulation of a bond graph. Equation (6) is more stringent than (13) as it, in addition to dependent sources, prevents the bond graph from having (i) dependent storages [27, p. 107] and (ii) storages that are directly determined by source elements. From bond graph theory, it is known that (i) and (ii) occur from physically implausible structures in the bond graph. Moreover, different strategies exist to resolve such implausible structures in the bond graph [27]. Thus, (6) is not very restrictive. Equation (11) assumes the resistive structure to be in an input-output form which is a well-known requirement for the derivation of explicit input-state-output PHSs [28, p. 53]. For many bond graphs, (11) is satisfied by design. In particular, for single-bond graphs $(N=1)$ equation (11) is always fulfilled.

Remark 3.4 Theorem 3.1 is independent of the particular form of the skew-symmetric matrix $\boldsymbol{Z}_{\mathrm{RR}}(\boldsymbol{x})$ in (7). This is remarkable as dependent resistors (i.e. $\boldsymbol{Z}_{\mathrm{RR}}(\boldsymbol{x}) \neq$ 0) are generally known to lead to models in the form of differential-algebraic equations [27, p. 134], [29, p. 187].

## 4 Proof of Theorem 3.1

In this section, we present a constructive proof of Theorem 3.1. As the theorem, the proof is subdivided into four parts. Each of the following Sections 4.1 to 4.4 is dedicated to the corresponding part (i) to (iv) of Theorem 3.1.

### 4.1 Description of interior elements as Dirac structures

In this section, we show that the junction structure of the bond graph can always be described by a Dirac struc-
ture of the form (5). The approach is as follows: First, we show that the constitutive relations of the set of interior elements of a bond graph can be described as a set of Dirac structures for which we provide specific matrix representations. Secondly, we present an approach to compose the set of Dirac structures to one single Dirac structure. Preliminaries on Dirac structures are given in Appendix A.
Before we formulate specific Dirac structures for the interior elements, we give two preliminary statements.

Lemma 4.1 Suppose a modulated Dirac structure (A.2) and let $\boldsymbol{T}(\boldsymbol{x}) \in \mathbb{O}(n)$ be a family of orthogonal matrices parametrised over $\boldsymbol{x} \in \mathcal{X}$. Then

$$
\begin{equation*}
\tilde{\mathcal{D}}(\boldsymbol{x})=\left\{(\tilde{\boldsymbol{f}}, \tilde{\boldsymbol{e}}) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \mid \tilde{\boldsymbol{F}}(\boldsymbol{x}) \tilde{\boldsymbol{f}}+\tilde{\boldsymbol{E}}(\boldsymbol{x}) \tilde{\boldsymbol{e}}=\mathbf{0}\right\} \tag{14}
\end{equation*}
$$

with $\tilde{\boldsymbol{F}}(\boldsymbol{x})=\boldsymbol{F}(\boldsymbol{x}) \boldsymbol{T}(\boldsymbol{x})^{\top}, \tilde{\boldsymbol{E}}(\boldsymbol{x})=\boldsymbol{E}(\boldsymbol{x}) \boldsymbol{T}(\boldsymbol{x})^{\top}$ is a modulated Dirac structure.

PROOF. Inserting $\boldsymbol{f}=\boldsymbol{T}(\boldsymbol{x})^{\top} \tilde{\boldsymbol{f}}$ and $\boldsymbol{e}=\boldsymbol{T}(\boldsymbol{x})^{\top} \tilde{\boldsymbol{e}}$ into (A.2) gives (14). Equation (14) is a Dirac structure as it fulfills (A.3):
(i) $\tilde{\boldsymbol{F}}(\boldsymbol{x}) \tilde{\boldsymbol{E}}^{\top}(\boldsymbol{x})+\tilde{\boldsymbol{E}}(\boldsymbol{x}) \tilde{\boldsymbol{F}}^{\top}(\boldsymbol{x})=$

$$
\begin{equation*}
\boldsymbol{E}(\boldsymbol{x}) \boldsymbol{F}^{\top}(\boldsymbol{x})+\boldsymbol{F}(\boldsymbol{x}) \boldsymbol{E}^{\top}(\boldsymbol{x})=\mathbf{0} \tag{15a}
\end{equation*}
$$

(ii) $\operatorname{rank}(\tilde{\boldsymbol{F}}(\boldsymbol{x}) \tilde{\boldsymbol{E}}(\boldsymbol{x}))=\operatorname{rank}\left((\boldsymbol{F}(\boldsymbol{x}) \boldsymbol{E}(\boldsymbol{x})) \boldsymbol{T}(\boldsymbol{x})^{\top}\right)=$ $\operatorname{rank}(\boldsymbol{F}(\boldsymbol{x}) \boldsymbol{E}(\boldsymbol{x}))=n$.

Corollary 4.2 Given two vector spaces
$\mathcal{D}_{i}(\boldsymbol{x})=\left\{\left(\boldsymbol{f}_{i}, \boldsymbol{e}_{i}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \mid \boldsymbol{F}_{i}(\boldsymbol{x}) \boldsymbol{f}_{i}+\boldsymbol{E}_{i}(\boldsymbol{x}) \boldsymbol{e}_{i}=\mathbf{0}\right\}$
with $\boldsymbol{x} \in \mathcal{X}, i \in\{1,2\}$. If for every $\boldsymbol{x} \in \mathcal{X}$ there exists a $\boldsymbol{T}(\boldsymbol{x}) \in \mathbb{O}(n)$ such that $\left(\boldsymbol{f}_{1}, \boldsymbol{e}_{1}\right) \mapsto\left(\boldsymbol{T}(\boldsymbol{x}) \boldsymbol{f}_{1}, \boldsymbol{T}(\boldsymbol{x}) \boldsymbol{e}_{1}\right)$ is a bijection between $\mathcal{D}_{1}(\boldsymbol{x})$ and $\mathcal{D}_{2}(\boldsymbol{x})$, then " $\mathcal{D}_{1}(\boldsymbol{x})$ is a Dirac structure" is equivalent to " $\mathcal{D}_{2}(\boldsymbol{x})$ is a Dirac structure".

PROOF. The proof follows directly from a twofold application of Lemma 4.1.

The following lemma now provides specific matrix representations of Dirac structures describing the constitutive relations of each interior element.

Lemma 4.3 Given an $N$-dimensional bond graph which fulfills Assumption 2.2. Let us consider the set of interior elements $\mathbb{V}_{\mathrm{I}}$ from (1b) with $n_{\mathrm{I}}=\left|\mathbb{V}_{\mathrm{I}}\right|$. The constitutive relations of all elements of $\mathbb{V}_{\mathrm{I}}$ can be described by a set of Dirac structures $\mathbb{D S}$ with $|\mathbb{D S}|=n_{\mathrm{I}}$. For each element $i \in$
$\mathbb{V}_{\mathrm{I}}$ there exists a corresponding Dirac structure $\mathcal{D}_{i}(\boldsymbol{x}) \in$ $\mathbb{D S}$ with

$$
\begin{gather*}
\mathcal{D}_{i}(\boldsymbol{x})=\left\{\left(\binom{\left(\boldsymbol{f}_{j}\right)}{\left(\boldsymbol{f}_{k}\right)},\binom{\left(\boldsymbol{e}_{j}\right)}{\left(\boldsymbol{e}_{k}\right)}\right) \in \mathbb{R}^{N \cdot m(i)} \times \mathbb{R}^{N \cdot m(i)}\right. \\
\left.\boldsymbol{F}_{i}(\boldsymbol{x})\binom{\left(\boldsymbol{f}_{j}\right)}{-\left(\boldsymbol{f}_{k}\right)}+\boldsymbol{E}_{i}(\boldsymbol{x})\binom{\left(\boldsymbol{e}_{j}\right)}{\left(\boldsymbol{e}_{k}\right)}=\mathbf{0}\right\}, \tag{17}
\end{gather*}
$$

for all $j \in \overleftarrow{\mathbb{B}}(i), k \in \overrightarrow{\mathbb{B}}(i)$, and $m(i):=|\mathbb{B}(i)|$. Depending on the type of $i$, the matrices $\boldsymbol{F}_{i}(\boldsymbol{x})$ and $\boldsymbol{E}_{i}(\boldsymbol{x})$ in (17) are as follows. For $i \in \mathbb{V}_{0}$ and $i \in \mathbb{V}_{1}$ we have

$$
\begin{equation*}
\boldsymbol{F}_{i}=\boldsymbol{\Psi}_{i}, \quad \boldsymbol{E}_{i}=\boldsymbol{\Theta}_{i} \tag{18a}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{F}_{i}=\boldsymbol{\Theta}_{i} \boldsymbol{T}_{i}, \quad \boldsymbol{E}_{i}=\boldsymbol{\Psi}_{i} \boldsymbol{T}_{i} \tag{18b}
\end{equation*}
$$

respectively,

$$
\begin{align*}
\boldsymbol{\Psi}_{i} & =\binom{\boldsymbol{I}_{N}^{1 \times m(i)}}{\mathbf{0}_{N}^{(m(i)-1) \times m(i)}},  \tag{19a}\\
\boldsymbol{\Theta}_{i} & =\left(\begin{array}{cc}
\mathbf{0}_{N} & \mathbf{0}_{N}^{1 \times(m(i)-1)} \\
\boldsymbol{I}_{N}^{(m(i)-1) \times 1} & -\boldsymbol{I}_{N(m(i)-1)}
\end{array}\right), \tag{19b}
\end{align*}
$$

and $\boldsymbol{T}_{i}=\operatorname{blkdiag}\left(\boldsymbol{I}_{N \cdot|\overleftarrow{\mathbb{B}}(i)|},-\boldsymbol{I}_{N \cdot|\overrightarrow{\mathbb{B}}(i)|}\right)$. For $i \in \mathbb{V}_{\mathrm{TF}}$ and $i \in \mathbb{V}_{\mathrm{GY}}$ the matrices are given by

$$
\boldsymbol{F}_{i}(\boldsymbol{x})=\left(\begin{array}{cc}
\boldsymbol{I}_{N} & \boldsymbol{U}_{i}(\boldsymbol{x})  \tag{20a}\\
\mathbf{0}_{N} & \mathbf{0}_{N}
\end{array}\right), \quad \boldsymbol{E}_{i}(\boldsymbol{x})=\left(\begin{array}{cc}
\mathbf{0}_{N} & \mathbf{0}_{N} \\
-\boldsymbol{U}_{i}^{\top}(\boldsymbol{x}) & \boldsymbol{I}_{N}
\end{array}\right)
$$

and

$$
\boldsymbol{F}_{i}(\boldsymbol{x})=\left(\begin{array}{cc}
\mathbf{0}_{N} & \boldsymbol{V}_{i}(\boldsymbol{x})  \tag{20b}\\
-\boldsymbol{V}_{i}^{\top}(\boldsymbol{x}) & \mathbf{0}_{N}
\end{array}\right), \boldsymbol{E}_{i}=\left(\begin{array}{cc}
\boldsymbol{I}_{N} & \mathbf{0}_{N} \\
\mathbf{0}_{N} & \boldsymbol{I}_{N}
\end{array}\right)
$$

where $\boldsymbol{U}_{i}(\boldsymbol{x})$ and $\boldsymbol{V}_{i}(\boldsymbol{x})$ are square matrices of full rank $N$ for all $\boldsymbol{x} \in \mathcal{X}$, which describe the (multi-dimensional) transformer and gyrator ratios, respectively.

PROOF. First, we prove that each element $\mathcal{D}_{i}(\boldsymbol{x}) \in$ $\mathbb{D S}$ describes the constitutive relations of the corresponding interior element $i \in \mathbb{V}_{\mathrm{I}}$. Secondly, we show that the elements $\mathcal{D}_{i}(\boldsymbol{x}) \in \mathbb{D S}$ define Dirac structures.
For $i \in \mathbb{V}_{0}$, we insert the matrices (18a) with (19) into the equation system of (17) and obtain Kirchhoff's current law which is the relation governing 0 -junctions. Analogously, for $i \in \mathbb{V}_{1}$ we obtain Kirchhoff's voltage
law in the form $\tilde{\boldsymbol{F}}_{i} \tilde{\boldsymbol{f}}_{i}+\tilde{\boldsymbol{E}}_{i} \tilde{\boldsymbol{e}}_{i}=\mathbf{0}$ with

$$
\begin{equation*}
\boldsymbol{\Theta}_{i}\binom{\left(\tilde{\boldsymbol{f}}_{j}\right)}{\left(\tilde{\boldsymbol{f}}_{k}\right)}+\boldsymbol{\Psi}_{i}\binom{\left(\tilde{\boldsymbol{e}}_{j}\right)}{-\left(\tilde{\boldsymbol{e}}_{k}\right)}=\mathbf{0} \tag{21}
\end{equation*}
$$

for all $j \in \overleftarrow{\mathbb{B}}(i), k \in \overrightarrow{\mathbb{B}}(i)$. To bring (21) to the form of the equation system in (17), we perform a change of coordinates $\boldsymbol{f}_{i}=\boldsymbol{T}_{i}^{\top} \tilde{\boldsymbol{f}}_{i}, \boldsymbol{e}_{i}=\boldsymbol{T}_{i}^{\top} \tilde{\boldsymbol{e}}_{i}$, with matrix $\boldsymbol{T}_{i}$ as above to obtain (18b). For $i \in \mathbb{V}_{\text {TF }}$ and $i \in \mathbb{V}_{\mathrm{GY}}$ we insert (20a) and (20b) into the equation system of (17) and get

$$
\begin{array}{lll}
i \in \mathbb{V}_{\mathrm{TF}}: & \boldsymbol{f}_{j}=\boldsymbol{U}_{i}(\boldsymbol{x}) \boldsymbol{f}_{k}, & \boldsymbol{e}_{k}=\boldsymbol{U}_{i}^{\top}(\boldsymbol{x}) \boldsymbol{e}_{j} \\
i \in \mathbb{V}_{\mathrm{GY}}: & \boldsymbol{e}_{j}=\boldsymbol{V}_{i}(\boldsymbol{x}) \boldsymbol{f}_{k}, & \boldsymbol{e}_{k}=\boldsymbol{V}_{i}^{\top}(\boldsymbol{x}) \boldsymbol{f}_{j} \tag{23}
\end{array}
$$

where $j \in \overleftarrow{\mathbb{B}}(i), k \in \overrightarrow{\mathbb{B}}(i)$. Equations (22) and (23) are the relations governing multi-dimensional transformers and gyrators, respectively [27, pp. 358-359]. Inserting the matrices $\boldsymbol{F}_{i}(\boldsymbol{x})$ and $\boldsymbol{E}_{i}(\boldsymbol{x})$ from (18a), (20a), (20b) into (A.3) shows that these matrices indeed define Dirac structures. Analogously, the matrices from (21) define a Dirac structure. As $\boldsymbol{T}_{i} \in \mathbb{O}(m(i))$, by Corollary 4.2 the matrices (18b) then also define a Dirac structure.

Lemma 4.3 provides a set $\mathbb{D S}$ containing $n_{\text {I }}$ Dirac structures. The $n_{\mathrm{I}}$ Dirac structures describe the constitutive equations of the $n_{\mathrm{I}}$ interior elements of the bond graph by relating the flows and efforts of the exterior and interior bonds. In the sequel, we show that it is always possible to compose the $n_{\mathrm{I}}$ Dirac structures to one single Dirac structure (5) which relates the flows and efforts of only the exterior bonds, i.e. without using flows and efforts of interior bonds. For the composition, we use the methods from [30] and [28, pp. 70ff.].
Consider the sets of exterior and interior vertices $\mathbb{V}_{\mathrm{E}}, \mathbb{V}_{\mathrm{I}}$ and the sets of exterior and interior bonds $\mathbb{B}_{\mathrm{E}}, \mathbb{B}_{\mathrm{I}}$ as defined in (1) and (2), respectively. From $\mathbb{B}=\mathbb{B}_{\mathrm{E}} \cup \mathbb{B}_{\mathrm{I}}$ it follows that for each $i \in \mathbb{V}_{\text {I }}$ we can reorder (cf. Corollary 4.2) the vectors and matrices of $\mathcal{D}_{i} \in \mathbb{D S}$ in (17) such that they are sorted by exterior and interior bonds and not by ingoing and outgoing bonds, thus bringing $\mathcal{D}_{i}$ into the form

$$
\begin{align*}
\mathcal{D}_{i}(\boldsymbol{x})=\left\{\left.\left(\binom{\left(\boldsymbol{f}_{j}\right)}{\left(\boldsymbol{f}_{k}\right)},\binom{\left(\boldsymbol{e}_{j}\right)}{\left(\boldsymbol{e}_{k}\right)}\right) \in \mathbb{R}^{N \cdot m(i)} \times \mathbb{R}^{N \cdot m(i)} \right\rvert\,\right. \\
\left(\left(\boldsymbol{F}_{j}(\boldsymbol{x})\right)\left(\boldsymbol{F}_{k}(\boldsymbol{x})\right)\right)\binom{\left(\varepsilon(j) \boldsymbol{f}_{j}\right)}{\left(\varepsilon(k) \boldsymbol{f}_{k}\right)}+ \\
\left.\left(\left(\boldsymbol{E}_{j}(\boldsymbol{x})\right)\left(\boldsymbol{E}_{k}(\boldsymbol{x})\right)\right)\binom{\left(\boldsymbol{e}_{j}\right)}{\left(\boldsymbol{e}_{k}\right)}=\mathbf{0}\right\}, \tag{24}
\end{align*}
$$

for all $j \in \mathbb{B}_{\mathrm{E}}(i), k \in \mathbb{B}_{\mathrm{I}}(i)$ where $\varepsilon: \mathbb{B}(i) \rightarrow\{-1,1\}$, $b \mapsto \varepsilon(b)$ is a sign function which is 1 if $b \in \overleftarrow{\mathbb{B}}(i)$ and -1 if $b \in \overrightarrow{\mathbb{B}}(i)$. For each $i \in \mathbb{V}_{\mathrm{I}}$, we define $\boldsymbol{f}_{i}^{\mathrm{IC}}:=\left(\varepsilon(k) \boldsymbol{f}_{k}\right)$ and $e_{i}^{\mathrm{IC}}:=\left(e_{k}\right)$ for all $k \in \mathbb{B}_{\mathrm{I}}(i) .{ }^{5}$ Furthermore, we write $\boldsymbol{f}^{\mathrm{IC}}:=\left(\boldsymbol{f}_{i}^{\mathrm{IC}}\right)$ and $\boldsymbol{e}^{\mathrm{IC}}:=\left(\boldsymbol{e}_{i}^{\mathrm{IC}}\right)$ for all $i \in \mathbb{V}_{\mathrm{I}}$. Each interior bond is incident to two interior elements. Thus, for each $k \in \mathbb{B}_{\mathrm{I}}$ the flow $\boldsymbol{f}_{k}$ appears exactly twice in $f^{\mathrm{IC}}$ : once with a positive sign and once with a negative sign. Analogously, for each $k \in \mathbb{B}_{\mathrm{I}}$ the effort $\boldsymbol{e}_{k}$ appears exactly twice in $\boldsymbol{e}^{\text {IC }}$, both times with a positive sign. Let us equate these variables appearing twice by setting

$$
\begin{align*}
\left(\begin{array}{ll}
\boldsymbol{I}_{N m_{\mathrm{I}}} & \boldsymbol{I}_{N m_{\mathrm{I}}} \\
\mathbf{0}_{N m_{\mathrm{I}}} & \mathbf{0}_{N m_{\mathrm{I}}}
\end{array}\right) & \binom{\left(\boldsymbol{f}_{k}\right)}{-\left(\boldsymbol{f}_{k}\right)}+ \\
& +\left(\begin{array}{rr}
\mathbf{0}_{N m_{\mathrm{I}}} & \mathbf{0}_{N m_{\mathrm{I}}} \\
\boldsymbol{I}_{N m_{\mathrm{I}}} & -\boldsymbol{I}_{N m_{\mathrm{I}}}
\end{array}\right)\binom{\left(\boldsymbol{e}_{k}\right)}{\left(\boldsymbol{e}_{k}\right)}=\mathbf{0} \tag{25}
\end{align*}
$$

for all $k \in \mathbb{B}_{\mathrm{I}}$. By permutations, we rearrange the entries of the vectors in (25) such that they are in the same order as in $\boldsymbol{f}^{\mathrm{IC}}$ and $\boldsymbol{e}^{\mathrm{IC}}$. Furthermore, we rename the columns of the resulting matrices according to their affiliation to elements of $\mathbb{V}_{\mathrm{I}}$. The equation system is then of the form

$$
\begin{equation*}
\left(\boldsymbol{F}_{i}^{\mathrm{IC}}\right)\left(\boldsymbol{f}_{i}^{\mathrm{IC}}\right)+\left(\boldsymbol{E}_{i}^{\mathrm{IC}}\right)\left(\boldsymbol{e}_{i}^{\mathrm{IC}}\right)=\mathbf{0}, \quad \forall i \in \mathbb{V}_{\mathrm{I}} \tag{26}
\end{equation*}
$$

with the matrices $\boldsymbol{F}_{i}^{\mathrm{IC}}, \boldsymbol{E}_{i}^{\mathrm{IC}} \in \mathbb{R}^{2 N m_{\mathrm{I}} \times N m_{\mathrm{I}}(i)} .{ }^{6}$ Let us define the vector space

$$
\begin{equation*}
\mathcal{D}_{\mathrm{IC}}=\left\{\left(\boldsymbol{f}^{\mathrm{IC}}, \boldsymbol{e}^{\mathrm{IC}}\right) \in \mathbb{R}^{2 N m_{\mathrm{I}}} \times \mathbb{R}^{2 N m_{\mathrm{I}}} \mid(26) \text { holds }\right\} \tag{27}
\end{equation*}
$$

Proposition 4.4 $\mathcal{D}_{\mathrm{IC}}$ in (27) is a Dirac structure.

PROOF. The matrices in (25) satisfy (A.3) and can thus be related to a Dirac structure. By a permutation matrix $\boldsymbol{T} \in \mathbb{O}\left(2 N m_{\mathrm{I}}\right)$ we can reorder the entries of the vectors of (25) to obtain (26). By Corollary 4.2, this proves (27) to be a constant Dirac structure.

Following the terminology of [30], (27) is an interconnection Dirac structure of the Dirac structures (24). We now have all the required tools to compose the Dirac structures from (17) into one single Dirac structure.

Lemma 4.5 ([30]) Consider $n_{\text {I }}$ Dirac structures of the form (24). Furthermore, consider a corresponding interconnection Dirac structure of the form (27). Define a full-rank matrix $\boldsymbol{\Gamma}^{\top}(\boldsymbol{x}) \in \mathbb{R}^{2 N m_{\mathrm{I}} \times N\left(2 m_{\mathrm{I}}+m_{\mathrm{E}}\right)}$ as a

[^4]$\left(1 \times n_{\mathrm{I}}\right)$ block matrix $\boldsymbol{\Gamma}^{\top}(\boldsymbol{x})=\left(\boldsymbol{\Gamma}_{i}^{\top}(\boldsymbol{x})\right)$ of matrices $\boldsymbol{\Gamma}_{i}^{\top}(\boldsymbol{x}) \in \mathbb{R}^{2 N m_{\mathrm{I}} \times N m(i)}$ for all $i \in \mathbb{V}_{\mathrm{I}}$ with
$\boldsymbol{\Gamma}_{i}^{\top}(\boldsymbol{x})=\boldsymbol{F}_{i}^{\mathrm{IC}}\left(\boldsymbol{E}_{k}(\boldsymbol{x})\right)^{\top}+\boldsymbol{E}_{i}^{\mathrm{IC}}\left(\boldsymbol{F}_{k}(\boldsymbol{x})\right)^{\top}, \forall k \in \mathbb{B}_{\mathrm{I}}(i)$.
Choose a matrix $\boldsymbol{\Lambda}(\boldsymbol{x}) \in \mathbb{R}^{N m_{\mathrm{E}} \times N\left(2 m_{\mathrm{I}}+m_{\mathrm{E}}\right)}$ such that $\operatorname{im}\left(\boldsymbol{\Lambda}^{\top}(\boldsymbol{x})\right)=\operatorname{ker}\left(\boldsymbol{\Gamma}^{\top}(\boldsymbol{x})\right)$ for all $\boldsymbol{x} \in \mathcal{X}$. Since $\operatorname{rank}\left(\boldsymbol{\Gamma}^{\top}(\boldsymbol{x})\right)=2 N m_{\mathrm{I}}$ for all $\boldsymbol{x} \in \mathcal{X}$, we have $\operatorname{dim}\left(\operatorname{ker}\left(\boldsymbol{\Gamma}^{\top}(\boldsymbol{x})\right)\right)=N m_{\mathrm{E}}$ and such a matrix $\boldsymbol{\Lambda}(\boldsymbol{x})$ always exists. Matrix $\boldsymbol{\Lambda}(\boldsymbol{x})$ can be written as a $\left(1 \times n_{\mathrm{I}}\right)$ block matrix $\left(\boldsymbol{\Lambda}_{i}(\boldsymbol{x})\right)$ of matrices $\boldsymbol{\Lambda}_{i}(\boldsymbol{x}) \in \mathbb{R}^{N m_{\mathrm{E}} \times N m(i)}$ for all $i \in \mathbb{V}_{\mathrm{I}}$. Then the composite Dirac structure relates the flows $\boldsymbol{f}_{j}$ and efforts $\boldsymbol{e}_{j}$ of only the exterior bonds $j \in \mathbb{B}_{\mathrm{E}}$ and is of the form (5):
\[

$$
\begin{align*}
& \mathcal{D}(\boldsymbol{x})=\left\{\left(\left(\boldsymbol{f}_{j}\right),\left(\boldsymbol{e}_{j}\right)\right) \in \mathbb{R}^{N m_{\mathrm{E}}} \times \mathbb{R}^{N m_{\mathrm{E}}}\right. \\
& \underbrace{\left(\boldsymbol{\Lambda}_{i}(\boldsymbol{x})\left(\boldsymbol{F}_{j}(\boldsymbol{x})\right)\right)}_{=: \boldsymbol{F}(\boldsymbol{x})}\left(\boldsymbol{f}_{j}\right)+\underbrace{\left(\boldsymbol{\Lambda}_{i}(\boldsymbol{x})\left(\boldsymbol{E}_{j}(\boldsymbol{x})\right)\right)}_{=: \boldsymbol{E}(\boldsymbol{x})}\left(\boldsymbol{e}_{j}\right)=\mathbf{0}\}, \tag{29}
\end{align*}
$$
\]

for all $j \in \mathbb{B}_{\mathrm{E}}(i), i \in \mathbb{V}_{\mathrm{I}}$.

PROOF. The proof for the more general case of any interconnection Dirac structure can be found in [30].

### 4.2 Explicit representation of the Dirac structure

In the previous section, we showed that it is always possible to determine a single implicit Dirac structure (5) describing the equations of the junction structure. In this section, we propose a constructive procedure for transferring the Dirac structure from an (implicit) kernel representation into an (explicit) input-output representation. As with the kernel representation, the inputoutput representation of a Dirac structure is not unique. In particular, not all explicit Dirac structures allow for a subsequent derivation of an explicit PHS with Property 2.5. The inputs and outputs of an explicit PHS are determined by the inputs and outputs of the underlying explicit Dirac structure. Thus, based on Property 2.5 we deduce the following property.

Property 4.6 Let $\mathbb{B}_{\alpha}=\cup_{i \in \mathbb{V}_{\alpha}} \mathbb{B}(i)$ for $\alpha \in\{\mathrm{Sf}, \mathrm{Se}\}$. The input vector of the explicit Dirac structure has to include $\left(\boldsymbol{f}_{j}\right),\left(\boldsymbol{e}_{k}\right)$ while the output vector has to include $\left(\boldsymbol{e}_{j}\right),\left(\boldsymbol{f}_{k}\right)$ for all $j \in \mathbb{B}_{\mathrm{Sf}}, k \in \mathbb{B}_{\mathrm{Se}}$.

In the sequel, we aim at an explicit representation of (5) that has Property 4.6. Necessary and sufficient conditions for the existence of such an explicit representation will be provided.
Given a Dirac structure in kernel representation (5). For
the sake of notation, let us introduce

$$
\begin{align*}
& \boldsymbol{F}_{\mathrm{CR}}(\boldsymbol{x}):=\left(\boldsymbol{F}_{\mathrm{C}}(\boldsymbol{x})\right.  \tag{30a}\\
& \left.\boldsymbol{F}_{\mathrm{R}}(\boldsymbol{x})\right),  \tag{30b}\\
& \boldsymbol{E}_{\mathrm{CR}}(\boldsymbol{x}):=\left(\boldsymbol{E}_{\mathrm{C}}(\boldsymbol{x})\right. \\
& \left.\boldsymbol{E}_{\mathrm{R}}(\boldsymbol{x})\right),
\end{align*}
$$

as well as $\boldsymbol{f}_{\mathrm{CR}}:=\left(\boldsymbol{f}_{\mathrm{C}}^{\top} \boldsymbol{f}_{\mathrm{R}}^{\top}\right)^{\top}$ and $\boldsymbol{e}_{\mathrm{CR}}:=\left(\boldsymbol{e}_{\mathrm{C}}^{\top} \boldsymbol{e}_{\mathrm{R}}^{\top}\right)^{\top}$.
Assumption 4.7 The matrices in (5) fulfill (13).
Based on Assumption 4.7 we can now state the following lemma.

Lemma 4.8 Consider the Dirac structure (5). Let Assumption 4.7 hold. The Dirac structure can be formulated in an input-output representation with Property 4.6:

$$
\begin{align*}
& \mathcal{D}=\left\{\left(\left(\begin{array}{c}
\boldsymbol{f}_{\mathrm{CR}} \\
\boldsymbol{f}_{\mathrm{Sf}} \\
\boldsymbol{f}_{\mathrm{Se}}
\end{array}\right),\right.\right.\left.\left(\begin{array}{c}
\boldsymbol{e}_{\mathrm{CR}} \\
\boldsymbol{e}_{\mathrm{Sf}} \\
\boldsymbol{e}_{\mathrm{Se}}
\end{array}\right)\right) \in \mathbb{R}^{N n_{\mathrm{E}}} \times \mathbb{R}^{N n_{\mathrm{E}}} \mid \\
&\left.\binom{\boldsymbol{y}_{\mathrm{CR}}}{\boldsymbol{y}_{\mathrm{P}}}=\boldsymbol{Z}(\boldsymbol{x})\binom{\boldsymbol{u}_{\mathrm{CR}}}{\boldsymbol{u}_{\mathrm{P}}}\right\} \tag{31}
\end{align*}
$$

where $\boldsymbol{Z}(\boldsymbol{x})$ is skew-symmetric for all $\boldsymbol{x} \in \mathcal{X}$ and

$$
\begin{array}{ll}
\boldsymbol{u}_{\mathrm{CR}}=\binom{\boldsymbol{e}_{\mathrm{CR}, 1}}{-\boldsymbol{f}_{\mathrm{CR}, 2}}, & \boldsymbol{u}_{\mathrm{P}}=\binom{\boldsymbol{f}_{\mathrm{Sf}}}{\boldsymbol{e}_{\mathrm{Se}}}, \\
\boldsymbol{y}_{\mathrm{CR}}=\binom{-\boldsymbol{f}_{\mathrm{CR}, 1}}{\boldsymbol{e}_{\mathrm{CR}, 2}}, & \boldsymbol{y}_{\mathrm{P}}=\binom{\boldsymbol{e}_{\mathrm{Sf}}}{\boldsymbol{f}_{\mathrm{Se}}} . \tag{32b}
\end{array}
$$

The matrix $\boldsymbol{Z}(\boldsymbol{x})$ exists for all $\boldsymbol{x} \in \mathcal{X}$ and is given by:

$$
\begin{align*}
\boldsymbol{Z}(\boldsymbol{x})= & \left(\boldsymbol{F}_{\mathrm{CR}, 1}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{CR}, 2}(\boldsymbol{x}) \quad \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \quad \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)^{-1} \\
& \cdot\left(\boldsymbol{E}_{\mathrm{CR}, 1}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{CR}, 2}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{Se}}(\boldsymbol{x})\right) \tag{33}
\end{align*}
$$

The matrices in (33) can be obtained from splitting (possibly after some permutations) $\boldsymbol{F}_{\mathrm{CR}}(\boldsymbol{x})$ by (30a) into $\left(\boldsymbol{F}_{\mathrm{CR}, 1}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{CR}, 2}(\boldsymbol{x})\right)$ such that
(i) $\left(\boldsymbol{F}_{\mathrm{CR}, 1}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)$ has full column rank
(ii) $\operatorname{rank}\left(\boldsymbol{F}_{\mathrm{CR}, 1}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right)=$

$$
\begin{equation*}
\operatorname{rank}\left(\boldsymbol{F}_{\mathrm{CR}}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{Sf}}(\boldsymbol{x}) \boldsymbol{F}_{\mathrm{Se}}(\boldsymbol{x})\right) \tag{34}
\end{equation*}
$$

for all $\boldsymbol{x} \in \mathcal{X}$. According to the manner in which $\boldsymbol{F}_{\mathrm{CR}}(\boldsymbol{x})$ is split, we partition $\boldsymbol{E}_{\mathrm{CR}}(\boldsymbol{x})$ from (30b) into $\left(\boldsymbol{E}_{\mathrm{CR}, 1}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{CR}, 2}(\boldsymbol{x})\right)$. In the same way, we split $\boldsymbol{f}_{\mathrm{CR}}$ and $e_{\mathrm{CR}}$.

Remark 4.9 Note that the above lemma is true for any decomposition of $\boldsymbol{F}_{\mathrm{CR}}$ such that (34) is fulfilled. However, we choose $\boldsymbol{F}_{\mathrm{CR}, 1}$ such that the number of columns origi-
nating from $\boldsymbol{F}_{\mathrm{C}}$ is as large as possible since this is more useful for the subsequent derivation of an explicit PHS.

PROOF. Let Assumption 4.7 hold. For the sake of readability, we omit the argument $\boldsymbol{x}$ and the supplement "for all $\boldsymbol{x} \in \mathcal{X}$ " in this proof. We apply the ideas from [31, Theorem 4] to show that we can always find decompositions ( $\boldsymbol{F}_{\mathrm{CR}, 1}, \boldsymbol{F}_{\mathrm{CR}, 2}$ ) and $\left(\boldsymbol{E}_{\mathrm{CR}, 1}, \boldsymbol{E}_{\mathrm{CR}, 2}\right)$ of $\boldsymbol{F}_{\mathrm{CR}}$ and $\boldsymbol{E}_{\mathrm{CR}}$ such that $\operatorname{rank}\left(\boldsymbol{F}_{\mathrm{CR}, 1} \boldsymbol{E}_{\mathrm{CR}, 2} \boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Se}}\right)=N n_{\mathrm{E}}$ holds. Choose a decomposition of $\boldsymbol{F}_{\mathrm{CR}}$ (possibly after some permutations) such that the conditions in (34) are fulfilled. Next, split $\boldsymbol{E}_{\mathrm{CR}}$ according to the decomposition chosen for $\boldsymbol{F}_{\mathrm{CR}}$ into $\boldsymbol{E}_{\mathrm{CR}}=\left(\boldsymbol{E}_{\mathrm{CR}, 1} \boldsymbol{E}_{\mathrm{CR}, 2}\right)$. By (34), the matrix $\left(\boldsymbol{F}_{\mathrm{CR}, 1} \boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Se}}\right)$ has full column rank. Thus, its adjoint $\left(\boldsymbol{F}_{\mathrm{CR}, 1} \boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Se}}\right)^{\top}$ is surjective. In particular we have

$$
\begin{align*}
& \operatorname{im}\left(\boldsymbol{E}_{\mathrm{CR}, 1} \boldsymbol{F}_{\mathrm{Sf}} \boldsymbol{E}_{\mathrm{Se}}\right) \\
& =\operatorname{im}\left(\left(\boldsymbol{E}_{\mathrm{CR}, 1} \boldsymbol{F}_{\mathrm{Sf}} \boldsymbol{E}_{\mathrm{Se}}\right) \cdot\left(\boldsymbol{F}_{\mathrm{CR}, 1} \boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Se}}\right)^{\top}\right) \\
& \quad=\operatorname{im}\left(\boldsymbol{E}_{\mathrm{CR}, 1} \boldsymbol{F}_{\mathrm{CR}, 1}^{\top}+\boldsymbol{F}_{\mathrm{Sf}} \boldsymbol{E}_{\mathrm{Sf}}^{\top}+\boldsymbol{E}_{\mathrm{Se}} \boldsymbol{F}_{\mathrm{Se}}^{\top}\right) \tag{35}
\end{align*}
$$

Equation (A.3a) is

$$
\begin{equation*}
\mathbf{0}=\boldsymbol{E} \boldsymbol{F}^{\top}+\underset{\alpha \in\{(\mathrm{CR}, 1),(\mathrm{CR}, 2), \mathrm{Sf}, \mathrm{Se}\}}{\boldsymbol{F} \boldsymbol{E}^{\top}=\sum_{\alpha}\left(\boldsymbol{E}_{\alpha} \boldsymbol{F}_{\alpha}^{\top}+\boldsymbol{F}_{\alpha} \boldsymbol{E}_{\alpha}^{\top}\right) .} \tag{36}
\end{equation*}
$$

from which follows

$$
\left.\begin{array}{l}
\operatorname{im}\left(\boldsymbol{E}_{\mathrm{CR}, 1} \boldsymbol{F}_{\mathrm{CR}, 1}^{\top}+\boldsymbol{F}_{\mathrm{Sf}} \boldsymbol{E}_{\mathrm{Sf}}^{\top}+\boldsymbol{E}_{\mathrm{Se}} \boldsymbol{F}_{\mathrm{Se}}^{\top}\right) \\
=\operatorname{im}\left(\boldsymbol{F}_{\mathrm{CR}, 1} \boldsymbol{E}_{\mathrm{CR}, 1}^{\top}+\boldsymbol{E}_{\mathrm{CR}, 2} \boldsymbol{F}_{\mathrm{CR}, 2}^{\top}+\right. \\
\left.\quad+\boldsymbol{F}_{\mathrm{CR}, 2} \boldsymbol{E}_{\mathrm{CR}, 2}^{\top}+\boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Sf}}^{\top}+\boldsymbol{F}_{\mathrm{Se}} \boldsymbol{E}_{\mathrm{Se}}^{\top}\right) \\
\subseteq \operatorname{im}\left(\boldsymbol{F}_{\mathrm{CR}, 1} \boldsymbol{E}_{\mathrm{CR}, 1}^{\top} \quad \boldsymbol{E}_{\mathrm{CR}, 2} \boldsymbol{F}_{\mathrm{CR}, 2}^{\top}\right.  \tag{37}\\
\boldsymbol{F}_{\mathrm{CR}, 2} \boldsymbol{E}_{\mathrm{CR}, 2}^{\top}
\end{array} \boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Sf}}^{\top} \boldsymbol{F}_{\mathrm{Se}} \boldsymbol{E}_{\mathrm{Se}}^{\top}\right) .
$$

Combining (35) and (37) we can derive

$$
\begin{aligned}
& \operatorname{im}(\boldsymbol{F} \boldsymbol{E}) \\
& =\operatorname{im}\left(\begin{array}{lll}
\boldsymbol{E}_{\mathrm{CR}, 1} & \boldsymbol{F}_{\mathrm{Sf}} & \left.\boldsymbol{E}_{\mathrm{Se}}\right)+ \\
& \quad+\operatorname{im}\left(\begin{array}{lll}
\boldsymbol{F}_{\mathrm{CR}, 1} & \boldsymbol{E}_{\mathrm{CR}, 2} & \boldsymbol{F}_{\mathrm{CR}, 2} \\
\boldsymbol{E}_{\mathrm{Sf}} & \boldsymbol{F}_{\mathrm{Se}}
\end{array}\right) \\
\subseteq & \operatorname{im}\left(\begin{array}{lll}
\boldsymbol{F}_{\mathrm{CR}, 1} & \boldsymbol{E}_{\mathrm{CR}, 2} & \boldsymbol{E}_{\mathrm{Sf}} \\
\boldsymbol{F}_{\mathrm{Se}}
\end{array}\right) \\
\subseteq & \operatorname{im}(\boldsymbol{F} \boldsymbol{E})
\end{array}\right.
\end{aligned}
$$

Thus, equality holds in the above formula and we have

$$
\begin{align*}
\operatorname{rank}\left(\boldsymbol{F}_{\mathrm{CR}, 1} \quad \boldsymbol{E}_{\mathrm{CR}, 2}\right. & \left.\boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Se}}\right) \\
= & \operatorname{rank}(\boldsymbol{F} \boldsymbol{E}) \stackrel{(\mathrm{A} .3 \mathrm{~b})}{=} N n_{\mathrm{E}} . \tag{39}
\end{align*}
$$

Hence, the square matrix $\left(\boldsymbol{F}_{\mathrm{CR}, 1} \quad \boldsymbol{E}_{\mathrm{CR}, 2} \boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Se}}\right)$ has full rank and is invertible. As shown in [31] and [32], under the above rank condition (39) the kernel representation (5) can be formulated as the input-output representation (31) with

$$
\left.\begin{array}{rl}
\boldsymbol{Z}=-\boldsymbol{Z}^{\top}=-\left(\boldsymbol{F}_{\mathrm{CR}, 1}\right. & \boldsymbol{E}_{\mathrm{CR}, 2} \tag{40}
\end{array} \boldsymbol{E}_{\mathrm{Sf}} \boldsymbol{F}_{\mathrm{Se}}\right)^{-1} .
$$

As can be seen in (32), the flows and efforts corresponding to elements of type Sf and Se are assigned as inputs and outputs of the explicit Dirac structure in a fixed manner. By this fixed assignment, (31) has Property 4.6. In contrast, the flows and efforts corresponding to elements of type C and R may be freely designated as inputs or outputs as long as (34) is fulfilled. In the next two propositions, we analyse the result of Lemma 4.8 more in detail.

Proposition 4.10 For any given order of the variables in (32), the matrix $\boldsymbol{Z}(\boldsymbol{x})$ in (31) is unique. This statement is independent of Assumption 4.7.

PROOF. The idea is to show that $\mathcal{D}$ is linearly isomorphic to $\mathbb{R}^{N n_{\mathrm{E}}}$ (i.e. isomorphic as vector spaces) and thus $\boldsymbol{Z}$ is unique. For the sake of releasing notational burden, we will suppress the argument $\boldsymbol{x}$ to the matrices during the proof and use the following notation:

$$
\begin{align*}
& \boldsymbol{u}=\left(\boldsymbol{u}_{\mathrm{CR}}^{\top} \boldsymbol{u}_{\mathrm{P}}^{\top}\right)^{\top},  \tag{41a}\\
& \boldsymbol{y}=\left(\boldsymbol{y}_{\mathrm{CR}}^{\top} \boldsymbol{y}_{\mathrm{P}}^{\top}\right)^{\top},  \tag{41b}\\
& \boldsymbol{f}=\left(\boldsymbol{f}_{\mathrm{CR}, 1}^{\top} \boldsymbol{f}_{\mathrm{CR}, 2}^{\top} \boldsymbol{f}_{\mathrm{Sf}}^{\top} \boldsymbol{f}_{\mathrm{Se}}^{\top}\right)^{\top},  \tag{41c}\\
& \boldsymbol{e}=\left(\boldsymbol{e}_{\mathrm{CR}, 1}^{\top} \boldsymbol{e}_{\mathrm{CR}, 2}^{\top} \boldsymbol{e}_{\mathrm{Sf}}^{\top} \boldsymbol{e}_{\mathrm{Se}}^{\top}\right)^{\top} . \tag{41d}
\end{align*}
$$

Let $\boldsymbol{Z}$ and $\boldsymbol{Z}^{\prime} \in \mathbb{R}^{N n_{\mathrm{E}} \times N n_{\mathrm{E}}}$ be two matrices fulfilling

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{Z} \boldsymbol{u} \quad \text { and } \quad \boldsymbol{y}=\boldsymbol{Z}^{\prime} \boldsymbol{u} . \tag{42}
\end{equation*}
$$

Recall (32) and that $\operatorname{dim} \mathcal{D}=N n_{\mathrm{E}}$. As $\boldsymbol{y}$ depends linearly on $\boldsymbol{u}$, we have that $\mathcal{D}$ is isomorphic to $\mathbb{R}^{N n_{\mathrm{E}}}$ via $\mathbb{R}^{N n_{\mathrm{E}}} \rightarrow \mathcal{D}, \boldsymbol{u} \mapsto(\boldsymbol{f}, \boldsymbol{e}), \quad$ where $\boldsymbol{y}=\boldsymbol{Z} \boldsymbol{u}$ and via $\mathcal{D} \rightarrow \mathbb{R}^{N n_{\mathrm{E}}},(\boldsymbol{e}, \boldsymbol{f}) \mapsto \boldsymbol{u}$. From (42) it follows that
$\boldsymbol{Z u}=\boldsymbol{Z}^{\prime} \boldsymbol{u}$ and thus $\boldsymbol{Z}=\boldsymbol{Z}^{\prime}$ as $\boldsymbol{u}$ ranges over all of $\mathbb{R}^{N n_{\mathrm{E}}}$.

Note that the uniqueness of $\boldsymbol{Z}(\boldsymbol{x})$ in Proposition 4.10 is restricted to the case of a certain arrangement of variables. In particular, Proposition 4.10 does not imply the uniqueness of an input-output representation in general.

Proposition 4.11 Assumption 4.7 is a necessary and sufficient condition for the existence of an input-output representation of (5) which has Property 4.6. This statement is true independent of the specific realisation of $\boldsymbol{F}(\boldsymbol{x})$ and $\boldsymbol{E}(\boldsymbol{x})$ in (5) (cf. Remark A.5).

PROOF. From the proof of Lemma 4.8 it follows that Assumption 4.7 is a sufficient condition for transferring (5) into an input-output representation with property 4.6. So it is left to show that the assumption is necessary. To this end, we use the uniqueness of $\boldsymbol{Z}(\boldsymbol{x})$ from Proposition 4.10. For the sake of brevity, we neglect the argument $\boldsymbol{x}$ and the supplement "for all $\boldsymbol{x} \in \mathcal{X}$ " in this proof. Moreover, we use the notation from (41a), (41b) and we give a shorthand to two matrices:

$$
\begin{align*}
& \boldsymbol{X}=\left(\begin{array}{llll}
\boldsymbol{F}_{\mathrm{CR}, 1} & \boldsymbol{E}_{\mathrm{CR}, 2} & \boldsymbol{E}_{\mathrm{Sf}} & \boldsymbol{F}_{\mathrm{Se}}
\end{array}\right) \in \mathbb{R}^{N n_{\mathrm{E}} \times N n_{\mathrm{E}}},  \tag{43a}\\
& \boldsymbol{Y}=\left(\begin{array}{llll}
\boldsymbol{E}_{\mathrm{CR}, 1} & \boldsymbol{F}_{\mathrm{CR}, 2} & \boldsymbol{F}_{\mathrm{Sf}} & \boldsymbol{E}_{\mathrm{Se}}
\end{array}\right) \in \mathbb{R}^{N n_{\mathrm{E}} \times N n_{\mathrm{E}}} \tag{43b}
\end{align*}
$$

Assume we can write $\mathcal{D}$ in both forms (5) and (31). Moreover, Assumption 4.7 is fulfilled if $\boldsymbol{X}$ has full rank. Note that in the situation of Lemma 4.8 we have $\boldsymbol{Z}=-\boldsymbol{X}^{-1} \boldsymbol{Y}$ which gives us a hint that we should prove and use $\boldsymbol{X} \boldsymbol{Z}=-\boldsymbol{Y}$ along the way. As an element $(\boldsymbol{f}, \boldsymbol{e})$ of $\mathcal{D}$ fulfills the equations in (5), we have

$$
\begin{align*}
\boldsymbol{F}\left(-\boldsymbol{f}_{\mathrm{CR}, 1}^{\top}\right. & \left.-\boldsymbol{f}_{\mathrm{CR}, 2}^{\top} \boldsymbol{f}_{\mathrm{Sf}}^{\top} \boldsymbol{f}_{\mathrm{Se}}^{\top}\right)^{\top} \\
& +\boldsymbol{E}\left(\boldsymbol{e}_{\mathrm{CR}, 1}^{\top} \boldsymbol{e}_{\mathrm{CR}, 2}^{\top} \boldsymbol{e}_{\mathrm{Sf}}^{\top} \boldsymbol{e}_{\mathrm{Se}}^{\top}\right)^{\top}=\mathbf{0} \tag{44}
\end{align*}
$$

or equivalently after reordering

$$
\begin{equation*}
\boldsymbol{X} \boldsymbol{y}=-\boldsymbol{Y} \boldsymbol{u} \tag{45}
\end{equation*}
$$

The same element ( $\boldsymbol{f}, \boldsymbol{e}$ ) also fulfills (31), i.e. we have $\boldsymbol{y}=$ $\boldsymbol{Z} \boldsymbol{u}$, where $\boldsymbol{Z}$ is unique according to Proposition 4.10. By multiplying from the left with $\boldsymbol{X}$ we obtain

$$
\begin{equation*}
X y=X Z u \tag{46}
\end{equation*}
$$

Combining (45) and (46) yields

$$
\begin{equation*}
\boldsymbol{X} \boldsymbol{Z} \boldsymbol{u}=-\boldsymbol{Y} \boldsymbol{u} \tag{47}
\end{equation*}
$$

establishing $\boldsymbol{X} \boldsymbol{Z}=-\boldsymbol{Y}$, since $\boldsymbol{u}$ ranges over all of $\mathbb{R}^{N n_{\mathrm{E}}}$.

Let us now investigate the rank of $\boldsymbol{X}$. First, note that $\operatorname{im} \boldsymbol{X}=\operatorname{im}(\boldsymbol{X} \boldsymbol{X} \boldsymbol{Z})$ as $\operatorname{im} \boldsymbol{X} \boldsymbol{Z} \subseteq \operatorname{im} \boldsymbol{X}$. From this the statement that $\boldsymbol{X}$ has full rank follows:

$$
\begin{align*}
\operatorname{rank} \boldsymbol{X}=\operatorname{rank}(\boldsymbol{X} \boldsymbol{X} \boldsymbol{Z}) \stackrel{(47)}{=} \operatorname{rank}(\boldsymbol{X}-\boldsymbol{Y}) \\
\stackrel{(43)}{=} \operatorname{rank}(\boldsymbol{F} \boldsymbol{E}) \stackrel{(\mathrm{A} .1 \mathrm{~b})}{=} N n_{\mathrm{E}} . \tag{48}
\end{align*}
$$

Note that (48) holds for any realisation of $\boldsymbol{F}$ and $\boldsymbol{E}$. Moreover, every submatrix in (43a) must have full column rank. In particular Assumption 4.7 holds.

So far, we presented a method which allows to convert the Dirac structure (5) to an explicit form (31). In the sequel, we consider an important special case of (31) which will pave the way to a port-Hamiltonian formulation of the bond graph. The special case is characterised by the following assumption.

Assumption 4.12 For all $\boldsymbol{x} \in \mathcal{X}$ the matrices in (5) fulfill (6).

Note that Assumption 4.7 is necessary for Assumption 4.12. In the subsequent corollary, we make use of Assumption 4.12 and address an important special case of Lemma 4.8.

Corollary 4.13 Given the Dirac structure (5). Let Assumption 4.12 hold. The Dirac structure (5) can then be formulated in the input-output representation (7). Moreover, Assumption 4.12 is necessary and sufficient for the existence of (7) with vectors as in (8b) and (8c).

PROOF. The proof of Corollary 4.13 follows directly from Lemma 4.8 under Assumption 4.12, which also shows that Assumption 4.12 is a sufficient condition. The proof for the necessity of the assumption is the same as the one given for Proposition 4.11.

Lemma 4.8 provides a practical procedure for transferring the Dirac structure from a kernel representation (5) into an input-output representation (31) with Property 4.6. Assumption 4.7 is proven to be necessary and sufficient for the existence of such a representation. In Corollary 4.13 , we considered an important special case of Lemma 4.8, which will be used to derive an explicit PHS from the bond graph in the next section.

### 4.3 Formulation of an explicit port-Hamiltonian system

In the previous section, we showed that under certain conditions an explicit representation of the Dirac structure (5) can be obtained. Hereby, the inputs and outputs
of the explicit representation are chosen under consideration of Property 2.5. In this section, we merge the explicit representation of the Dirac structure with the constitutive relations of storages and resistors to obtain an explicit PHS (3) that has Property 2.5. For this, let us make the following assumption.

Assumption 4.14 The resistive relation (10) can be reorganised as in (11).

The negative sign in (11) accounts for the opposite signs of the flows in the vectors ( $\boldsymbol{f}_{\mathrm{R}}, \boldsymbol{e}_{\mathrm{R}}$ ) and ( $\boldsymbol{u}_{\mathrm{R}}, \boldsymbol{y}_{\mathrm{R}}$ ) (see (8b) and (8c)). Before we formulate the bond graph as PHS, we need one more prerequisite lemma, which ensures the existence of $\tilde{\boldsymbol{K}}$ in (12i).

Lemma 4.15 Let $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{p \times p}$ with $\boldsymbol{X}=\boldsymbol{X}^{\top} \succeq 0$ and $\boldsymbol{Y}=-\boldsymbol{Y}^{\top}$. Then, the matrix $\boldsymbol{K}:=(\boldsymbol{I}+\boldsymbol{X} \boldsymbol{Y})$ is regular. In particular $\boldsymbol{K}^{-1}$ always exists.

PROOF. The idea of the proof is to show that (i) we can (without loss of generality) assume $\boldsymbol{X}$ to be diagonal; (ii) the matrix $\boldsymbol{K}$ is invertible as it has only non-zero eigenvalues. For (ii) we investigate first the case of $\boldsymbol{X}$ being positive definite. Afterwards, we generalise to the case of $\boldsymbol{X}$ being positive semi-definite.
Indeed, since $\boldsymbol{X}$ is a symmetric and real matrix, there exists (by the Spectral Theorem) an orthogonal matrix $\boldsymbol{T} \in \mathbb{O}(p)$ such that $\boldsymbol{T} \boldsymbol{X} \boldsymbol{T}^{\top}$ is diagonal. Moreover, $\boldsymbol{I}+$ $\boldsymbol{X} \boldsymbol{Y}$ is invertible if and only if $\boldsymbol{T}(\boldsymbol{I}+\boldsymbol{X} \boldsymbol{Y}) \boldsymbol{T}^{\top}=\boldsymbol{I}+$ $\left(\boldsymbol{T} \boldsymbol{X} \boldsymbol{T}^{\top}\right)\left(\boldsymbol{T} \boldsymbol{Y} \boldsymbol{T}^{\top}\right)=\boldsymbol{I}+\tilde{\boldsymbol{X}} \tilde{\boldsymbol{Y}}$ is invertible, where $\tilde{\boldsymbol{X}}=$ $\boldsymbol{T} \boldsymbol{X} \boldsymbol{T}^{\top}$ is diagonal and positive semi-definite and $\tilde{\boldsymbol{Y}}=$ $\boldsymbol{T Y} \boldsymbol{T}^{\top}$ is skew-symmetric. Thus, we can assume $\boldsymbol{X}$ to be diagonal in the remainder of the proof.
The matrix $\boldsymbol{I}+\boldsymbol{X} \boldsymbol{Y}$ is regular if and only if 0 is not an eigenvalue of it, that is if -1 is not an eigenvalue of $\boldsymbol{X Y}$. We will show that $\boldsymbol{X} \boldsymbol{Y}$ has at most 0 as realvalued eigenvalue. Throughout this proof we use $\operatorname{Spec}(\cdot)$ to denote the (real) spectrum of a matrix.
Case 1: $\boldsymbol{X}$ is positive definite. Let $\sqrt{\boldsymbol{X}}$ be a diagonal matrix which is a square root of $\boldsymbol{X}$, i.e. $\sqrt{\boldsymbol{X}} \sqrt{\boldsymbol{X}}=\boldsymbol{X}$. Such a matrix exists and is invertible since $\boldsymbol{X}$ is diagonal and positive definite. Because the spectrum of a matrix is invariant under conjugation, we have

$$
\begin{align*}
& \operatorname{Spec}(\boldsymbol{X} \boldsymbol{Y})=\operatorname{Spec}\left(\sqrt{\boldsymbol{X}}^{-1} \boldsymbol{X} \boldsymbol{Y} \sqrt{\boldsymbol{X}}\right) \\
& =\operatorname{Spec}(\sqrt{\boldsymbol{X}} \boldsymbol{Y} \sqrt{\boldsymbol{X}})=\operatorname{Spec}\left(\sqrt{\boldsymbol{X}} \boldsymbol{Y} \sqrt{\boldsymbol{X}}^{\top}\right) \subseteq\{0\}, \tag{49}
\end{align*}
$$

where the last inclusion holds since $\sqrt{\boldsymbol{X}} \boldsymbol{Y} \sqrt{\boldsymbol{X}}^{\top}$ is real and skew-symmetric. Thus, -1 is not an eigenvalue of $\boldsymbol{X} \boldsymbol{Y}$ and $\boldsymbol{I}+\boldsymbol{X} \boldsymbol{Y}$ is invertible.
Case 2: $\boldsymbol{X}$ is positive semi-definite. By the same conjugation argument as at the beginning of the proof (this
time with a permutation matrix) we may assume without loss of generality that $\boldsymbol{X}$ is of the form

$$
\boldsymbol{X}=\left(\begin{array}{rr}
\boldsymbol{X}^{\prime} & \mathbf{0}  \tag{50}\\
\mathbf{0} & \mathbf{0}
\end{array}\right)
$$

where $\boldsymbol{X}^{\prime} \in \mathbb{R}^{\ell \times \ell}$ is a positive definite diagonal matrix. With the same block decomposition we write $\boldsymbol{Y}$ as

$$
\boldsymbol{Y}=\left(\begin{array}{cc}
\boldsymbol{Y}^{\prime} & \boldsymbol{Y}^{\prime \prime}  \tag{51}\\
* & *
\end{array}\right), \quad \text { where } \boldsymbol{Y}^{\prime} \in \mathbb{R}^{\ell \times \ell}
$$

We have

$$
X Y=\left(\begin{array}{cc}
X^{\prime} \boldsymbol{Y}^{\prime} & X^{\prime} \boldsymbol{Y}^{\prime \prime}  \tag{52}\\
0 & 0
\end{array}\right)
$$

Thus, $\operatorname{Spec}(\boldsymbol{X} \boldsymbol{Y})=\operatorname{Spec}\left(\boldsymbol{X}^{\prime} \boldsymbol{Y}^{\prime}\right) \cup \operatorname{Spec}(\mathbf{0}) \subseteq\{0\}$, where the last inclusion uses Case 1 applied to $\boldsymbol{X}^{\prime} \boldsymbol{Y}^{\prime}$. Hence, $\boldsymbol{I}+\boldsymbol{X} \boldsymbol{Y}$ is invertible.

In the following, we use Lemma 4.15 to merge the explicit Dirac structure (7) and the constitutive relations of storages (9) and resistors (11) into an explicit PHS.

Lemma 4.16 Given an explicit Dirac structure (7) and the constitutive relations of storage elements as in (9). Suppose Assumption 4.14 holds, which allows the constitutive relations of the resistive elements (10) to be written as in (11). Equations (7), (9), and (11) can be written as explicit input-state-output PHS of the form (3) with state $\boldsymbol{x}$ and Hamiltonian $H(\boldsymbol{x})$ from (9) and $\boldsymbol{u}=\boldsymbol{u}_{\mathrm{P}}, \boldsymbol{y}=\boldsymbol{y}_{\mathrm{P}}$.

PROOF. The proof follows four steps: (i) we eliminate the resistive variables in (7); (ii) we decompose the structure obtained from (i) into symmetric and skewsymmetric parts; (iii) we substitute storage variables with (9); (iv) we show that (4) holds. Again, we omit the argument $\boldsymbol{x}$ and the supplement "for all $\boldsymbol{x} \in \mathcal{X}$ " for all matrices in this proof.
Substituting the second row from the linear equation system in (7) into (11) yields

$$
\begin{align*}
\boldsymbol{u}_{\mathrm{R}} & =-\tilde{\boldsymbol{R}} \boldsymbol{Z}_{\mathrm{CR}}^{\top} \boldsymbol{u}_{\mathrm{C}}+\tilde{\boldsymbol{R}} \boldsymbol{Z}_{\mathrm{RP}} \boldsymbol{u}_{\mathrm{P}}-\tilde{\boldsymbol{R}} \boldsymbol{Z}_{\mathrm{RR}} \boldsymbol{u}_{\mathrm{R}} \\
\Leftrightarrow \boldsymbol{u}_{\mathrm{R}} & =-\tilde{\boldsymbol{K}} \tilde{\boldsymbol{R}} \boldsymbol{Z}_{\mathrm{CR}}^{\top} \boldsymbol{u}_{\mathrm{C}}+\tilde{\boldsymbol{K}} \tilde{\boldsymbol{R}} \boldsymbol{Z}_{\mathrm{RP}} \boldsymbol{u}_{\mathrm{P}} \tag{53}
\end{align*}
$$

with $\tilde{\boldsymbol{K}}$ as in (12i). Due to Lemma 4.15, $\tilde{\boldsymbol{K}}$ always exists. Inserting (53) into the first and third row from the linear
equation system in (7) yields

$$
\begin{align*}
\binom{\boldsymbol{y}_{\mathrm{C}}}{\boldsymbol{y}_{\mathrm{P}}} & =\left[\left(\begin{array}{cc}
\boldsymbol{Z}_{\mathrm{CC}} & -\boldsymbol{Z}_{\mathrm{CP}} \\
\boldsymbol{Z}_{\mathrm{CP}}^{\top} & \boldsymbol{Z}_{\mathrm{PP}}
\end{array}\right)+\right. \\
& \left.\binom{\boldsymbol{Z}_{\mathrm{CR}}}{-\boldsymbol{Z}_{\mathrm{RP}}^{\top}} \tilde{\boldsymbol{K}} \tilde{\boldsymbol{R}}\left(\boldsymbol{Z}_{\mathrm{CR}}^{\top}-\boldsymbol{Z}_{\mathrm{RP}}\right)\right]\binom{\boldsymbol{u}_{\mathrm{C}}}{\boldsymbol{u}_{\mathrm{P}}} . \tag{54}
\end{align*}
$$

The first addend in the square bracket is a skewsymmetric matrix. The second addend can be decomposed into a skew-symmetric and a symmetric matrix by writing $2 \tilde{\boldsymbol{K}} \tilde{\boldsymbol{R}}$ as a sum of a skew-symmetric $\boldsymbol{A}$ and a symmetric matrix $\boldsymbol{B}$. Using this decomposition and $\tilde{\boldsymbol{R}}=\tilde{\boldsymbol{R}}^{\top},(54)$ reads

$$
\begin{align*}
& \binom{\boldsymbol{y}_{\mathrm{C}}}{\boldsymbol{y}_{\mathrm{P}}}=\left(\begin{array}{cc}
\boldsymbol{Z}_{\mathrm{CC}} & -\boldsymbol{Z}_{\mathrm{CP}} \\
\boldsymbol{Z}_{\mathrm{CP}}^{\top} & \boldsymbol{Z}_{\mathrm{PP}}
\end{array}\right)\binom{\boldsymbol{u}_{\mathrm{C}}}{\boldsymbol{u}_{\mathrm{P}}} \\
& +\frac{1}{2}\binom{\boldsymbol{Z}_{\mathrm{CR}}}{-\boldsymbol{Z}_{\mathrm{RP}}^{\top}}(\boldsymbol{A}+\boldsymbol{B})\left(\boldsymbol{Z}_{\mathrm{CR}}^{\top}-\boldsymbol{Z}_{\mathrm{RP}}\right)\binom{\boldsymbol{u}_{\mathrm{C}}}{\boldsymbol{u}_{\mathrm{P}}} \tag{55}
\end{align*}
$$

with $\boldsymbol{A}$ and $\boldsymbol{B}$ as in (12g) and (12h), respectively. Equation (55) can be written as

$$
\binom{\boldsymbol{y}_{\mathrm{C}}}{\boldsymbol{y}_{\mathrm{P}}}=\underbrace{\left[\left(\begin{array}{cc}
-\boldsymbol{J} & -\boldsymbol{G}  \tag{56}\\
\boldsymbol{G}^{\top} & \boldsymbol{M}
\end{array}\right)\right.}_{=: \boldsymbol{Q}_{s s}}+\underbrace{\left.\left(\begin{array}{cc}
\boldsymbol{R} & \boldsymbol{P} \\
\boldsymbol{P}^{\top} & \boldsymbol{S}
\end{array}\right)\right]}_{=: \boldsymbol{Q}_{s}}\binom{\boldsymbol{u}_{\mathrm{C}}}{\boldsymbol{u}_{\mathrm{P}}}
$$

with $\boldsymbol{J}, \boldsymbol{G}, \boldsymbol{M}, \boldsymbol{R}, \boldsymbol{P}, \boldsymbol{S}$ as in (12) and $\boldsymbol{Q}_{s s}=-\boldsymbol{Q}_{s s}^{\top}$, $\boldsymbol{Q}_{s}=\boldsymbol{Q}_{s}^{\top}$. Inserting (9) into (56) then yields (3). Using the idea of [28, p. 56], we eventually prove (4):

$$
\begin{align*}
& \left(\begin{array}{ll}
\boldsymbol{u}_{\mathrm{C}}^{\top} & \boldsymbol{u}_{\mathrm{P}}^{\top}
\end{array}\right) \boldsymbol{Q}_{s}\binom{\boldsymbol{u}_{\mathrm{C}}}{\boldsymbol{u}_{\mathrm{P}}}=\left(\boldsymbol{u}_{\mathrm{C}}^{\top} \boldsymbol{u}_{\mathrm{P}}^{\top}\right)\left(\boldsymbol{Q}_{s s}+\boldsymbol{Q}_{s}\right)\binom{\boldsymbol{u}_{\mathrm{C}}}{\boldsymbol{u}_{\mathrm{P}}} \\
& =\left(\boldsymbol{u}_{\mathrm{C}}^{\top} \boldsymbol{u}_{\mathrm{P}}^{\top}\right)\binom{\boldsymbol{y}_{\mathrm{C}}}{\boldsymbol{y}_{\mathrm{P}}} \stackrel{(\mathrm{A.1aa)}}{=}-\boldsymbol{y}_{\mathrm{R}}^{\top} \boldsymbol{u}_{\mathrm{R}} \stackrel{(11)}{=} \boldsymbol{y}_{\mathrm{R}}^{\top} \tilde{\boldsymbol{R}} \boldsymbol{y}_{\mathrm{R}} \geq 0 . \tag{57}
\end{align*}
$$

Remark 4.17 The authors of [25] derive an explicit PHS without feedthrough for the case $\boldsymbol{Z}_{\mathrm{PP}}(\boldsymbol{x})=\mathbf{0}$, $\boldsymbol{Z}_{\mathrm{RP}}(\boldsymbol{x})=\mathbf{0}$. In [24], the problem has been addressed for the special case $\boldsymbol{Z}_{\mathrm{RR}}(\boldsymbol{x})=\mathbf{0}$. Lemma 4.16 generalises the results of [25] and [24] to the case where all matrices of (7) are potentially non-zero.

### 4.4 Necessary and sufficient conditions

Sections 4.1 to 4.3 showed that if (6) and (11) are fulfilled, an explicit port-Hamiltonian formulation of the bond graph can be obtained. Hence, under Property 2.5, equations (6) and (11) form together a sufficient condition for the existence of such an explicit PHS. Now it is left to show that (13) is a necessary condition for the existence of a port-Hamiltonian formulation that has Property 2.5.
Property 2.5 implies Property 4.6. In Proposition 4.11 we show that (13) is necessary (and sufficient) for formulating the junction structure equations as a Dirac structure in an explicit representation with Property 4.6. In Lemma 4.16 it is shown, that the inputs and outputs of the explicit Dirac structure directly translate into the inputs and outputs of the explicit PHS. Thus, under Property 2.5, the necessity of (13) from Proposition 4.11 also accounts for the existence of an explicit PHS.

## 5 Main practical result

The methods from Sections 3 and 4 can be summarised in an algorithm which generates an explicit PHS from a given bond graph. This algorithm can be fully automated in a technical computing system and is the main practical result of this paper. Algorithm 1 presents a program listing which serves as a guide for implementation. On the webpage www.irs.kit.edu/2758.php, we provide an implementation in Wolfram language.

## 6 Academic example

In this section, we illustrate the main theoretical and practical results of this paper through an academic example. Consider the $N$-dimensional bond graph in Figure 1. The elements and bonds are summarised in the sets $\mathbb{V}=\mathbb{V}_{I} \cup \mathbb{V}_{E}, \mathbb{B}=\mathbb{B}_{I} \cup \mathbb{B}_{\mathrm{E}}$, respectively, with $\mathbb{V}_{\mathrm{I}}=\{0,1, \mathrm{TF}\}, \mathbb{V}_{\mathrm{E}}=\left\{\mathrm{C}_{1}, \mathrm{C}_{2}, \mathrm{R}, \mathrm{Sf}\right\}, \mathbb{B}_{\mathrm{I}}=\{1,2\}$, and $\mathbb{B}_{\mathrm{E}}=\{3,4,5,6\}$. The system state vector is $\boldsymbol{x}=$ $\left(\boldsymbol{x}_{1}^{\top} \boldsymbol{x}_{2}^{\top}\right)^{\top} \in \mathbb{R}^{2 N}$. We suppose an arbitrary, differentiable, non-negative storage function $H(\boldsymbol{x})=H_{1}\left(\boldsymbol{x}_{1}\right)+$ $H_{2}\left(\boldsymbol{x}_{2}\right)$. The R-type element is specified by a matrix $\boldsymbol{D} \in$ $\mathbb{R}^{N \times N}$ with $\boldsymbol{D}=\boldsymbol{D}^{\top} \succ 0$. The transformer TF is statemodulated with full rank matrix $\boldsymbol{U}(\boldsymbol{x})=\boldsymbol{U}^{\top}(\boldsymbol{x}) \in$ $\mathbb{R}^{N \times N}$.


Figure 1. Exemplary $N$-dimensional bond graph.
First, for each element $i \in \mathbb{V}_{\mathrm{I}}$ we formulate a Dirac structure $\mathcal{D}_{i}$ of the form (17). With the matrices from (18a),

```
Algorithm 1
    Input: \(N\)-dimensional bond graph
    for all \(i \in \mathbb{V}_{\mathrm{I}}\) do
        compute \(\boldsymbol{F}_{i}(\boldsymbol{x}), \boldsymbol{E}_{i}(\boldsymbol{x})\) according to (18) or (20)
        construct \(\mathcal{D}_{i}(\boldsymbol{x})\) as in (17)
        bring \(\mathcal{D}_{i}(\boldsymbol{x})\) to the form (24)
        compute \(\mathcal{D}^{\text {IC }}\) according to (27)
        compute \(\boldsymbol{\Gamma}_{i}^{\top}(\boldsymbol{x})\) according to (28)
    end for
    \(\boldsymbol{\Gamma}^{\top}(\boldsymbol{x}) \leftarrow\left(\boldsymbol{\Gamma}_{i}^{\top}(\boldsymbol{x})\right)\) for all \(i \in \mathbb{V}_{\mathrm{I}}\)
    \(\boldsymbol{\Lambda}^{\top}(\boldsymbol{x}) \leftarrow \operatorname{ker}\left(\boldsymbol{\Gamma}^{\top}(\boldsymbol{x})\right)\)
    write \(\boldsymbol{\Lambda}^{\top}(\boldsymbol{x})\) as \(\left(\boldsymbol{\Lambda}_{i}^{\top}(\boldsymbol{x})\right)\) for all \(i \in \mathbb{V}_{\mathrm{I}}\)
    compute \(\mathcal{D}(\boldsymbol{x})\) according to (29)
    bring \(\mathcal{D}(\boldsymbol{x})\) to the form (5)
    if (13) is violated then
        print " \(\mathcal{B G}\) contains dependent sources"
        terminate
    end if
    if (6) is violated then
        print \({ }^{\mathcal{B G}}\) contains dependent storages or
                storages determined by sources"
        terminate
    end if
    split \(\boldsymbol{F}_{\mathrm{R}}(\boldsymbol{x})\) such that (34) is fulfilled
    split \(\boldsymbol{E}_{\mathrm{R}}(\boldsymbol{x}), \boldsymbol{f}_{\mathrm{R}}, \boldsymbol{e}_{\mathrm{R}}\) in same parts as \(\boldsymbol{F}_{\mathrm{R}}(\boldsymbol{x})\)
    compute \(\boldsymbol{Z}(\boldsymbol{x})\) according to (8)
    compute \(\mathcal{D}(\boldsymbol{x})\) as in (7)
    if (11) does not exist then
        print "no suitable input-output splitting of
                R-type elements exists"
        terminate
    end if
    bring resistive relation from (10) to (11)
    compute PHS matrices with (12)
    \(\boldsymbol{u} \leftarrow \boldsymbol{u}_{\mathrm{P}}, \boldsymbol{y} \leftarrow \boldsymbol{y}_{\mathrm{P}}\)
    return explicit PHS (3)
```

(18b), and (20a), the equation systems of the Dirac structures are:
$\mathcal{D}_{0}:\left(\begin{array}{ccc}\boldsymbol{I} & \boldsymbol{I} & \boldsymbol{I} \\ \mathbf{0} & 0 & 0 \\ \mathbf{0} & 0 & 0\end{array}\right)\left(\begin{array}{c}\boldsymbol{f}_{5} \\ \boldsymbol{f}_{2} \\ -\boldsymbol{f}_{4}\end{array}\right)+\left(\begin{array}{ccc}\mathbf{0} & \mathbf{0} & \mathbf{0} \\ \boldsymbol{I} & -\boldsymbol{I} & 0 \\ \boldsymbol{I} & \mathbf{0} & -\boldsymbol{I}\end{array}\right)\left(\begin{array}{l}e_{5} \\ \boldsymbol{e}_{2} \\ e_{4}\end{array}\right)=\mathbf{0}$,
$\mathcal{D}_{1}:\left(\begin{array}{ccc}0 & 0 & 0 \\ -\boldsymbol{I} & \boldsymbol{I} & 0 \\ -\boldsymbol{I} & 0 & I\end{array}\right)\left(\begin{array}{l}-\boldsymbol{f}_{3} \\ -\boldsymbol{f}_{6} \\ -\boldsymbol{f}_{1}\end{array}\right)+\left(\begin{array}{ccc}-\boldsymbol{I} & -\boldsymbol{I} & -\boldsymbol{I} \\ \mathbf{0} & 0 & 0 \\ 0 & 0 & 0\end{array}\right)\left(\begin{array}{l}e_{3} \\ e_{6} \\ e_{1}\end{array}\right)=\mathbf{0}$,
$\mathcal{D}_{\mathrm{TF}}:\left(\begin{array}{cc}\boldsymbol{I} & \boldsymbol{U}(\boldsymbol{x}) \\ \mathbf{0} & \mathbf{0}\end{array}\right)\binom{\boldsymbol{f}_{1}}{-f_{2}}+\left(\begin{array}{cc}\mathbf{0} & \mathbf{0} \\ -\boldsymbol{U}(\boldsymbol{x}) & \boldsymbol{I}\end{array}\right)\binom{e_{1}}{e_{2}}=\mathbf{0}$.

Throughout this example, square zero matrices and identity matrices are of dimension $N$. Rewrite (58a) as

$$
\left(\begin{array}{ccc}
I & I & I  \tag{59}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{c}
-f_{4} \\
f_{5} \\
f_{2}
\end{array}\right)+\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & I & -I \\
-I & I & 0
\end{array}\right)\left(\begin{array}{l}
e_{4} \\
e_{5} \\
e_{2}
\end{array}\right)=0
$$

Equations (58b), (58c), (59) are then of the form (24). The equation system of the interconnection Dirac structure $\mathcal{D}_{\text {IC }}$ from (27) is given by:

With (60), we obtain

A matrix $\boldsymbol{\Lambda}(\boldsymbol{x})$ with $\operatorname{im}\left(\boldsymbol{\Lambda}^{\top}(\boldsymbol{x})\right)=\operatorname{ker}\left(\boldsymbol{\Gamma}^{\top}(\boldsymbol{x})\right)$ for all $\boldsymbol{x} \in \mathcal{X}$ is given by

$$
\boldsymbol{\Lambda}(\boldsymbol{x})=\underbrace{\left(\begin{array}{cccccccc}
0 & I & 0 & -U(x) & 0 & 0 & 0 & I  \tag{62}\\
U(x) & 0 & 0 & 0 & 0 & I & I & 0 \\
0 & 0 & 0 & 0 & I & 0 & 0 & 0 \\
0 & 0 & I \\
0 & 0 & 0 & 0 & 0
\end{array}\right)}_{\Lambda_{0}(x)} \underbrace{\left(\begin{array}{cc}
\Lambda_{\mathrm{TF}}
\end{array}\right.}_{\Lambda_{1}(x)}
$$

With (62), we can compute a single Dirac structure describing the equations of the junction structure. The
equation system of the composed Dirac structure is

$$
\begin{aligned}
& \underbrace{\left(\begin{array}{cccc}
0 & 0 & 0 & 0 \\
-\boldsymbol{I} & \boldsymbol{U}(\boldsymbol{x}) & \mathbf{0} & \boldsymbol{U}(\boldsymbol{x}) \\
-\boldsymbol{I} & 0 & \boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & 0
\end{array}\right.}_{\boldsymbol{F}_{\mathrm{C}}(\boldsymbol{x})} \underbrace{\boldsymbol{0}}_{\boldsymbol{F}_{\mathrm{R}}} \underbrace{\boldsymbol{0}}_{\boldsymbol{F}_{\mathrm{Sf}}(\boldsymbol{x})})\left(\begin{array}{c}
-\boldsymbol{f}_{3} \\
-\boldsymbol{f}_{4} \\
-\boldsymbol{f}_{6} \\
\boldsymbol{f}_{5}
\end{array}\right)+
\end{aligned}
$$

Since $\operatorname{rank}\left(\boldsymbol{F}_{\mathrm{C}}(\boldsymbol{x}) \boldsymbol{E}_{\mathrm{Sf}}\right)=3 N$ for all $\boldsymbol{x} \in \mathbb{R}^{2 N}$, Assumptions 4.7 and 4.12 are fulfilled. Using Corollary 4.13 with $\boldsymbol{F}_{\mathrm{R}, 2}=\boldsymbol{F}_{\mathrm{R}}$ we obtain an explicit representation of (63)

$$
\left(\begin{array}{c}
-\boldsymbol{f}_{3}  \tag{64}\\
-\boldsymbol{f}_{4} \\
\boldsymbol{e}_{6} \\
\boldsymbol{e}_{5}
\end{array}\right)=\left(\begin{array}{cc:c:c}
\mathbf{0} & \mathbf{0} & \boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{V}(\boldsymbol{x}) & -\boldsymbol{I} \\
\hdashline-\boldsymbol{I}-\boldsymbol{V}(\boldsymbol{x} \boldsymbol{x} & \mathbf{0} & \mathbf{0} \\
\hdashline \mathbf{0} & \boldsymbol{I} & \mathbf{0} & \mathbf{0}
\end{array}\right)\left(\begin{array}{c}
\boldsymbol{e}_{3} \\
\boldsymbol{e}_{4} \\
-\boldsymbol{f}_{6} \\
\boldsymbol{f}_{5}
\end{array}\right)
$$

where $\boldsymbol{V}(\boldsymbol{x})=\boldsymbol{U}^{-1}(\boldsymbol{x})$. The dashed lines indicate the matrix blocks according to (7). For an input-output splitting of the R-type element as in (64), Assumption 4.14 is satisfied. With (12) we then obtain the following explicit PHS

$$
\dot{\boldsymbol{x}}=-\underbrace{\left(\begin{array}{cc}
\boldsymbol{D} & \boldsymbol{D} \boldsymbol{V}(\boldsymbol{x}) \\
\boldsymbol{V}(\boldsymbol{x}) \boldsymbol{D} & \boldsymbol{V}(\boldsymbol{x}) \boldsymbol{D} \boldsymbol{V}(\boldsymbol{x})
\end{array}\right)}_{=\boldsymbol{R}(\boldsymbol{x})} \frac{\partial H}{\partial \boldsymbol{x}}(\boldsymbol{x})+\underbrace{\binom{\mathbf{0}}{\boldsymbol{I}}}_{=\boldsymbol{G}} \boldsymbol{f}_{5},
$$

$\boldsymbol{e}_{5}=\underbrace{\left(\begin{array}{ll}\mathbf{0} & \boldsymbol{I}\end{array}\right)}_{=\boldsymbol{G}^{\boldsymbol{\top}}} \frac{\partial H}{\partial \boldsymbol{x}}(\boldsymbol{x})$,
with $\boldsymbol{J}(\boldsymbol{x}), \boldsymbol{P}(\boldsymbol{x}), \boldsymbol{M}(\boldsymbol{x}), \boldsymbol{S}(\boldsymbol{x})$ being zero. By the properties of $\boldsymbol{D}$ and $\boldsymbol{U}(\boldsymbol{x})$ we indeed have $\boldsymbol{R}(\boldsymbol{x})=\boldsymbol{R}^{\top}(\boldsymbol{x})$ for all $x \in \mathbb{R}^{2 N}$. Moreover, (65) has Property 2.5.

## 7 Conclusion

In this paper, we present a method for an explicit portHamiltonian formulation of multi-bond graphs (Theorem 3.1). Furthermore, we provide two conditions for the existence of such an explicit formulation - one nec-
essary and one sufficient. The method can be fully automated (Algorithm 1); along with this publication, we provide an implementation in Wolfram language. Future work will address the generalisation of our modelling method to multi-bond graphs containing dependent storages and/or storages determined by sources, i.e. the case where (6) is violated.
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## A Dirac structures

In Appendix A we recapitulate some representations of Dirac structures. For a detailed introduction, we refer
the reader to [28].
Given an abstract finite-dimensional vector space $\mathcal{F}$ and its dual vector space $\mathcal{E}:=\mathcal{F}^{*}$. The spaces $\mathcal{F}$ and $\mathcal{E}$ are referred to as space of flows and space of efforts, respectively. We denote $\boldsymbol{f} \in \mathcal{F}$ as flow vectors and $\boldsymbol{e} \in \mathcal{E}$ as effort vectors.

Definition A. 1 ([28]) A subspace $\mathcal{D} \subset \mathcal{F} \times \mathcal{E}$ is a constant Dirac structure if

$$
\begin{align*}
& \text { (i) } \quad\langle\boldsymbol{e} \mid \boldsymbol{f}\rangle=0, \quad \forall(\boldsymbol{f}, \boldsymbol{e}) \in \mathcal{D},  \tag{A.1a}\\
& \text { (ii) } \quad \operatorname{dim} \mathcal{D}=\operatorname{dim} \mathcal{F} \tag{A.1b}
\end{align*}
$$

where $\langle\boldsymbol{e} \mid \boldsymbol{f}\rangle=\boldsymbol{e}(\boldsymbol{f})$ denotes the dual pairing.
Remark A. 2 Throughout this paper we have $\mathcal{F}=\mathbb{R}^{n}$. As $\mathcal{E}=\left(\mathbb{R}^{n}\right)^{*} \cong \mathbb{R}^{n}$, we identify $\mathcal{E}$ with $\mathbb{R}^{n}$.

Definition A. 3 A modulated Dirac structure is a family of constant Dirac structures $\mathcal{D}(\boldsymbol{x}) \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$ indexed over $\boldsymbol{x} \in \mathcal{X}$.

Definition A.4 $A$ kernel representation of a modulated Dirac structure $\mathcal{D}(\boldsymbol{x}) \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$ with $\boldsymbol{x} \in \mathcal{X}$ is

$$
\begin{equation*}
\mathcal{D}(\boldsymbol{x})=\left\{(\boldsymbol{f}, \boldsymbol{e}) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \mid \boldsymbol{F}(\boldsymbol{x}) \boldsymbol{f}+\boldsymbol{E}(\boldsymbol{x}) \boldsymbol{e}=\mathbf{0}\right\}, \tag{A.2}
\end{equation*}
$$

where the matrices $\boldsymbol{F}(\boldsymbol{x})$ and $\boldsymbol{E}(\boldsymbol{x})$ satisfy

$$
\begin{align*}
& (i) \quad \boldsymbol{E}(\boldsymbol{x}) \boldsymbol{F}^{\top}(\boldsymbol{x})+\boldsymbol{F}(\boldsymbol{x}) \boldsymbol{E}^{\top}(\boldsymbol{x})=\mathbf{0},  \tag{A.3a}\\
& (i i)  \tag{A.3b}\\
& \operatorname{rank}(\boldsymbol{F}(\boldsymbol{x}) \boldsymbol{E}(\boldsymbol{x}))=n
\end{align*}
$$

for all $\boldsymbol{x} \in \mathcal{X}$.
Remark A. 5 The matrices $\boldsymbol{F}(\boldsymbol{x})$ and $\boldsymbol{E}(\boldsymbol{x})$ are not uniquely determined by the kernel representation. For example both matrices can be multiplied from the left by an arbitrary invertible matrix $\boldsymbol{T}(\boldsymbol{x})$ without changing $\mathcal{D}$.

Definition A. 6 Let $\mathcal{D}(\boldsymbol{x}) \subset \mathbb{R}^{n} \times \mathbb{R}^{n}$ with $\boldsymbol{x} \in \mathcal{X}$ be a modulated Dirac structure and $(\boldsymbol{f}, \boldsymbol{e}) \in \mathcal{D}(\boldsymbol{x})$. Possibly after permutations split $\boldsymbol{f}$ into $\left(\boldsymbol{f}_{1}^{\top} \boldsymbol{f}_{2}^{\top}\right)^{\top}$. Correspondingly, split $\boldsymbol{e}$ into $\left(\boldsymbol{e}_{1}^{\top} \boldsymbol{e}_{2}^{\top}\right)^{\top}$. An input-output representation of $\mathcal{D}(\boldsymbol{x})$ is

$$
\begin{equation*}
\mathcal{D}(\boldsymbol{x})=\left\{(\boldsymbol{f}, \boldsymbol{e}) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \mid \boldsymbol{y}=\boldsymbol{Z}(\boldsymbol{x}) \boldsymbol{u}\right\} . \tag{A.4}
\end{equation*}
$$

where $\boldsymbol{u}=\left(\boldsymbol{e}_{1}^{\top} \boldsymbol{f}_{2}^{\top}\right)^{\top}$ and $\boldsymbol{y}=\left(\boldsymbol{f}_{1}^{\top} \boldsymbol{e}_{2}^{\top}\right)^{\top}$ are referred to as input vector and output vector, respectively. The matrix $\boldsymbol{Z}(\boldsymbol{x})$ satisfies $\boldsymbol{Z}(\boldsymbol{x})=-\boldsymbol{Z}(\boldsymbol{x})^{\top}$ for all $\boldsymbol{x} \in \mathcal{X}$.

Remark A. 7 Due to the structure of the equation systems, we denote (A.2) and (A.4) as implicit and explicit representations, respectively.
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