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Abstract

Motion planning is one of the crucial components in the software stack of an automated vehicle. It is responsible for the computation of a safe and preferably optimal trajectory from a given start state to a desired goal. While a local solution to this problem is sufficient for highway driving, this thesis focuses on the computation of a global solution, which is typically required to handle unstructured environments or complex maneuvers. Relevant scenarios include dead ends, blocked lanes, or various parking problems that have proven difficult for automated vehicles to solve, particularly when space is tight.

The contributions of this thesis can be grouped into three parts. The first part focuses on steering functions for car-like robots, which play a major role in both search-based and sampling-based motion planning. Within this context, the novel steering function hybrid curvature (HC) steer is introduced that computes smoother paths than the well-known Reeds-Shepp steering function [152] and shorter paths than continuous curvature (CC) steer [53]. Especially in tight environments, HC steer proves to be a powerful tool for the computation of directly executable motion plans with continuous curvature between direction switches. In addition to that, the two novel steering functions continuous curvature rate (CCR) and hybrid curvature rate (HCR) steer are presented that extend the smoothness of both CC and HC steer from curvature to curvature rate continuity. This allows to increase the comfort for passengers as well as the tracking performance of the low-level motion controller.

The second part of this thesis focuses on motion planning under uncertainty aiming to improve the robustness of the motion plans by explicitly considering the localization and control errors of the system. For this purpose, the previously mentioned steering functions are extended to belief space in which every vehicle state is associated with its respective uncertainty. Furthermore, two novel algorithms for probabilistic collision checking are introduced in order to bound the collision probability of the computed vehicle motion.
The third part addresses the problem of slow convergence in sampling-based motion planning if samples are only drawn from a uniform distribution. To overcome this problem, a data-driven approach is presented that utilizes a convolutional neural network to predict a distribution over future vehicle poses given the current environment and the boundary conditions of the planning problem. Samples from this distribution can then be used to bias the motion planner towards promising regions in the state space allowing to improve the planning performance in complex scenarios.

Finally, the proposed methods from all three parts are integrated into the sampling-based motion planner RRT* [93] and its bidirectional extension BiRRT* [86] to demonstrate their benefits in a broad set of challenging environments. The motion planner is not only tested in simulation, but also integrated into a research vehicle proving its effectiveness in real-world applications.
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## Nomenclature

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiRRT*</td>
<td>Bidirectional RRT*</td>
</tr>
<tr>
<td>BIT*</td>
<td>Batch informed tree</td>
</tr>
<tr>
<td>CC</td>
<td>Continuous curvature</td>
</tr>
<tr>
<td>CCR</td>
<td>Continuous curvature rate</td>
</tr>
<tr>
<td>CNN</td>
<td>Convolutional neural network</td>
</tr>
<tr>
<td>CP</td>
<td>Collision probability</td>
</tr>
<tr>
<td>CVAE</td>
<td>Conditional variational autoencoder</td>
</tr>
<tr>
<td>D</td>
<td>Dubins</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree of freedom</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman filter</td>
</tr>
<tr>
<td>EKF-MP</td>
<td>Extended Kalman filter for motion planning</td>
</tr>
<tr>
<td>FMT*</td>
<td>Fast marching tree</td>
</tr>
<tr>
<td>GPS</td>
<td>Global positioning system</td>
</tr>
<tr>
<td>HC</td>
<td>Hybrid curvature</td>
</tr>
<tr>
<td>HCR</td>
<td>Hybrid curvature rate</td>
</tr>
<tr>
<td>KC</td>
<td>Key contribution</td>
</tr>
<tr>
<td>LiDAR</td>
<td>Light detection and ranging</td>
</tr>
<tr>
<td>LQG</td>
<td>Linear quadratic Gaussian</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>OSE</td>
<td>Orientation-aware space exploration</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>PMF</td>
<td>Probability mass function</td>
</tr>
<tr>
<td>QP</td>
<td>Quadratic program</td>
</tr>
<tr>
<td>ROS</td>
<td>Robot operating system</td>
</tr>
<tr>
<td>RQ</td>
<td>Research question</td>
</tr>
<tr>
<td>RRBT</td>
<td>Rapidly-exploring random belief tree</td>
</tr>
<tr>
<td>RRT</td>
<td>Rapidly-exploring random tree</td>
</tr>
<tr>
<td>RRT*</td>
<td>Asymptotically optimal rapidly-exploring random tree</td>
</tr>
<tr>
<td>RS</td>
<td>Reeds-Shepp</td>
</tr>
<tr>
<td>SH</td>
<td>Sigma hull</td>
</tr>
</tbody>
</table>
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLAM</td>
<td>Simultaneous localization and mapping</td>
</tr>
<tr>
<td>SST</td>
<td>Stable sparse RRT</td>
</tr>
<tr>
<td>TTFS</td>
<td>Time-to-first-solution</td>
</tr>
<tr>
<td>UKF</td>
<td>Unscented Kalman filter</td>
</tr>
</tbody>
</table>

### Mathematical Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x, y, \ldots$</td>
<td>Scalars</td>
</tr>
<tr>
<td>$x, y, \ldots$</td>
<td>Vectors</td>
</tr>
<tr>
<td>$i \mathbf{x}, i \mathbf{y}, \ldots$</td>
<td>Vectors given in coordinate frame $i$</td>
</tr>
<tr>
<td>$A, B$</td>
<td>Matrices</td>
</tr>
<tr>
<td>$I_n$</td>
<td>Identity matrix of dimension $n \times n$</td>
</tr>
<tr>
<td>$f(\bullet)$</td>
<td>Function that returns a scalar</td>
</tr>
<tr>
<td>$f(\bullet)$</td>
<td>Function that returns a vector</td>
</tr>
<tr>
<td>$\nabla_x f(x)$</td>
<td>Jacobian of $f(x)$</td>
</tr>
<tr>
<td>$\arg \min_x f(x)$</td>
<td>Argument that minimizes $f(x)$</td>
</tr>
<tr>
<td>$\text{diag}(a_1, \ldots, a_n)$</td>
<td>Diagonal matrix with entries $a_1, \ldots, a_n$</td>
</tr>
<tr>
<td>$i : j$</td>
<td>Sequence of integers $(i, i + 1, \ldots, j)$</td>
</tr>
<tr>
<td>$\text{bel}(\bullet)$</td>
<td>Belief distribution</td>
</tr>
<tr>
<td>$\mathcal{N}(\mathbf{x}; \mu, \Sigma)$</td>
<td>Multivariate normal distribution of random vector $\mathbf{x}$ with mean $\mu$ and covariance $\Sigma$</td>
</tr>
<tr>
<td>$\mathbf{x} \sim (\bullet)$</td>
<td>Random vector $\mathbf{x}$ is distributed as</td>
</tr>
<tr>
<td>$p(\bullet)$</td>
<td>Probability density function</td>
</tr>
<tr>
<td>$\text{Pr}(\bullet)$</td>
<td>Probability measure</td>
</tr>
<tr>
<td>$\text{Cov}[\bullet]$</td>
<td>Covariance</td>
</tr>
<tr>
<td>$E[\bullet]$</td>
<td>Expected value</td>
</tr>
<tr>
<td>$</td>
<td>\bullet</td>
</tr>
<tr>
<td>$</td>
<td></td>
</tr>
<tr>
<td>$\text{erf}(\bullet)$</td>
<td>Error function</td>
</tr>
<tr>
<td>$\exp(\bullet)$</td>
<td>Natural exponential function</td>
</tr>
<tr>
<td>$1_{(\bullet)}$</td>
<td>Indicator function</td>
</tr>
<tr>
<td>$\text{sgn}(\bullet)$</td>
<td>Sign of a variable</td>
</tr>
<tr>
<td>$\text{tr}(\bullet)$</td>
<td>Trace of a matrix</td>
</tr>
<tr>
<td>$(\bullet)^\top$</td>
<td>Transpose of a variable</td>
</tr>
</tbody>
</table>
1 Introduction

With the significant progress in the field of automated driving over the last decades, the dream of self-driving cars seems to be closer than ever before. While the first experiments with driverless cars were already conducted in 1921 [41] and 1925 [169], the development of this technology has gained massive traction since the 1980s [19, 88]. Especially the DARPA Urban Challenge in 2007 [24] marks the start of numerous research projects [18, 103, 168, 203] that envision level 4/5 autonomy according to the SAE Standard J3016 [185].

One of the main drivers for the development of automated vehicles is Vision Zero [190], namely the reduction of road traffic fatalities from 1.35 million in 2016 [64] to zero. Self-driving cars are expected to contribute to this vision by replacing the human driver with a robotic system. In contrast to humans, robots typically have a shorter reaction time, can keep a 360° view of the environment, do not get tired while driving, and can be programmed to drive carefully. Hence, it is expected that many accidents that were formerly caused by humans can be prevented with automated vehicles in the future.

Besides increasing safety, the goal of this technology is also to raise the comfort of daily commutes and to reduce urban traffic with shared self-driving cars. Furthermore, automated vehicles allow a larger fraction of our society, e.g. children, disabled or elderly people, the access to personal mobility.

Leveraging these advantages requires to solve the problem of automated driving, which is often divided into three parts: (1) the vehicle needs to sense its environment and perceive all relevant objects in the scene, (2) it has to plan a safe and preferably optimal sequence of actions from the current state to a desired goal, and (3) it must execute these actions by controlling its actuators accordingly. This thesis focuses on the second part of this sense-plan-act paradigm [174] and more specifically on the motion planning problem for self-driving cars. Further details are provided in the remainder of this chapter, which is organized as follows: Sec. 1.1 states the problem addressed in this thesis, Sec. 1.2 highlights the state of the art in motion planning, and Sec. 1.3 presents the research questions and the scientific key contributions. The structure of this thesis is finally outlined in Sec. 1.4.
1.1 Problem Statement

Automating the driving task is currently one of the most challenging problems in engineering. Although some companies [18, 103] are already working on level 4 solutions (autonomy in restricted areas [185]), it remains an open question whether automated driving can ever be solved up to level 5 (autonomy without restrictions [185]).

The complexity of the underlying problem mostly stems from two facts: (1) automated vehicles are required to operate in an open world and thus have to make appropriate decisions in all possible situations, and (2) solving the driving task requires the interaction of many software and hardware components, where already small failures in the system can lead to fatal consequences. The second aspect can be observed in Fig. 1.1 that visualizes the dependencies between the different components of an automated vehicle.

![Diagram of automated vehicle components](image)

**Figure 1.1** Currently dominating system architecture\(^1\) in automated driving. The focus of this thesis is highlighted in green. Based on [16] and adapted from [212], © 2017 IEEE.

Starting with the platform itself, it can be seen in Fig. 1.1 that the information from the on-board sensors is directly forwarded to the localization and the perception module. While the former computes the current vehicle pose using an offline generated map, the latter perceives the world and tries to detect all surrounding obstacles. The output from both modules as well as the map itself is then utilized to generate a model of the environment that includes the static and dynamic obstacles in the scene. This information

---

\(^1\)With the advances in machine learning, it is possible that some components in Fig. 1.1 will be combined and jointly learned in the future (see e.g. [5]).
along with a prediction of the dynamic obstacles is then forwarded to the navigation stack, which describes all components on the right side in Fig. 1.1. While the mission control computes the route to the desired destination, the behavior planner outputs a sequence of high-level actions (e.g. keep/switch lane, make a turn, park the car) that guide the vehicle on that previously computed route to the goal. On this basis, a collision-free trajectory is optimized by the motion planner and sent to the low-level vehicle controller. The latter finally actuates the vehicle based on the computed trajectory and thereby closes the loop in the signal chain.

As highlighted in Fig. 1.1, the focus of this thesis lies on the motion planning component of an automated vehicle. Here, the underlying problem is to find an optimal collision-free trajectory between a start and a goal state that takes into account the vehicle model, the obstacles in the environment, and the comfort requirements of the passengers on board. Due to the complexity of this problem, current automated vehicles are typically equipped with two different motion planners. The local planner is generally used for corridor driving on highways and urban streets. In these scenarios, the availability of a lane centerline (obtained e.g. from a precomputed map) allows to solve the motion planning problem locally, i.e. to only compute a trajectory close to the center of the lane. In contrast to that, complex maneuvers or unstructured environments often require a global solution to the underlying problem as local approaches typically fail. As visualized in Fig. 1.2 and Fig. 1.3, possible scenarios within this context include dead ends, blocked lanes, or various parking problems.

**Figure 1.2** Dense scenarios in automated driving (part 1). From left to right, a dead end, a blocked intersection, and a blocked lane. The ego-vehicle is highlighted in red in all three scenarios.
While promising approaches already exist for the local motion planning problem [193, 204], computing globally optimal solutions is still an actively researched topic [28, 139, 163]. Especially in dense scenarios with a highly non-convex environment (see Fig. 1.2 and Fig. 1.3), various (complicating) aspects have to be considered as further detailed below on the basis of Fig. 1.4.

Here, the red ego-vehicle is required to make a turn at the illustrated dead end, however, the centerline used for local motion planning is blocked by a parked vehicle. In order to resolve this situation, a multi-point turn must be computed using a global motion planner. Thereby, the following three aspects have to be considered:

(1) The kinematic of the vehicle (front steering with maximum steering angle $< \frac{\pi}{2}$) as well as the nonholonomic constraints (lateral velocity at tires (approx.) zero) prevent the vehicle from making a turn on the spot [112]. For the computation of a kinematically feasible solution, it is therefore required to take into account the constraint on the minimum turning radius of the vehicle.

(2) The computed motion plan must be smooth in order to guarantee a high degree of comfort for passengers on board. This can be achieved by minimizing the jerk (change in acceleration with respect to time) along the trajectory.

(3) Noisy measurements and imperfect models result in uncertainty that must be considered in the motion plan in order to keep the collision probability below a given threshold.
Figure 1.4 Detailed view of the dead end scenario from Fig. 1.2. The red ego-vehicle is required to make a turn, however, the parked black transporter is blocking the lane centerline. As a result, a multi-point turn must be executed to resolve this situation. The annotations highlight the various aspects that either have to be considered or are beneficial to consider in the computation of the motion plan. Adapted from [209].

In addition to those three aspects, it might also be beneficial in certain scenarios to take into account the following two points:

(4) To avoid overly conservative solutions, it might be required to consider the actual contour (and not just a rough bounding box) of both the ego-vehicle and the surrounding obstacles.

(5) Biasing the planner towards promising regions in the state space (expert knowledge in Fig. 1.4) is often necessary to increase the efficiency of the underlying algorithm or sometimes even to find a solution within the limited computation time.

Combining these aspects along with the ones given in [163] allows to derive the requirements listed in Tab. 1.1 for global motion planning. Briefly summarized, the motion planner should find the optimal solution in arbitrary environments with minimal computing effort, and failure should only be reported if no solution exists. The output of the motion planner, namely the motion plan, should be collision-free and smooth in order to ensure a high
Table 1.1  Requirements for global motion planning based on [163] and on the previously discussed aspects (1)–(5). A short description of the adjectives used below can be found under this table.

<table>
<thead>
<tr>
<th>The motion planner should be:</th>
<th>The motion plan should be:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• generic&lt;sup&gt;1&lt;/sup&gt;</td>
<td>• collision-free&lt;sup&gt;5&lt;/sup&gt;</td>
</tr>
<tr>
<td>• complete&lt;sup&gt;2&lt;/sup&gt;</td>
<td>• smooth&lt;sup&gt;6&lt;/sup&gt;</td>
</tr>
<tr>
<td>• optimal&lt;sup&gt;3&lt;/sup&gt;</td>
<td>• robust&lt;sup&gt;7&lt;/sup&gt;</td>
</tr>
<tr>
<td>• efficient&lt;sup&gt;4&lt;/sup&gt;</td>
<td>• true-to-contour&lt;sup&gt;8&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>1</sup>solve arbitrary scenarios  
<sup>2</sup>return a solution, if one exists  
<sup>3</sup>return minimal cost solution  
<sup>4</sup>require little computing power  
<sup>5</sup>do not collide with obstacles  
<sup>6</sup>guarantee a high degree of comfort  
<sup>7</sup>take into account uncertainty  
<sup>8</sup>consider actual shape of objects

degree of comfort. Furthermore, it should be robust against uncertainties and also take into account the actual shape of all objects in the scene.

As there is currently no approach that satisfies all of these requirements, the aim of this thesis is to advance the state of the art in global motion planning for automated vehicles. The focus lies on challenging dense scenarios that are particularly difficult to solve for existing generic approaches. Instead of building one monolithic algorithm, several modular components are developed, analyzed, and benchmarked within the presented work in order to (better) satisfy the previously discussed requirements. As a result, this thesis provides the community with several novel concepts that allow to increase the effectiveness of different existing motion planners including sampling-based and search-based approaches.

1.2 State of the Art

Solving the global motion planning problem both in robotics and automated driving has attracted many researchers over the years. Due to the complexity of the underlying problem, there is currently no dominant solution, but rather a large and diverse pool of available methods. Therefore, the aim of this section is to review the state of the art in this field as well as to highlight the capabilities and limitations of the available approaches. In comparison to the state of the art in Chapters 2–4, this one gives a broad overview while the other ones focus on specific (sub)problems arising in several of the algorithms.
presented below. Additionally, the reader is referred to the recent surveys [66, 95, 133, 167] that also provide a summary of the local methods for corridor driving (not detailed here).

Based on the taxonomy from [66], the remainder of this section is organized as follows: Sec. 1.2.1 presents the related work in search-based motion planning, Sec. 1.2.2 reviews the available algorithms in sampling-based motion planning, and Sec. 1.2.3 summarizes three other approaches that can often be found in the literature. On this basis, Sec. 1.2.4 finally derives the open problems that are consequently tackled in the following chapters.

### 1.2.1 Search-Based Planners

The general idea in search-based motion planning is to discretize the state-action space and to solve the resulting problem using classic graph search techniques [48]. For instance, the state lattice approach from [143] discretizes the state space and uses offline computed paths\(^2\) to locally connect the discrete states. These connections must comply with the motion model of the vehicle and can, for instance, be obtained using a steering function (see Ch. 2). To generate a feasible path from start to goal, the constructed graph must then be searched with an appropriate algorithm such as A* [72] or D* Lite [101]. The obtained solution is both resolution-complete and resolution-optimal in the sense that both properties are fulfilled up to the underlying discretization resolution. Therefore, the discretization must be selected carefully (adapted to the problem) in order to avoid a failure of the planner although a solution exists.

The previously described state lattice approach was, e.g., used by the winning team of the DARPA Urban Challenge in unstructured environments [120, 188]. Here, the state lattice was constructed on the basis of the approach described in [73, 144] and then searched with AD* [119]. Another application of motion planning with state lattices in the context of automated parking can be found in [175]. Both applications reveal the major disadvantage of lattice-based approaches: unnatural (jagged) paths that are snapped to the discrete states of the lattice. In order to still guarantee a high degree of comfort, a post-smoothing step is typically required. An advantage of this method, however, is that it can be extended from pure path planning to

\(^2\)In contrast to a trajectory, a path is defined as a sequence of vehicle states without temporal information.
spatiotemporal motion planning. The latter allows to also consider dynamic obstacles (up to a given horizon) as shown in [106, 139, 157].

The search-based planners in [28, 40, 206] follow a different paradigm than the previous approach. Here, the state of the vehicle is kept continuous and not discretized to a lattice. This allows to make node expansions by forward propagation of the current state using (1) the underlying motion model and (2) a discrete set of actions. Then, a feasible path can be computed from start to goal by applying a search algorithm such as Hybrid A* [40]. Although the latter has proven its effectiveness in the DARPA Urban Challenge [40, 127], Hybrid A* has several drawbacks including the fact that it cannot provide any theoretical guarantees with respect to completeness and optimality. In addition to that, a post-smoothing step might be required if only a simple motion model and a coarse set of actions is selected [40].

In summary, search-based techniques are an effective tool for global motion planning in automated driving whenever completeness is a minor problem (e.g. in large open spaces) and suboptimality can be overcome with a post-smoothing algorithm. However, if completeness is essential, as e.g. in dense scenarios, search-based techniques require expert knowledge to come up with a proper discretization of the state-action space. Otherwise, the planner might fail although a feasible solution exists.

### 1.2.2 Sampling-Based Planners

In addition to search-based approaches, the motion planning problem can also be solved with sampling-based techniques. Here, the idea is to generate a solution incrementally using samples from the underlying state-action space. One of the simplest algorithms in this field is the well-known rapidly-exploring random tree (RRT) [114, 116] that computes a motion plan by growing a tree from start to goal. During this process, RRT only requires a motion model of the system in order to propagate the tree as close as possible to the randomly generated states. The advantage of RRT is its simplicity and its probabilistic completeness, which means that an existing solution is guaranteed to be found in the limit of infinite samples. However, as there is no optimization step involved in the algorithm, the quality of the computed solutions is typically poor making this approach less suitable for automated driving.

The previously mentioned suboptimality can be overcome with the asymptotically optimal rapidly-exploring random tree (RRT*) [93, 94]. This algo-
algorithm not only grows a tree from start to goal, but also re-wires that tree locally in order to ensure asymptotic convergence to the optimal solution. However, RRT* requires in contrast to RRT a steering function that outputs an optimal connection between two arbitrary states while neglecting obstacles in the environment. Fortunately, such a steering function exists for automated vehicles at low speeds as further detailed in Ch. 2. An extension to RRT* is bidirectional RRT* (BiRRT*) [86, 100] that constructs a tree from start to goal and vice versa at the same time. Compared to the single-tree version, BiRRT* typically improves the overall planning performance leading to, e.g., a higher success rate and a lower cost than RRT* itself. An application of both RRT* and BiRRT* to global motion planning for automated vehicles can be found in [92, 100]. Both approaches, however, only compute discrete curvature paths that do not satisfy a high degree of comfort as typically required in automated driving.

Recent advances in sampling-based motion planning combine both sampling and search techniques to improve the performance of the planner. For instance, the asymptotically optimal fast marching tree (FMT*) [82, 164] first generates a set of samples and then uses graph search combined with a steering function to derive a motion plan from start to goal. Instead of generating a single set of samples at the start of the algorithm, it is proposed in [55] to iteratively execute sampling and graph search on only a batch of samples. The so-called batch informed trees (BIT*) are, however, currently limited to a Euclidean state space, where the output of the steering function reduces to a straight line. Therefore, it remains an open question whether this approach can be efficiently extended to systems with nonholonomic constraints (see e.g. [104, 199]).

While all of the previously described asymptotically optimal motion planners require a steering function, the stable sparse RRT (SST) [118] only relies on forward propagation to compute an asymptotically near-optimal solution. To provide this guarantee, however, SST depends on a Monte Carlo (MC) sampling of the underlying action space resulting in a potentially slow convergence rate.

In conclusion, sampling-based motion planners provide important theoretical guarantees with respect to completeness and optimality that allow to generate high quality solutions in challenging environments. Most of the approaches require a steering function, which is in general hard to derive, but exists for automated vehicles at low velocities (see Ch. 2). Furthermore, a problem-specific sampling distribution is often required to ensure a fast
convergence to the optimal solution [77].

In the context of automated driving, the previously described approaches have seen only few applications. This is mainly due to (1) the randomization in the underlying sampling process, and (2) the potentially slow convergence rate. Both aspects are, however, subject to current research [77, 83, 123, 149] and might result in future motion planners that are more powerful than the currently often preferred search-based approaches from Sec. 1.2.1.

### 1.2.3 Other Approaches

In addition to the previous approaches, three other classes of motion planners can often be found in the literature: interpolating curve planners, optimization-based planners, and a fairly new direction denoted here as learning-based approaches.

The idea of **interpolating curve planners** in the context of global motion planning is to concatenate a set of predefined geometric primitives, such as straight lines, circular arcs, or splines, in order to solve a specific planning problem. One of the most prominent use-cases for these planners are parallel and perpendicular parking [85, 192], where simple strategies can be formulated to move in/out of a parking bay. Although such techniques are computationally efficient, they can only handle a very limited number of predefined scenarios making them impractical for generic motion planning.

**Optimization-based planners** solve the motion planning problem typically along a given reference line using numerical optimization [70, 204]. Due to the local nature of these approaches, they are less suitable for global motion planning, but can be used for post-smoothing of the generated path [201].

Recently, a new class of **learning-based approaches** emerged that either learn the driving task end-to-end [5, 15] or replace single building blocks of a classic motion planner with a learned component [34, 77, 183]. As Ch. 4 deals exactly with the latter, an in-depth review of the related work in this field can be found in Sec. 4.1.

### 1.2.4 Open Problems

On the basis of the presented state of the art, three open problems can be identified:

1. **Steering functions**: The main idea of a steering function is to solve a simplified motion planning problem by explicitly considering the kineto
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Figure 1.5 Visualization of two exemplary paths computed with the steering functions Dubins [43] and Reeds-Shepp (RS) [152]. While the Dubins path only allows the vehicle to move either forwards or backwards, the RS path also contains direction switches to further optimize the path length. Both solutions are discrete in curvature and consist of straight lines and circular arcs of minimum turning radius.

matic and dynamic constraints of the system while neglecting obstacles in the environment [113]. The output is typically a path or a trajectory connecting two states with a preferably optimal solution (see Fig. 1.5). As discussed above, steering functions are crucial for both search-based [40, 143] and sampling-based [94, 164] motion planners. While many of these approaches rely on the well-known steering functions Dubins [43] and Reeds-Shepp (RS) [152] (see Fig. 1.5), the resulting output is only discrete in curvature requiring often a post-smoothing step. An alternative to RS steer is continuous curvature (CC) steer [53] that outputs a curvature-continuous path. At direction switches, however, CC steer always enforces zero curvature resulting in unnatural solutions especially in tight environments such as encountered in parallel parking. Therefore, a novel steering function is required that closes the gap between RS and CC steer. Additionally, CC steer’s bang-bang steering inputs require an infinite steering acceleration, which might violate the physical limits of the actuator. As a result, new approaches must be found that enforce even higher degrees of continuity.

(2) Planning under uncertainty: Due to the complexity of planning in belief space, many motion planners neglect the uncertainty of the vehicle motion and the environment model. Especially in safety-critical applications, such as automated driving, it is however essential to compute robust motion plans that keep the underlying collision probability
bounded. Therefore, novel techniques must be found that allow to effi-
ciently take into account the uncertainties of the system in the planner.

(3) **Sampling distributions**: Many sampling-based motion planners guar-
antee asymptotic optimality, however, the convergence rate often de-
pends strongly on the underlying sampling distribution. Especially in real-time motion planning, fast convergence is essential to derive high quality solutions within the limited cycle time. As a consequence, non-uniform sampling distributions are required that consider the en-
vironment, the boundary conditions, and the vehicle model in order to
guide the motion planner quickly towards the optimal solution.

All three open problems play a central role in this thesis and are conse-
quently tackled in the following chapters.

**1.3 Research Questions and Key Contributions**

Based on the requirements from Tab. 1.1 and the previously discussed open
problems, this section highlights the research questions (RQs) and the scien-
tific key contributions (KCs) of this thesis³.

The first RQ addresses the two crucial requirements completeness and
smoothness (see Tab. 1.1) and is given as

**RQ1** How can smoothness be integrated into global motion planning without
losing completeness?

This RQ is motivated by the fact that the motion planner should always find
a solution, if one exists, and additionally, guarantee a possibly high degree
of comfort (smoothness) along the computed trajectory. RQ1 is addressed
on the level of the previously discussed steering functions that not only
determine the smoothness of the motion plans, but also the completeness of
the planner [170]. The work on this RQ led to three KCs that are given as

**KC1.1** Introduction of the novel steering function hybrid curvature (HC)
steer that enforces curvature continuity while the vehicle is moving

³The KCs have been previously published in [210, 211, 213, 214, 216, 218] out of which
[213] received the best paper award at the 2018 IEEE Intelligent Transportation Systems
Conference (ITSC) and [214] the third prize best application paper award at the 2018
IEEE Intelligent Vehicles Symposium (IV). Both ITSC and IV are the annual flagship
conferences of the IEEE Intelligent Transportation Systems Society.
either forwards or backwards, but allows curvature discontinuities at direction switches [211] (see Sec. 2.3.2). Compared to the state of the art, HC steer computes smoother paths than RS steer [152] and outperforms CC steer [53] with respect to path length (see Sec. 2.3.4). These properties allow to compute motion plans in dense scenarios with less direction switches than CC steer while providing a higher degree of comfort for passengers than RS steer. As HC steer also allows to preserve the completeness of the planner (see Sec. 2.3.2.4), it proves to be an effective tool for motion planning in tight environments (see Sec. 5.3.1 and Sec. 5.3.2). Note that the implementation of HC steer is provided as open source and can be found along with the other state-of-the-art steering functions in [208].

**KC1.2** Extension of CC steer [53] to arbitrary start and goal curvatures (see Sec. 2.3.3). This allows now to compute a curvature-continuous shortest path approximation between any two four-dimensional vehicle states given with position, orientation, and curvature. Such a property is, for instance, crucial if the motion plan needs to be replanned while the vehicle is in an arbitrary state with non-zero velocity and curvature.

**KC1.3** Introduction of the two novel steering functions continuous curvature rate (CCR) and hybrid curvature rate (HCR) steer that extend both CC and HC steer to curvature rate continuity [214] (see Sec. 2.4.1 and Sec. 2.4.2). Compared to the latter two steering functions, CCR and HCR steer not only allow to limit the maximum curvature and the maximum curvature rate, but also the maximum curvature acceleration along the computed path. Due to this additional constraint, CCR and HCR steer enforce the highest degree of smoothness compared to all other previously mentioned approaches (see Sec. 2.4.3). Thus, more comfort for passengers as well as a better tracking performance of the low-level motion controller can be achieved with those two steering functions.

While KC1.1–KC1.3 assume that the computed vehicle motion can be precisely executed by a low-level controller, this is typically not the case in reality due to e.g. localization and control uncertainty. Taking into account these uncertainties leads to the fact that the vehicle state can no longer be represented by a deterministic value, but must rather be described by a
believe distribution over possible states. Combined with the desire to compute motion plans that also consider the actual shape of the vehicle (see Tab. 1.1), this leads to the second RQ given as

**RQ2** How can the full geometric information of the vehicle contour be leveraged in the motion planner while also taking into account the localization and control uncertainty?

The KCs related to RQ2 can be summarized as

**KC2.1** Extension of the previously discussed steering functions to belief space by computing a belief distribution along the nominal path of a steering procedure [213] (see Sec. 2.5). This can either be achieved with the MC simulation presented in Sec. 2.5.1 or the extended Kalman filter for motion planning (EKF-MP) [23] described in Sec. 2.5.2. Such a consideration of uncertainties in the steering function lifts the strong assumption of knowing the exact vehicle state at all times.

**KC2.2** Introduction of two novel algorithms for probabilistic collision checking. They allow to determine whether the collision probability of a vehicle state exceeds a user-defined threshold considering the actual contour of the vehicle [213, 218] (see Sec. 3.2). This can be used to increase the robustness of the motion plans by bounding the collision probability of the computed vehicle motion (see Sec. 5.3.4).

Due to the complexity of the motion planning problem [27, 153], it is well known [28, 40, 77, 207] that high quality solutions can often only be computed using problem-specific heuristics. Especially in nonholonomic motion planning, the design of such heuristics is still an open problem as they must adapt to the various different environments and take into account the constraints of the system. Therefore, the next RQ is given as

**RQ3** How can all information about the planning problem, such as the environment, the boundary conditions, and the system dynamics, be used to bias the planner towards promising regions in the state space?

This RQ is addressed for sampling-based motion planning, where a problem-specific sampling distribution is required to ensure a fast convergence to the optimal solution. The corresponding KC is given as

**KC3** Introduction of a convolutional neural network (CNN) that computes a sampling distribution over future vehicle poses given observations of
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the environment as well as the vehicle’s start and goal state [215, 216] (see Ch. 4). The CNN is trained end-to-end using a dataset recorded in a simulator. Compared to uniform sampling and an A*-based approach [30], the network predicts future vehicle poses more accurately (see Sec. 4.4) leading to an overall better planning performance when integrated into a sampling-based motion planner (see Sec. 5.3.5).

All of the previously mentioned KCs are first benchmarked standalone against their corresponding state of the art and then integrated into RRT* [93] and its bidirectional extension BiRRT* [86]. The performance of the resulting motion planner is evaluated in Ch. 5 using an automated vehicle simulator. The latter has been built up from scratch for this thesis and allows to execute a motion plan in closed loop while perceiving the environment with a simulated light detection and ranging (LiDAR) system. Additionally, the developed motion planner has been successfully integrated into a research vehicle proving its effectiveness in real-world applications.

With the capability to maneuver automated vehicles in extremely tight environments (see Sec. 5.3), the question arises whether future vehicles can be parked more efficiently. The corresponding RQ is given as

**RQ4** How can the potential of the developed motion planner be leveraged to park automated vehicles more efficiently?

In fact, parking is one of the key problems in urban areas. It not only requires massive land to store the vehicles [33], but also increases the traffic due to a lack of parking space [173]. The KC related to this problem is given as

**KC4** Introduction of a novel parking layout that not only stores vehicles perpendicular to the driveway, but also in double-ended queues on one side of it [210] (see Fig. 1.3 on the right). This parking layout can be integrated into existing parking lots and increases their capacity by up to 25%. Furthermore, an algorithm is introduced for the coordination of the vehicles that keeps the per-car shunting operations bounded during parking. Combining both aspects allows a more efficient use of parking space while limiting unnecessary vehicle movement.

This KC is not further detailed in the following chapters as they focus exclusively on the motion planning problem. However, additional information on KC4 can be found in the corresponding publication [210].
1.4 Outline

This thesis consists of six chapters that are organized according to Fig. 1.6.

<table>
<thead>
<tr>
<th>Introduction (Ch. 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steering Functions for Car-Like Robots (Ch. 2)</td>
</tr>
<tr>
<td>( G^1 ) Continuous (Sec. 2.2)</td>
</tr>
<tr>
<td>Steering Functions in Belief Space (Sec. 2.5)</td>
</tr>
<tr>
<td>Probabilistic Collision Checking (Ch. 3)</td>
</tr>
<tr>
<td>Sampling-Based Motion Planning in Dense Scenarios (Ch. 5)</td>
</tr>
<tr>
<td>Conclusion and Outlook (Ch. 6)</td>
</tr>
</tbody>
</table>

**Figure 1.6** Outline of this thesis.

After the introduction, Ch. 2 addresses the previously described steering problem for car-like robots. The presented steering functions in Sections 2.2–2.4 increase successively the complexity of the underlying motion model resulting in solutions with a higher degree of smoothness. These steering functions are then extended to belief space in Sec. 2.5, where every state of the vehicle is associated with its uncertainty originating from localization and control errors.

Given such a belief of the vehicle state, the natural question arises of how to assess whether the corresponding collision probability with the environment remains below a user-defined threshold. This question is addressed in Ch. 3 with the novel concept of beliefprints that can be used for probabilistic collision checking. Furthermore, two algorithms are described that compute the vehicle’s beliefprint under the assumption of a Gaussian belief distribution.

Ch. 4 introduces a data-driven approach for the computation of a non-uniform sampling distribution. Here, a CNN is presented that predicts a distribution over future vehicle poses given a start and goal state as well as observations of the environment. Interfacing the CNN with a sampling-based motion planner allows to bias the planner towards promising regions
in the state space and thus improve its overall performance in challenging scenarios.

Building on the results of the previous chapters, the goal in Ch. 5 is to solve the motion planning problem in various dense scenarios. This is accomplished using the sampling-based motion planner RRT* and its bidirectional extension BiRRT* along with the algorithms from Chapters 2–4. The presented experimental results highlight the effectiveness of the developed methods in a broad set of challenging environments.

Ch. 6 finally concludes this thesis and gives an outlook on possible future research directions.
2 Steering Functions for Car-Like Robots

Steering functions for car-like robots are one of the essential concepts in nonholonomic motion planning. The basic idea is to solve a simplified version of the planning problem by explicitly considering the kinematic and dynamic constraints of the robot while neglecting obstacles in the environment [113]. The resulting output is a feasible and preferably optimal connection between a start and a goal state as visualized in Fig. 2.1.

![Figure 2.1](image)

Figure 2.1 Exemplary solution of a steering procedure connecting a start and goal state with a feasible path. Reprinted from [214], © 2018 IEEE.

Over the years, four different use cases have emerged in the literature that either rely or benefit from the solution of a steering function. One of the most prominent applications are sampling-based motion planners such as the asymptotically optimal rapidly-exploring random tree (RRT*) [93]. The latter, for example, does not only rely on a steering function to build a tree from start to goal, as illustrated in Fig. 2.2(a), but also to rewire the tree locally for asymptotic convergence to the optimal solution. The second
application uses the steering function to generate point-to-point motion toward a goal state, i.e. to derive the inputs from the current state to a desired terminal state. As visualized in Fig. 2.2(b), this can be used in parking and inductive charging, where a precise positioning at a given target pose is required. Equally important are steering functions in the context of search-based planners. Here, the steering function can be used to reduce the search effort by directly connecting the best vertex in the graph with the goal [40] (see Fig. 2.2(c)) and also to offline generate the directed graph in state lattice planning [143]. Lastly, numerical optimization-based planners [202, 204]

![Image](image_url)

**Figure 2.2** Use cases for steering functions in the context of automated driving. (a)–(b) Reprinted from [209]. (c) Reprinted with permission from [40], © 2010 Dmitri Dolgov et al.

require a good initial guess for a fast convergence to the optimal solution. Such a guess can be provided by a steering function, which then has to be modified by the optimization algorithm to also take into account the surrounding obstacles.

As previously described, a steering function solves a relaxed motion planning problem. The corresponding mathematical formulation for a general dynamic system is given as

$$\arg \min_{\dot{x}, \dot{u}} J(\dot{x}, \dot{u})$$

s.t. $$\dot{x}_0 = \dot{x}_s,$$

$$\dot{x}_N = \dot{x}_g,$$

$$\dot{x}_{k+1} = \dot{f}(\dot{x}_k, \dot{u}_k),$$

(2.1a)

(2.1b)

(2.1c)

(2.1d)
\[ \dot{x}_{\text{min}} \leq \dot{x}_{k+1} \leq \dot{x}_{\text{max}}, \quad k = 0 : \bar{N} - 1, \quad (2.1e) \]
\[ \dot{u}_{\text{min}} \leq \dot{u}_k \leq \dot{u}_{\text{max}}, \quad k = 0 : \bar{N} - 1, \quad (2.1f) \]

where \( x_k \in \mathbb{R}^n \) describes the state of the system, \( u_k \in \mathbb{R}^m \) the input, and \( \dot{f}(\cdot) \) the respective motion model. The start state is denoted by \( x_s \), the goal state by \( x_g \), and the state and input constraints of the vehicle by \( x_{\text{min}}, x_{\text{max}}, u_{\text{min}}, u_{\text{max}} \). The user-defined objective function is given by \( J(\cdot) \) and maps the \( \bar{N} + 1 \) states \( \dot{X} = \langle \dot{x}_0, \ldots, \dot{x}_\bar{N} \rangle \) and the corresponding inputs \( \dot{U} = \langle \dot{u}_0, \ldots, \dot{u}_{\bar{N} - 1} \rangle \) to a scalar cost.

Due to the complexity of solving (2.1) for arbitrary objective functions and vehicle models, three simplifications are often made in automated driving. First, the problem can be simplified by decoupling path planning (spatial dimension) from velocity profiling (temporal dimension), which is also known as path-velocity decomposition [91]. The major challenge of this decoupled problem lies in the computation of a smooth path that takes into account the nonlinearity as well as the constraints of the vehicle.

Second, the complexity of the vehicle dynamics in (2.1d) can be reduced to a kinematic motion model if the vehicle only moves at low longitudinal velocities (e.g. less than 5 m s\(^{-1}\)) [146, 151]. This is often fulfilled in challenging tight scenarios, where possible maneuvers might also contain switches in the driving direction.

Third, the minimization objective in (2.1a) is commonly restricted to functions that facilitate the optimization. For instance, a common approach in low-speed maneuvering is to minimize path length (shortest path problem) as comfort requirements are typically dominated by the desire for a low execution time. To still guarantee a certain level of smoothness, the state and input constraints in (2.1e)–(2.1f) can be adjusted accordingly. Within this context, the definition of smoothness is adapted from [6, 10, 22], where geometric continuity of planar curves is expressed as

- \( G^1 \) continuity: a path with continuous orientation.
- \( G^2 \) continuity: a path with continuous curvature.
- \( G^3 \) continuity: a path with continuous curvature rate.
- \( G^4 \) continuity: a path with continuous curvature acceleration.
- \( G^k \) continuity: a path with geometric continuity of order \( k \).
Here, the terms curvature rate and curvature acceleration denote the first and second derivative of curvature with respect to arc length. Note that the provided definitions of geometric continuity can be directly linked to the smoothness of the steering input using the flatness property of car-like robots [22, 50]. For instance, it is shown in [22] that a $G^2$ continuous path has a $C^0$ continuous steering profile.

In general, higher degrees of smoothness positively influence the driving comfort and the tracking performance of the motion controller [132, 172, 201] while decreasing the mechanical stress on the steering system. However, computing smoother paths might also increase the computation time, which is typically limited by the real-time constraint of the motion planner.

In this regard, the following sections focus on fast evaluations of (2.1) for car-like robots, where the vehicle is not only allowed to drive forwards, but also forwards and backwards. Sec. 2.1 details the state of the art, and Sec. 2.2, Sec. 2.3, and Sec. 2.4 present three classes of steering functions ranging from $G^1$ to $G^3$ continuity. An extension to belief space as required for probabilistic motion planning is presented in Sec. 2.5, and a concluding summary is finally given in Sec. 2.6. Note that parts of this chapter have previously been published in [208, 209, 211, 213, 214].

### 2.1 State of the Art

Solving the steering problem in (2.1) has attracted many researchers since the 1950s [43] and still remains an active field of research [29, 57, 132]. Among the various different approaches in the robotics and control literature, the four most prominent ones are highlighted in this section including non-parametric as well as parametric optimization, geometric primitives, and sinusoidal inputs.

**Non-parametric optimization** Numerical optimization with no assumptions on the underlying solution is one of the most intuitive ways to solve the steering problem in (2.1). Here, the entire complexity of the problem, such as the nonlinear system dynamics, is forwarded to the optimizer that either computes a locally optimal solution or fails due to the non-convex nature of the problem. Such an approach is, for instance, realized in [154] by combining the Hamilton-Jacobi framework with numerical optimization. In contrast to that, sequential quadratic programming is applied in [195] by iteratively converting (2.1) into a quadratic program (QP) (quadratic cost function with
linear constraints). A state-of-the-art optimizer is then used to solve the QPs until convergence. A direct solution to the nonlinear program is computed in [156] using the Levenberg-Marquardt algorithm. This approach, however, requires a relaxation of the hard constraints and thus might result in solutions that violate the physical limits of the robot. All of these approaches have in common that they typically require a high computational cost as well as a good initial guess in order to quickly converge to the optimal solution. A possible way to address these drawbacks is to simplify the optimization problem by explicitly constraining the solution to a given set of parametric curves.

**Parametric optimization** Such an approach is presented in [96], where the parameters of a polynomial spiral [39] are numerically optimized using a Lagrange method. It is shown that efficient solutions can be computed that satisfy the boundary conditions in (2.1b)–(2.1c). However, the presented method does not explicitly constrain the states and inputs, as required in (2.1e)–(2.1f), and therefore might compute paths that violate the actuator limits. Also, the solutions only allow the vehicle to move either forwards or backwards and do not consider any switching points, which are often necessary for various maneuvering tasks. Therefore, one of the applications of this method is on-street driving as shown in [125]. The problem of a potential constraint violation, as mentioned before, is tackled in [46]. Here, a post-processing step is conducted that enforces the vehicle constraints at the potential risk of violating the terminal boundary condition in (2.1c). Another approach in the domain of on-street driving is presented in [193], where fifth-order polynomials are used to steer the vehicle to terminal manifolds. Similar to [96], the vehicle constraints are not explicitly considered in the generation of the trajectories, but must be verified in a subsequent step. Satisfying theses constraints along the entire path, as shown in the context of B-spline fitting in [90], might significantly increase the complexity of the optimization problem leading to a potential loss in efficiency.

**Geometric primitives** The insight that path planning is mostly a geometric problem has raised the question whether (2.1) can be solved by concatenating a set of geometric primitives. Indeed, Dubins proves in [43] that the shortest path for a car-like robot with bounded curvature and constrained driving direction (either forwards or backwards) consists of straight lines and circular arcs of maximum curvature. Moreover, this path can be computed very efficiently on the basis of the analytic expressions presented in [43].
Building on these results, Reeds and Shepp achieve another breakthrough in [152] by deriving the shortest path for a vehicle that is allowed to move both forwards and backwards and not just in one direction as in [43]. The corresponding solution can still be computed analytically and thus results in an extremely efficient steering function. The only remaining disadvantage is that the computed paths are discontinuous in curvature. In order to improve the continuity of these paths, the set of geometric primitives can be extended with curves that allow a smooth transition of the vehicle from straight lines to circular arcs. Within this context, possible candidates are splines, such as B-splines [102], Bézier curves [126], or the various η-splines [60, 141, 142], as well as polynomial spirals [39] like clothoids [172] or cubic spirals [89]. Compared to splines, polynomial spirals are often preferred as they describe the curvature and its derivatives by polynomials that can be easily constrained to the steering limits of the vehicle. For example, CC steer [53] extends the geometric set of primitives with clothoids and by doing so, extends the RS paths to curvature continuity. The insight that CC steer has certain drawbacks in tight environments as well as its limitation to zero curvature at both ends of the path are the two main motivations behind the contributions in Sec. 2.3.2 and Sec. 2.3.3.

Raising the continuity to even higher dimensions is addressed in [57, 132, 136]. For instance, [57] enforces $G^3$ continuity using a nonlinear parametric curve obtained from feedback control. The presented approach, however, does not allow to constrain the maximum curvature rate nor the maximum curvature acceleration to arbitrary values. Hence, a careful design of the velocity profile is required in the execution phase such that the dynamic actuator limits of the robot are not violated. Furthermore, it remains unclear how elementary paths [159, 160] can be built into this method. In contrast to that, the idea in [132] is to compute $G^3$ continuous paths that enforce hard constraints on the maximum steering angle as well as on its first and second derivative. While this idea is similar to the one in Sec. 2.4 ([132] and the underlying paper of Sec. 2.4 [214] appeared at about the same time), both approaches differ in the realization of the $G^3$ continuous transitions as well as of the elementary paths [131, 132]. Unlike the previous methods, which integrate the enhanced smoothness directly into the generation of the path, [136] proposes to only locally smooth a Dubins path with an infinitely differentiable curve. However, it remains unanswered whether such a smoothing procedure can always be conducted and what the computational burden of the numerical operations is.
Sinusoidal inputs  Especially in the 1980s and 1990s, it was discovered that sinusoidal inputs have the capability to (sub)optimally steer a nonholonomic system to its goal. Much of the work in this field goes back to [21]. Here, it is shown that for a certain class of dynamic systems, the optimal solution of the steering problem with respect to the minimization of squared effort consists of sinusoidal inputs. Building on these results, a suboptimal stepwise approach is presented in [129] that steers a car-like robot to a desired goal. The sequential nature of this algorithm is then removed in [187] by applying a linear combination of sinusoidal inputs. A similar idea is realized in [49] that constructs a Fourier series whose coefficients have to be determined numerically. The two major drawbacks of these approaches are that the computed paths might be highly suboptimal [129, 170] and that the constraints in (2.1e)–(2.1f) are not explicitly taken into account. As previously mentioned, this might lead to a violation of the actuator limits leading to a potential deviation from the planned path when executed in closed loop.

Out of the four different approaches presented above, the following sections focus on the method using geometric primitives. The reasons for this are threefold: (1) the concatenation of geometric primitives can be implemented very efficiently while at the same time guaranteeing robustness (solutions can always be found), (2) this method allows to compute high quality paths by explicitly minimizing the path length of the steering procedure, and (3) geometric primitives make it possible to enforce the vehicle constraints along the entire path by constraining the curvature profile accordingly. These aspects along with the foundations in this field of research are briefly highlighted in the following. Furthermore, the corresponding drawbacks of the existing methods are outlined along the text and afterwards addressed by the contributions in Sections 2.3–2.5.

2.2 $G^1$ Continuous Steering Functions

This section reviews the pioneering works of Dubins in Sec. 2.2.1 and Reeds and Shepp in Sec. 2.2.2. Most of the publications in this field are based on those two results as they came up with novel ways to solve (2.1) optimally for a car-like robot.

The derived solution in both cases describes a $G^1$ continuous path with a discrete curvature profile. Such a path is represented by a sequence of vehicle states $\bar{x}_k = (\bar{x}_k \ \bar{y}_k \ \bar{\theta}_k)^T$, where the position of the rear axle’s center is given
by \((\tilde{x}_k \quad \tilde{y}_k)\), and the heading angle of the vehicle by \(\hat{\theta}_k\). The corresponding inputs are defined as \(\tilde{u}_k = (\Delta \tilde{s}_k \quad \tilde{\kappa}_k)^\top\), where \(\Delta \tilde{s}_k\) denotes the signed arc length and \(\tilde{\kappa}_k\) the curvature of the path at \((\tilde{x}_k \quad \tilde{y}_k)\).

### 2.2.1 Dubins Steer

Back in 1957, Dubins discovered a novel way to compute the shortest path for a particle moving in the plane with a bounded turning radius [43]. It turns out that the underlying system, which is nowadays referred to as Dubins car, corresponds to the simplest version of a car-like robot [115]. This section briefly highlights the ideas of the Dubins steering function including the motion model in Sec. 2.2.1.1, the so-called Dubins turn in Sec. 2.2.1.2, and the construction of a Dubins path in Sec. 2.2.1.3. Notice that the term Dubins steer is used in the following to refer to the steering function itself whose output is a Dubins path between two given states.

#### 2.2.1.1 Dubins Car

A vehicle that only moves forwards or backwards on a path with bounded curvature is called a Dubins car. Its equation of motion can be formulated similar to (2.1d) as

\[
\begin{pmatrix}
\tilde{x}_{k+1} \\
\tilde{y}_{k+1} \\
\tilde{\theta}_{k+1}
\end{pmatrix} =
\begin{pmatrix}
\tilde{x}_k \\
\tilde{y}_k \\
\tilde{\theta}_k
\end{pmatrix} + \int_0^{\Delta \tilde{s}_k} \begin{pmatrix}
\cos(\tilde{\theta}_{k+1}(s)) \\
\sin(\tilde{\theta}_{k+1}(s)) \\
\tilde{\kappa}_k
\end{pmatrix} \, ds.
\] (2.2)

Note that throughout this thesis, the equations of motion are given in discrete form, which facilitates the implementation on a computing hardware.

The solution of (2.2) either describes a motion on a straight line \((\tilde{\kappa}_k = 0)\) or on a circular arc \((\tilde{\kappa}_k \neq 0)\) with radius \(1/\tilde{\kappa}_k\). Both cases can be described analytically as shown in Sec. A.1.1 and Sec. A.1.2. The corresponding motion constraints, which take into account the selected driving direction and the maximum steering angle, are given as

\[
\begin{align*}
\tilde{u}_{\text{min}} &= \begin{pmatrix} 0 & -\kappa_{\text{max}} \end{pmatrix}^\top, \\
\tilde{u}_{\text{max}} &= \begin{pmatrix} \infty & \kappa_{\text{max}} \end{pmatrix}^\top,
\end{align*}
\] (2.3)

where \(\kappa_{\text{max}}\) denotes the maximum curvature of the vehicle. Notice that (2.3) is given for forwards driving and has to be adjusted accordingly for going in reverse.
2.2.1.2 Dubins Turn

The insight from [43] that the shortest path of the Dubins car only consists of straight lines and circular arcs of maximum curvature motivates the introduction of the so-called Dubins turn. Such a turn is visualized in Fig. 2.3 and describes a robot motion on a circle that starts in $\dot{x}_s$ and terminates in $\dot{x}_g$. The angular change between both states is called deflection and is denoted by $\delta \in [0, 2\pi)$.

![Figure 2.3](image)

Figure 2.3 Visualization of a Dubins turn for a forward motion to the left. The start state $\dot{x}_s$ and the goal state $\dot{x}_g$ are connected with a circular arc of maximum curvature.

For the fast computation of the Dubins path in the next section, it is required to correlate all variables shown in Fig. 2.3. To do this, two additional parameters have to be introduced, namely the gear of the vehicle $g \in \{-1, 1\}$ (backwards, forwards) at the start state $\dot{x}_s$ and the desired turning direction $t \in \{-1, 1\}$ (right, left). The center of a Dubins turn $\dot{x}_c$ can now be computed as

$$
\begin{bmatrix}
1x_c \\
1y_c \\
\end{bmatrix} = 
\begin{bmatrix}
0 \\
t\kappa_{-1} \\
\end{bmatrix},
$$

(2.4)

where $\dot{}$ denotes a variable given in the local frame 1 (see Fig. 2.3). The output of this equation can then be used along with the deflection $\delta$ to compute the goal state $\dot{x}_g$ as

$$
\begin{bmatrix}
1x_g \\
1y_g \\
1\theta_g \\
\end{bmatrix} = 
\begin{bmatrix}
1x_c + t\kappa_{-1} \sin(gt\delta) \\
1y_c - t\kappa_{-1} \cos(gt\delta) \\
0 \\
\end{bmatrix}.
$$

(2.5)
While (2.4)–(2.5) are given in the local frame $1$, a transformation to the inertial frame $I$ (see Fig. 2.3) can be conducted by

$$I\dot{x}_{(\bullet)} = \begin{pmatrix} I\dot{x}_s \\ I\dot{y}_s \\ I\dot{\theta}_s \end{pmatrix} + \begin{pmatrix} \cos(I\dot{\theta}_s) & -\sin(I\dot{\theta}_s) & 0 \\ \sin(I\dot{\theta}_s) & \cos(I\dot{\theta}_s) & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1\dot{x}_{(\bullet)} \\ 1\dot{y}_{(\bullet)} \\ 1\dot{\theta}_{(\bullet)} \end{pmatrix}, \quad (2.6)$$

where $I(\bullet)$ denotes a variable given in the inertial frame $I$. Notice that in Fig. 2.3, both the inertial frame $I$ as well as the local frame $1$ are aligned, which might not necessarily be the case in practice.

Lastly, the arc length $l(\delta)$ of a Dubins turn can be computed by

$$l(\delta) = \kappa_{\max}^{-1}\delta. \quad (2.7)$$

### 2.2.1.3 Dubins Path

The aim in this section is to outline the computation of a Dubins path and to briefly discuss its strengths and weaknesses. As mentioned before, such a path minimizes the length between two arbitrary states while satisfying the motion constraints of the Dubins car. The underlying objective function is given in the form of (2.1a) as

$$J(\hat{U}) = \sum_{k=0}^{N-1} |\Delta\hat{s}_k|, \quad (2.8)$$

where $\Delta\hat{s}_k$ describes the signed arc length of the various segments required to steer the vehicle to the goal. Without loss of generality, it is assumed in the following that the Dubins car only moves forwards.

In the first step of the computations, two circles of maximum curvature, but different turning directions, have to be fitted to the given start state $\hat{x}_s$ and goal state $\hat{x}_g$. This can be seen in Fig. 2.4, where $t_{i=1:4}$ either describes a turn to the right ($-1$) or to the left ($+1$). Note that the center of the visualized circles $x_{c,i=1:4}$ can be obtained using (2.4).

Next, the obtained circles have to be connected with up to six candidate paths out of which one describes the shortest connection [43]. These candidates are constructed using tangent conditions and the Dubins families listed in Tab. 2.1. It can be seen that only two families are required for the description of the shortest path. Note, however, that both turning directions at the start and goal state have to be considered, which yields six candidate
2.2 $G^1$ Continuous Steering Functions

\[ t_1 = +1 \]
\[ t_2 = -1 \]
\[ t_3 = +1 \]
\[ t_4 = -1 \]

**Figure 2.4** Two circles of maximum curvature, but different turning directions, fitted to the start and goal state.

**Table 2.1** Dubins families, where $C$ describes a circle of maximum curvature and $S$ a straight line.

<table>
<thead>
<tr>
<th>Dubins families</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CSC$</td>
</tr>
<tr>
<td>$CCC$</td>
</tr>
</tbody>
</table>

paths as mentioned above. For instance, the family $CSC$ denotes a path that starts on a circle $C$, moves on to a straight line $S$, and ends on a circle $C$ again as illustrated in Fig. 2.5. Furthermore, it has to be noted that the families $CS$, $SC$, $C$, and $S$ are special cases of $CSC$ and therefore not listed separately in Tab. 2.1.

**Figure 2.5** Extension of Fig. 2.4 with a Dubins candidate path based on the family $CSC$.

Every Dubins family comes with a set of existence conditions that specify under which circumstances a solution can be computed with the respective primitives. For instance, the corresponding conditions for the visualized candidate path in Fig. 2.5, where the tangent runs parallel to the line connecting
both circle centers, are given as

\[
\begin{align*}
    t_i \cdot t_j & \equiv +1, \\
    \|x_{c,j} - x_{c,i}\|_2 & \geq 0,
\end{align*}
\]

(2.9a) (2.9b)

where \( i \in \{1, 2\}, j \in \{3, 4\} \), and \( \|\cdot\|_2 \) measures the Euclidean distance between both circle centers. These two equations imply that the turning direction of the two Dubins turns must be the same while there is no constraint on the distance between them. Note that the corner case \( \|x_{c,j} - x_{c,i}\|_2 = 0 \) describes a motion on a single turn. The fact that (2.9) can always be fulfilled given arbitrary start and goal states already shows that Dubins steer is complete in the sense that a solution can always be found.

Having computed all candidate paths according to Tab. 2.1, the shortest one including the inputs for the Dubins car can finally be obtained by selecting the path with the minimal length [43]. Based on the implementation from [179], a visualization of such a shortest path connection is displayed in Fig. 2.6.

![Figure 2.6](image)

**Figure 2.6** Visualization of the shortest path for a vehicle that only moves forwards. The front wheels of the vehicle are displayed in white, its contour in cyan, and the path is colored green.

It can be seen that the illustrated path is \( G^1 \) continuous as the vehicle’s orientation changes smoothly between start and goal. However, the track of the front wheels depicts the curvature discontinuities at the transitions between circles. This has to be taken into account when computing the velocity profile along the path because no steering actuator can immediately switch between \( +\kappa_{\text{max}} \) and \( -\kappa_{\text{max}} \). A possible solution is to stop the car at the
curvature discontinuities in order to adjust the steering angle. However, such a trajectory not only appears unnatural, but also imposes a high mechanical stress on the steering actuator. As a result, paths with a higher geometric continuity are required that smoothly steer the vehicle from start to goal.

Apart from optimality and completeness, it is worth mentioning that Dubins steer is not symmetric and does not fulfill the topological property [111, 170]. Symmetry within this context describes the property of a steering function to output the same path when both start and goal state are swapped. This is not the case here as the Dubins car is not allowed to switch directions. The concept behind the topological property is more complex and further discussed in Sec. 2.3.2.4. Here, it is sufficient to know that a motion planner, which relies on a steering function, can only be complete if that steering function fulfills the topological property. This is, however, not the case for Dubins steer [111].

### 2.2.2 Reeds-Shepp Steer

In 1990, 33 years after Dubins’ publication, Reeds and Shepp found a way to compute the shortest path for a car-like robot with bounded curvature and no constraint on the driving direction [152]. This breakthrough was so fundamental that it still can be found in various state-of-the-art motion planning algorithms [40, 100]. The underlying concepts are briefly reviewed in this section including the so-called RS car in Sec. 2.2.2.1 and the computation of a RS path in Sec. 2.2.2.2. Note that the RS turn is identical to the Dubins turn from Sec. 2.2.1.2 and therefore not further detailed here.

#### 2.2.2.1 Reeds-Shepp Car

Similar to the Dubins car, the RS car moves on a path with bounded curvature, but without a constraint on the driving direction. While the corresponding motion model remains the same as in (2.2), the input is now constrained by

\[
\hat{u}_{\text{min}} = (-\infty, -\kappa_{\text{max}})^T, \quad (2.10a)
\]

\[
\hat{u}_{\text{max}} = (+\infty, +\kappa_{\text{max}})^T, \quad (2.10b)
\]

and allows the vehicle to move both forwards and backwards. This yields a symmetric system [113] that can now move from a start state to some destination and back again to the initial state on exactly the same path.
2.2.2.2 Reeds-Shepp Path

Given two arbitrary vehicle states, it is proven in [152] that the shortest connection can be computed analytically using straight lines and circular arcs of maximum curvature. The resulting solution is a generalization of Dubins steer as it guarantees to find the same or a shorter path by allowing direction switches (cusps) between start and goal. The computation of a RS path is very similar to the one of a Dubins path and briefly outlined in the following.

The first computation step requires the same circle fitting as in the Dubins case. This can be seen in Fig. 2.7, where the two circles at the given states $\mathbf{x}_s$ and $\mathbf{x}_g$ allow the vehicle to turn in both directions. The only difference to the computation of the Dubins path now lies in the fact that the RS car is allowed to move both forwards and backwards on all four circles.

Obviously, this increases the computational complexity of the optimal solution, which now requires to evaluate 46 possible candidate paths [182]. These candidates have to be constructed in the second step of the algorithm on the basis of the RS families given in Tab. 2.2.

**Table 2.2** RS families, where $C$ describes a circle of maximum curvature, $S$ a straight line, and $|$ a direction switch.

<table>
<thead>
<tr>
<th>RS families</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$CSC$</td>
<td>$CSC</td>
</tr>
<tr>
<td>$CC</td>
<td>C$</td>
</tr>
<tr>
<td>$C</td>
<td>CC$</td>
</tr>
<tr>
<td>$C</td>
<td>C</td>
</tr>
</tbody>
</table>

**Figure 2.7** Two circles of maximum curvature, but different turning directions, fitted to the start and goal state.
In comparison to the Dubins families, it can be observed that direction switches are now allowed raising the number of possible families from two to nine. For instance, the family $CSC|C$ describes a path that starts on a circle $C$, moves on to a straight line $S$, transitions to another circle $C$, and switches the driving direction before reaching the terminal circle $C$. An example of such a path can be found in Fig. 2.8.

![Figure 2.8](image)

**Figure 2.8** Extension of Fig. 2.7 with a RS candidate path based on the family $CSC|C$.

Similar to the Dubins case, not every RS family allows to connect the $i \in \{1, 2\}$ start circles with the $j \in \{3, 4\}$ goal circles (see Fig. 2.7). For instance, the existence conditions for the visualized candidate path in Fig. 2.8, where the tangent runs parallel to the line connecting the center of the start and goal circle, are given as

\[ t_i \cdot t_j = -1, \quad (2.11a) \]

\[ \|x_{c,j} - x_{c,i}\|_2 \geq 2\kappa^{-1}_{\max}. \quad (2.11b) \]

Here, the turning direction at the start must be different to the one at the goal, and the distance between the corresponding circle centers must be larger or equal to the given value in (2.11b). Notice that $\|x_{c,j} - x_{c,i}\|_2 = 2\kappa^{-1}_{\max}$ describes the corner case, where both the RS turn at the start and the one in the middle become a single turn.

Having constructed all candidate paths as described above, the optimal solution to the shortest path problem can finally be obtained by selecting the one with the minimal length [152]. An implementation of this procedure can be found in [179], and a visualization of the shortest path for the same start and goal state as in Fig. 2.6 is given in Fig. 2.9.

It can be seen in Fig. 2.9 that in contrast to Dubins steer (see Fig. 2.6), RS steer requires the vehicle to first move backwards and to switch direction before arriving at the goal. The resulting path is $G^1$ continuous as the orientation of the vehicle changes smoothly along the path. Just as with Dubins
steer, a precise closed-loop execution of the RS path forces the vehicle to stop at the curvature discontinuities in order to adjust the steering angle. This restriction is tackled in the next section, where the computed path is required to be continuous in curvature.

Additionally, it has to be mentioned that RS steer is complete, symmetric, and fulfills the topological property [111]. Completeness can be easily verified on the basis of the RS family $CSC$ and the argumentation provided in Sec. 2.2.1.3. In contrast to Dubins steer, symmetry can be guaranteed due to three reasons: (1) the RS car is allowed to move both forwards and backwards, which yields a symmetric system [113], (2) the RS families are symmetrical by definition like $C|C|C$, or (3) a symmetrical counterpart exists such as in the case of $CC|C$ and $C|CC$. The proof with respect to the topological property of RS steer can be found in [111]. Here, it is sufficient to note that RS steer fulfills that property and thus guarantees completeness when integrated into a complete motion planner.

### 2.3 $G^2$ Continuous Steering Functions

The curvature discontinuities of Dubins and RS steer motivate the development of steering functions with higher continuity. Within this context, two $G^2$ continuous steering functions are highlighted in this section. Both
approaches require to increase the state space by one dimension to $\mathbb{R}^4$. The vehicle’s state $\mathbf{x}_k = (\mathbf{\dot{x}}_k \mathbf{\dot{y}}_k \mathbf{\dot{\theta}}_k \mathbf{\dot{\kappa}}_k)^\top$ now also includes the curvature $\mathbf{\dot{\kappa}}_k$ of the path at the position $(\mathbf{\dot{x}}_k \mathbf{\dot{y}}_k)$. The input is adjusted accordingly such that the vehicle is now actuated by $\mathbf{u}_k = (\Delta \mathbf{\ddot{s}}_k \mathbf{\dot{\sigma}}_k)^\top$, where $\mathbf{\dot{\sigma}}_k$ denotes the change in curvature (curvature rate) at the current arc length $\mathbf{s}_k$.

This section is organized as follows: Sec. 2.3.1 reviews the concepts behind CC steer [53], and Sec. 2.3.2 introduces a novel steering function called HC steer. The latter is motivated by the fact that CC steer has certain drawbacks in tight environments as further detailed below. Sec. 2.3.3 then extends both CC as well as HC steer to start and goal states with arbitrary curvatures, and Sec. 2.3.4 finally evaluates the described approaches experimentally.

### 2.3.1 Continuous Curvature Steer

An extension of Dubins and RS steer to $G^2$ continuity was first presented in [53]. The derived steering function, called CC steer, enforces curvature continuity along the path and satisfies the vehicle’s maximum curvature and maximum curvature rate constraint. The underlying ideas are reviewed in the following sections including the motion model in Sec. 2.3.1.1, the so-called CC turns in Sec. 2.3.1.2, and the computation of a CC path in Sec. 2.3.1.3.

#### 2.3.1.1 Continuous Curvature Car

In analogy to the RS car, a CC car [53] is defined as a vehicle that moves forwards and backwards on a path with bounded curvature and bounded curvature rate. Its motion model can be formulated as

$$
\mathbf{x}_{k+1} = 
\begin{pmatrix}
\mathbf{x}_{k+1} \\
\mathbf{y}_{k+1} \\
\mathbf{\dot{\theta}}_{k+1} \\
\mathbf{\dot{\kappa}}_{k+1}
\end{pmatrix}
= 
\begin{pmatrix}
\mathbf{x}_k \\
\mathbf{y}_k \\
\mathbf{\dot{\theta}}_k \\
\mathbf{\dot{\kappa}}_k
\end{pmatrix}
+ 
\int_0^{\Delta s_k} 
\begin{pmatrix}
\cos(\mathbf{\dot{\theta}}_{k+1}(s)) \\
\sin(\mathbf{\dot{\theta}}_{k+1}(s)) \\
\mathbf{\dot{\kappa}}_{k+1}(s) \\
\text{sgn}(s)\mathbf{\dot{\sigma}}_k
\end{pmatrix}
\text{d}s,
$$

where $\text{sgn}(\bullet)$ denotes the sign of a variable. The solution of (2.12) can be split into three cases. If the input $\mathbf{\dot{\sigma}}_k \neq 0$, the vehicle moves on a clothoid, also known as Euler or Cornu spiral, whose curvature changes linearly with the traveled distance. If $\mathbf{\dot{\sigma}}_k = 0$, the vehicle either moves on a circular arc ($\mathbf{\dot{\kappa}}_k \neq 0$) or on a straight line ($\mathbf{\dot{\kappa}}_k = 0$). All three robot motions can be evaluated explicitly as outlined in Sec. A.1.1, Sec. A.1.2, and Sec. A.1.3. Note, however, that the computation of a clothoid requires a numerical evaluation.
of the Fresnel integrals [1], which can be efficiently approximated using e.g. Chebyshev polynomials [122].

As the CC car enforces curvature continuity without a constraint on the driving direction, its input is bounded by

$$\mathbf{u}_{\text{min}} = (-\infty, -\sigma_{\text{max}})^T,$$ 

$$\mathbf{u}_{\text{max}} = (+\infty, +\sigma_{\text{max}})^T,$$

(2.13a) (2.13b)

where $\sigma_{\text{max}}$ denotes the maximum curvature rate. This parameter can be derived according to [53] and ensures that the vehicle’s maximum steering rate is satisfied. In addition to that, the maximum steering angle of the CC car constrains the vehicle’s curvature to

$$-\kappa_{\text{max}} \leq \kappa_{k+1} \leq \kappa_{\text{max}}.$$ 

(2.14)

The properties of the CC car without the constraint in (2.14) have been extensively studied in previous publications [14, 38, 181], especially with respect to the shortest path problem. An extension of the analysis to the fully constrained system is conducted in [158, 162]. Briefly summarized, it is known that an optimal path with minimal length exists for arbitrary start and goal states. Such a path consists of straight lines, circular arcs of maximum curvature, and clothoids of maximum curvature rate. However, a closed-form solution, as in the case of the Dubins and RS car, does not exist anymore because the shortest path may consist of an infinite number of clothoids. Therefore, a hierarchical approach is presented in [53, 161] that computes a suboptimal solution to the shortest path problem for the CC car. An integral part of this approach are the so-called CC turns, which are described in the next section.

### 2.3.1.2 Continuous Curvature Turns

The main idea of CC turns [53, 161] is to design a novel circle that enforces curvature continuity when being concatenated with other CC turns or straight lines. This is achieved by enforcing zero curvature at the two states $\mathbf{x}_s$ and $\mathbf{x}_g$ that enter and exit such a turn. Inspired by the fact that an optimal path for the CC car consists of circular arcs of maximum curvature and clothoids of maximum curvature rate, a CC turn connects both states in three steps (see Fig. 2.10): (1) the vehicle moves on a clothoid of maximum curvature rate $\sigma_{\text{max}}$ from $\mathbf{x}_s$ to the first intermediate state $\mathbf{x}_{i_1}$, (2) it continues on a circular arc
Depending on the deflection $\delta \in [0, 2\pi)$, which measures the angular change in orientation between $\mathbf{x}_s$ and $\mathbf{x}_g$, it is distinguished between a regular CC turn and an irregular one as illustrated in Fig. 2.10. In contrast to the regular CC turn, the irregular one allows a direction switch at the intermediate states $\mathbf{x}_i$ and $\mathbf{x}_j$. This results in a shorter connection for $\delta > 2\delta_{\text{min}} + \pi$. 

Figure 2.10  Visualization of a regular and irregular CC turn for a forward motion to the left. Both turns connect the start state $\mathbf{x}_s$ and the goal state $\mathbf{x}_g$ with two clothoids and a circular arc. The irregular turn yields a shorter connection for $\delta > 2\delta_{\text{min}} + \pi$. 

Figure 2.11  Curvature rate and curvature profile of a CC turn to the left. The curvature profile is obtained by integrating the curvature rate along the arc length $\tilde{s}$. 

(a) Curvature rate profile.  
(b) Curvature profile.
where the angle $\delta_{\text{min}}$ describes the deflection between $\mathbf{x}_s$ and $\mathbf{x}_i$ as

$$
\delta_{\text{min}} = \frac{\kappa_{\text{max}}^2}{(2\sigma_{\text{max}})}.
$$

(2.15)

A major advantage of the CC turn is that all its variables (see Fig. 2.10) can be described explicitly given the vehicle’s initial gear $g \in \{-1, 1\}$ (backwards, forwards), the desired turning direction $t \in \{-1, 1\}$ (right, left), the start state $\mathbf{x}_s$, and the deflection $\delta$. For instance, the first intermediate state $\mathbf{x}_i$ is computed as

$$
1\mathbf{x}_i = \begin{pmatrix}
1\mathbf{x}_i \\
1\mathbf{y}_i \\
1\hat{\kappa}_i
\end{pmatrix} = \begin{pmatrix}
g \sqrt{\pi/\sigma_{\text{max}}} C_f(\sqrt{2\delta_{\text{min}}}/\pi) \\
t \sqrt{\pi/\sigma_{\text{max}}} S_f(\sqrt{2\delta_{\text{min}}}/\pi) \\
gt \delta_{\text{min}} \\
t \kappa_{\text{max}}
\end{pmatrix},
$$

(2.16)

where $1(\bullet)$ describes a variable in the local frame 1 (see Fig. 2.10) and $C_f(\bullet)$, $S_f(\bullet)$ the Fresnel integrals given in (A.14). The center of the CC circle $\mathbf{x}_c$ can be obtained by

$$
1\mathbf{x}_c = \begin{pmatrix}
1\mathbf{x}_c \\
1\mathbf{y}_c \\
1\hat{\kappa}_i
\end{pmatrix} = \begin{pmatrix}
1\mathbf{x}_i - 1\hat{\kappa}_i^{-1}\sin(1\hat{\theta}_i) \\
1\mathbf{y}_i + 1\hat{\kappa}_i^{-1}\cos(1\hat{\theta}_i)
\end{pmatrix},
$$

(2.17)

and its outer radius $r$ by

$$
r = \|1\mathbf{x}_c\|_2.
$$

(2.18)

Rotating $\mathbf{x}_i$ by $\delta - 2\delta_{\text{min}}$ on a circle with radius $\kappa_{\text{max}}^{-1}$ and center $\mathbf{x}_c$ yields the second intermediate state $\mathbf{x}_j$ as

$$
1\mathbf{x}_j = \begin{pmatrix}
1\mathbf{x}_j \\
1\mathbf{y}_j \\
1\hat{\theta}_j \\
1\hat{\kappa}_j
\end{pmatrix} = \begin{pmatrix}
1\mathbf{x}_c + 1\hat{\kappa}_i^{-1}\sin(1\hat{\theta}_i + gt(\delta - 2\delta_{\text{min}})) \\
1\mathbf{y}_c - 1\hat{\kappa}_i^{-1}\cos(1\hat{\theta}_i + gt(\delta - 2\delta_{\text{min}})) \\
1\hat{\theta}_i + gt(\delta - 2\delta_{\text{min}}) \\
1\hat{\kappa}_i
\end{pmatrix},
$$

(2.19)

The goal state $\mathbf{x}_g$ can finally be calculated according to

$$
1\mathbf{x}_g = \begin{pmatrix}
1\mathbf{x}_g \\
1\mathbf{y}_g \\
1\hat{\theta}_g \\
1\hat{\kappa}_g
\end{pmatrix} = \begin{pmatrix}
1\mathbf{x}_c + t r \sin(gt(\delta + \mu)) \\
1\mathbf{y}_c - t r \cos(gt(\delta + \mu)) \\
0 \\
0
\end{pmatrix},
$$

(2.20)

\footnote{Throughout this thesis, the minimal deflection $\delta_{\text{min}}$ is assumed to be less than $\pi/2$, which is typically fulfilled at low speeds. An extension to arbitrary minimal deflections can be found in [208].}
where the angle $\mu$ is given by

$$
\mu = gt \arctan(\frac{1}{x_c/1y_c}).
$$

Note that all states $\dot{x}(\bullet)$ are given in the local frame 1 and can be transformed to the inertial frame $I$ (see Fig. 2.10) with

$$
I\dot{x} (\bullet) = \begin{pmatrix}
I\dot{x}_s \\
I\dot{y}_s \\
I\dot{\theta}_s \\
0
\end{pmatrix}
+ \begin{pmatrix}
\cos(I\dot{\theta}_s) & -\sin(I\dot{\theta}_s) & 0 & 0 \\
\sin(I\dot{\theta}_s) & \cos(I\dot{\theta}_s) & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1\dot{x} (\bullet) \\
1\dot{y} (\bullet) \\
1\dot{\theta} (\bullet) \\
1\dot{\kappa} (\bullet)
\end{pmatrix}.
$$

(2.22)

As the regular and irregular CC turns always steer the vehicle to maximum curvature, two special cases have to be considered (see Fig. 2.12) that result in a shorter arc length for small deflections. In case there is no change in orientation between the start and goal state, the CC turn reduces to a straight line as visualized in Fig. 2.12(a). For $0 < \delta < 2\delta_{\text{min}}$, it is proposed in [53, 161] to connect both states with an elementary path [159, 160] as illustrated in Fig. 2.12(b).

![Figure 2.12](https://example.com/figure2_12.png)

**Figure 2.12** Two special cases of the CC turn for small deflections: a straight line for $\delta = 0$ and an elementary path for $0 < \delta < 2\delta_{\text{min}}$.

The main idea of such an elementary path is to connect both vehicle states with two symmetric clothoids that satisfy the constraints of the CC car. It is shown in [160, 161] that a unique solution to this problem exists in the
interval $0 < \delta < 2\delta_{\text{min}}$ if $\delta_{\text{min}}$ is smaller than $\approx 0.7313\pi$. The curvature rate $\sigma_0$ of the two clothoids can then be explicitly computed according to

$$\sigma_0 = \frac{\pi (\cos(\delta/2)C_f(\sqrt{\delta/\pi}) + \sin(\delta/2)S_f(\sqrt{\delta/\pi}))^2}{(r \sin(\delta/2 + \mu))^2}.$$  

(2.23)

Fig. 2.13 visualizes both the curvature rate and the curvature profile of an elementary path.

![Curvature rate profile.](image1)

(a) Curvature rate profile.

![Curvature profile.](image2)

(b) Curvature profile.

Figure 2.13  Curvature rate and curvature profile of an elementary path to the left.

It can be seen that such a path not only satisfies the vehicle’s constraints given by $\sigma_{\text{max}}$ and $\kappa_{\text{max}}$, but also yields a symmetric connection between the start and goal state. This can also be observed in Fig. 2.12(b), where the symmetry axis is marked by the line joining the circle center $x_c$ and the intermediate state $\tilde{x}_m$. The latter can be explicitly expressed in the local frame 1 as

$$1\tilde{x}_m = \begin{pmatrix} 1\tilde{x}_m \\ 1\tilde{y}_m \\ 1\tilde{\theta}_m \\ 1\tilde{\kappa}_m \end{pmatrix} = \begin{pmatrix} g \sqrt{\pi/\sigma_0}C_f(\sqrt{\delta/\pi}) \\ t \sqrt{\pi/\sigma_0}S_f(\sqrt{\delta/\pi}) \\ gt\delta/2 \\ t\sqrt{\delta \sigma_0} \end{pmatrix}. \quad (2.24)$$

On the basis of the details given above, the arc length $l(\delta)$ of a CC turn can now be derived. In the regular case, it is given by

$$l(\delta) = \begin{cases} 2r \sin(\mu), & \text{if } \delta = 0, \\ 2\sqrt{\delta / \sigma_0}, & \text{if } 0 < \delta < 2\delta_{\text{min}}, \\ 2l_{\text{min}} + \kappa_{\text{max}}^{-1}(\delta - 2\delta_{\text{min}}), & \text{if } \delta \geq 2\delta_{\text{min}}, \end{cases} \quad (2.25)$$

where the length $l_{\text{min}}$ of the clothoids are calculated as

$$l_{\text{min}} = \kappa_{\text{max}}/\sigma_{\text{max}}. \quad (2.26)$$
The first two cases in (2.25) describe the length of a straight line and of an elementary path while the third case gives the length of two clothoids concatenated with a circular arc. Similarly, the arc length of an irregular CC turn is defined by

\[
l(\delta) = \begin{cases} 
2r \sin(\mu), & \text{if } \delta = 0, \\
2\sqrt{\delta/\sigma_0}, & \text{if } 0 < \delta < 2\delta_{\min}, \\
2l_{\min} + \kappa_{\max}^{-1}(\delta - 2\delta_{\min}), & \text{if } 2\delta_{\min} \leq \delta \leq 2\delta_{\min} + \pi, \\
2l_{\min} + \kappa_{\max}^{-1}(2\pi - \delta + 2\delta_{\min}), & \text{if } \delta > 2\delta_{\min} + \pi, 
\end{cases}
\]

(2.27)

where the fourth case accounts for the direction switches at the intermediate states \(\hat{x}_i\) and \(\hat{x}_j\). Note that using irregular rather than regular CC turns in the computation of continuous curvature paths remains a design choice to the user, which trades off path length against the number of direction switches.

### 2.3.1.3 Continuous Curvature Path

A CC path can now be computed such that it connects a given start and goal state while satisfying the constraints of the CC car. This steering function is called CC steer [53] and comes in two variants: CC-Dubins, which only allows driving forwards or backwards, and CC-RS, which poses no constraint on the driving direction. As indicated by their names, they extend both Dubins as well as RS steer to \(G^2\) continuity. In the original publication [53], CC steer only connects start and goal states with zero curvature, in the following referred to as CC\textsuperscript{00}-Dubins and CC\textsuperscript{00}-RS. As this is a rather strong limitation, the extension in Sec. 2.3.3 describes a novel way that also takes into account the actual curvature at both ends of the path. Before that, a better understanding of the original computation steps is required, which are briefly outlined in the following on the basis of CC\textsuperscript{00}-RS steer.

Given a start state \(\hat{x}_s\) and a goal state \(\hat{x}_g\), both with zero curvature, four CC circles are fitted to each state such that all possible driving and turning directions of the CC car are covered. This is visualized in Fig. 2.14, where each circle center is obtained according to (2.17). As it can be seen in this figure, the initial gear of the vehicle at the start and goal state is abbreviated by \(g_{i=1:4}\) and \(g_{j=5:8}\) and its initial turning direction by \(t_{i=1:4}\) and \(t_{j=5:8}\). As both states are treated equally, it is required to invert \(g_j\) when deriving the actual driving direction on the goal circle.

In the next computation step, candidate paths have to be constructed using CC turns, straight lines, and tangency conditions to concatenate them. Op-
posed to Dubins and RS steer, the shortest connection cannot be expressed by a closed set of candidate paths anymore as the solution might require an infinite number of clothoids. Thus, it is proposed in [53] to construct the candidate paths based on the Dubins and RS families given in Tab. 2.1 and Tab. 2.2. Depending on the available computation time, additional families [52] can be added, which might further reduce the length of the computed paths. Therefore, CC-RS steer is evaluated throughout this thesis with the families listed in Tab. 2.3, and CC-Dubins steer with the Dubins families given in the first column of that table.

Each family in Tab. 2.3 comes with a set of existence conditions that allow to quickly assess whether a start and a goal circle can be connected by the respective family. For instance, the existence conditions for $CC\mid C$ can be derived as

\begin{align}
    g_i \cdot g_j &= +1, \\
    t_i \cdot t_j &= +1, \\
    2r(1 - \cos(\mu)) &\leq \|x_{c,j} - x_{c,i}\| \leq 2r(1 + \cos(\mu)),
\end{align}

where the first and second equation condition the driving and turning direction on the start and goal circle, and the third equation defines a valid
Table 2.3  CC-RS families, where $C$ describes a CC turn, $S$ a straight line, and $|$ a direction switch.

<table>
<thead>
<tr>
<th>Dubins families</th>
<th>Additional RS families</th>
<th>Additional families</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CSC$</td>
<td>$CC</td>
<td>C$</td>
</tr>
<tr>
<td>$CCC$</td>
<td>$C</td>
<td>CC$</td>
</tr>
<tr>
<td></td>
<td>$C</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>$CSC</td>
<td>C$</td>
</tr>
<tr>
<td></td>
<td>$C</td>
<td>CSC$</td>
</tr>
<tr>
<td></td>
<td>$CC</td>
<td>CC$</td>
</tr>
<tr>
<td></td>
<td>$C</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>$C</td>
<td>CSC</td>
</tr>
</tbody>
</table>

interval between both circle centers. If all three conditions are fulfilled, a candidate path can be constructed. This is, for instance, visualized in Fig. 2.15 for a candidate of the family $CC|C$.

Figure 2.15  Extension of Fig. 2.14 with a $CC^{(0)}$-RS candidate path based on the family $CC|C$. The existence condition in (2.28c) can be verified by unrolling the start CC circle on the circle in the middle such that the distance $d$ is mini-/maximized.

It can be seen that three CC turns are concatenated to a curvature continuous path that includes one direction switch. The geometric relations between the CC circles allow to compute the unknown circle center $x_{c,9} = (x_{c,9} \ y_{c,9})^T$.
in the local frame $1$ (see Fig. 2.15) according to

$$
i x_{c,9} = \frac{4r^2(1 - \cos^2(\mu)) + d^2}{2d},$$  

(2.29a)

$$
i y_{c,9} = \sqrt{4r^2 - i x_{c,9}^2},$$  

(2.29b)

where the law of cosines and the Pythagorean theorem are used. The overall length of a candidate path can now be computed by summing up the arc length of the CC turns and the length of the straight line, if one is contained within the respective family. This procedure has to be repeated for all possible candidate paths of all families. Additional information about the existence conditions of the other families including illustrations of possible candidate paths can be found in [68].

Having computed all candidates, CC steer selects the one with the minimal length as an approximation of the shortest connection. Additionally, it derives the inputs $\tilde{u}_k$ that steer the CC car to the goal. This is implemented in [208] for the steering procedures CC$^{00}$-Dubins and CC$^{00}$-RS. A visualization of two example paths with the same start and goal pose (position and orientation) as in Fig. 2.6 and Fig. 2.9 is displayed in Fig. 2.16.

![Figure 2.16](image_url)

**Figure 2.16** Two illustrations of the shortest path approximation for a CC car that only moves forwards (a) and both forwards and backwards (b). The colors have the same meaning as in Fig. 2.6 and Fig. 2.9.

It can be observed that CC$^{00}$-Dubins steer chooses the family $CCC$ to connect both states while CC$^{00}$-RS steer further optimizes the path length.
by selecting the family $CSC|C$. The selected families are similar to the ones chosen by Dubins and RS steer in Fig. 2.6 and Fig. 2.9. This is, however, not always the case and depends on the two given states and the parameters of the vehicle. In addition to that, the track of the front wheels in Fig. 2.16 reveals the $G^2$ continuity of the computed CC paths. As a consequence, the CC car can smoothly follow the computed path without having to deal with curvature discontinuities as in the $G^1$ continuous case.

Just as with Dubins and RS steer, it is left to discuss the completeness, symmetry, and topological property [170] of CC steer. With respect to completeness, CC steer guarantees that a path exists for arbitrary start and goal states with zero curvature. This can be verified by comparing the existence conditions of all CC$^0$-Dubins and CC$^0$-RS families, which reveal that at least one family can always be constructed. In contrast to that, symmetry and the topological property can only be ensured by CC$^0$-RS and not by CC$^0$-Dubins steer. This is not surprising as Dubins and RS steer show the same characteristics. However, it has to be noted that in the case of CC$^0$-RS steer, satisfying the topological property requires the introduction of additional so-called topological paths [53]. Further details can be found in Sec. 2.3.2.4.

Albeit the advantages of CC steer compared to its $G^1$ continuous counterparts, three potential drawbacks remain:

(1) The computed bang-bang steering inputs (see Fig. 2.11(a) and Fig. 2.13(a)) require an infinite steering acceleration, which might violate the physical limits of the actuator. Possible outcomes include a high mechanical stress on the steering system as well as a potential deviation from the calculated path when it is executed by the vehicle in closed loop.

(2) CC$^0$-Dubins and CC$^0$-RS steer are restricted to zero curvature at the start and goal. This can be a significant limitation in the replanning phase of a motion planner when the vehicle is in a state with non-zero velocity and curvature.

(3) The CC car never allows to turn its wheels on the spot, which might cause unnatural solutions in tight environments such as encountered in parallel parking.

All three limitations are tackled in the following sections. A solution to (1) can be found in Sec. 2.4, a solution to (2) in Sec. 2.3.3, and the next section addresses the drawback stated in (3).
2.3.2 Hybrid Curvature Steer

As previously mentioned, maneuvering automated vehicles in tight environments without steering the wheels in place might result in unnatural paths with many cusps. Observations have shown, however, that humans often overcome this problem by allowing curvature discontinuities when switching the driving direction. This is one of the major motivations behind the introduction of HC steer, a novel steering function for automated vehicles in dense scenarios. HC steer enforces $G^2$ continuity between direction switches, but allows curvature discontinuity at cusps. By doing so, it computes directly executable paths with less curvature discontinuities than RS steer and shorter path length than CC steer.

The required computation steps of HC steer including its properties are outlined in the following sections: Sec. 2.3.2.1 introduces the HC car, Sec. 2.3.2.2 describes the so-called HC turns, and Sec. 2.3.2.3 outlines the computation of a HC path. In addition to that, the topological property of HC steer is discussed in Sec. 2.3.2.4.

2.3.2.1 Hybrid Curvature Car

Similar to the CC car, the so-called HC car moves on straight lines, clothoids, and circular arcs. Its motion model is identical to the one of the CC car, which constrains the maximum curvature as well as the maximum curvature rate (see Sec. 2.3.1.1). At direction switches, however, the HC car allows to change the curvature while the vehicle is not moving. In order to account for this in the arc length dependent motion model (2.12), it is required to directly modify the vehicle’s current curvature to the desired value. As a result, the HC car behaves the same as the CC car between direction switches and acts similar to the RS car at cusps.

An interesting question is whether the shortest path of the HC car can be expressed similar to Dubins and RS steer with a closed set of families. Unfortunately, the insights from the analysis of the CC car allow to conclude that this is in general not the case. It can be verified by considering an optimal path that contains no direction switch. In this case, it is known for the CC car that: (1) if the start and goal state are far enough away from each other, the shortest path contains a straight line [38, 158], and (2) if a straight line is contained among other segments, an infinite number of clothoids are required to describe the optimal solution [14, 158]. As the HC car behaves the same as the CC car in the absence of cusps, the result that no closed-form
solution exists for this problem can be directly transferred to the HC car. In order to still derive a computationally tractable solution, a shortest path approximation is computed similarly to CC steer. This requires to introduce HC turns next as one of HC steer’s basic components.

### 2.3.2.2 Hybrid Curvature Turns

The aim of this section is to introduce a novel curvature continuous turn called HC turn that transitions the vehicle from a start state $\mathbf{x}_s$ with zero curvature to a goal state $\mathbf{x}_g$ with maximum curvature. Such a turn can be seen as a combination of a CC turn, which also enforces zero curvature at the start state, and a RS turn, which terminates in a goal state with maximum curvature, too. This hybrid approach allows to concatenate HC turns with straight lines or other RS, CC, and HC turns such that curvature continuity is enforced at the start state and curvature discontinuity at the goal state. Thus, HC turns are an integral part of HC steer, which enforces curvature continuity except at cusps.

Similar to RS and CC turns, HC turns use clothoids of maximum curvature rate $\sigma_{\text{max}}$ and circular arcs of maximum curvature $\kappa_{\text{max}}$ to connect start and goal. This can be seen in Fig. 2.17, where a clothoid steers the vehicle from zero curvature at the start state $\mathbf{x}_s$ to maximum curvature at the intermediate state.

**Figure 2.17** Visualization of a regular and irregular HC turn for a forward motion to the left. Both turns connect the start state $\mathbf{x}_s$ and the goal state $\mathbf{x}_g$ with a clothoid and a circular arc. The irregular turn results in a shorter connection for $\delta < \delta_{\text{min}}$ and $\delta > \delta_{\text{min}} + \pi$. 
state $\tilde{x}_i$. The goal state $\tilde{x}_g$ is then reached on a circular arc with radius $\kappa_{\text{max}}^{-1}$. The corresponding profiles of the curvature rate $\dot{\kappa}(\tilde{s})$ and the curvature $\kappa(\tilde{s})$ with respect to the arc length $\tilde{s}$ are given in Fig. 2.18.

![Curvature rate profile](image1)

![Curvature profile](image2)

**Figure 2.18** Curvature rate and curvature profile of a HC turn to the left. The curvature profile is obtained by integrating the curvature rate along the arc length $\tilde{s}$.

Just as with CC turns, it is distinguished here between a regular and irregular HC turn (see Fig. 2.17). As opposed to the regular turn, the irregular one allows a direction switch at the intermediate state $\tilde{x}_i$. This results in a shorter arc length for $\delta < \delta_{\text{min}}$ and $\delta > \delta_{\text{min}} + \pi$, where $\delta_{\text{min}}$ is computed according to (2.15). Note, however, that a single direction switch at $\tilde{x}_i$ inverts the initial driving direction, which has to be taken care of when computing HC paths.

Both HC turns in Fig. 2.17 can be completely described given the vehicle’s initial gear $g \in \{-1, 1\}$, the desired turning direction $t \in \{-1, 1\}$, the start state $\tilde{x}_s$, and the deflection $\delta \in [0, 2\pi)$. For example, the circle center $x_c$ and the outer radius $r$ can be evaluated according to (2.17)–(2.18). The angle $\mu$ is given by (2.21) and the intermediate state $\tilde{x}_i$ by (2.16). A rotation by $\delta - \delta_{\text{min}}$ of $\tilde{x}_i$ on a circle with radius $\kappa_{\text{max}}^{-1}$ and center $x_c$ yields the goal state $\tilde{x}_g$ in the local frame $I$ as

$$
\begin{bmatrix}
1 \tilde{x}_g \\
1 \tilde{y}_g \\
1 \tilde{\theta}_g \\
1 \tilde{\kappa}_g
\end{bmatrix}
= \begin{bmatrix}
x_c + 1 \kappa_i^{-1} \sin(1 \tilde{\theta}_i + gt(\delta - \delta_{\text{min}})) \\
y_c - 1 \kappa_i^{-1} \cos(1 \tilde{\theta}_i + gt(\delta - \delta_{\text{min}})) \\
1 \tilde{\theta}_i + gt(\delta - \delta_{\text{min}}) \\
1 \tilde{\kappa}_i
\end{bmatrix},
$$

(2.30)

which can be transformed to the inertial frame $I$ using (2.22).

The arc length $l(\delta)$ of a HC turn can now be derived. For a regular turn, it
is defined by

\[
\ell(\delta) = \begin{cases} 
\ell_{\text{min}} + \kappa_{\text{max}}^{-1}(2\pi + \delta - \delta_{\text{min}}), & \text{if } \delta < \delta_{\text{min}}, \\
\ell_{\text{min}} + \kappa_{\text{max}}^{-1}(\delta - \delta_{\text{min}}), & \text{if } \delta \geq \delta_{\text{min}}, 
\end{cases}
\]

(2.31)

where \(\ell_{\text{min}}\) is calculated according to (2.26). Note that small deflections \((\delta < \delta_{\text{min}})\) result in longer connections than large deflections \((\delta \geq \delta_{\text{min}})\). This is due to the fact that the regular HC turn does not allow a direction switch at \(\hat{x}_i\). Thus, the vehicle is forced to go once all around the circle in order to reach a goal state with \(\delta < \delta_{\text{min}}\). As opposed to that, the irregular HC turn inverts the driving direction at \(\hat{x}_i\) for \(\delta < \delta_{\text{min}}\) and \(\delta > \delta_{\text{min}} + \pi\) resulting in

\[
\ell(\delta) = \begin{cases} 
\ell_{\text{min}} + \kappa_{\text{max}}^{-1}(-\delta + \delta_{\text{min}}), & \text{if } \delta < \delta_{\text{min}}, \\
\ell_{\text{min}} + \kappa_{\text{max}}^{-1}(\delta - \delta_{\text{min}}), & \text{if } \delta_{\text{min}} \leq \delta \leq \delta_{\text{min}} + \pi, \\
\ell_{\text{min}} + \kappa_{\text{max}}^{-1}(2\pi - \delta + \delta_{\text{min}}), & \text{if } \delta > \delta_{\text{min}} + \pi.
\end{cases}
\]

(2.32)

Notice, however, that a single direction switch on a HC turn has to be kept in mind when constructing HC paths, which are supposed to only allow curvature discontinuities at cusps. This requires a case-by-case analysis to determine whether a regular HC turn can be replaced by an irregular one without violating the definition of HC steer.

2.3.2.3 Hybrid Curvature Path

This section details the computation steps of HC steer, a novel steering function that enforces curvature continuity except at cusps. The computed HC path minimizes path length and satisfies the constraints of the HC car. As this steering function can only be applied to vehicles that move both forwards and backwards, it is also denoted as HC-RS steer. Its computation is explicitly detailed in the following paragraphs for HC\((^{(b)}\)-RS, which enforces zero curvature at both the start and the goal state. This limitation is then removed in Sec. 2.3.3.

Given a start state \(\hat{x}_s\) and a goal state \(\hat{x}_g\), both with zero curvature, four HC circles are fitted to each state by iterating over all possible driving and turning directions. This can be seen in Fig. 2.19, where the center of each HC circle is computed according to (2.17). The variables \(g_{i=1:4}\) and \(g_{j=5:8}\) denote the vehicle’s initial gear at the start and goal state while \(t_{i=1:4}\) and \(t_{j=5:8}\) describe its turning direction at the respective state. Similar to CC steer,
it has to be noted that the vehicle’s actual driving direction on the goal circle is inverse to \( g_j \).

Next, candidate paths are computed that minimize path length while fulfilling the desired properties of HC steer. In contrast to Dubins and RS steer, the shortest path for the HC car can generally not be described by a finite set of candidate paths (see Sec. 2.3.2.1). To still obtain a computationally tractable solution, it is therefore proposed to construct candidate paths on the basis of the same heuristically selected families as CC-RS steer (see Tab. 2.3).

It is known that each family in Tab. 2.3 comes with a set of existence conditions. They allow to quickly determine which of the four start and goal HC circles (see Fig. 2.19) can be connected by the respective family. For instance, the existence conditions of \( C|CC \) are defined as

\[
\begin{align*}
g_i \cdot g_j & = +1, \\
t_i \cdot t_j & = +1, \\
2(r - \kappa_{\text{max}}^{-1}) & \leq \| x_{c,j} - x_{c,i} \|_2 \leq 2(r + \kappa_{\text{max}}^{-1}).
\end{align*}
\]

The first two conditions in (2.33) formulate a constraint on the initial and final driving and turning direction. Opposed to that, the third condition gives a valid interval between the center of the circles \( x_{c,i=1:4} \) and \( x_{c,j=5:8} \). Only if all

Figure 2.19 Four HC circles fitted to the start and goal state. Each circle describes a different driving and turning direction of the vehicle at the respective state.
three conditions are fulfilled, a candidate path of the respective family can be constructed between two HC circles. As these existence conditions are essential for a fast implementation of HC steer, they are listed for all families in Sec. A.2.

Now, straight lines as well as RS, CC, and HC turns are used to construct candidate paths on the basis of the given families and the definition of HC steer. For instance, Fig. 2.20 illustrates such a candidate path of the family $C|CC$.

![Figure 2.20](image)

**Figure 2.20** Extension of Fig. 2.19 with a HC$^{90\circ}$-RS candidate path based on the family $C|CC$. The existence condition in (2.33c) can be verified by unrolling the start HC circle on the circle in the middle such that the distance $d$ is mini-/maximized.

It can be seen that the computed path consists of two HC turns and one CC turn at the end. Thus, the steering procedure enforces curvature continuity everywhere except at the cusp as required by the definition of HC steer. In this example, the unknown circle center $x_{c,9} = (x_{c,9}, y_{c,9})^T$ can be computed in the local frame 1 (see Fig. 2.20) as

$$
1x_{c,9} = \frac{4(\kappa_{\text{max}}^2 - r^2) + d^2}{2d}, \quad (2.34a)
$$

$$
1y_{c,9} = \sqrt{4\kappa_{\text{max}}^2 - 1x_{c,9}^2}, \quad (2.34b)
$$

where the law of cosines and the Pythagorean theorem are used. The overall path length can now be derived by adding the arc length of the turns to the length of the straight line, if one is contained within the respective family. These steps have to be repeated for all possible candidate paths of all families,
which are further detailed in Sec. A.2. HC steer finally selects the candidate path with the minimal length and returns the corresponding inputs that move the vehicle to the goal. The resulting path is an approximation of the shortest path problem for the HC car with zero curvature at the start and goal.

The previously described steering function $HC^{00}$-RS enforces zero curvature at both ends of the path. Modifications to the start and/or the goal circle allow to also realize the steering functions $HC^{0\pm}$, $HC^{\pm0}$, and $HC^{\pm\pm}$-RS, where the superscript denotes the curvature at the start and goal (zero or $\pm\kappa_{\text{max}}$). For instance, $HC^{0\pm}$-RS steer denotes a steering procedure that starts with zero curvature and terminates with either $\pm\kappa_{\text{max}}$ depending on the shorter path length. An implementation of all four steering functions can be found in [208] and an exemplary visualization of $HC^{00}$- and $HC^{\pm\pm}$-RS steer in Fig. 2.21.

![Figure 2.21](image)

**Figure 2.21** Visualization of two shortest path approximations for a HC car. The illustrated paths are once computed for zero curvature at the start and goal state (a) and once for either $\pm\kappa_{\text{max}}$ at both states (b). The colors are adopted from Fig. 2.9.

Both images highlight the nature of HC steer: computation of paths that enforce $G^2$ continuity everywhere except at cusps. This can be seen by looking at the track of the front wheels in Fig. 2.21. As a result, HC steer is closely related to RS steer at cusps (see Fig. 2.9) and to CC-RS steer everywhere else (see Fig. 2.16(b)).

Further important questions are whether HC steer is complete and symmetric, and whether it fulfills the topological property [170]. With respect to completeness, all four derivatives of HC steer, namely $HC^{00}$-, $HC^{0\pm}$-, $HC^{\pm0}$-, and $HC^{\pm\pm}$-RS,
and HC\(^{\pm \pm}\)-RS are complete. This can be verified by comparing the existence conditions of the families used for the computation of the candidate paths [208]. The symmetry analysis of RS steer in Sec. 2.2.2.2 can be directly transferred to HC\(^{00}\)- and HC\(^{\pm \pm}\)-RS steer allowing to conclude that both steering functions are symmetric. In contrast to that, HC\(^{0 \pm}\)- and HC\(^{\pm 0}\)-RS steer cannot fulfill this property due to the different curvatures at both ends of the path. Regarding the topological property of HC steer, a discussion can be found in the next section.

### 2.3.2.4 Topological Property

Integrating a steering function into a (probabilistically) complete motion planner, such as RRT\(^*\), raises the question whether completeness can be preserved for the resulting combination. On the basis of [170], it is known that such a combination remains complete if the steering function respects the topological property. In order to proof that this is the case, it has to be shown that the steering function fulfills the underlying definition given in [170] as

\[
\forall \varepsilon > 0, \exists \eta > 0 \text{ such that } \forall \bar{x}_s \in \mathbb{R}^n, \\
\forall \bar{x}_g \in B(\bar{x}_s, \eta) \Rightarrow \text{steer}(\bar{x}_s, \bar{x}_g) \in B(\bar{x}_s, \varepsilon),
\]

where \(\varepsilon\) and \(\eta\) are scalar values that describe the radius of a ball \(B(\bullet)\) centered at the given start configuration \(\bar{x}_s\), and \(\text{steer}(\bullet)\) denotes the steering function that outputs a feasible connection from the start to the goal state. Within this context, it has to be noted that \(\text{steer}(\bullet)\) is not restricted to a single steering function call, but rather allowed to concatenate multiple steering procedures in order to fulfill the given condition.

In other words, (2.35) says that a steering function fulfills the topological property if all states in an \(\eta\)-neighborhood can be reached by a path that completely remains within an \(\varepsilon\)-region. This allows to immediately conclude that all steering functions whose path length is lower bounded can not fulfill the topological property. Combining such steering functions with a motion planner yields an incomplete algorithm that might not be able to solve a feasible planning problem.

Out of the previously discussed \(G^2\) continuous steering functions, HC\(^{\pm \pm}\)-RS steer directly fulfills the topological property without any further modification. The same can be guaranteed for the other derivatives of HC steer and for CC\(^{00}\)-RS steer if additional so-called topological paths [53] are introduced. Otherwise, the path length of these steering functions would be lower
bounded and thus violate the topological property as discussed above. While more information on this and the topological paths can be found in [53], the following paragraphs focus on HC\textsuperscript{±±}-RS steer and its ability to satisfy the topological property without such an extension.

Remember that HC\textsuperscript{±±}-RS steer computes hybrid curvature paths by evaluating the families in Tab. 2.3 and enforcing ±κ\textsubscript{max} at the start and goal. An in-depth analysis of the families shows that in this setup, both C|C|C and C|S|C only contain RS turns and no CC or HC turns. The advantage of RS turns is that they do not possess a lower bound on the arc length (compare (2.7), (2.25), and (2.31)) making them suitable candidates for paths that respect (2.35). Indeed, it can now be shown that the families C|C|C and C|S|C are sufficient in the HC\textsuperscript{±±}-RS case to satisfy the topological property.

To this end, an η-neighborhood must be derived such that (2.35) can be fulfilled. Without loss of generality, the following two assumptions are made. First, the dimension n in (2.35) is set to three and the curvature at the start and goal state is neglected. This simplification is allowed in path planning as the vehicle can always be brought to a stop in order to adjust the wheels to the desired value [53]. Second, it is assumed similar to [53] that the goal state \( \tilde{x}_g = (\tilde{x}_g, \tilde{y}_g, \tilde{\theta}_g) \), where \( \tilde{x}_g \in B(\tilde{x}_s, \eta) \), is reached from the start state \( \tilde{x}_s = (0 \ 0 \ 0)^T \) in three steps: (1) reorient the vehicle to the first intermediate state \( \tilde{x}_i = (0 \ 0 \ \tilde{\theta}_i)^T \) (see Fig. 2.22(a)), (2) move it laterally to the second intermediate state \( \tilde{x}_j = (\tilde{x}_g, \tilde{y}_g, \tilde{\theta}_i)^T \) (see Fig. 2.22(b)), and (3) apply another reorientation similar to (1) in order to reach the terminal state \( \tilde{x}_g \).

The reorientation path in Fig. 2.22(a) is given by the family C|C|C of HC\textsuperscript{±±}-RS steer. It moves the vehicle on three consecutive RS turns from \( \tilde{x}_s \) to \( \tilde{x}_i \) without leaving the circle with radius \( 0 < r_{\text{reo}} \leq \min (\varepsilon, \kappa_{\text{max}}^{-1}) \). The deflections \( \delta_1, \delta_7, \) and \( \delta_9 \) on those three circles can be computed analytically as

\[
\delta_1(r_{\text{reo}}) = \delta_7(r_{\text{reo}}) = 2 \arcsin \left( \frac{r_{\text{reo}} \kappa_{\text{max}}}{2} \right), \tag{2.36a}
\]

\[
\delta_9(r_{\text{reo}}) = 2 \arccos \left( \frac{\kappa_{\text{max}}^{-1} + r_{\text{reo}} \sin(\delta_1/2)}{\sqrt{r_{\text{reo}}^2 + \kappa_{\text{max}}^{-2} + 2r_{\text{reo}} \kappa_{\text{max}}^{-1} \sin(\delta_1/2)}} \right). \tag{2.36b}
\]

In other words, given an arbitrary intermediate orientation \( \tilde{\theta}_i \in [-\pi, \pi) \), one can always find a radius \( r_{\text{reo}} > 0 \) that allows to reach \( \tilde{\theta}_i \) without leaving the \( \varepsilon \)-bound. Note that if \( \varepsilon < \kappa_{\text{max}}^{-1} \) it might be required to concatenate multiple reorientation paths to end up at \( \tilde{\theta}_i \). Additionally, it has to be mentioned that
due to the symmetry of the family $\mathcal{C}|\mathcal{C}|\mathcal{C}$, negative orientations can also be realized by starting with a right turn instead of a left turn as in Fig. 2.22(a).

Now that it is shown that there always exists an $\eta$-neighborhood for the reorientation of the car, the same must be true for its lateral displacement. This requires an in-depth analysis of the lateral path visualized in Fig. 2.22(b). The general goal of such a path, which belongs to $\mathcal{H}^{\pm\pm}_{\mathcal{RS}}$ steer’s family $\mathcal{C}|\mathcal{S}|\mathcal{C}$, is to shift the vehicle sideways from $\hat{x}_i$ to the parallel vehicle pose $\hat{x}_j$ without leaving the circle with radius $0 < r_{\text{lat}} \leq \varepsilon$. To achieve this, the deflections $\delta_1 = \delta_8$ on the two RS turns in Fig. 2.22(b) can be computed by solving

$$
\frac{r_{\text{lat}}^2\kappa_{\text{max}}^2}{4} = \frac{4\sin^4(\delta_1/2)}{\cos^2(\delta_1)} + \frac{4\sin^4(\delta_1/2)}{\cos(\delta_1)} + \sin^2(\delta_1/2). \quad (2.37)
$$

The right hand side of (2.37) describes a monotonously increasing curve for $\delta_1 \in [0, \pi/2)$ that takes a value of zero for $\delta_1 = 0$ and goes to $+\infty$ as $\delta_1 \to \pi/2$. Therefore, it can be concluded that a numerical root finding algorithm can always solve (2.37) for arbitrary values of $r_{\text{lat}}$. The displacement $d_{\text{lat}}$ of such a
lateral path (see Fig. 2.22(b)) can now be computed as

\[ d_{\text{lat}}(r_{\text{lat}}) = \frac{4 \sin^2(\delta_1/2)}{\kappa_{\text{max}} \cos(\delta_1)}. \] (2.38)

As a result, the lateral path allows to shift the vehicle sideways to arbitrary vehicle states \( \hat{x}_j \), which are no further than \( d_{\text{lat}}(r_{\text{lat}} = \varepsilon) \) away from \( \hat{x}_i \). The resulting vehicle motion is guaranteed to lie within the \( \varepsilon \)-bound due to the definition of the lateral path.

Now that the vehicle has reached the second intermediate state \( \hat{x}_j = (\bar{x}_g \bar{y}_g \bar{\theta}_i)^\top \), another reorientation similar to the one in Fig. 2.22(a) can be applied to finally reach the goal \( \bar{x}_g \). Here, it only has to be considered that the vehicle is not at the center of the \( \varepsilon \)-ball anymore, which requires to constrain \( r_{\text{reo}} \) in this step to \( 0 < r_{\text{reo}} \leq \min(\varepsilon - d_{\text{lat}}, \kappa_{\text{max}}^{-1}) \).

In summary, the previous analysis shows that the concatenation of multiple reorientation paths with a single lateral path allows to reach all states \( \hat{x}_g \in B(\hat{x}_s, \eta) \), where \( \eta = d_{\text{lat}}(r_{\text{lat}} = \varepsilon) \). Furthermore, it is guaranteed by the definition of both the reorientation as well as the lateral path that the resulting vehicle motion remains within the given \( \varepsilon \)-region. As these two paths are natively integrated into the computations of \( HC^{\pm\pm} \)-RS steer, it can be concluded that this steering function fulfills the topological property without any further modification.

### 2.3.3 Arbitrary Start and Goal Curvatures

While the previously described \( G^2 \) continuous steering functions restrict the curvature at both ends of the path to zero or \( \pm \kappa_{\text{max}} \), this section presents a novel approach that removes this limitation. Thus, the general goal is to compute a shortest path approximation for the CC or HC car with arbitrary start and goal states. This capability is especially required in the replanning phase of a motion planner when the vehicle is in a state with non-zero velocity and curvature. Another application is the goal extension in search-based planners (see Fig. 2.2(c)) that solve the motion planning problem in the \( G^2 \) continuous state-action space.

The required computation steps that extend both CC and HC steer to arbitrary start and goal curvatures are detailed in this section on the basis of CC-Dubins steer (forward motion only). A transfer to CC-RS and HC-RS steer is directly possible. Note that the naming of the steering functions without superscript denotes the case with arbitrary start and goal curvatures.
The general idea in this section consists of three steps: (1) propagate the start state \( \mathbf{x}_s = (\mathbf{x}_s, \mathbf{y}_s, \mathbf{\theta}_s, \mathbf{\kappa}_s)^T \) and the goal state \( \mathbf{x}_g = (\mathbf{x}_g, \mathbf{y}_g, \mathbf{\theta}_g, \mathbf{\kappa}_g)^T \) to zero and maximum curvature using (2.12), (2) connect all combinations of these new states with a shortest path approximation, and (3) select the path with the overall minimum length. As a result, the transformation in (1) allows to apply the efficient \( G^2 \) continuous solutions from the previous sections in (2). A visualization of the first step can be found in Fig. 2.23.

![Figure 2.23](image)

**Figure 2.23** Propagation of the start state \( \mathbf{x}_s \) and the goal state \( \mathbf{x}_g \) to the intermediate states \( \mathbf{x}_{s,i} \) and \( \mathbf{x}_{g,j} \) with zero and maximum curvature.

Here, the start state \( \mathbf{x}_s \) is propagated forwards on two clothoids of maximum curvature rate \( \pm \sigma_{\text{max}} \) until they reach the two novel states

\[
\mathbf{x}_{s,1} = (\mathbf{x}_{s,1}, \mathbf{y}_{s,1}, \mathbf{\theta}_{s,1}, \mathbf{\kappa}_{\text{max}}) = 0
\]

\[
\mathbf{x}_{s,2} = (\mathbf{x}_{s,2}, \mathbf{y}_{s,2}, \mathbf{\theta}_{s,2}, 0)
\]

The usage of clothoids of maximum curvature rate is motivated by the fact that they are along with circles and straight lines the components of the shortest-path solution (see Sec. 2.3.1.1). The same approach is used to propagate the goal state \( \mathbf{x}_g \) backwards resulting in

\[
\mathbf{x}_{g,1} = (\mathbf{x}_{g,1}, \mathbf{y}_{g,1}, \mathbf{\theta}_{g,1}, \mathbf{\kappa}_{\text{max}}) = 0
\]

\[
\mathbf{x}_{g,2} = (\mathbf{x}_{g,2}, \mathbf{y}_{g,2}, \mathbf{\theta}_{g,2}, 0)
\]

Note that if the vehicle is allowed to move both forwards and backwards, the start and the goal state also have to be propagated forwards and backwards resulting in a total of eight new states.

In order to connect the derived states, the steering functions \( \text{CC}^{00}, \text{CC}^{0\pm}, \text{CC}^{\pm0}, \text{and CC}^{\pm\pm} \)-Dubins are required. While \( \text{CC}^{00} \)-Dubins is already known from Sec. 2.3.1.3, the other three steering functions with maximum curvature at the start and/or the goal can be derived in a similar way using HC turns. The reader is referred to [208] for an implementation.
An extension of Fig. 2.23 with a shortest path approximation between \( \bar{x}_{s,2} \) and \( \bar{x}_{g,1} \) is shown in Fig. 2.24. It can be seen that the computed path of \( \text{CC}^{0} \)-Dubins steer connects both states with a CC turn, a straight line, and a HC turn at the end. Similar connections can be computed for the other intermediate start and goal states using one of the steering functions listed above.

At the end, the path with the overall minimal length is selected as an approximation of the shortest path for the CC-Dubins car. This procedure is provided as open source for CC-Dubins and HC-RS steer in [208], and two example paths are visualized in Fig. 2.25.

**Figure 2.24** Connection of \( \bar{x}_{s,2} \) and \( \bar{x}_{g,1} \) from Fig. 2.23 with \( \text{CC}^{0} \)-Dubins steer.

**Figure 2.25** Visualization of a shortest path approximation for a CC car that only moves forwards (a) and a HC car that moves both forwards and backwards (b). The curvature at the start and goal is randomly chosen, and the colors are adopted from Fig. 2.6 and Fig. 2.9.
Analyzing the track of the front wheels in both images shows that the computed paths now take into account the randomly selected curvature at the start and goal. This can also be seen by comparing the two results in Fig. 2.25 with the corresponding counterparts in Fig. 2.16 and Fig. 2.21, which either enforce zero or maximum curvature at both ends of the path. It can also be observed that apart from the extension to arbitrary curvatures, the steering functions keep their properties, namely the computation of directly executable $G^2$ continuous paths. The computational effort of the presented concepts along with a benchmark against the $G^1$ continuous counterparts is highlighted in the next section.

2.3.4 Experimental Evaluation

The previously described $G^1$ and $G^2$ continuous steering functions are benchmarked in this section with regard to computation time, path length, and curvature discontinuities. Every steering function is evaluated on $10^5$ random steering procedures with $\kappa_{\text{max}} = 1 \, \text{m}^{-1}$ and $\sigma_{\text{max}} = 1 \, \text{m}^{-2}$. The vehicle’s start and goal position is uniformly sampled within a $20 \, \text{m} \times 20 \, \text{m}$ area, and the corresponding heading angle is randomly chosen from the interval $[0, 2\pi)$. If the steering function also takes into account the start and the goal curvature, a random value between $[-\kappa_{\text{max}}, +\kappa_{\text{max}}]$ is selected as the initial and final curvature. Additionally, irregular CC and HC turns are allowed to be deployed in the computation of the $G^2$ continuous paths. The presented results are based on the open-source implementation in [208], which is executed on a single core of an Intel Xeon E5@3.5 GHz. Note, however, that the underlying computations are well suited for parallel computing because the families of each steering function can be evaluated independently.

Tab. 2.4 shows the average computation time of the $G^1$ and $G^2$ continuous Dubins steering functions. Remember that in the curvature continuous case, a superscript denotes a restriction of the initial and final curvature to the indicated values.

It can be seen in Tab. 2.4 that all steering functions can be evaluated on average below $14.69 \, \mu\text{s}$ with a maximum standard deviation of $3.88 \, \mu\text{s}$. Dubins steer performs on average about four times faster than CC$^{00}$-Dubins and about one order of magnitude faster than CC-Dubins. This is because the CC approach comes with an increase in complexity, such as the evaluation of CC turns including the numerical approximation of the Fresnel integrals. The difference in computation time between CC$^{00}$-Dubins and CC-Dubins is due
Table 2.4  Average computation time of the $G^1$ and $G^2$ continuous Dubins steering functions.

<table>
<thead>
<tr>
<th></th>
<th>computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean [µs]</td>
</tr>
<tr>
<td>Dubins</td>
<td>1.29</td>
</tr>
<tr>
<td>CC$^{±±}$-Dubins</td>
<td>7.16</td>
</tr>
<tr>
<td>CC$^{±0}$-Dubins</td>
<td>5.70</td>
</tr>
<tr>
<td>CC$^{0±}$-Dubins</td>
<td>5.51</td>
</tr>
<tr>
<td>CC$^{00}$-Dubins</td>
<td>4.90</td>
</tr>
<tr>
<td>CC-Dubins</td>
<td>14.69</td>
</tr>
</tbody>
</table>

The path length comparison in Fig. 2.26(a) visualizes how well the CC-Dubins steering functions approximate the provably shortest connections of Dubins steer. It can be observed that start and goal states with maximum curvature better approximate the shortest path length than states with either zero or arbitrary curvature. For instance, the length of the CC$^{±±}$-Dubins paths deviate in approximately 70% of the $10^5$ steering procedures less than 5% from the length of the optimal Dubins paths. In contrast to that, only about 20% of the CC$^{00}$-Dubins paths achieve this 5% path length deviation. The reason for this is that the Dubins paths typically start and end with $±\kappa_{\text{max}}$ similar to the paths computed by CC$^{±±}$-Dubins steer. As opposed to this, the CC$^{00}$-Dubins paths generally steer the vehicle from zero to maximum curvature first and back to zero curvature at the destination (see Fig. 2.16(a)). These additional transitions at both ends of the path finally result in an overall higher path length compared to the steering functions CC$^{±±}$-, CC$^{±0}$-, and CC$^{0±}$-Dubins.

As previously mentioned, the major disadvantage of Dubins steer is that its paths are discrete in curvature. This may result in up to two curvature discontinuities at the concatenation of the geometric primitives as it can be seen in Fig. 2.26(b). In contrast to that, the greatest strength of CC-Dubins...
2.3 \( G^2 \) Continuous Steering Functions
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(a) Path length comparison. (b) Curvature discont. comparison.

Figure 2.26 Benchmark of the \( G^2 \) continuous Dubins (D) steering functions against their \( G^1 \) continuous counterpart with respect to path length (a) and curvature discontinuities (b).

steer is that it enforces curvature continuity along the entire path. As a result, the computed \( G^2 \) continuous paths can be directly executed by a vehicle without having to deal with curvature discontinuities.

A similar evaluation as for the Dubins steering functions is conducted for the \( G^1 \) and \( G^2 \) continuous RS steering functions below. The current implementation in [208] includes RS steer, all derivatives of HC steer, and \( CC^{00} \)-RS steer as initially introduced in [53] without topological paths. Tab. 2.5 lists the corresponding average computation times.

In contrast to the Dubins steering functions, the vehicle is now allowed to move both forwards and backwards. It can be seen in Tab. 2.5 that this results in higher computation times as more families with a higher complexity have to be evaluated. For instance, RS steer is about seven times and \( CC^{00} \)-RS steer about eleven times slower than their corresponding counterpart in Tab. 2.4. While the evaluation of RS steer only takes on average 7.34 µs, the mean computation time of HC-RS steer with arbitrary start and goal curvatures raises to 449.89 µs. The reason for this is that the procedure described in Sec. 2.3.3 requires to connect four intermediate start states with four intermediate goal states. This results in 16 steering procedures, which are currently evaluated independently. However, some of these steering procedures compute the same candidate paths leaving room for further optimization in the future.
Table 2.5  Average computation time of the $G^1$ and $G^2$ continuous RS steering functions.

<table>
<thead>
<tr>
<th></th>
<th>computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean [µs]</td>
</tr>
<tr>
<td>RS</td>
<td>7.34</td>
</tr>
<tr>
<td>HC±±-RS</td>
<td>55.71</td>
</tr>
<tr>
<td>HC±0-RS</td>
<td>53.82</td>
</tr>
<tr>
<td>HC0±-RS</td>
<td>47.59</td>
</tr>
<tr>
<td>HC00-RS</td>
<td>53.74</td>
</tr>
<tr>
<td>HC-RS</td>
<td>449.89</td>
</tr>
<tr>
<td>CC00-RS</td>
<td>53.19</td>
</tr>
</tbody>
</table>

Tab. 2.5 also illustrates the variations in computation time measured by the standard deviation. The reason for these variations is that each of the underlying families (see Tab. 2.2 and Tab. 2.3) comes with a set of existence conditions that determine whether it can be evaluated for a given start and goal state. In general, less valid families lead to the evaluation of less candidate paths and thus to faster computations. Conversely, more valid families increase the computation time. Tab. 2.5 shows that the standard deviation is generally higher for the $G^2$ continuous steering functions as the computation of a candidate path is more complex than in the $G^1$ continuous case.

A comparison of the path length computed by the $G^1$ and $G^2$ continuous RS steering procedures is visualized in Fig. 2.27(a). It is shown that all derivatives of HC steer approximate the length of the provably shortest RS path better than CC00-RS steer. This is due to the fact that similar to RS steer, HC steer allows curvature discontinuities at direction switches, which is not permitted by CC00-RS steer. The latter requires transitions to zero curvature at cusps resulting in longer paths. As previously discussed, the $G^2$ continuous steering functions with maximum curvature at the start and/or the goal state yield a shorter path length compared to their counterpart with zero curvature at both ends of the path. For instance, more than 80% of the $10^5$ computed HC±±-RS paths are less than 5% longer than the respective RS path. In contrast to that, only about 50% of the HC00-RS paths achieve such a 5% deviation.

While RS steer outperforms the $G^2$ continuous steering functions with respect to computation time and path length, the $G^1$ continuous paths suffer
from up to four curvature discontinuities as shown in Fig. 2.27(b). In contrast to that, the major advantage of CC$^{00}$-RS steer is that it enforces curvature continuity along the entire path. A trade-off between path length and the number of curvature discontinuities is made by the derivatives of HC steer, whose paths mostly contain none or just one curvature discontinuity. As a result, the $G^2$ continuous steering functions compute smoother paths than RS steer. Furthermore, these paths can be directly executed without having to cope with curvature discontinuities between direction switches as in the $G^1$ continuous case.

The last benchmark in this section evaluates the influence of the additional families $CS|C$, $C|SC$, and $C|S|C$ (see Tab. 2.3) on the performance of the $G^2$ continuous RS steering functions. Excluding these families from the evaluations reduces the computation time of HC-RS steer by about 80 µs compared to Tab. 2.5. All other $G^2$ continuous RS steering functions only see a 7.7 µs improvement compared to the previous benchmark.

Regarding the path length and the curvature discontinuities, the impact of excluding the additional families from the computations is shown in Fig. 2.28. A comparison of Fig. 2.27 and Fig. 2.28 shows that the additional families mainly influence the results of HC$^{±±}$-, HC$^{±0}$-, and HC$^{0±}$-RS steer. For instance, the number of HC$^{±±}$-RS paths that deviate less than 5 % in path length from the RS solution drops by about 10 %. At the same time, the
number of HC\(\pm\)RS steering procedures without curvature discontinuities increases by 10%. As a consequence, excluding the additional families from the computations might require the steering function to select an alternative candidate path with possibly higher path length, but potentially also fewer direction switches. Note that these results may vary for vehicles with different parameters and must therefore be evaluated on a case-by-case basis.

Briefly summarized, the results in this section show that HC steer computes smoother paths than RS steer and outperforms CC steer with respect to path length. While the computation times of both HC and CC steer are similar, enforcing \(G^2\) continuity increases the computing effort compared to the simpler \(G^1\) continuous case. Future implementations could, however, leverage the parallelizability of the underlying problem and by doing so, decrease the computation times of both the \(G^1\) and the \(G^2\) continuous steering functions.

### 2.4 \(G^3\) Continuous Steering Functions

One of the drawbacks of the previously computed \(G^2\) continuous paths are the bang-bang steering inputs, which require an infinite steering acceleration. This might not only result in a high mechanical stress on the steering system,
but also in a violation of the actuator’s physical limits. A potential outcome might be a deviation from the calculated path when it is executed by a motion controller in closed loop as shown in Fig. 2.29(a). In order to overcome this
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**Figure 2.29** Closed-loop tracking performance of a $G^2$ and a $G^3$ continuous path. The green line depicts the planned path while the red line shows the executed track.

problem, a possible approach is to increase the smoothness of the computed paths to $G^3$ continuity. This allows to not only enforce hard constraints on the maximum curvature and maximum curvature rate, but also on the maximum curvature acceleration. Such a path can improve the closed-loop tracking performance of the motion controller as illustrated in Fig. 2.29(b) and highlighted from a control perspective in [132].

Therefore, the goal in this section is to extend the previously described $G^2$ continuous steering functions to $G^3$ continuity, which requires to increase the vehicle’s state space by one dimension to $\mathbb{R}^5$. The state of the vehicle is now described by $\tilde{x}_k = (\tilde{x}_k, \tilde{y}_k, \tilde{\theta}_k, \tilde{\kappa}_k, \tilde{\sigma}_k)$ and the input by $\tilde{u}_k = (\Delta \tilde{s}_k, \tilde{\rho}_k)$, where $\tilde{\rho}_k$ denotes the second derivative of curvature with respect to arc length.

The following sections are organized as follows: Sec. 2.4.1 and Sec. 2.4.2 introduce two novel $G^3$ continuous steering functions called continuous curvature rate (CCR) and hybrid curvature rate (HCR) steer, and Sec. 2.4.3 compares them with the $G^1$ and $G^2$ continuous approaches.
2.4.1 Continuous Curvature Rate Steer

The modular approach of RS and CC steer is leveraged in this section to derive a novel steering function called CCR steer that enforces curvature rate continuity along the entire path. In addition to that, hard constraints on the maximum curvature, maximum curvature rate, and maximum curvature acceleration are satisfied in order to take into account the physical constraints of the vehicle. The details of CCR steer are outlined in the following: Sec. 2.4.1.1 presents the underlying motion model, Sec. 2.4.1.2 introduces CCR turns, and Sec. 2.4.1.3 finally describes the computation of a CCR path.

2.4.1.1 Continuous Curvature Rate Car

Extending the CC car [53] to curvature rate continuity leads to the CCR car whose motion model is given by

\[
\mathbf{x}_{k+1} = \mathbf{x}_k + \Delta s_k \mathbf{f}_k,
\]

where

\[
\begin{align*}
\mathbf{f}_k &= \begin{pmatrix}
\cos(\hat{\theta}_k(s)) \\
\sin(\hat{\theta}_k(s)) \\
\hat{\kappa}_k(s) \\
\text{sgn}(s)\hat{\sigma}_k + \hat{\rho}_k s \\
\text{sgn}(s)\hat{\rho}_k
\end{pmatrix} \\
&= \begin{pmatrix}
\cos(\hat{\theta}_k(s)) \\
\sin(\hat{\theta}_k(s)) \\
\hat{\kappa}_k(s) \\
\text{sgn}(s)\hat{\sigma}_k + \hat{\rho}_k s \\
\text{sgn}(s)\hat{\rho}_k
\end{pmatrix} \\
&= \begin{pmatrix}
\cos(\hat{\theta}_k(s)) \\
\sin(\hat{\theta}_k(s)) \\
\hat{\kappa}_k(s) \\
\text{sgn}(s)\hat{\sigma}_k + \hat{\rho}_k s \\
\text{sgn}(s)\hat{\rho}_k
\end{pmatrix} \\
&= \begin{pmatrix}
\cos(\hat{\theta}_k(s)) \\
\sin(\hat{\theta}_k(s)) \\
\hat{\kappa}_k(s) \\
\text{sgn}(s)\hat{\sigma}_k + \hat{\rho}_k s \\
\text{sgn}(s)\hat{\rho}_k
\end{pmatrix}
\end{align*}
\]

For \(\hat{\rho}_k = 0\), the given equation of motion reduces to the one of the CC car whose solution either describes a straight line, a circular arc, or a clothoid (see Sec. 2.3.1.1). For \(\hat{\rho}_k \neq 0\), the solution of (2.41) is given in Sec. A.1.4 and describes a third-order polynomial spiral [39] also known as cubic spiral [89]. Similar to clothoids, the position update on a cubic spiral has no closed-form solution. However, efficient numerical techniques, such as Gauss-Legendre quadrature [1], exist to evaluate the corresponding integrals.

In order to bound the maximum steering acceleration of the CCR car, its input is limited by

\[
\begin{align*}
\mathbf{u}_\text{min} &= \begin{pmatrix} -\infty & -\rho_{\text{max}} \end{pmatrix}^\top, \\
\mathbf{u}_\text{max} &= \begin{pmatrix} +\infty & +\rho_{\text{max}} \end{pmatrix}^\top,
\end{align*}
\]

where \(\rho_{\text{max}}\) denotes the maximum curvature acceleration. It can either be set to the physical limit of the steering actuator or alternatively be used as a tuning parameter, which determines the comfort of the resulting motion. Just as with the CC car, the maximum curvature and the maximum curvature rate
of the CCR car are bounded in order not to violate the physical constraints of the vehicle. The resulting state constraints are given as

\[ -\kappa_{\text{max}} \leq \dot{\kappa}_{k+1} \leq \kappa_{\text{max}}, \]  
\[ -\sigma_{\text{max}} \leq \dot{\sigma}_{k+1} \leq \sigma_{\text{max}}. \]  

(2.43a)  

(2.43b)

The goal now is to derive a steering function that takes into account the motion model of the CCR car while minimizing the length of the computed path. To do so, a similar approach as for RS and CC steer is pursued. This requires to encapsulate the system’s nonlinear turning behavior into the so-called CCR turns, which are presented in the next section.

2.4.1.2 Continuous Curvature Rate Turns

This section introduces CCR turns as the basic component of CCR steer. The general objective is to come up with a modular description of the CCR car’s turning behavior, which allows to abstract away the nonlinearity of the system. The resulting CCR turns are closely related to the previously described CC turns, however, differ in complexity due to the required increase in smoothness.

\[ \text{(a) Regular CCR turn.} \]

\[ \text{(b) Irregular CCR turn.} \]

Figure 2.30 Visualization of a regular and irregular CCR turn for a forward motion to the left. The turns connect the start state \( \hat{x}_s \) and the goal state \( \hat{x}_g \) with a set of cubic spirals and a circular arc. The irregular turn results in a shorter connection for \( \delta > 2\delta_{\text{min}} + \pi \).

As visualized in Fig. 2.30, a CCR turn starts in \( \hat{x}_s \) with zero curvature and zero curvature rate. Next, it transitions the vehicle on a set of cubic spirals to
the intermediate state $\mathbf{x}_i$, where it reaches the maximum curvature $\kappa_{\text{max}}$. The CCR turn then moves the vehicle on a circular arc to the second intermediate state $\mathbf{x}_j$. Finally, the goal state $\mathbf{x}_g$ with zero curvature and zero curvature rate is reached on another set of cubic spirals. The corresponding curvature rate profile of the described motion is given in Fig. 2.31. Note that due to the symmetry of the CCR turns, only the transition between $\mathbf{x}_s$ and $\mathbf{x}_i$ is further detailed in the following.

First of all, it can be seen in Fig. 2.31 that two cases have to be distinguished for the transition between the start and intermediate state. Inspired by CC turns, both cases aim at transitioning the vehicle as fast as possible to the maximum curvature while enforcing hard constraints on the maximum curvature rate and the maximum curvature acceleration. If $\kappa_{\text{max}} \leq \sigma_{\text{max}}^2 / \rho_{\text{max}}$, the maximum curvature can be reached with no saturation of the curvature rate as illustrated in Fig. 2.31(a). In this case, two cubic spirals of maximum curvature acceleration $\pm \rho_{\text{max}}$ are used to connect $\mathbf{x}_s$ and $\mathbf{x}_i$. In contrast to that, $\kappa_{\text{max}} > \sigma_{\text{max}}^2 / \rho_{\text{max}}$ leads to the second case visualized in Fig. 2.31(b). Here, three cubic spirals are concatenated such that the maximum curvature rate $\sigma_{\text{max}}$ is taken into account.

The piecewise affine functions that describe the continuous curvature rate profiles in Fig. 2.31 can now be derived. In the first case, they are given as

\begin{align}
\dot{\sigma}_I(\tilde{s}_1) &= \rho_{\text{max}} \tilde{s}_1, \quad \tilde{s}_1 \in [0, \sqrt{\kappa_{\text{max}} / \rho_{\text{max}}}], \quad (2.44a) \\
\dot{\sigma}_I(\tilde{s}_2) &= -\rho_{\text{max}} \tilde{s}_2 + \sqrt{\kappa_{\text{max}} \rho_{\text{max}}}, \quad \tilde{s}_2 \in [0, \sqrt{\kappa_{\text{max}} / \rho_{\text{max}}}], \quad (2.44b)
\end{align}

and in the second case as

\begin{align}
\dot{\sigma}_{II}(\tilde{s}_1) &= \rho_{\text{max}} \tilde{s}_1, \quad \tilde{s}_1 \in [0, \sigma_{\text{max}} / \rho_{\text{max}}], \quad (2.45a)
\end{align}
2.4 $G^3$ Continuous Steering Functions

\[
\begin{align*}
\dot{\sigma}_{II}(\dot{s}_2) &= \sigma_{\text{max}}, & \dot{s}_2 &\in [0, \kappa_{\text{max}} - \sigma_{\text{max}}/\rho_{\text{max}}], \\
\dot{\sigma}_{II}(\dot{s}_3) &= -\rho_{\text{max}}\dot{s}_3 + \sigma_{\text{max}}, & \dot{s}_3 &\in [0, \sigma_{\text{max}}/\rho_{\text{max}}].
\end{align*}
\]  

(2.45b)

where $\dot{s}_1$, $\dot{s}_2$, and $\dot{s}_3$ denote the respective arc length as illustrated in Fig. 2.31. Integrating (2.44)–(2.45) leads to a quadratic curvature profile, which is defined as

\[
\begin{align*}
\kappa_I(\dot{s}_1) &= \frac{\rho_{\text{max}}}{2} \dot{s}_1^2, \\
\kappa_I(\dot{s}_2) &= -\frac{\rho_{\text{max}}}{2} \dot{s}_2^2 + \sqrt{\kappa_{\text{max}}\rho_{\text{max}}} \dot{s}_2 + \frac{\kappa_{\text{max}}}{2},
\end{align*}
\]  

(2.46a)

and

\[
\begin{align*}
\kappa_{II}(\dot{s}_1) &= \frac{\rho_{\text{max}}}{2} \dot{s}_1^2, \\
\kappa_{II}(\dot{s}_2) &= \sigma_{\text{max}} \dot{s}_2 + \frac{\sigma_{\text{max}}^2}{2\rho_{\text{max}}}, \\
\kappa_{II}(\dot{s}_3) &= -\frac{\rho_{\text{max}}}{2} \dot{s}_3^2 + \sigma_{\text{max}} \dot{s}_3 + \kappa_{\text{max}} - \frac{\sigma_{\text{max}}^2}{2\rho_{\text{max}}},
\end{align*}
\]  

(2.47a)

where the properties $\kappa_s = 0$ and $\kappa_i = \kappa_{\text{max}}$ are used. Another integration of (2.46)–(2.47) results in the heading angle $\dot{\theta}(\dot{s})$, which is, however, omitted here for brevity. Note that, hereinafter, the indices I and II of the different cases above are dropped for better readability.

Similar to the CC turn, it is distinguished here between a regular and irregular CCR turn as shown in Fig. 2.30. In contrast to the regular CCR turn, the irregular one allows a direction switch at the intermediate states $\dot{x}_i$ and $\dot{x}_j$. By doing so, a shorter connection between $\dot{x}_s$ and $\dot{x}_g$ can be generated for $\delta > 2\delta_{\text{min}} + \pi$, where the minimal deflection $\delta_{\text{min}}$ is defined as

\[
\delta_{\text{min}} = \begin{cases} 
\sqrt{\frac{\kappa_{\text{max}}^2}{2\rho_{\text{max}}}}, & \text{if } \kappa_{\text{max}} \leq \frac{\sigma_{\text{max}}}{\rho_{\text{max}}}, \\
\frac{\kappa_{\text{max}}^2}{2\sigma_{\text{max}}^2} + \frac{\kappa_{\text{max}}\sigma_{\text{max}}}{2\rho_{\text{max}}}, & \text{else}.
\end{cases}
\]  

(2.48)

The remaining variables of both turns (see Fig. 2.30) can now be derived given the vehicle’s initial gear $g \in \{-1, 1\}$ (backwards, forwards), the desired turning direction $t \in \{-1, 1\}$ (right, left), the start state $\dot{x}_s$, and the deflection $\delta$. At this point, the focus lies on those variables that are calculated
differently than the ones in Sec. 2.3.1.2. The first intermediate state $\tilde{x}_i$, for instance, can be obtained in the local frame 1 (see Fig. 2.30) by

$$
\begin{pmatrix}
1\tilde{x}_i \\
1\tilde{y}_i \\
1\tilde{\theta}_i \\
1\tilde{\kappa}_i \\
1\tilde{\sigma}_i
\end{pmatrix} =
\begin{pmatrix}
g \int_0^{l_{\min}} \cos(1\tilde{\theta}(s)) \, ds \\
t \int_0^{l_{\min}} \sin(1\tilde{\theta}(s)) \, ds \\
g t \delta_{\min} \\
t \kappa_{\max} \\
0
\end{pmatrix},
$$

(2.49)

where the length $l_{\min}$ of the transition between $\tilde{x}_s$ and $\tilde{x}_i$ is given as

$$
l_{\min} = \begin{cases} 
\sqrt{\frac{4\kappa_{\max}}{\rho_{\max}}}, & \text{if } \kappa_{\max} \leq \sigma_{\max}^2/\rho_{\max}, \\
\frac{\kappa_{\max}}{\sigma_{\max}} + \frac{\sigma_{\max}}{\rho_{\max}}, & \text{else.}
\end{cases}
$$

(2.50)

The second intermediate state $\tilde{x}_j$ and the goal state $\tilde{x}_g$, both with zero curvature rate, are computed according to (2.19)–(2.20). All states $\tilde{x}_{(\bullet)}$ can be transformed from the local frame 1 to the inertial frame $I$ (see Fig. 2.30) with

$$
\begin{pmatrix}
1\tilde{x}_{(\bullet)} \\
1\tilde{y}_{(\bullet)} \\
1\tilde{\theta}_{(\bullet)} \\
1\tilde{\kappa}_{(\bullet)} \\
1\tilde{\sigma}_{(\bullet)}
\end{pmatrix} =
\begin{pmatrix}
\cos(1\tilde{\theta}_s) & -\sin(1\tilde{\theta}_s) & 0 & 0 & 0 \\
\sin(1\tilde{\theta}_s) & \cos(1\tilde{\theta}_s) & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1\tilde{x}_s \\
1\tilde{y}_s \\
1\tilde{\theta}_s \\
1\tilde{\kappa}_s \\
1\tilde{\sigma}_s
\end{pmatrix}.
$$

(2.51)

As already known from the CC turn, two special cases exist for $\delta < 2\delta_{\min}$ (see Fig. 2.32) that result in a shorter overall arc length than the regular and irregular case described above. For example, if the deflection between $\tilde{x}_s$ and $\tilde{x}_g$ is zero, the CCR turn reduces to a straight line as illustrated in Fig. 2.32(a). For $0 < \delta < 2\delta_{\min}$, a $G^3$ continuous elementary path can be constructed that connects the start and goal state without steering the CCR car to maximum curvature. This is illustrated in Fig. 2.32(b). In contrast to the $G^2$ continuous elementary path from Sec. 2.3.1.2, two cases have to be considered here as visualized in Fig. 2.33. Note that the symmetry of the elementary path allows to only detail the left part of the illustrated continuous curvature rate profiles in the following.

As it can be seen in Fig. 2.33(a), the first elementary path concatenates two cubic spirals in order to connect the start state $\tilde{x}_s$ with the intermediate state $\tilde{x}_m$ (see Fig. 2.32(b)). For a turn to the left, the corresponding curvature rate profile initially accelerates with $\rho_0 \leq \rho_{\max}$ and then decelerates back to
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Figure 2.32 Two special cases of the CCR turn for small deflections: a straight line for $\delta = 0$ and an elementary path for $0 < \delta < 2\delta_{\text{min}}$.

Figure 2.33 Curvature rate profiles of a $G^3$ continuous elementary path to the left.

zero curvature rate with $-\rho_0$. The arc length of both cubic spirals is given in Fig. 2.33(a) using the properties $\kappa_s = 0$ and $\dot{\theta}_m = \delta / 2$. Contrary to this, the second elementary path in Fig. 2.33(b) uses three cubic spirals to reach $\dot{x}_m$. In this case, the first and the third cubic spiral accelerate with $\pm \rho_{\text{max}}$ while the second one saturates the curvature rate at $\sigma_0 \leq \sigma_{\text{max}}$. The same properties as before can be applied to determine the arc length of the cubic spirals given in Fig. 2.33(b). Both elementary paths have exactly one unknown parameter, namely $\rho_0$ and $\sigma_0$. They can be computed by projecting $\dot{x}_m$ (see Fig. 2.32(b)) onto the line joining the start state $\dot{x}_s$ and the goal state $\dot{x}_g$ according to

$$
\begin{pmatrix}
\cos(\delta/2) \\
\sin(\delta/2)
\end{pmatrix}^T \begin{pmatrix}
\dot{x}_m \\
\dot{y}_m
\end{pmatrix} = \frac{1}{2} \left\| \begin{pmatrix}
\dot{x}_g \\
\dot{y}_g
\end{pmatrix} - \begin{pmatrix}
\dot{x}_s \\
\dot{y}_s
\end{pmatrix} \right\|_2,
$$

(2.52)
where \((\tilde{x}_m, \tilde{y}_m), (\tilde{x}_g, \tilde{y}_g),\) and \((\tilde{x}_s, \tilde{y}_s)\) denote the positions of the states \(\tilde{x}_m,\)
\(\tilde{x}_g,\) and \(\tilde{x}_s.\) The right side in (2.52) can be replaced with the term \(r \sin(\delta/2 + \mu)\)
(see Fig. 2.32(b)) resulting in
\[
\tilde{x}_m \cos(\delta/2) + \tilde{y}_m \sin(\delta/2) = r \sin(\delta/2 + \mu).
\] (2.53)

In order to solve (2.53) for the unknown parameter \(\rho_0\) and \(\sigma_0,\) respectively,
\(\tilde{x}_m\) and \(\tilde{y}_m\) have to be substituted by their corresponding integral. In case of
the first elementary path (see Fig. 2.33(a)), these integrals are given as
\[
\tilde{x}_{m,1} = 3^{\frac{6}{\rho_0}} \int_{0}^{\frac{3}{\rho_0}} \cos \left( t^3 \right) + \ldots \tag{2.54a}
+ \cos \left( -t^3 + \sqrt{9\delta^2 + 16} t + \sqrt{3\delta^2 + 12} \right) d\tilde{t},
\]
\[
\tilde{y}_{m,1} = 3^{\frac{6}{\rho_0}} \int_{0}^{\frac{3}{\rho_0}} \sin \left( t^3 \right) + \ldots \tag{2.54b}
+ \sin \left( -t^3 + \sqrt{9\delta^2 + 16} t + \sqrt{3\delta^2 + 12} \right) d\tilde{t},
\]
where the initial integration variables \(\tilde{s}_1\) and \(\tilde{s}_2\) (see Fig. 2.33(a)) are substi-
tuted by \(\tilde{s}_1 = \tilde{s}_2 = 3^{\frac{6}{\rho_0}}.\) Combining (2.53) and (2.54) allows to compute
the parameter \(\rho_0\) according to
\[
\rho_0 = \frac{6 D_1^3(\delta)}{(r \sin(\delta/2 + \mu))^{\frac{3}{2}}}, \tag{2.55}
\]
where the function \(D_1(\delta)\) is given as
\[
D_1(\delta) = \cos \left( \frac{\delta}{2} \right) \int_{0}^{\frac{3}{\rho_0}} \cos \left( t^3 \right) + \ldots \tag{2.56}
+ \cos \left( -t^3 + \sqrt{9\delta^2 + 16} t + \sqrt{3\delta^2 + 12} \right) d\tilde{t} + \ldots
+ \sin \left( \frac{\delta}{2} \right) \int_{0}^{\frac{3}{\rho_0}} \sin \left( t^3 \right) + \ldots
+ \sin \left( -t^3 + \sqrt{9\delta^2 + 16} t + \sqrt{3\delta^2 + 12} \right) d\tilde{t}.
\]
A visualization of \(D_1\) in the interval \(\delta \in [0, 2\pi)\) can be found in Fig. 2.34.
Once $\rho_0$ is computed using (2.55)–(2.56), it must be verified that the obtained solution does not violate the constraints of the CCR car. Unfortunately, it cannot be generally guaranteed that this is the case for arbitrary deflections $0 < \delta < 2\delta_{\text{min}}$.

With respect to the second elementary path (see Fig. 2.33(b)), the unknown parameter $\sigma_0$ must also be determined on the basis of (2.53). In contrast to the previous case, the resulting equation does not possess an explicit solution and thus requires a numerical root-finding algorithm to obtain $\sigma_0$. Similar to the first elementary path, it has to be verified afterwards that the resulting solution is compliant with the constraints of the CCR car.

As neither the first nor the second elementary path can guarantee a feasible solution for $0 < \delta < 2\delta_{\text{min}}$, the regular or irregular CCR turn have to be used as backup to avoid situations without a connection. The resulting arc length $l(\delta)$ for $0 < \delta < 2\delta_{\text{min}}$ can therefore be derived as

$$l(\delta) = \begin{cases} \frac{1}{3} \frac{32\delta}{\rho_0}, & \text{if } \rho_0 \neq 0, \\ \frac{\sigma_0}{\rho_{\text{max}}} + \sqrt{\frac{\sigma_0^2}{\rho_{\text{max}}^2} + \frac{4\delta}{\rho_0}}, & \text{elif } \sigma_0 \neq 0, \\ 2l_{\text{min}} + \kappa_{\text{max}}^{-1}(-\delta + 2\delta_{\text{min}}), & \text{elif irregular CCR turn,} \\ 2l_{\text{min}} + \kappa_{\text{max}}^{-1}(2\pi + \delta - 2\delta_{\text{min}}), & \text{else (regular CCR turn),} \end{cases} \quad (2.57)$$

where the first two cases describe the arc length of the two elementary paths and the last two cases the one of a regular or irregular CCR turn.

Based on the previous derivations, the arc length $l(\delta)$ of the CCR turn can now be determined in the interval $\delta \in [0, 2\pi)$. In case of a regular CCR turn,
it is given by

\[
l(\delta) = \begin{cases} 
2r \sin(\mu), & \text{if } \delta = 0, \\
\text{see (2.57),} & \text{if } 0 < \delta < 2\delta_{\min}, \\
2l_{\min} + \kappa_{\max}^{-1}(\delta - 2\delta_{\min}), & \text{if } \delta \geq 2\delta_{\min}.
\end{cases}
\] (2.58)

Similarly, the arc length of an irregular CCR turn is defined as

\[
l(\delta) = \begin{cases} 
2r \sin(\mu), & \text{if } \delta = 0, \\
\text{see (2.57),} & \text{if } 0 < \delta < 2\delta_{\min}, \\
2l_{\min} + \kappa_{\max}^{-1}(\delta - 2\delta_{\min}), & \text{if } 2\delta_{\min} \leq \delta \leq 2\delta_{\min} + \pi, \\
2l_{\min} + \kappa_{\max}^{-1}(2\pi - \delta + 2\delta_{\min}), & \text{if } \delta > 2\delta_{\min} + \pi,
\end{cases}
\] (2.59)

where the last case considers the two direction switches at the intermediate states $\tilde{x}_i$ and $\tilde{x}_j$. The derived CCR turns can now be used to compute $G^3$ continuous paths as further outlined in the following section.

### 2.4.1.3 Continuous Curvature Rate Path

The modularity of CCR turns allows to concatenate them along with straight lines to a CCR path. The underlying procedure can be directly adopted from CC steer (see Sec. 2.3.1.3) with the only difference that CC turns must be replaced with CCR turns. The resulting steering function is called CCR steer and minimizes path length while satisfying hard constraints on the maximum curvature, maximum curvature rate, and maximum curvature acceleration. Two variants of CCR steer can be distinguished: CCR-Dubins, which only allows the vehicle to move forwards or backwards, and CCR-RS, which does not restrict the driving direction. Similar to their $G^2$ continuous counterpart, both steering functions can be evaluated very efficiently if the start and goal state are given with either zero or maximum curvature and without curvature rate. For instance, CCR$^{00}$-Dubins and CCR$^{00}$-RS steer enforce zero curvature at the start and goal state as indicated by the corresponding superscript. In this case, zero curvature rate is implicitly assumed at both ends of the path and not further annotated in the description of the steering function. An illustration of a CCR$^{00}$-Dubins and CCR$^{00}$-RS steering procedure is shown in Fig. 2.35.

It can be observed that CCR$^{00}$-Dubins steer selects a $CSC$ candidate path as an approximation of the shortest connection between start and goal while
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Figure 2.35 Visualization of two $G^3$ continuous shortest path approximations for a CCR car that only moves forwards (a) and both forwards and backwards (b). The front wheels of the vehicle are displayed in white, its contour in cyan, and the computed path in green.

CCR$^{00}$-RS steer outputs a path of the family $CSC|C$. The $G^3$ continuity of both paths is displayed in Fig. 2.36, where the corresponding curvature profile is plotted with respect to arc length $\tilde{s}$.

Figure 2.36 Curvature profile of the CCR$^{00}$-Dubins and CCR$^{00}$-RS path from Fig. 2.35.

It can be seen that both profiles are given by smooth quadratic functions that are bounded by the maximum curvature of the vehicle. Additionally, the first and second derivative of these functions are limited by the maximum curvature rate and the maximum curvature acceleration. Hence, the computed $G^3$ continuous paths can be directly executed by the CCR car.
Finally, it has to be mentioned that CCR steer’s characteristic with respect to completeness, symmetry, and the topological property are identical to CC steer (see Sec. 2.3.1.3) and therefore not further discussed here.

### 2.4.2 Hybrid Curvature Rate Steer

Following the same motivation as in Sec. 2.3.2, HCR steer enforces $G^3$ continuity while the vehicle is moving either forwards or backwards, but allows curvature discontinuity at cusps. This hybrid approach combines the properties of RS steer at direction switches and the ones of CCR steer everywhere else. As a result, the computed paths are not only smoother than RS paths, but also shorter than the ones of CCR steer. Further details with respect to HCR steer are outlined in the following: Sec. 2.4.2.1 describes the underlying motion model, Sec. 2.4.2.2 introduces HCR turns as one of HCR steer’s fundamental components, and Sec. 2.4.2.3 finally discusses the computation of a HCR path.

#### 2.4.2.1 Hybrid Curvature Rate Car

The so-called HCR car extends the CCR car from Sec. 2.4.1.1 with the capability to also steer the wheels in place while the vehicle is changing its driving direction. The evolution of motion between cusps is identical to the one of the CCR car, which bounds the maximum curvature, the maximum curvature rate, and the maximum curvature acceleration. In order to also take into account the described behavior at direction switches, the arc length dependent motion model (2.41) requires to directly modify the vehicle’s curvature and possibly its curvature rate to the desired values. Hence, the HCR car behaves similar to the RS car at cusps and identical to the CCR car everywhere else.

The aim of the following sections is to develop a steering function that connects two vehicle states with a shortest path approximation and leverages the characteristics of the HCR car. To accomplish this in a similar way as in the previously described steering functions, it is required to introduce HCR turns next as one of HCR steer’s fundamental components.

#### 2.4.2.2 Hybrid Curvature Rate Turns

The motivation behind the so-called HCR turns in this section is to smoothly transition the HCR car from zero curvature to maximum curvature while taking into account its constraints. Terminating in a state with maximum
curvature allows to generate paths that permit steering in place at cusps. An exemplary visualization of two HCR turns can be found in Fig. 2.37.

\[ (a) \text{ Regular HCR turn.} \]

**Figure 2.37** Illustration of a regular and irregular HCR turn for a forward motion to the left. Cubic spirals and a circular arc are used to connect the start state \( \hat{x}_s \) with the goal state \( \hat{x}_g \). The irregular turn yields a shorter arc length for \( \delta < \delta_{\min} \) and \( \delta > \delta_{\min} + \pi \).

Similar to the CCR turn in Sec. 2.4.1.2, the HCR turn starts in \( \hat{x}_s \) with zero curvature and zero curvature rate. It then transitions to the intermediate state \( \hat{x}_i \), where it reaches the maximum curvature \( \kappa_{\max} \), using a set of up to three cubic spirals. The goal state \( \hat{x}_g \) with maximum curvature and zero curvature rate is finally reached on a circular arc. Fig. 2.38 illustrates the corresponding curvature rate profile including the two cases that are already known from the CCR turn.

\[ (a) \text{ Case I.} \]

**Figure 2.38** Curvature rate profile of a HCR turn to the left. The first case (a) has to be applied if \( \kappa_{\max} \leq \sigma_{\max}^2 / \rho_{\max} \) and the second case (b) for all other parameterizations.
Apart from the length of the circular arc, both profiles are identical to the first part of the CCR turn’s curvature rate profiles given in Fig. 2.31 and therefore not further analyzed here. Also, the distinction in Fig. 2.37 between a regular and an irregular HCR turn is not further elaborated in this section as it is identical to the already known one from HC turns (see Sec. 2.3.2.2).

The variables in Fig. 2.37, which completely define a HCR turn, can all be computed using the already derived equations from the previous sections. For instance, the computation of the intermediate state $\mathbf{x}_i$ is given in (2.49), and the evaluation of the goal state $\mathbf{x}_g$ with zero curvature rate can be conducted according to (2.30). The arc length of a regular and irregular HCR turn is calculated in the same way as in (2.31)–(2.32), where the variables $\delta_{\text{min}}$ and $l_{\text{min}}$ have to be replaced by the respective correlation given in (2.48) and (2.50). On this basis, $G^3$ continuous HCR paths can now be computed as further detailed in the next section.

### 2.4.2.3 Hybrid Curvature Rate Path

The computation of a HCR path that enforces $G^3$ continuity everywhere except at cusps follows the same procedure as the one described for HC steer in Sec. 2.3.2.3. The only difference is that the $G^2$ continuous CC and HC turns are replaced by their $G^3$ continuous counterparts, namely CCR and HCR turns. Similar to the $G^2$ continuous case, the resulting steering function can be evaluated in a particularly efficient way if (1) the curvature rate vanishes at the start and goal state, and (2) the curvature at both ends of the path takes either the value zero or $\pm \kappa_{\text{max}}$. These cases are highlighted in the following with the already known superscript that denotes the respective curvature at the initial and terminal state. For example, HCR$^{00}$-RS steer computes a path with zero curvature at the start and goal, and HCR$^{\pm\pm}$-RS steer either chooses $\pm \kappa_{\text{max}}$ at both ends of the path. An exemplary visualization of two shortest path approximations computed by these steering functions can be found in Fig. 2.39.

It can be seen that both steering procedures select a $CSC|C$ candidate path to steer the vehicle to the goal. The track of the front wheels reveals that a curvature discontinuity occurs at the direction switch while $G^3$ continuity is enforced everywhere else. This can also be seen in Fig. 2.40, which illustrates the curvature profile of the two paths with respect to the traveled distance $\tilde{s}$. Both profiles are described by a smooth quadratic function that takes into account the maximum curvature, the maximum curvature rate,
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Figure 2.39 Illustration of two $G^3$ continuous shortest path approximations for a HCR car. Zero curvature at both ends of the path is enforced in (a) while the path in (b) chooses either $\pm \kappa_{\text{max}}$ as the initial and terminal curvature. The colors are adopted from Fig. 2.35.

and the maximum curvature acceleration of the vehicle. In addition to that, a curvature discontinuity can be observed at about 19 m, which corresponds to the direction switch shown in Fig. 2.39. As a result, the computed paths satisfy the constraints of the HCR car and can therefore be directly executed by such a system.

Furthermore, it is worth mentioning that with respect to completeness, symmetry, and the topological property, HCR steer behaves identical to HC steer. Therefore, the reader is referred to Sec. 2.3.2.3 and Sec. 2.3.2.4 for further details.

Figure 2.40 Curvature profile of the HCR$^{00}$-RS and HCR$^{\pm\pm}$-RS path from Fig. 2.39.
2.4.3 Experimental Evaluation

The experiments in this section evaluate and compare the performance of the $G^3$ continuous steering functions with their $G^1$ and $G^2$ continuous counterparts. The setup for the evaluation is the same as in Sec. 2.3.4, and the additional parameter $\rho_{\text{max}}$ is set to $1 \text{ m}^{-3}$. Furthermore, all $G^3$ continuous steering functions are allowed to use the irregular variant of the previously introduced CCR and HCR turns in order to further optimize the length of the computed paths. The implementation of CCR and HCR steer is based on the open-source code from [208] that has been extended to also compute $G^3$ continuous paths.

The qualitative comparison in Fig. 2.41 highlights how an increase in geometric continuity influences the computed path and the corresponding curvature profile.

![Path comparison](a)

![Curvature profiles](b)

**Figure 2.41** Qualitative comparison of a $G^1$, $G^2$, and $G^3$ continuous Dubins (D) steering procedure. The computed paths are shown in (a) and the corresponding curvature profiles in (b). Note that the legend in (a) also applies to (b).

It can be seen in Fig. 2.41(a) that compared to the provably shortest path of the $G^1$ continuous approach, increasing the smoothness also increases the length of the path. This effect depends strongly on the vehicle’s maximum curvature rate $\sigma_{\text{max}}$ and its maximum curvature acceleration $\rho_{\text{max}}$ and becomes larger if one of these parameters decreases. With respect to curvature continuity, Fig. 2.41(b) shows that the $G^1$ continuous solution is discrete in curvature while the $G^2$ and $G^3$ continuous solutions are described by a linear and a quadratic function, respectively. Especially the $G^3$ continuous steering function with its bounded curvature acceleration represents a promising ap-
Continuous steering functions are preferred whenever a high comfort or a high tracking performance is required.

However, it also has to be considered that a higher degree of smoothness increases the average computation time. This is shown in Tab. 2.6, which compares the computation times of the $G^1$, $G^2$, and $G^3$ continuous Dubins steering functions.

<table>
<thead>
<tr>
<th></th>
<th>computation time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean [µs] std [µs]</td>
</tr>
<tr>
<td>Dubins</td>
<td>1.29 ±0.65</td>
</tr>
<tr>
<td>CC$^{±±}$-Dubins</td>
<td>7.16 ±2.98</td>
</tr>
<tr>
<td>CC$^{00}$-Dubins</td>
<td>4.90 ±1.67</td>
</tr>
<tr>
<td>CCR$^{±±}$-Dubins</td>
<td>10.85 ±10.67</td>
</tr>
<tr>
<td>CCR$^{00}$-Dubins</td>
<td>13.12 ±13.56</td>
</tr>
</tbody>
</table>

While the average computation time of all listed steering functions is below 13.12 µs, the $G^3$ continuous versions perform up to a factor of 2.7 slower than their respective $G^2$ continuous counterpart. In addition to that, the standard deviation raises to ±13.56 µs mostly due to the complexity of the $G^3$ continuous elementary paths.

As already discussed in the qualitative comparison above, increasing the smoothness of the paths also raises the path length. This effect is displayed for $10^5$ random steering procedures in Fig. 2.42(a). It can be observed that the $G^3$ continuous steering function with maximum curvature at both ends of the path approximates the length of the Dubins paths more closely than the version with zero curvature at both states. This effect and the reasons behind it are identical to the $G^2$ continuous case that was analyzed in Sec. 2.3.4. Furthermore, it has to be noted that the width of the illustrated distribution in Fig. 2.42(a) significantly depends on the maximum curvature acceleration $\rho_{\text{max}}$. In general, increasing $\rho_{\text{max}}$ shifts the distribution of the $G^3$ continuous steering functions closer towards the one of the $G^2$ continuous steering functions that implicitly assume $\rho_{\text{max}} = \infty$. The opposite is true for lower values of $\rho_{\text{max}}$.

The major advantage of the $G^3$ continuous steering functions is that they enforce both curvature as well as curvature rate continuity. In contrast to that, the results in Fig. 2.42(b) show that the $G^1$ and $G^2$ continuous paths
contain between two and seven curvature rate discontinuities\(^5\). Remember that each discontinuity requires an infinite steering acceleration, which might cause a high lateral jerk or a potential deviation from the planned path when being executed in closed loop. Only in the \(G^1\) continuous case, this can be overcome by bringing the vehicle to a stop as both the curvature and the curvature rate discontinuities occur together.

The same benchmark as above is also carried out for the \(G^1\), \(G^2\), and \(G^3\) continuous RS steering functions. An overview of the average computation times is given in Tab. 2.7. It is interesting to see that HCR\(^{\pm\pm}\)-RS steer performs almost as fast as its \(G^2\) continuous counterpart. As opposed to this, the mean computation time of CCR\(^{00}\)-RS steer is about 2.6 times higher than the one of CC\(^{00}\)-RS steer with a standard deviation that differs by a factor of 7.3. As the construction of HCR\(^{\pm\pm}\)-RS and CCR\(^{00}\)-RS paths only differ in the number of CCR turns used, it can be concluded that the additional complexity of the CCR turns causes the observed difference in performance. Especially the numerical computation of the \(G^3\) continuous elementary paths currently slows down the evaluation of the CCR turns.

---

\(^5\)As described at the beginning of this chapter, the term curvature rate denotes the first derivative of curvature with respect to arc length. This derivative is mathematically not defined at transitions between discrete curvatures. In order to still account for the infinitely high curvature rate impulses required to realize these transitions, every curvature discontinuity is also counted as a curvature rate discontinuity throughout this thesis.
Table 2.7  Average computation time of the $G^1$, $G^2$, and $G^3$ continuous RS steering functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>Mean [µs]</th>
<th>Std [µs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS</td>
<td>7.34</td>
<td>±1.69</td>
</tr>
<tr>
<td>HC$^{±±}$-RS</td>
<td>55.71</td>
<td>±9.49</td>
</tr>
<tr>
<td>HC$^{00}$-RS</td>
<td>53.74</td>
<td>±7.87</td>
</tr>
<tr>
<td>CC$^{00}$-RS</td>
<td>53.19</td>
<td>±7.93</td>
</tr>
<tr>
<td>HCR$^{±±}$-RS</td>
<td>59.28</td>
<td>±12.76</td>
</tr>
<tr>
<td>HCR$^{00}$-RS</td>
<td>88.90</td>
<td>±33.94</td>
</tr>
<tr>
<td>CCR$^{00}$-RS</td>
<td>139.83</td>
<td>±57.69</td>
</tr>
</tbody>
</table>

The path length comparison in Fig. 2.43(a) confirms the insight from above that an increase in geometric continuity also raises the length of the computed connections.

However, it can also be observed that the length of the $G^3$ continuous RS paths deviates less from the shortest connection given by RS steer than in the Dubins benchmark before. This is due to the fact that the RS steering functions do not restrict the driving direction of the vehicle and also evaluate
more families than the respective Dubins counterparts.

The number of curvature rate discontinuities within the $10^5$ evaluated paths is compared in Fig. 2.43(b). Here, it can be seen that CCR$^{(0)}$-RS steer enforces curvature rate continuity along the entire path. In contrast to that, HCR$^{±±}$-RS and HCR$^{(00)}$-RS steer allow to directly adjust the curvature at direction switches leading to the visualized number of curvature rate discontinuities. Note, however, that the latter is not a problem in practice as the vehicle has to stop at direction switches anyway allowing to smoothly adjust the steering angle to the desired value. In comparison to that, the $G^2$ continuous steering functions stand out with up to eight curvature rate discontinuities. Also in the $G^1$ continuous case, the number of curvature rate discontinuities ranges from two to four.

In conclusion, the $G^3$ continuous RS paths outperform the other state-of-the-art approaches with respect to smoothness, however, require more computation time and a higher path length in order to connect two given vehicle states.

2.5 Steering Functions in Belief Space

The steering functions in Sections 2.2–2.4 compute a sequence of $\tilde{N}$ nominal inputs $\tilde{U} = \langle \tilde{u}_0, \ldots, \tilde{u}_{\tilde{N}-1} \rangle$ that steer the vehicle to a desired goal. Given these inputs and the vehicle’s initial state, the deterministic motion models of the form (2.1d) can then be used to obtain the corresponding states $\tilde{X} = \langle \tilde{x}_0, \ldots, \tilde{x}_{\tilde{N}} \rangle$. In reality, however, various errors lead to a deviation from the planned path when it is executed by a motion controller in closed loop. To still guarantee a bounded collision probability, the goal in this section is to compute a belief distribution over vehicle states along the nominal path of the steering functions.

In this regard, two uncertainties are distinguished: (1) control/execution uncertainty resulting from model errors and external disturbances, such as wind forces or uneven road surfaces, and (2) localization uncertainty due to measurement errors. In the presence of both uncertainties, the deterministic motion model in (2.1d) changes to

$$ x_{k+1} = f(x_k, u_k, w_k), $$

$$ z_k = h(x_k, v_k), $$

where $f(\bullet)$ describes the evolution of the disturbed vehicle state $x_k \in \mathbb{R}^n$ given the input $u_k \in \mathbb{R}^m$ and the motion noise $w_k \in \mathbb{R}^p$. The actual mea-
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Measurement is denoted by $z_k \in \mathbb{R}^q$, the measurement model by $h(\bullet)$, and the measurement noise by $v_k \in \mathbb{R}^r$. The input $u_k$, which tries to keep the vehicle close to the nominal path, is computed by

$$u_k = \tilde{u}_k - k(\mu_k, \tilde{x}_k),$$

(2.61)

where $-k(\bullet)$ describes the feedback term that tries to minimize the error between the mean $\mu_k \in \mathbb{R}^n$ of the state estimate and the desired nominal state $\tilde{x}_k \in \mathbb{R}^n$. Note that in the presence of localization uncertainty, only a state estimate instead of the true vehicle state $x_k$ is available to the system. On the basis of (2.60), such an estimate can be computed using e.g. the extended Kalman filter (EKF), the unscented Kalman filter (UKF), or the particle filter [186].

In order to capture the uncertainty of the vehicle motion, the goal now is to compute the belief distribution along the nominal path of a steering procedure (see Fig. 2.44). This information can then be used, for example, in

![Figure 2.44](image)

**Figure 2.44** Visualization of a sequence of beliefs (purple ellipsoids) propagated along the nominal path (green line) of a steering procedure. In this image, the beliefs are represented by multivariate normal distributions that describe the uncertainty arising from control and localization errors. Reprinted from [213], © 2018 IEEE.

a probabilistic collision checker to evaluate the collision probability of the computed path. Following the definition in [186], a belief is defined here as

$$bel(x_k) = p(x_k|z_{0:k}, u_{0:k}),$$

(2.62)
where \( p(\bullet) \) denotes the probability density function (PDF) of the true vehicle state \( x_k \) given the past measurements \( z_{0:k} \) and the inputs \( u_{0:k} \).

In the following sections, two approaches are highlighted for the computation of the beliefs. Sec. 2.5.1 presents a MC simulation that computes a discrete approximation of the true belief distribution. Despite the flexibility of this method, it is well known that MC approaches typically come with a high computational cost [84, 165]. As a result, they are either used as a reference method for comparison or require advanced techniques that exploit the parallelizability of the underlying problem [76]. More efficient, but also more restrictive methods exist in Gaussian belief space. Here, the belief is parametrized by a multivariate normal distribution. A closed-form solution for the belief update can then be derived as in [8, 23, 117, 145], where [117, 145] assume a maximum likelihood observation and [8, 23] consider all possible measurements. On this basis, the EKF-MP [23] is used in Sec. 2.5.2 to propagate a Gaussian belief along the nominal path of the steering functions.

### 2.5.1 Monte Carlo Simulation

As previously mentioned, the MC simulation computes a discrete approximation of the true belief distribution by propagating samples of the noise models through the system. This is shown in Alg. 1, where \( M \) closed-loop executions \( \mathcal{X}_{[i=1:M]} \) are computed given an initial belief \( \text{bel}(x_0) \) and the nominal path \( \tilde{X} \) as well as the nominal inputs \( \tilde{U} \) from a steering procedure.

At the end of the simulation, each belief \( \text{bel}(x_k) \) is approximated by \( M \) simulated vehicle states \( x_{k,[i=1:M]} \) that can be retrieved from the computed closed-loop executions. The underlying calculations make no assumption on the system given in (2.60)–(2.61) and only require that sampling from the initial belief as well as from the motion and measurement noise is possible. In addition to that, a state estimator is required to evaluate the feedback term in (2.61). Without loss of generality, it is assumed in Alg. 1 that a Gaussian filter [186] is used to compute that estimate, which is in this case represented by the mean \( \mu_k \in \mathbb{R}^n \) and the covariance \( \Sigma_k \in \mathbb{R}^{n \times n} \). Note that other estimators, such as a particle filter, can also be integrated into Alg. 1 by adjusting Line 10 accordingly.

To start the MC simulation in Alg. 1, the expected value \( E[\bullet] \) and the covariance \( \text{Cov}[\bullet] \) of the initial belief distribution are computed in Line 2 for future use. The remainder of the algorithm is then composed of two nested for loops: the outer loop iterates over the \( M \) MC runs while the
inner loop propagates the state of the vehicle $\bar{N}$ steps along the nominal path. This procedure starts with the sampling of an initial vehicle state $x^{[i]}_0$ from the belief $bel(x_0)$ (see Line 4). The obtained state can then be updated using the input $u^{[i]}_k$ in Line 7, a sample $w^{[i]}_k$ from the motion noise, and the motion model in Line 8. Next, an estimate $\mu^{[i]}_{k+1}$ of the vehicle state $x^{[i]}_{k+1}$ must be computed such that the control law $-k(\bullet)$ can be evaluated in the next iteration. To do so, a state estimator is used in Line 10 that not only requires the previous state estimate and the current input $u^{[i]}_k$, but also a measurement $z^{[i]}_{k+1}$ of the updated vehicle state. The latter is generated in Line 9 by sampling $v^{[i]}_{k+1}$ from the measurement noise and by evaluating the measurement model accordingly. Repeating the previously described steps $\bar{N}$ times yields one closed-loop execution $\mathcal{X}^{[i]} = \langle x^{[i]}_0, \ldots, x^{[i]}_{\bar{N}} \rangle$ of the system. The algorithm finally terminates after having computed $M$ runs $\mathcal{X}^{[i=1:M]}$ in an identical way.

A visualization of such an MC simulation along the path of a RS steering procedure can be found in Fig. 2.45. In this example, it can be seen that both the stabilizing feedback controller and the fact that measurements are taken into account keep the uncertainty bounded as the vehicle moves from the...
Figure 2.45  RS path from Fig. 2.9 augmented with 100 MC runs. The initial belief $\text{bel}(\mathbf{x}_0)$ visualized in the lower right corner (three-sigma ellipse) is given by a Gaussian distribution. A subset of the nominal states $\mathbf{x}_k$ is shown by the black dots on the green line that illustrates the nominal path $\hat{\mathbf{X}}$, and the corresponding disturbed vehicle states are highlighted by the dark purple dots.

initial belief $\text{bel}(\mathbf{x}_0)$ to the goal. Details on the underlying implementation are given in the next section.

2.5.1.1 Implementation Details

The following paragraphs detail the design choices that have been made on the basis of [31, 186] for the implementation of Alg. 1 in this thesis. First of all, the state-action space for the MC simulation is chosen to be the one of the $G^1$ continuous steering functions that is commonly used in low-speed driving. As a result, the vehicle state is given by $\mathbf{x}_k = (x_k \ y_k \ \theta_k)^\top$ and the input by $\mathbf{u}_k = (\Delta s_k \ \kappa_k)^\top$. The motion model $f(\bullet)$ is assumed to be given by the constant curvature model in (2.2) with the only difference that the nominal input $\hat{\mathbf{u}}_k$ is replaced by $\mathbf{u}_k + \mathbf{w}_k$. This implies that the motion
noise $w_k$, which is described by a Gaussian distribution with zero mean and covariance $Q_k$, is added to the control input $u_k$ and propagated through $f(\cdot)$. Similar to [186], the covariance $Q_k$ is defined as

$$Q_k = \begin{pmatrix} \alpha_1 \Delta \tilde{s}_k^2 + \alpha_2 \tilde{\kappa}_k^2 & 0 \\ 0 & \alpha_3 \Delta \tilde{s}_k^2 + \alpha_4 \tilde{\kappa}_k^2 \end{pmatrix},$$

(2.63)

where $\alpha_{1:4} \in \mathbb{R}_{\geq 0}$ are parameters of the model, and $\Delta \tilde{s}_k$ and $\tilde{\kappa}_k$ the nominal inputs of the steering procedure.

In order to keep the system close to the nominal path, a stabilizing feedback controller has to be implemented. Within this context, a linear controller is selected whose output is computed according to

$$k(\mu_k, \tilde{x}_k) = \begin{pmatrix} k_1 & 0 & 0 \\ 0 & k_2 & \text{sgn}(\Delta \tilde{s}_k)k_3 \end{pmatrix} \cdot T_{kI}(\tilde{\theta}_k) \cdot (I\mu_k - I\tilde{x}_k),$$

(2.64)

where $k_{1:3} \in \mathbb{R}$ denote the parameters of the controller and $T_{kI}(\tilde{\theta}_k)$ the transformation matrix that rotates a state from the inertial frame $I$ to the local frame $k$ defined by the nominal state $\tilde{x}_k$.

The assumption that a localization system provides the measurements $z_k$ allows to define the corresponding measurement model as

$$h(x_k, v_k) = x_k + v_k,$$

(2.65)

where the measurement noise $v_k$ is drawn from a Gaussian distribution with zero mean and covariance $R_k$. Currently, it is assumed that $R_k$ is constant throughout the state space and given as

$$R_k = \text{diag}(\sigma_x^2, \sigma_y^2, \sigma_\theta^2),$$

(2.66)

where $\text{diag}(\cdot)$ describes a diagonal matrix and $\sigma_x^2$, $\sigma_y^2$, and $\sigma_\theta^2$ the variance of the localization module. Note, however, that the assumption of $R_k$ being constant can be removed if precomputed localizability maps are available that allow to deduce the measurement covariance at a given vehicle pose.

Although the MC simulation provides the greatest flexibility with no assumptions on the underlying system, its computational complexity with the two nested for loops restricts its usage in real-time motion planning. Therefore, the next section details the EKF-MP [23] that allows to propagate a Gaussian belief along the nominal path of the steering functions.
2.5.2 Extended Kalman Filter for Motion Planning

The basic idea of the EKF-MP is to propagate a Gaussian distribution along the nominal path of the vehicle while considering the localization and control uncertainty. This is, for example, visualized in Fig. 2.44, which highlights a subset of the Gaussian beliefs $B = \langle bel(x_0), \ldots, bel(x_N) \rangle$ computed along the path of a $G^2$ continuous steering procedure. Based on the derivation in [23], the beliefs are parametrized by

$$bel(x_k) = \mathcal{N}(x_k; \mu_k, \Sigma_k + \Lambda_k), \quad (2.67)$$

where $\mathcal{N}(\bullet)$ denotes a multivariate normal distribution with mean $\mu_k \in \mathbb{R}^n$ and covariance $(\Sigma_k + \Lambda_k) \in \mathbb{R}^{n \times n}$. While the meaning of the covariance $\Sigma_k$ is generally known from the standard EKF [186], the interesting part in (2.67) is the additive term $\Lambda_k$. It accounts for the fact that in motion planning, the future measurements are not known at planning time. Therefore, the EKF-MP takes into account all possible future measurements, which are assumed to be given by a Gaussian distribution. As stated in [23], this leads to the fact that the mean $\mu_k$ of the state estimate is not a deterministic variable anymore, as in the case of the standard EKF [186], but instead distributed as

$$\mu_k = \mathcal{N}(\mu_k; \mu_k, \Lambda_k). \quad (2.68)$$

Further details on the derivation of (2.67) using (2.68) can be found in [23].

The EKF-MP requires to linearize both the motion and the measurement model in (2.60) as well as the feedback controller in (2.61) along the nominal path of the steering function. A linearization of (2.60) yields

$$\begin{align*}
\dot{x}_{k+1} &= F_{x,k} \dot{x}_k + F_{u,k} \dot{u}_k + F_{w,k} w_k, \quad (2.69a) \\
\dot{z}_k &= H_{x,k} \dot{x}_k + H_{v,k} v_k, \quad (2.69b)
\end{align*}$$

where the deviations from the nominal path are given as $\ddot{x}_k = x_k - \dot{x}_k$, $\ddot{u}_k = u_k - \dot{u}_k$, and $\ddot{z}_k = z_k - \dot{z}_k$. The matrices $F_{x,k} = \nabla_{x_k} f(x_k, u_k, w_k)$, $F_{u,k} = \nabla_{u_k} f(x_k, u_k, w_k)$, $F_{w,k} = \nabla_{w_k} f(x_k, u_k, w_k)$ describe the partial derivatives of (2.60a) with respect to the indexed variable. Similarly, the partial derivatives of (2.60b) are given as $H_{x,k} = \nabla_{x_k} h(x_k, v_k)$ and $H_{v,k} = \nabla_{v_k} h(x_k, v_k)$. All matrices have to be recomputed at every step $k$ at the respective nominal state $\dot{x}_k$ and input $\dot{u}_k$. Furthermore, it is assumed that both the motion noise $w_k$ as well as the measurement noise $v_k$ are drawn from two independent zero-mean Gaussians with covariances $Q_k$ and $R_k$, respectively.
With respect to the feedback controller in (2.61), a linearization yields

\[ u_k = \hat{u}_k - K_{x,k}(\mu_k - \tilde{x}_k), \]

(2.70)

where \( K_{x,k} = \nabla_{x,k} k(\mu_k, \tilde{x}_k) \) denotes the linearized controller gain that also has to be evaluated at every step \( k \) at the respective nominal state \( \tilde{x}_k \) and input \( \hat{u}_k \).

Based on (2.69)–(2.70), the EKF-MP can now be used to update the current belief \( \text{bel}(x_k) \) given a nominal input \( \hat{u}_k \). The required computation steps, which can be divided similar to the standard EKF into a prediction and update step, are extracted from [23] and listed in Alg. 2.

**Algorithm 2** EKF for Motion Planning (reprinted from [213], © 2018 IEEE)

\begin{algorithm}
\textbf{ekf\_mp}(\mu_k, \Sigma_k, \Lambda_k, \hat{u}_k):

\begin{enumerate}
\item \( F_{K,k} = F_{x,k} - F_{u,k} K_{x,k} \)
\item \( \hat{\mu}_{k+1} = f(\mu_k, \hat{u}_k, 0) \)
\item \( \bar{\Sigma}_{k+1} = F_{x,k} \Sigma_k F_{x,k}^\top + F_{w,k} Q_k F_{w,k}^\top \)
\item \( \bar{\Lambda}_{k+1} = F_{K,k} \Lambda_k F_{K,k}^\top \)
\item \( \Sigma_{xz,k+1} = \Sigma_{k+1} \Sigma_{x,k+1}^\top \)
\item \( \Sigma_{z,k+1} = H_{x,k+1} \Sigma_{xz,k+1} + H_{v,k+1} R_{k+1} H_{v,k+1}^\top \)
\item \( L_{k+1} = \Sigma_{xz,k+1}^{-1} \Sigma_{z,k+1} \)
\item \( \mu_{k+1} = \hat{\mu}_{k+1} \)
\item \( \Sigma_{k+1} = \Sigma_{k+1} - L_{k+1} \Sigma_{xz,k+1}^\top \)
\item \( \Lambda_{k+1} = \bar{\Lambda}_{k+1} + L_{k+1} \Sigma_{xz,k+1}^\top \)
\end{enumerate}

\textbf{return} \( \mu_{k+1}, \Sigma_{k+1}, \Lambda_{k+1} \)
\end{algorithm}

In the prediction step, it can be observed that the stabilizing controller only acts on \( \Lambda_k \) and not on \( \Sigma_k \) (see Lines 3–4). This is because the EKF-MP uses the linear(ized) system from (2.69) to which the separation principle [108] applies, i.e. the possibility to treat both control and state estimation independently. The latter is also known from linear quadratic Gaussian (LQG) control [177], where the optimal controller can be designed separately from the optimal filter.

Another interesting observation can be made in the update step of Alg. 2. Here, it can be seen that the updated covariance \( \Sigma_{k+1} \) is smaller than its predicted counterpart \( \bar{\Sigma}_{k+1} \) (see Line 9). This behavior is already known
from the standard EKF, where the availability of measurements leads to a reduction in uncertainty. As opposed to this, it can be noticed in Line 10 that the updated covariance $\Lambda_{k+1}$ is larger than its predicted counterpart $\bar{\Lambda}_{k+1}$. This is due to the fact that the actual measurements are not available during planning and therefore the entire distribution of possible measurements has to be considered. Although this leads to an increase in uncertainty (see Line 10), the stabilizing controller has the capability to keep the corresponding covariance bounded (see Line 4, where $F_{K,k}\Lambda_k F_{K,k}^\top$ is contractive for a stabilized system [23]).

The last insight from Alg. 2 is that the sum of the predicted covariances $\bar{\Sigma}_{k+1} + \bar{\Lambda}_{k+1}$ is equal to the covariance of the updated belief $\Sigma_{k+1} + \Lambda_{k+1}$. This highlights the fact that during planning, the overall uncertainty can only be reduced by the controller in Line 4 and not in the update step of Alg. 2 due to the absence of actual measurements.

A visualization of the Gaussian beliefs from the EKF-MP along with the output from the MC simulation is shown in Fig. 2.46. Here, it can be seen that the Gaussian distributions result in a good approximation of the true belief distribution. However, it has to be kept in mind that this depends strongly on the nonlinearity of the system as well as on the intensity of both the motion and the measurement noise. Therefore, it is highly recommended to always use the MC simulation in order to verify if the EKF-MP can be used for a given problem.

### 2.5.2.1 Implementation Details

This section details the implementation of the EKF-MP used in this thesis to propagate Gaussian beliefs along the nominal path of the steering functions. Similar to Sec. 2.5.1.1 and [31], the vehicle state is represented here by $x_k = (x_k, y_k, \theta_k)^\top$ and the input by $u_k = (\Delta s_k, \kappa_k)^\top$. This results in the computation of three-dimensional Gaussian distributions that describe the uncertainty in position and orientation as required for probabilistic collision checking (see Ch. 3).

One of the prerequisites of Alg. 2 is a linearization of the vehicle’s motion along the nominal path according to (2.69a). For the previously introduced steering functions, the corresponding partial derivatives $F_{x,k}$ and $F_{u,k}$ are given in Sec. A.1. The assumption that the motion noise acts directly on the input of the system, as in Sec. 2.5.1.1, leads to $F_{w,k} = F_{u,k}$. Furthermore, it is assumed here that the motion noise $w_k$ is given by a zero-mean Gaussian
Figure 2.46  Extension of Fig. 2.45 with the Gaussian beliefs from the EKF-MP. The ellipses illustrate the three-sigma uncertainty of the beliefs $\text{bel}(x_k)$ while the meaning of the other markers is identical to Fig. 2.45.

whose covariance $Q_k$ is computed analogously to (2.63).

The stabilizing feedback controller from (2.64) can be used here directly as it is already given in a linear form. The corresponding controller gain $K_{x,k}$ is defined as

$$K_{x,k} = \begin{pmatrix} k_1 & 0 & 0 \\ 0 & k_2 & \text{sgn}(\Delta \hat{s}_k)k_3 \end{pmatrix} \cdot T_k I(\hat{\theta}_k),$$

(2.71)

where $k_{1:3}$ and $T_k I(\hat{\theta}_k)$ have the same meaning as in (2.64).

The assumptions in Sec. 2.5.1.1 with respect to the localization system are adopted here. The matrices $H_{x,k}$ and $H_{v,k}$ in Alg. 2 can therefore be directly derived from (2.65) as $H_{x,k} = H_{v,k} = I_3$, where $I_3$ denotes the three-dimensional identity matrix. On the basis of these equations, the EKF-MP can now be used to propagate the beliefs along the nominal path. A benchmark of the computational complexity is highlighted in the next section.
2.5.2.2 Experimental Evaluation

This section compares the computation times of the nominal steering functions with the ones in Gaussian belief space, where the belief distribution is computed along the nominal path using the EKF-MP. For this purpose, the implementation of the $G^1$ and $G^2$ continuous steering functions has been extended with Alg. 2. The corresponding source code is publicly available in [208]. Note that on the basis of the provided details, the $G^3$ continuous steering functions can also be extended to Gaussian belief space, which is, however, beyond the scope of this section.

The setup for the conducted experiments is similar to the one in Sec. 2.3.4. Briefly summarized, $10^5$ random steering procedures are evaluated on a single core of an Intel Xeon E5@3.5 GHz. The vehicle’s start and goal position is uniformly sampled within a $20 \times 20$ m area and its orientation is randomly chosen from the interval $[0, 2\pi)$. The parameters of the vehicle are set to $\kappa_{\text{max}} = 1 \text{ m}^{-1}$ and $\sigma_{\text{max}} = 1 \text{ m}^{-2}$, and the states/beliefs are computed at equidistant arc lengths with a discretization of 10 cm. In contrast to Tab. 2.4 and Tab. 2.5, which only list the time for the computation of the actions $\tilde{u}_k \in \tilde{U}$, the evaluation here also includes the derivation of the states/beliefs using the corresponding motion model. The source code is implemented in C++ and uses the Eigen library [69] for the linear algebra in Alg. 2.

The results of the conducted benchmark are listed in Tab. 2.8.

<table>
<thead>
<tr>
<th></th>
<th>without EKF-MP</th>
<th>with EKF-MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dubins</td>
<td>8.4 ± 2.9</td>
<td>65.0 ± 23.5</td>
</tr>
<tr>
<td>CC^00-Dubins</td>
<td>16.1 ± 3.2</td>
<td>85.6 ± 23.5</td>
</tr>
<tr>
<td>RS</td>
<td>13.4 ± 2.9</td>
<td>63.3 ± 23.6</td>
</tr>
<tr>
<td>HC±±-RS</td>
<td>56.8 ± 7.0</td>
<td>112.6 ± 23.0</td>
</tr>
<tr>
<td>HC^00-RS</td>
<td>57.5 ± 6.1</td>
<td>117.2 ± 20.3</td>
</tr>
<tr>
<td>CC^00-RS</td>
<td>64.6 ± 7.6</td>
<td>126.3 ± 19.7</td>
</tr>
</tbody>
</table>

It can be seen that the computation of the beliefs increases the average computation times between 49.6 µs and 69.5 µs. This is due to the additional complexity of Alg. 2 that is executed in the given setup every 10 cm. A
2.6 Summary

Solving the steering problem in (2.1) is one of the major problems in motion planning for car-like robots. It requires to find a preferably optimal solution that connects a start and goal state while satisfying the constraints of the system. Obstacle avoidance can then be enforced in a subsequent step by iteratively probing the computed states for collision with the environment.

On the basis of the prominent steering functions Dubins [43], RS [152], and CC steer [53], several novel methods are presented and benchmarked in this chapter to tackle the drawbacks of those three approaches. For instance, the novel steering function HC steer in Sec. 2.3.2 enforces curvature continuity between direction switches, but allows to turn the wheels at cusps. As shown in Sec. 2.3.4, the resulting paths are not only smoother than the curvature-discrete ones of RS steer, but also shorter than the paths of CC steer. Especially in tight environments, as it will be shown in Sec. 5.3.1, these properties allow to compute motion plans with less direction switches than CC steer while providing a higher degree of comfort for passengers than RS steer.

An extension of HC and CC steer to arbitrary start and goal curvatures is then introduced in Sec. 2.3.3. While the original publication of CC steer [53] requires zero curvature at both ends of the path, the novel approach allows to connect two arbitrary four-dimensional states (position, orientation, curvature) with either a HC or a CC path. This feature is especially useful when the vehicle is in a state with non-zero velocity and curvature.
One of the remaining problems that both HC and CC steer impose infinite steering acceleration on the vehicle is tackled in Sec. 2.4. Here, the smoothness of the paths is raised to curvature rate continuity while at the same time satisfying the vehicle’s constraints on the maximum curvature, maximum curvature rate, and maximum curvature acceleration. Among the advantages of the so-called HCR and CCR steering functions are a better closed-loop tracking performance, less mechanical stress on the steering system, and more comfort due to a reduction in lateral jerk. However, it also has to be considered that the corresponding paths are typically longer than their $G^1$ and $G^2$ continuous counterparts and also more expensive to compute. Both aspects were elaborated in detail in Sec. 2.4.3.

While the previous approaches assumed perfect state estimation and control, an extension of these nominal steering functions to belief space is finally presented in Sec. 2.5. Here, two methods are described that allow to compute the belief distribution along the nominal path by explicitly taking into account the localization and control uncertainty. This distribution can then be used in the motion planner to compute more robust solutions with bounded collision probability as further detailed in Ch. 3 and Ch. 5.

In the future, researchers are encouraged to build upon the presented results by using the steering function package in [208] that has been developed and provided as open source as part of this thesis. Two robots that currently leverage the capabilities of this implementation are the Bosch Campus Shuttle and the automated forklifts of the ILIAD project [79] both visualized in Fig. 2.47. Further details on how the provided steering functions can be used in a sampling-based motion planner are given in Ch. 5.

![Figure 2.47](image) Two robots that currently use the open-source implementation [208] of the steering functions. (b) Reprinted with permission from [79], © 2018 Timm Linder.
3 From Footprints to Beliefprints: Probabilistic Collision Checking

Collision checking is one of the important aspects in motion planning. It requires to determine whether a sequence of states can be executed safely by probing the footprint of the vehicle for collision with the environment. Within this context, the footprint is defined as the robot’s contour projected onto the ground. For efficient collision checking, the exact footprint of the vehicle is typically approximated by several disks [205] or as in this chapter by a convex polygon (see Fig. 3.1).

Depending on the representation of the surrounding obstacles, different algorithms must be applied for collision checking. For instance, Fig. 3.1(a) illustrates the case where both the ego-vehicle as well as the obstacle are represented by a polygon. In contrast to that, an occupancy grid [124] is used in Fig. 3.1(b) to describe the area covered by the obstacle. In both cases, efficient algorithms exist in the literature for collision checking.

(a) Polygon–polygon collision check.  (b) Polygon–occ.-grid collision check.

Figure 3.1 Different representations of the environment require different approaches for collision checking. Two polygons (green contours) must be examined for collision in (a) while (b) requires to check a polygon (green contour) against an occupancy grid (purple area). Reprinted from [209].
For example, a well-known approach for the polygon–polygon collision check in Fig. 3.1(a) is the Gilbert-Johnson-Keerthi algorithm [62]. It is based on the fact that two convex polygons are collision-free if the corresponding Minkowski difference [45] does not contain the origin. If, however, the environment is represented by an occupancy grid as in Fig. 3.1(b), the Bresenham algorithm [20] allows to efficiently evaluate whether the edges of a polygon intersect with the occupied area. In order to not only check the edges, but also the interior of that polygon, filling algorithms from computer graphics [51] or a convolution-based approach [184] can be applied. In summary, efficient approaches exist for collision checking when both the state of the robot as well as the shape of the obstacles are given without uncertainty.

In reality, however, this is typically not the case due to e.g. noisy measurements or imperfect execution of the nominal motion plan. As outlined in Sec. 2.5, the latter leads to the fact that the state of the vehicle is no longer given by a deterministic value, but rather described by a belief distribution. This can be seen in Fig. 3.2(a), where the purple ellipsoid at the center of the rear axle illustrates the uncertainty of the ego-vehicle’s state.

![Vehicle state with uncertainty.](image)

![Beliefprint for collision checking.](image)

**Figure 3.2** Transformation of the footprint (green polygon) into the beliefprint (cyan polygon) for collision checking under uncertainty. The environment is assumed to be given by the same occupancy grid as in Fig. 3.1(b) while the uncertain vehicle pose is described by a three-dimensional Gaussian distribution (purple ellipsoid). Reprinted from [209].

A natural question in such a situation is how to assess whether the collision probability (CP) with the environment remains below a user-defined threshold. This motivates the introduction of the so-called beliefprint \( B_k \subset \mathbb{R}^2 \), which describes the area occupied by the robot given its footprint \( F \subset \mathbb{R}^2 \), a
belief \( \text{bel}(x_k) \) with \( x_k \in \mathbb{R}_{\leq 3}^n \), and a confidence \( P \in (0.5, 1] \). A visualization of such a beliefprint can be found in Fig. 3.2(b). The general idea behind this concept is to derive a new polygon that guarantees a CP below \( 1 - P \) if it does not collide with the surrounding obstacles. Therefore, beliefprints are especially interesting from a planning perspective as they allow to enforce the frequently arising chance constraint [12, 23, 121, 191]

\[
\Pr(x_k \in \mathcal{X}_{\text{obs}}) < 1 - P, \tag{3.1}
\]

where \( \Pr(\bullet) \) measures probability and \( \mathcal{X}_{\text{obs}} \subset \mathbb{R}^n \) denotes the states that lead to a collision with the surrounding obstacles. Note that these obstacles are assumed to be given without uncertainty, however, an extension to a probabilistic environment representation is also possible. Furthermore, the ideas presented in this chapter are not only restricted to a single two-dimensional rigid body, but rather transferable to a three-dimensional multi-body system. Both aspects are, however, beyond the scope of this thesis and subject of future work.

The remainder of this chapter, which is based on [213, 218], is organized as follows: Sec. 3.1 reviews the state of the art in probabilistic collision checking, and Sec. 3.2 introduces two novel algorithms for the computation of the beliefprint in Gaussian belief space. A summary is finally given in Sec. 3.3.

## 3.1 State of the Art

Over the years, various approaches have emerged in the literature to evaluate collisions from a probabilistic point of view. Typically, these methods differ in the assumptions they make about the shape of the robot and the representation of both the belief distribution as well as of the environment. Within this context, the following paragraphs first highlight the state-of-the-art Monte Carlo (MC) approaches for probabilistic collision checking followed by the currently available methods in Gaussian belief space.

### Monte Carlo sampling

Computing CPs using MC sampling is one of the most flexible tools that requires the fewest assumptions about the problem. For instance, [109] presents an MC algorithm that approximates the CP of two vehicles whose states are described by two independent PDFs. An extension of this algorithm to the more general case of a joint PDF describing the underlying distribution is given in [42]. In order to not only evaluate
the CP of a single state but rather the one of an entire motion plan, the approaches in [35, 84, 165] perform trajectory rollouts using MC sampling. For instance, [35] considers the case where the future motion of the target vehicles is described by Gaussian processes. In contrast to that, the focus in [84, 165] lies on the ego-motion being subject to uncertainty similar to Sec. 2.5.1. In general, all of the previously mentioned MC approaches come with a high computational cost especially for accurate approximations of the true CP. Although advanced techniques, such as importance sampling [84, 165], can reduce this cost, only highly parallelized implementations allow an application in real-time motion planning [76]. More efficient methods for probabilistic collision checking can be derived in Gaussian belief space as highlighted in the next paragraphs.

**Gaussian belief space** Under the assumption of two point robots with a joint Gaussian distribution, it is known from e.g. [42] that the exact CP can be computed analytically. However, if both robot shapes are modified to a disk, no closed-form solution exists anymore. In this case, one must either rely on an approximation or on an upper bound on the true CP [42, 134]. Even in the case where only one of the two circular robots is subject to uncertainty, no analytic solution can be found. Instead, it is proposed in [106, 140] to either store the underlying integral in a look-up table [106] or to evaluate it numerically on the fly [140]. A different approach for a circular robot in a known polygonal environment is presented in [8]. Here, the authors compute the minimum probability that no collision occurs with the obstacles at a given time step. Unfortunately, the efficiency of this approach can not be maintained in the case of a non-circular robot, where an optimization problem must be solved for every Gaussian belief [180]. Note that both approaches [8, 180] can also be used in e.g. [137] to approximate the CP of an entire trajectory.

In automated driving, most of the obstacles as well as the ego-vehicle itself have a non-circular shape. This is for example considered in [196], where a conservative hull is constructed such that the translational uncertainty of the ego-vehicle is taken into account. While this might be sufficient for probabilistic collision checking, the grid-based approach in [139] allows to actually compute the CP (up to a discretization error) in case that only one of the two (colliding) objects is subject to translational uncertainty. If, however, the position of both objects is uncertain, the algorithm in [135] can be used to compute an upper bound on the true CP. In order to also consider the
uncertainty of the rotational degree of freedom (DOF), a two-step approach is introduced in [71]. Here, both the translational as well as the rotational DOF are treated separately as the corresponding uncertainties are assumed to be independent.

In contrast to that, the idea of sigma hulls (SHs) [117] is to derive a convex hull that captures the uncertainty of a Gaussian belief with respect to a user-defined confidence $P$. To do so, it is proposed to first transform the robot to the sigma points known from the UKF [87] and then to compute a convex hull that encloses the robot’s shape at all of these configurations. An exemplary visualization of this procedure for a vehicle with one rotational and two translational DOFs can be found in Fig. 3.3.

![Sigma points](image1.png) ![Sigma hull (SH)](image2.png)

**Figure 3.3** Visualization of the sigma hull given the Gaussian belief from (a) with mean $\mu_k$. The underlying procedure computes the convex hull of the footprints (dashed lines in (b)) that are transformed to the sigma points of the Gaussian.

Unfortunately, the sigma points only yield an optimistic approximation of the Gaussian belief as indicated by the polyhedron in Fig. 3.3(a). Therefore, checking a SH for collision with the environment provides no guarantee that the corresponding CP is below the given threshold $1 - P$. This insight is one of the main motivations behind the two novel approaches presented in the following section.

Finally, it has to be mentioned that there are also methods that take into account the perception uncertainty in the evaluation of the CP [3, 13, 54, 139]. Especially [54] has to be highlighted here as it outlines the computation of the CP in a probabilistic occupancy grid [44] that is frequently used in automated driving [63, 189, 194]. Note that this procedure can also be combined with
the previously introduced concept of beliefprints in order to compute CPs that account for both perception and ego-motion uncertainty.

### 3.2 Beliefprint Computation

This section introduces two novel algorithms for the computation of the beliefprint given a Gaussian belief, the vehicle’s footprint, and a confidence $P$. The development of both algorithms is motivated by the fact that state-of-the-art approaches [117, 196] fail to calculate a conservative approximation of the actual beliefprint $B_k$. To better understand this, Fig. 3.4 illustrates how $B_k$ can be computed for a three-dimensional vehicle state with uncertain position and orientation.

**Figure 3.4** Illustration of a three-dimensional Gaussian belief $\text{bel}(x_k)$ along with the corresponding beliefprint $B_k$. The latter can be obtained by transforming the footprint $F$ (dashed line in (b)) to all states on the surface of the blue ellipsoid shown in (a).

Briefly summarized, one must first compute the ellipsoid visualized in Fig. 3.4(a) such that it encloses the probability mass $P$ of the Gaussian belief $\text{bel}(x_k) = \mathcal{N}(x_k; \mu_k, \Gamma_k)^6$ with mean $\mu_k \in \mathbb{R}^n$ and covariance $\Gamma_k \in \mathbb{R}^{n \times n}$. The beliefprint $B_k$ can then be obtained by taking the union of all footprints transformed to the (infinitely many) states on the surface of the previously

---

6 Throughout this section, the belief is represented by a multivariate normal distribution as computed, for example, by the EKF-MP in Alg. 2. Note, however, that the underlying PDF neglects that angles are typically wrapped to a $2\pi$ interval (see e.g. wrapped normal distribution [81]) and thus only yields a good approximation for small angular uncertainties.
computed ellipsoid. Comparing this procedure with the state of the art, it can be seen that [196] completely neglects the rotational uncertainty while [117] approximates the belief optimistically with the $2n + 1$ sigma points as shown in Fig. 3.3(a). Furthermore, the procedure described above also reveals that $B_k$ itself cannot be calculated efficiently due to the infinitely many transformations involved in the underlying computations.

Therefore, the goal in this section is to derive an efficient and systematic approach that allows to approximate the beliefprint $B_k$ conservatively. To do so, two novel algorithms are proposed on the basis of [213] in Sec. 3.2.1 and [218] in Sec. 3.2.2. While the first algorithm can only guarantee conservatism in certain cases, it serves as an integral part of the second algorithm that provides this guarantee for arbitrary three-dimensional Gaussians (uncertain position and orientation).

### 3.2.1 Approximate Beliefprint

The basic idea in this section lies in the approximation of the beliefprint by a convex hull that encloses the vehicle’s footprint $F$ transformed to a finite set of vehicle states. The key aspect of such an approach is the derivation of these states such that the resulting beliefprint $\hat{B}_k$ yields a conservative approximation of $B_k$. In this section, it is proposed to use the vertices of a polyhedron $P_k$, that encloses the probability mass $P$ of the Gaussian belief $\text{bel}(x_k)$, for the required transformations. In certain cases, such a procedure allows a conservative approximation of $B_k$ as further detailed below. Note that the following derivations are given for the two-dimensional case ($F, \mathcal{B}_k, \hat{B}_k \subseteq \mathbb{R}^2$ and $x_k \in \mathbb{R}^{n \leq 3}$), but can also be transferred to three dimensions ($F, \mathcal{B}_k, \hat{B}_k \subseteq \mathbb{R}^3$ and $x_k \in \mathbb{R}^{n \leq 6}$).

The computation of the approximate beliefprint $\hat{B}_k$ is divided into two stages. The first one requires the definition of a polyhedron $P \subseteq \mathbb{R}^n$ with $s$ vertices $p_{i=1:s} \in \mathbb{R}^n$ such that it encloses the probability mass $P$ of an $n$-dimensional standard normal distribution as follows

$$P = \frac{1}{\sqrt{(2\pi)^n}} \int_P \exp \left( -\frac{1}{2} x^T x \right) \, dx,$$

where the vector $x \in \mathbb{R}^n$ contains the $n$ states of the robot. For $n = 3$, interesting candidates for $P$ are the Platonic solids [37] such as the octahedron or the icosahedron both shown in Fig. 3.5.
The advantage of these polyhedrons is that their symmetry facilitates the integration in (3.2). In case of the octahedron, for example, (3.2) can be written as

\[ P_{\text{oct}}(R) = \frac{8}{\sqrt{(2\pi)^3}} \int_0^R \int_0^{R-x} \int_0^{R-x-y} \exp \left( -\frac{1}{2}x^T x \right) \, d\theta \, dy \, dx, \quad (3.3) \]

where the state of the robot is given by \( x = (x \, y \, \theta)^T \), and the circumscribed radius by \( R = \sqrt{3}r \) with \( r \) being the inscribed radius visualized by the blue sphere in Fig. 3.5(a). In a similar way, the probability mass can be derived that is contained within an icosahedron given, for example, its inscribed radius. A numerical evaluation of these integrals for different values of \( r \) can be found in Fig. 3.6, which also includes the corresponding correlation for a sphere. In this case, the integration in (3.2) can be conducted very efficiently using a spherical coordinate system, which yields

\[ P_{\text{sph}}(r) = \operatorname{erf} \left( \frac{\sqrt{2}}{2}r \right) - \sqrt{\frac{2}{\pi}} r \exp \left( -\frac{1}{2} r^2 \right), \quad (3.4) \]

where \( r \) denotes the radius of the sphere and \( \operatorname{erf}(\bullet) \) the error function [1].

It can be seen in Fig. 3.6 that for a given radius \( r \), both the octahedron as well as the icosahedron enclose more probability mass than the sphere. This is due to the fact that both polyhedrons enclose the sphere entirely and also
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Figure 3.6  Comparison of the probability mass $P$ contained within a sphere, an octahedron, and an icosahedron with regard to the inscribed radius $r$ given a standard normal distribution. Adapted from [213], © 2018 IEEE.

capture additional probability mass at the corners (see Fig. 3.5). However, adding more vertices to the polyhedron in order to better approximate the sphere reduces this effect as it can be observed by comparing the curves of the octahedron and the icosahedron in Fig. 3.6.

Apart from this analysis, Fig. 3.6 also allows to derive the inscribed radius of the two polyhedrons given a user-defined confidence $P$. This value can then be used to specify the vertices $p^{[i]}$ (see Fig. 3.5) that are required for the remaining computations.

While all of the previous steps can be executed offline, the second phase of the proposed algorithm must be repeated online for every Gaussian belief $bel(x_k) = \mathcal{N}(x_k; \mu_k, \Gamma_k)$. The goal now is to compute the $s$ vertices $p^{[i]}_k$ of the polyhedron $\mathcal{P}_k$, which encloses the probability mass $P$ of the belief. In fact, it is possible to show that these vertices can be calculated efficiently by transforming the vertices $p^{[i]}$ of the polyhedron $\mathcal{P}$ according to

$$p^{[i]}_k = L_k p^{[i]} + \mu_k,$$

where $L_k \in \mathbb{R}^{n \times n}$ denotes the lower triangular matrix obtained from the Cholesky factorization of $\Gamma_k$ [65]. From a geometric point of view, (3.5) first deforms the polyhedron $\mathcal{P}$ linearly using $L_k$ and then shifts it to the mean $\mu_k$ as shown in Fig. 3.7(a). Note that this affine transformation is also known from the generation of multivariate Gaussian samples when only sampling from a standard normal distribution is possible [59].

Now that the polyhedron $\mathcal{P}_k$ is known, the approximate beliefprint $\hat{B}_k$
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Figure 3.7  Illustration of the transformed polyhedron $\mathcal{P}_k$ and the approximate beliefprint $\hat{\mathcal{B}}_k$. The latter describes the convex hull of the footprints transformed to the $s$ vertices $p_k[i]$ of $\mathcal{P}_k$. Note that the ellipsoid in (a) is already known from Fig. 3.4(a) and encloses the same probability mass as $\mathcal{P}_k$. Adapted from [213], © 2018 IEEE.

can be computed similar to [117] in two steps: (1) transform the vehicle’s footprint $\mathcal{F}$ to the $s$ vertices $p_k[i]$ of $\mathcal{P}_k$, and (2) compute the convex hull of these transformed footprints in order to end up with $\hat{\mathcal{B}}_k$. A visualization of both steps can be found in Fig. 3.7(b), and a summarizing description of the algorithm in Alg. 3.

Algorithm 3 Approximate Beliefprint (adapted from [213], © 2018 IEEE)

```
approx_beliefprint($\mu_k, \Gamma_k, \mathcal{P}, \mathcal{F}$):
1: $L_k^L = \text{cholesky}(\Gamma_k)$
2: $\mathcal{F}_k = \emptyset$
3: for $i = 1 : s$ do
4:   $p_k[i] = L_k p[i] + \mu_k$
5:   $\mathcal{F}_k[i] = \text{transform}(\mathcal{F}, p_k[i])$
6:   $\mathcal{F}_k += \langle \mathcal{F}_k[i] \rangle$
7: end for
8: $\hat{\mathcal{B}}_k = \text{convhull}(\mathcal{F}_k)$
9: return $\hat{\mathcal{B}}_k$
```

A step-wise analysis of the described computations allows to derive the time complexity of this algorithm. Remember that the dimension of the vehicle’s state is denoted by $n$ and the polyhedron’s number of vertices by $s$. 
Furthermore, it is assumed that the footprint is composed of \( p \) points. On this basis, the time complexity of Alg. 3 is given by \( O(n^3 + sn^2 + sp \log(sp)) \). More precisely, the Cholesky factorization in Line 1 has a complexity of \( O(n^3) \) [65], the for loop in Lines 3–7 is \( O(s(n^2 + p)) \), and the complexity of the convex hull operation in Line 8 is given by \( O(sp \log(sp)) \) [148]. Based on these results, it is expected that the total number of generated points \( sp \) has a major influence on the overall runtime of this algorithm. Further details on the actual computation time for different values of \( s \) and \( p \) are highlighted in the next section.

Finally, it remains to be answered in which cases Alg. 3 yields a conservative approximation of the beliefprint \( B_k \). In general, conservatism can be guaranteed if the approximate beliefprint describes the union of all footprints transformed to the infinitely many points on the surface of \( P_k \). The reason for this is that the polyhedron \( P_k \) encloses the probability mass \( P \) exactly, however, its vertices lie further away from the mean than all points on the corresponding ellipsoid (see Fig. 3.7(a)) that is used to compute \( B_k \).

Under the assumption that the robot has only translational DOFs, the previously described problem of transforming the footprint \( F \) to all points on \( P_k \) corresponds to the computation of the Minkowski sum [45]. If both \( P_k \) and \( F \) are convex, it is known from e.g. [61] that Alg. 3 computes exactly this Minkowski sum and by doing so, derives a conservative approximation of \( B_k \). In case of a non-convex footprint, a convexification must first be conducted in order to approximate \( B_k \) conservatively [166].

In contrast to that, if the state of the robot also contains a rotational DOF, it can generally no longer be ensured that the output of Alg. 3 yields a conservative approximation of \( B_k \). This is due to the nonlinearity of the rotation, which not only requires the evaluation of \( F \) at the vertices of \( P_k \), but rather on its whole surface. However, one exemption can be identified: if the footprint \( F \) only consists of a single point (or a disk), the rotational DOF has no effect on the actual shape of \( B_k \). In this case, the output from Alg. 3 yields a conservative approximation of \( B_k \) as it can be seen in Fig. 3.8.

### 3.2.1.1 Experimental Evaluation

The experimental results in this section compare the performance of the proposed method with sigma hulls (SHs) [117] and an MC approach. The latter draws a given number of samples from the Gaussian distribution such that the user-defined confidence \( P \) is satisfied with a certain probability [25].
Figure 3.8  Beliefprint $\mathcal{B}_k$ of a point robot given the three-dimensional Gaussian distribution from Fig. 3.4(a). In contrast to SHs [117], the approximate beliefprint $\hat{\mathcal{B}}_k$ (computed here with an icosahedron) captures additional probability mass at the corners resulting in a more conservative/larger beliefprint than $\mathcal{B}_k$ itself.

In the experiments below, this probability is set to 99%, and the three-sigma confidence in three dimensions (97.1%) is chosen for $P$. On the basis of these parameters, Fig. 3.9 compares the shape of the beliefprint $\mathcal{B}_k$ with the approximations of the other three approaches given the Gaussian belief from Fig. 3.4(a).

Figure 3.9  Comparison of the beliefprint $\mathcal{B}_k$ with the approximate beliefprint $\hat{\mathcal{B}}_k$ of an octahedron/icosahedron, a sigma hull (SH) [117], and the result of an MC approach given the Gaussian belief from Fig. 3.4(a).

It can be seen in Fig. 3.9 that the SH lies completely within $\mathcal{B}_k$ and thus might result in situations where the actual CP exceeds the user-defined threshold $1 - P$. As opposed to this, the approximate beliefprint $\hat{\mathcal{B}}_k$ of the
octahedron leads to a fairly conservative approximation of $B_k$. The reason for this is that the octahedron consists of only six vertices, which must be placed further away from the mean to capture the same probability mass as e.g. an icosahedron with its twelve vertices (see Fig. 3.5). In fact, it can be observed that both the icosahedron as well as the MC approach yield the closest approximation of $B_k$ in this example. However, both methods differ significantly with respect to their computational effort as it is shown in the following benchmark.

Especially in real-time applications, methods with a low computation time are required. Therefore, the different beliefprint approximations are now compared with respect to their average computation time given $10^4$ random beliefs. All methods are implemented in C++ and benchmarked on a single core of an Intel Xeon E5@3.5 GHz. The corresponding values can be found in Tab. 3.1, where the shape of the footprint is varied between a rectangle with four points $F_{\text{rectangle}}$ and a polygon with 20 points $F_{\text{contour}}$.

<table>
<thead>
<tr>
<th>Footprint</th>
<th>MC</th>
<th>SH</th>
<th>oct.</th>
<th>ico.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{\text{rectangle}}$</td>
<td>750.6</td>
<td>3.5</td>
<td>3.6</td>
<td>5.2</td>
</tr>
<tr>
<td>$F_{\text{contour}}$</td>
<td>1708.2</td>
<td>9.1</td>
<td>9.8</td>
<td>17.2</td>
</tr>
</tbody>
</table>

It can be seen that the computation of a sigma hull takes about as long as the execution of Alg. 3 in combination with an octahedron. In contrast to that, replacing the octahedron with an icosahedron raises the average computation time by up to 75.5%. A similar trend can be observed when comparing the computation times for the different footprints $F_{\text{rectangle}}$ and $F_{\text{contour}}$. These results are aligned with the analysis of the time complexity above and therefore not further detailed here. In addition to that, it has to be mentioned that the MC approach is orders of magnitude slower than the three other approaches limiting its usability in real-time applications.

### 3.2.2 Robust Beliefprint

The insight that the nonlinearity of the rotation prevents the previous method from being conservative inspired the algorithm presented in this section. The general idea here is to first construct a hull that completely captures the
uncertainty of the rotational DOF and then use this result to also enclose the uncertainty of the vehicle’s position. The output of this method is called robust beliefprint \( \overline{B}_k \) as it guarantees (under the premise of Footnote 6 (p. 102)) to approximate the beliefprint \( B_k \) conservatively.

The results in this section are currently limited to a three-dimensional Gaussian belief
\[
\text{bel}(x_k) = \mathcal{N}(x_k; \mu_k, \Gamma_k)
\]
whose components are given as
\[
\text{bel}(x_k) = \mathcal{N}\left(\begin{pmatrix} x_k \\ y_k \\ \theta_k \end{pmatrix}; \begin{pmatrix} \mu_{x,k} \\ \mu_{y,k} \\ \mu_{\theta,k} \end{pmatrix}, \begin{pmatrix} \Gamma_{xx,k} & \Gamma_{xy,k} & \Gamma_{x\theta,k} \\ \Gamma_{yx,k} & \Gamma_{yy,k} & \Gamma_{y\theta,k} \\ \Gamma_{\theta x,k} & \Gamma_{\theta y,k} & \Gamma_{\theta \theta,k} \end{pmatrix}\right).
\]
(3.6)

Note that the covariance matrix \( \Gamma_k \) is symmetric and that \( x_k \) and \( y_k \) describe the vehicle’s position and \( \theta_k \) its heading angle.

Similar to Sec. 3.2.1, the overall goal in the following derivation is to derive a volume \( V_k \subset \mathbb{R}^3 \) that encloses the probability mass \( P \) of the current belief
\[
\text{bel}(x_k) = p(x_k, y_k, \theta_k)
\]
according to
\[
P = \int \int \int_{V_k} p(x_k, y_k, \theta_k) \, dx_k \, dy_k \, d\theta_k.
\]
(3.7)

This equation can be modified by applying the definition of conditional probability [186] as
\[
P = \int \int \int_{V_k} p(\theta_k | x_k, y_k) p(x_k, y_k) \, dx_k \, dy_k \, d\theta_k,
\]
(3.8a)
\[
P = \int \int_{A_k} p(x_k, y_k) \int_{H_k} p(\theta_k | x_k, y_k) \, d\theta_k \, dx_k \, dy_k,
\]
(3.8b)

where the volume \( V_k \) is decomposed into the two-dimensional area \( A_k \subset \mathbb{R}^2 \) and into the one-dimensional bound \( H_k \subset \mathbb{R} \) that may depend on \( x_k \) and \( y_k \). For a Gaussian belief, it is known that both the marginal distribution \( p(x_k, y_k) \) as well as the conditional distribution \( p(\theta_k | x_k, y_k) \) remain Gaussians. In particular, the latter is described by \( \mathcal{N}(\theta | x, y; \mu_{\theta|x,y}, \Gamma_{\theta|x,y}) \), where the index \( k \) is dropped in the following for better readability. The mean \( \mu_{\theta|x,y} \) and the variance \( \Gamma_{\theta|x,y} \) of this distribution are given according to [11] by
\[
\mu_{\theta|x,y} = \mu_{\theta} + (\Gamma_{\theta x} \Gamma_{\theta y}) \left(\begin{pmatrix} \Gamma_{xx} & \Gamma_{xy} \\ \Gamma_{yx} & \Gamma_{yy} \end{pmatrix}\right)^{-1} \left(\begin{pmatrix} x \\ y \end{pmatrix} - \begin{pmatrix} \mu_x \\ \mu_y \end{pmatrix}\right),
\]
(3.9a)
\[
\Gamma_{\theta|x,y} = \Gamma_{\theta \theta} - (\Gamma_{\theta x} \Gamma_{\theta y}) \left(\begin{pmatrix} \Gamma_{xx} & \Gamma_{xy} \\ \Gamma_{yx} & \Gamma_{yy} \end{pmatrix}\right)^{-1} \begin{pmatrix} \Gamma_{x\theta} \\ \Gamma_{y\theta} \end{pmatrix}.
\]
(3.9b)
Two important facts can be observed in (3.9) that are used later on: (1) the mean $\mu_{\theta|x,y}$ is a linear function of the vehicle’s position $(x, y)$, and (2) the variance $\Gamma_{\theta|x,y}$ is constant and can be determined with the values from (3.6).

Using the previous results, (3.8b) can be reformulated as

$$P = \int \int_A p(x, y) \int_{\mu_{\theta|x,y} - \Delta \theta}^{\mu_{\theta|x,y} + \Delta \theta} \mathcal{N}(\theta|x, y; \mu_{\theta|x,y}, \Gamma_{\theta|x,y}) \, d\theta \, dx \, dy,$$

(3.10)

where the integration bound $H$ is replaced with $\mu_{\theta|x,y} \pm \Delta \theta$. The general idea behind this substitution is to capture the uncertainty of the rotational DOF in an interval $\pm \Delta \theta$ around the mean $\mu_{\theta|x,y}$ of the underlying distribution. This allows to further simplify (3.10) by shifting the integration bounds to

$$P = \int \int_A p(x, y) \int_{-\Delta \theta}^{+\Delta \theta} \mathcal{N}(\theta|x, y; 0, \Gamma_{\theta|x,y}) \, d\theta \, dx \, dy.$$

(3.11)

The inner integral can now be solved leading to the final result

$$P = \int \int A \text{erf} \left( \frac{\Delta \theta}{\sqrt{2\Gamma_{\theta|x,y}}} \right) p(x, y) \, dx \, dy,$$

(3.12a)

$$P_{\text{rot}} = \text{erf} \left( \frac{\Delta \theta}{\sqrt{2\Gamma_{\theta|x,y}}} \right) \int \int A p(x, y) \, dx \, dy,$$

(3.12b)

where the fact that the variance $\Gamma_{\theta|x,y}$ from (3.9b) does not depend on the variables $x$ and $y$ is leveraged. On this basis, it can be concluded that an alternative way to satisfy $P$ is to compute an interval $\pm \Delta \theta$ and an area $A$ such that they enclose the probability mass $P_{\text{rot}}$ and $P_{\text{trans}}$, respectively. The corresponding values for $P_{\text{rot}}$ and $P_{\text{trans}}$ must be defined by the user such that the multiplication of both terms gives the confidence $P$ (see (3.12b)). For instance, one can set $P$ to the three-sigma value in three dimensions (97.1 %), and $P_{\text{trans}}$ to the three-sigma value in two-dimensions (98.9 %), which yields $P_{\text{rot}} = P / P_{\text{trans}}$. These confidences can then be used to determine both $\Delta \theta$ and $A$ analytically by applying the results from Sec. 3.2.1.

For instance, $\Delta \theta$ can be obtained by solving (3.2) offline ($n = 1$ and confidence $P_{\text{rot}}$) and by transforming the resulting two bounds similar to (3.5) with $\sqrt{\Gamma_{\theta|x,y}}$ [59]. This procedure has the advantage that it only requires a simple linear transformation in the online phase of the algorithm. The two-dimensional area $A$ in (3.12b) can also be derived with the method from
Sec. 3.2.1 using \( n = 2 \) and the confidence \( P_{\text{trans}} \). In this case, regular polygons are promising candidates for the integration in (3.2) due to their symmetry. The results of the previous analysis are visualized in Fig. 3.10.
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**Figure 3.10** Visualization of the joint and the marginal distribution along with the ellipsoid (a) and the ellipse (b) that indicate the user-defined confidence \( P \) and \( P_{\text{trans}} \). In addition to that, the polygon \( A \) and the mean \( \mu_{\theta|x,y} \) at the corners of \( A \) are also shown in (b). Note that the illustrated wedges in (b) indicate the \( \pm \Delta \theta \) bound derived from the confidence \( P_{\text{rot}} \).

Here, a polygon with five vertices is chosen to enclose the probability mass \( P_{\text{trans}} \) of the marginal distribution \( p(x, y) \). Furthermore, the wedges at the respective vertices display the range \( \pm \Delta \theta \) that is required to also capture \( P_{\text{rot}} \). From the previous analysis, it is known that \( \Delta \theta \) is constant for all positions in \( A \), however, the mean heading angle \( \mu_{\theta|x,y} \) changes linearly with respect to \( x \) and \( y \) (see (3.9a)). This effect can also be seen in Fig. 3.10(b) by comparing the corresponding values visualized at the corners of \( A \).

In order to ensure conservatism in the computation of the robust beliefprint, the dependence of \( \mu_{\theta|x,y} \) on \( x \) and \( y \) must first be eliminated. Here, it is proposed to over-approximate this value with the maximum \( \bar{\mu}_{\theta|x,y} \) and the minimum \( \underline{\mu}_{\theta|x,y} \) that occur on \( A \). Under the assumption that a polygon is used to describe \( A \), finding these extrema is equal to solving a linear program, where (3.9a) defines the objective function and \( A \) the corresponding constraints. Fortunately, it is known from linear optimization that both extrema occur at the corners of the underlying polygon [9]. Therefore, it is sufficient to evaluate \( \mu_{\theta|x,y} \) at these positions (see Fig. 3.10(b)) and then to take the maximum value as \( \bar{\mu}_{\theta|x,y} \) and the minimum as \( \underline{\mu}_{\theta|x,y} \).
3.2 Beliefprint Computation

On this basis, a conservative hull $\overline{B}_\theta$ can be computed that fully encloses the uncertainty of the rotation. As shown in Fig. 3.11(a), the corresponding procedure requires to rotate the footprint $F$ from $\mu_{\theta|x,y} - \Delta \theta$ to $\mu_{\theta|x,y} + \Delta \theta$ and to over-approximate the swept area with a polygon. Note that during this rotation, each point on the footprint moves on a circle centered at the origin, allowing to derive efficient methods for the computation of $\overline{B}_\theta$.

Building on the results of Sec. 3.2.1, the translational uncertainty can now be taken into account by translating $\overline{B}_\theta$ to the corners of $A$ and by taking the convex hull of the resulting polygons. A visualization of this procedure, which outputs the robust beliefprint $\overline{B}$, is given in Fig. 3.11(b). It has to be noted that this approximation is guaranteed to be conservative as no assumptions are made in the integration process and only geometric over-approximations are used to derive $\overline{B}$. Furthermore, the full correlation of the underlying belief is considered here, and no independence assumptions between the rotational and the translational uncertainty, as e.g. in [71], are made. To the author’s best knowledge, this algorithm is the first approach that provides these guarantees while at the same time, only requires analytical evaluations (apart from the precomputations that can be executed offline).

3.2.2.1 Geometric Interpretation

The aim of this section is to briefly analyze the concept behind the previously introduced algorithm from a geometric point of view. This interpretation
is meant to provide a better understanding of the underlying computation steps that were only highlighted from a mathematical perspective above.

Starting with the insights from (3.9)–(3.12) that the rotational uncertainty can be captured in an interval $\mu_{\theta|x,y} \pm \Delta \theta$ and assuming that the area $\mathcal{A}$ is described by a polygon with five vertices leads to the visualization in Fig. 3.12(a).
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**Figure 3.12** Geometric interpretation of (3.9)–(3.12) in (a) and visualization of the over-approximation (dashed lines) made in the robust beliefprint computation (b). Both images are based on the Gaussian belief given in Fig. 3.10(a).

Here, a pentagonal prism is constructed such that it encloses the probability mass $P$ of the underlying belief while keeping its vertical edges parallel to the $\theta$-axis. In fact, the height of this prism corresponds to the previously derived value $2\Delta \theta$, and the planes running through its upper and lower base are given by $\mu_{\theta|x,y} \pm \Delta \theta$. Furthermore, projecting all vertices of that prism onto the ground results in the area $\mathcal{A}$ known from (3.12b).

As the rotational DOF still depends on $x$ and $y$ in Fig. 3.12(a), the proposed algorithm conducts the over-approximation shown in Fig. 3.12(b). Here, a new prism (dashed lines) is constructed that fully encloses the previous one and whose upper and lower base run parallel to the $xy$-plane. This over-approximation corresponds to the computation of $\bar{\mu}_{\theta|x,y}$ and $\bar{\mu}_{\theta|x,y}$ that, augmented by $\pm \Delta \theta$, describe the two vertical limits shown in Fig. 3.12(a).

Now that the rotational and the translational DOFs are decoupled, one can proceed with the computation of $\bar{\mathcal{B}}_\theta$ and $\bar{\mathcal{B}}$ as described above and visualized in Fig. 3.11.
3.2.2.2 Experimental Evaluation

Finally, it remains to be answered how conservative the robust beliefprint $\bar{B}_k$ is compared to $B_k$ and the approximation $\hat{B}_k$ from Sec. 3.2.1. For this purpose, Fig. 3.13 shows a comparison of the outputs obtained from the previously described methods given the Gaussian belief from Fig. 3.10(a).

![Figure 3.13](image_url)

**Figure 3.13** Comparison of the beliefprint $B_k$ with the robust beliefprint $\bar{B}_k$ and two variants of the approximate beliefprint $\hat{B}_k$ computed with an octahedron/icosahedron given the Gaussian belief from Fig. 3.10(a).

Once again, it can be observed that the best approximation of $B_k$ is generated by $\hat{B}_k$ using an icosahedron. However, it cannot be generally guaranteed that the corresponding result approximates $B_k$ conservatively. As opposed to that, the robust beliefprint $\bar{B}_k$ enforces conservatism, which leads in the given example to a significant over-approximation of $B_k$. This could be a problem in tight environments, where the robust beliefprint $\bar{B}_k$ might indicate a collision although $B_k$ is collision-free. From a practical point of view, it might therefore be required to rely on the approximate and not on the robust beliefprint in order to avoid a too conservative behavior of the robot.

3.3 Summary

Motion planning in belief space requires approaches that allow to evaluate whether a given belief exceeds a user-defined collision probability (CP). Under the assumption of Gaussian beliefs, two novel algorithms are introduced
in this chapter that calculate the so-called beliefprint: the area occupied by
the robot given its footprint, a belief distribution, and the user-defined confi-
dence $P$. These beliefprints can then be used for collision checking to ensure
that the CP of a vehicle state does not exceed the given threshold $1 - P$.

Based on the insight that the actual shape of the beliefprint cannot be com-
puted efficiently, the two algorithms in this chapter focus on conservative
and efficient approximations thereof. While the approach in Sec. 3.2.1 can
only ensure conservatism in certain cases, e.g. for a robot with only transla-
tional DOFs, the extension in Sec. 3.2.2 provides this guarantee for a robot
with one rotational and two translational DOFs. The latter is typically the
case in automated driving, where the vehicle’s position and orientation are
frequently used for two-dimensional collision checking. In this case, it is
shown that the approximate beliefprint from Sec. 3.2.1 already results in a
fairly precise approximation of the actual beliefprint. In contrast, the robust
beliefprint in Sec. 3.2.2 outputs a more conservative area that might lead to a
too defensive behavior when actually being deployed on a real robot.

With respect to efficiency, the presented approaches allow to perform
all complex calculations offline such that only analytical evaluations are
required in the online phase of the algorithms. This two-stage approach
reduces the computation time to microseconds as it is shown in Sec. 3.2.1.1
for the calculation of the approximate beliefprint.

In the future, it would be interesting to extend the presented algorithms
to belief representations other than the Gaussian distribution considered in
this chapter. Moreover, it remains an interesting question how the provided
concept can be used for the computation of an obstacle’s beliefprint. In this
case, the proposed algorithms must be extended such that the perception
uncertainty can be taken into account as well.
4 Learning Pose Predictions for Guided Motion Planning

Motion planning in complex environments often requires problem-specific heuristics for the fast computation of a preferably optimal solution [28, 40, 77, 207]. In automated driving, however, the large variety of possible scenarios as well as the nonholonomic constraints of the vehicle make it difficult to design such heuristics manually. Therefore, a data-driven approach is proposed in this chapter that allows to guide a motion planner through complex scenarios. More specifically, a convolutional neural network (CNN) is presented that predicts future ego-vehicle poses from a start to a goal state given observations of the current environment. As shown in Fig. 4.1, these predicted poses can then be used by a sampling-based motion planner, such

![Figure 4.1](image.png)

"Evasive maneuver due to an accident blocking the road. The path of the ego-vehicle (green line) is computed using the learned vehicle pose predictions (gray arrows). The obstacles in the environment are visualized by the red voxels, and the corresponding two-dimensional cost map for motion planning is depicted on the ground" [216]. Reprinted from [216], © 2019 IEEE.
as RRT* [93], along with one of the steering functions from Ch. 2 to compute a feasible path to the desired goal. Biasing the motion planner in this way has the potential to accelerate the convergence and improve the success rate in challenging environments. These two aspects are further detailed in the guided motion planning experiments in Sec. 5.3.5.

The remainder of this chapter is organized as follows: Sec. 4.1 reviews the state of the art, Sec. 4.2 highlights the generation process of the training data, and Sec. 4.3 describes the CNN used for the prediction of the future ego-vehicle poses. A benchmark of its performance against uniform sampling and an A*-based approach can be found in Sec. 4.4, and a concluding summary is finally given in Sec. 4.5. It has to be noted that parts of this chapter have previously been published in [216] and in the extended version [215].

### 4.1 State of the Art

"Recent advances in deep learning have opened up new possibilities to improve or even replace existing motion planning algorithms for robot navigation. For instance, impressive results have been achieved in the field of imitation learning, where a robot is trained to act based on expert demonstrations, such as end-to-end learning for self-driving cars" [215].

**End-to-end learning** While early achievements in this field go back to 1989 [147], significant progress has been made with the possibility to train even more complex (deeper) models end-to-end. An example of such an approach for lane following is presented in [15], where a CNN learns to control the steering angle of a vehicle given raw camera inputs. Building on these results, the adapted models in [36, 74] also take into account a discrete set of navigation commands to initiate e.g. a turn at an intersection.

A known problem of the previously described approaches is that they only compute a reactive policy given the raw measurements of a front-facing sensor. This is especially an issue from a safety perspective as hard constraints, such as collision avoidance or actuator limits, cannot be explicitly enforced.

---
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In addition to that, a 360° surround view might be required to make safe decisions in challenging traffic situations. To overcome these problems, a recurrent neural network is trained in [5] that outputs an entire trajectory given a detailed top-down representation of the environment. One of the advantages of this approach is that it takes into account the entire surrounding while allowing for a further optimization of the computed trajectory with respect to comfort and safety. However, with its focus on corridor driving, this method might fail in situations that require a global solution to the motion planning problem.

Hybrid approaches  The fact that learning-based approaches cannot (yet) enforce hard constraints motivates the introduction of so-called hybrid approaches that combine classic motion planning algorithms with machine learning techniques. By doing so, it is possible to maintain the theoretical guarantees of the motion planner (optimality and completeness) while improving its overall performance. 'Depending on the planning algorithm, different approaches exist in the literature. Optimization-based planners [emphasis added], for example, often suffer from short planning horizons. This issue can be resolved with a learned cost shaping term that aligns the short-term horizon with the long-term goal as proposed in [183].

In contrast to that, search-based planners [emphasis added] in continuous state-action space require an action sampling distribution for graph expansion and a cost-to-go heuristic for node selection. The former is addressed in [98], where a generative adversarial network [67] is trained to guide the search towards the goal. Minimizing search effort through learned cost-to-go heuristics is achieved in [34]. However, iteratively evaluating the heuristic during search limits the capacity of the neural network due to real-time constraints. Furthermore, optimality can only be guaranteed in a multi-heuristic setup' [215].

With respect to sampling-based motion planning, it is generally known that biasing the sampling distribution towards promising regions in the state space can significantly improve the performance of the planner [56, 197–199, 207]. Especially deep learning-based approaches allow to compute such non-uniform distributions conditioned on various features such as the environment of the robot or a desired goal state. For instance, both [75] and [107] train a neural network to guide a sampling-based local motion planner in an environmental aware fashion. In contrast to that, sampling distributions for global motion planning are learned in [77, 123] using a
conditional variational autoencoder (CVAE). Although these results appear promising, further studies are required to evaluate the CVAE’s capability to avoid obstacles while generalizing to a broad set of scenarios. Another interesting approach in this field is presented in [150], where dropout instead of a generative model is used to compute samples for the motion planner. Future research must investigate how such a method performs in motion planning for automated vehicles, where the static environment is often represented by a high-dimensional occupancy grid.

Opposed to the previous approaches, [138] directly computes a sampling distribution over future robot positions using a fully convolutional neural network. Such a distribution can then be sampled to guide the planner towards a cost-minimizing solution. Note that this approach is similar to the one presented in this chapter, however, the method proposed below computes not only a distribution over future vehicle positions as in [138], but also provides the heading angle at a predicted position. Especially in nonholonomic motion planning, where the vehicle is not capable to make a turn on the spot, it is essential to provide the planner with this information to both accelerate the planning and improve the convergence rate.

Instead of directly computing a non-uniform sampling distribution, the approaches in [105, 200] still rely on uniform sampling, but train a neural network that either rejects [200] or modifies the generated samples locally [105]. In problems with narrow passages, such strategies may, however, still fail as uniform sampling remains at the core of both approaches.

Just recently, several novel planning algorithms [78, 149, 176, 178] are proposed "that conduct planning in a learned latent space rather than in the complex configuration space. The general idea is to simplify the planning problem by solving it in the lower-dimensional latent space. While still in an early development phase, the future of these approaches in safety-critical applications highly depends on the possibility to satisfy hard constraints like collision avoidance" [215].

### 4.2 Data Generation

This section is extracted from [215]: 'Learning ego-vehicle predictions in a supervised fashion requires a diverse dataset consisting of the vehicle’s trajectory from start to goal and the corresponding observations of the environment. Such a dataset with a total number of 13418 trajectories is recorded
in a [...] simulator using Gazebo and ROS. The implemented data generation process is fully automated and parallelized with multiple simulation instances, and requires no time-consuming manual labeling of the recorded training data.

Each recording is generated in one of the eleven scenarios visualized in Fig. 4.2. As this research is embedded in a project with a focus on low-speed maneuvering in tight environments, the designed scenarios focus on challenging setups that require the vehicle to act precisely in a highly non-convex workspace. Exemplary situations include blocked roads, dead ends, or different parking problems. Variation is introduced in each scenario by changing the start and goal pose of the ego-vehicle as well as the number and location of the static obstacles. For unstructured environments, this is implemented by randomly sampling the obstacles and the vehicle’s start and goal pose. For semi-structured environments, obstacles are randomly assigned to predefined locations, such as parking spots. The ego-vehicle’s start and goal pose are, in this case, randomly chosen within predefined locations corresponding to the entrance and exit of a scenario, the driveway, or a parking spot.

The following procedure is then applied to obtain a recording in the randomly configured instances of each scenario. First, the motion planner BiRRT* generates a curvature-continuous collision-free path from start to goal as detailed in [Ch. 5]. Here, BiRRT* is guided by the A*-based heuristic described in Sec. 4.4, and its initial motion plan is optimized for 5 s. Next, a motion controller executes the computed solution resulting in a trajectory with \( t = 1, \ldots, T \) vehicle states \( \mathcal{X} = (x_1, \ldots, x_T) \), where a state \( x_t = \left[ (x_t, y_t, \theta_t, \kappa_t, v_t)^T \right] \) at time step \( t \) is defined by the vehicle’s position \( (x_t, y_t) \), orientation \( \theta_t \), curvature \( \kappa_t \), and velocity \( v_t \). Note that throughout this [thesis], the term vehicle pose is only used to describe a lower-dimensional subset of the state including the vehicle’s position and orientation. Finally, the observations from a simulated LiDAR perception are fused in a two-dimensional 60 m x 60 m occupancy grid with a resolution of 10 cm and recorded along the trajectory. A visualization of such a recording can be found in Fig. 4.4 on the [top] left.

It has to be noted that, similar to [34], motion planning for data generation is conducted with full environmental information in order to guarantee fast convergence to a cost-minimizing solution. In contrast to that, the recorded occupancy grid only fuses the current history of sensor observations resulting in unobserved areas due to occlusions. This forces the model in the learning
Figure 4.2  "Visualization of the eleven scenarios used in the generation of the dataset. Each scenario highlights a challenging driving task in the context of low-speed maneuvering in cluttered environments" [215]. First row: dead end and roundabout. Second row: blocked T-intersection, arena, and blocked road. Third and forth row: different parking scenarios. Adapted from [215].
phase to also resolve situations with partial observability that requires an intuition where possible solutions might lie' [215].

### 4.3 Learning Ego-Vehicle Pose Predictions

This section presents the model that predicts future ego-vehicle poses from a start to a goal state given observations of the current environment. Sec. 4.3.1 specifies the architecture of the model as well as the representation of its input and output, and Sec. 4.3.2 highlights the generation of $N$ discrete vehicle poses from the CNN’s output. The training process including the metrics used for the evaluation are detailed in Sec. 4.3.3, and a hyperparameter optimization is finally conducted in Sec. 4.3.4. Note that all four sections are extracted from [215].

#### 4.3.1 Model

'The model is designed to generate a sampling distribution over future vehicle poses connecting a start and goal state given an occupancy grid with environmental observations. Previous publications [7, 26, 138] have shown that CNNs are well suited for processing high dimensional inputs and predicting multi-modal distributions over future ego-vehicle locations. For nonholonomic motion planning, however, it is essential to enrich such a spatial distribution with the information about the robot’s heading angle at all predicted positions. Therefore, it is proposed to jointly learn a sampling distribution over future vehicle positions as well as a mapping from position to heading angle for a complete representation of a vehicle pose.

This task is realized with the encoder-decoder architecture shown in Fig. 4.3. The illustrated CNN, which contains about 2.5 million parameters, is based on the well-known SegNet [4] from semantic segmentation. The main contribution is not the architecture of the model itself, as it can be easily exchanged with any other state-of-the-art architecture, but the representation of the input and output layers.

The proposed network takes five grids with a resolution of $256 \text{ px} \times 256 \text{ px}$ as an input. These grids encode the static obstacles, the unknown environment, the past path, and the start and goal state of the vehicle (see Fig. 4.4). A simple and effective encoding of the vehicle state is achieved by a $7 \text{ px} \times 7 \text{ px}$ square that describes three information: (1) its location in the grid marks the
position of the vehicle, (2) its inner pixels encode the corresponding vehicle velocity, and (3) its outer pixels depict the respective heading angle. Note that the curvature of the start state is implicitly encoded in the past path as it can be seen in [Fig. 4.4(c)].

The input of the CNN is first encoded and then decoded back to its original size using alternating blocks of convolutional layers with $3 \times 3$ kernels and a stride of $1$, $2 \times 2$ max pooling layers, and $2 \times 2$ unpooling layers. All convolutional layers except the last one are followed by a batch normalization [80] and a ReLU activation [130].

The CNN outputs four grids of the same resolution as the input grids. The first two grids give the results of a cell-wise classification that is trained to predict whether a given cell belongs to the future path or not. An example of such a prediction is shown in [Fig. 4.5(a)], where the intensity corresponds to the probability $p_{\text{path}}(c)$ of a cell $c$ being part of the future path. In contrast to that, the last two output grids contain the results of a cell-wise regression for the sine and cosine components of the robot’s heading angle. The decomposition into sine and cosine has three advantages: (1) a cell with zeros in both components represents an invalid orientation and can therefore be used to label cells without angle information (see Fig. 4.4), (2) computing the cell-wise norm of the predicted components can be interpreted as a confidence measure $p_{\theta}(c)$ indicating if an angle information is available at a respective cell $c$ (see [Fig. 4.5(b)]), and (3) the prediction of the heading angle can be treated as a regression task rather than a classification task, which yields a
Figure 4.4  "Visualization of a perpendicular parking task on the [top] left, and the derived input grids (a)–(e) and label grids (f)–(h) for training the CNN. The ego-vehicle is represented by the green arrow in the center of the image on the [top] left and the target vehicle pose by the white arrow without a tail. The color of the arrows indicates the vehicle’s velocity at the respective pose" [215].

(a) Path prediction.  
(b) Heading angle prediction.

Figure 4.5  Output of the CNN given the scenario from Fig. 4.4. While (a) gives a distribution over future vehicle positions, (b) provides a mapping from position to heading angle. Note that for a compact illustration, the four output grids (see Fig. 4.3) are blended into the two images shown above.
compact representation of the output and avoids an exponential growth of its dimension. However, the latter comes with a potential drawback of not being able to predict multi-modal, cell-wise heading angle predictions. The experiments have shown, however, that this is only an issue in rare corner cases as most of the scenarios do not require the vehicle to change its heading angle significantly while staying in the same region of the environment' [215].

4.3.2 Vehicle Pose Sampling

Generating \(i = 1, \ldots, N\) continuous vehicle poses \(x^{i}_{\text{pred}}\) from the output of the CNN is conducted in four steps. First, \(N\) random cells \(c^{i}_{\text{pred}}\) are sampled from the CNN’s path prediction \(p_{\text{path}}(c)\), which can be seen as a probability mass function [(PMF)] that describes the relative probability of a cell \(c\) being part of the future path (see [Fig. 4.5(a)]). Sampling from the [PMF] can be realized efficiently using the low-variance sampling algorithm in [186]. Its linear time complexity yields a fast computation even for large values of \(N\). Next, a continuous position prediction \([x^{i}_{\text{pred}}, y^{i}_{\text{pred}}]\) is obtained by sampling uniformly within the previously computed discrete cell \(c^{i}_{\text{pred}}\). The heading angle prediction \(\theta^{i}_{\text{pred}}\) is now evaluated at the cell \(c^{i}_{\text{pred}}\). If required, it can be interpolated with respect to the continuous position \([x^{i}_{\text{pred}}, y^{i}_{\text{pred}}]\), which is omitted here for the sake of simplicity. In a final step, the sampled position and the corresponding heading angle are concatenated yielding a sampled vehicle pose \(x^{i}_{\text{pred}}\).

Note that throughout this [thesis], samples are exclusively drawn from cells with \(p_{\text{path}}(c) > 0.5\) in order to only guide the motion planner towards regions with a high probability to be part of the future path. In contrast to that, visualizations of \(p_{\text{path}}(c)\) are never thresholded and show the unmodified output of the CNN' [215].

4.3.3 Training and Metrics

The proposed model is trained end-to-end using 64% of the recorded trajectories. The training dataset is further augmented by randomly selecting up to 100 different start states on a recorded trajectory resulting in 807,273 (partly correlated) data points. This augmentation strategy does not only
upscale the dataset, but also forces the CNN to adjust its prediction as more information on the vehicle’s environment becomes available.

The parameters of the network are optimized using Adam [99] and the loss function

\[
L = \sum_{c \in C} (f_{CE}(c)L_{CE}(c) + f_{MSE}(c)L_{MSE}(c)) + \sum_{w \in W} \lambda w^2, \tag{4.1}
\]

where the first term computes the cell-wise cross-entropy loss \( L_{CE}(c) \) of the classification task, the second term the cell-wise mean squared error \( L_{MSE}(c) \) of the regression task, and the last term the L2 regularization loss of the weights \( w \in W \) with a scaling factor \( \lambda \). As the majority of cells in the label grids contain no path information (see Fig. 4.4), a weighting of the relevant cells is conducted with the functions \( f_{CE}(c) \) and \( f_{MSE}(c) \) given as

\[
f_{CE}(c) = 1 + \mathbbm{1}_c \cdot (\gamma_{CE} - 1), \tag{4.2}
\]

\[
f_{MSE}(c) = 1 + \mathbbm{1}_c \cdot (\gamma_{MSE} - 1), \tag{4.3}
\]

where \( \gamma_{CE} \) and \( \gamma_{MSE} \) are hyperparameters of the model, and \( \mathbbm{1}_c \) is the indicator function that is 1 if the future path crosses a cell \( c \) and 0 otherwise.

In order to evaluate the prediction capability of the model, two metrics are introduced below. The first metric measures the proximity of the \( N \) predicted samples \( \mathcal{X}_{\text{pred}} = \{x_{\text{pred}}^{[1]}, \ldots, x_{\text{pred}}^{[N]}\} \) to the ground truth trajectory \( x_t \in \mathcal{X} \) by computing the average path deviation \( D \) according to

\[
D(\mathcal{X}, \mathcal{X}_{\text{pred}}) = \frac{\sum_{i=1}^{N} \min_{x_i \in \mathcal{X}} d(x_t, x_{\text{pred}}^{[i]})}{N}, \tag{4.4}
\]

where \( d(\bullet) \) describes the distance between a pose on the trajectory and a sample. It is computed by a weighted sum of the Euclidean distance and the angular deviation given as

\[
d(x_t, x_{\text{pred}}^{[i]}) = w_{\text{pos}} \left\| x_{\text{pred}}^{[i]} - x_t \right\|_2 + w_{\theta} \left| \theta_{\text{pred}}^{[i]} - \theta_t \right|, \tag{4.5}
\]

where the different units of both terms are taken into account by setting \( w_{\text{pos}} \) to 0.35 and \( w_{\theta} \) to 0.65 throughout this [chapter].

As the predicted poses are supposed to guide the motion planner through complex scenarios, it is beneficial to have evenly distributed samples along the ground truth trajectory. Therefore, the second metric measures the maximum prediction gap \( G \) in the following two steps: (1) project every sample
onto the trajectory, and (2) evaluate the maximum arc length that is not covered by any sample. The projection in step 1 is defined as

\[ x_{\text{ref}}^{[i]} = \arg \min_{x_t \in \mathcal{X}} d(x_t, x_{\text{pred}}^{[i]}), \]  

(4.6)

where \( x_{\text{ref}}^{[i]} \) is the reference pose of the predicted sample \( x_{\text{pred}}^{[i]} \) on the trajectory. These reference poses are then added to the ordered list \( \mathcal{X}_{\text{ref}} \) according to their arc length \( s_{\text{ref}}^{[i]} \). The maximum prediction gap \( G \in [0, 1] \) is finally obtained by

\[ G(\mathcal{X}, \mathcal{X}_{\text{ref}}) = \max_{i=1:N-1} \frac{s_{\text{ref}}^{[i+1]} - s_{\text{ref}}^{[i]}}{s_T}, \]  

(4.7)

where the length of the recorded trajectory is denoted by \( s_T \) [215].

4.3.4 Hyperparameter Optimization

This subsection evaluates the influence of the hyperparameters on the CNN’s prediction performance based on the previously derived metrics. The analysis is conducted on a validation dataset containing 16% of the recorded trajectories. Similar to the training dataset, up to five different start states are selected on each trajectory resulting in 10730 (partly correlated) data points.

The different parametrizations of the model are trained on an Nvidia Titan X with a batch size of 20 using the Python interface of TensorFlow. Training a model to convergence takes about 30 h, which corresponds to 90000 iterations. A visualization of the training statistics for one of the conducted optimizations can be found in Fig. 4.6.

In order to decrease the exponentially growing search effort, only the hyperparameters with the highest expected influence on the CNN’s overall performance are optimized. Therefore, two out of the five hyperparameters, namely the exponential learning rate decay \( lrd \) and the L2 regularization scaling factor \( \lambda \), are fixed to \( lrd = 0.01 \) after \( 10^6 \) iterations and \( \lambda = 0.003 \). The remaining hyperparameters are optimized in two steps. First, the learning rate \( lr \) is varied while keeping \( \gamma_{\text{CE}} \) and \( \gamma_{\text{MSE}} \) at 25, and second, \( lr \) is set to its best value while \( \gamma_{\text{CE}} \) and \( \gamma_{\text{MSE}} \) are optimized.

The quantitative results of the hyperparameter optimization are listed in Tab. 4.1. It can be seen that lower learning rates result in a better prediction performance as they decrease the maximum prediction gap metric \( G \) as well as the average path deviation metric \( D \). The insights from [7] that higher
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Figure 4.6  "Visualization of the training statistics with the hyperparameters set to $\gamma_{\text{CE}} = \gamma_{\text{MSE}} = 25$ and $lr = 10^{-5}$ (learning rate). Note that for better comparability, the loss $L$ is visualized without the L2 regularization term as it is only computed at training and not at inference time. The metrics $G$ and $D$ are evaluated on 50 sampled vehicle poses" [215]. Reprinted from [215].

Table 4.1  "Quantitative comparison of the hyperparameter optimization on the basis of 200 sampled vehicle poses carried out on the validation dataset. The displayed values are given with mean and standard deviation" [215]. Reprinted from [215].

<table>
<thead>
<tr>
<th>$lr$</th>
<th>$\gamma_{\text{CE}}$</th>
<th>$\gamma_{\text{MSE}}$</th>
<th>$G$ [%]</th>
<th>$D$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-3}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>25</td>
<td>25</td>
<td>16.9 ± 18.6</td>
<td>0.35 ± 0.33</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td></td>
<td></td>
<td>10.1 ± 12.0</td>
<td>0.33 ± 0.35</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>10</td>
<td>10</td>
<td>12.6 ± 14.9</td>
<td>0.26 ± 0.26</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>25</td>
<td>12.7 ± 15.3</td>
<td>0.26 ± 0.28</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>100</td>
<td>12.5 ± 14.9</td>
<td>0.25 ± 0.25</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>10</td>
<td>11.2 ± 13.4</td>
<td>0.31 ± 0.35</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>25</td>
<td>10.1 ± 12.0</td>
<td>0.33 ± 0.35</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>100</td>
<td>10.8 ± 12.9</td>
<td>0.33 ± 0.33</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>10</td>
<td>9.8 ± 10.6</td>
<td>0.45 ± 0.40</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>25</td>
<td>10.3 ± 11.6</td>
<td>0.46 ± 0.45</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>10.3 ± 11.5</td>
<td>0.42 ± 0.35</td>
</tr>
</tbody>
</table>
(a) $lr = 10^{-5}, \gamma_{CE} = 10, \gamma_{MSE} = 100$

(b) $lr = 10^{-5}, \gamma_{CE} = 100, \gamma_{MSE} = 10$

Figure 4.7 "Qualitative comparison of the different hyperparameters on a test set trajectory with 50 sampled vehicle poses" [215]. The heatmap visualizes the relative probability of a cell belonging to the future path, and the gray arrows indicate the heading angle at the respective positions. A supplementary visualization for $lr = 10^{-5}, \gamma_{CE} = 25, \gamma_{MSE} = 25$ can be found in [215]. Adapted from [215].

values for $\gamma_{CE}$ incentivize the CNN to classify more cells as part of the future path can also be observed in Tab. 4.1 and Fig. 4.7. Thus, increasing $\gamma_{CE}$ reduces the maximum prediction gap $G$ while raising the average path deviation $D$ because more samples are placed further away from the ground truth. A potential risk of too large values for $\gamma_{CE}$ is a deterioration of the heading angle prediction, which cannot be recovered by increasing $\gamma_{MSE}$ (see Tab. 4.1). For the remaining evaluations, the model with $\gamma_{CE} = 25, \gamma_{MSE} = 25$, and $lr = 10^{-5}$ is selected as this combination yields a smooth distribution of the samples in close vicinity of the ground truth' [215].

4.4 Experimental Evaluation

This section is extracted from [215]: 'The following paragraphs analyze the prediction capability of the CNN and benchmark its performance against uniform sampling and the A*-based approach called [o]rientation-[a]ware [s]pace [e]xploration (OSE) [30]. To the best of the authors’ knowledge, the latter is currently one of the most effective approaches for guiding a motion planner through complex environments. It is based on an A* graph search
and explores the workspace with oriented circles as illustrated in Fig. 4.8.

Figure 4.8  "Orientation-aware space exploration visualized by the white circles on the ground including 200 sampled vehicle poses (gray arrows)" [215]. Reprinted from [215].

Discrete vehicle poses can then be obtained by sampling from three-dimensional Gaussian distributions located at the center of the circles. The standard deviation of the Gaussians can be made dependent of the radius $r$ and is set to $\sigma_x = \sigma_y = r/3$ for the translational and $\sigma_\theta = \pi/6$ for the rotational component, respectively. Additional parameters of the OSE heuristic used in this [thesis] are listed in Tab. 4.2.

Table 4.2  Parameters used for the OSE heuristic. Reprinted from [215].

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>minimum radius</td>
<td>0.2 m</td>
</tr>
<tr>
<td>maximum radius</td>
<td>5.0 m</td>
</tr>
<tr>
<td>minimum clearance</td>
<td>1.041 m</td>
</tr>
<tr>
<td>neighbors</td>
<td>32</td>
</tr>
<tr>
<td>maximum curvature</td>
<td>0.1982 m$^{-1}$</td>
</tr>
<tr>
<td>computation timeout</td>
<td>1.0 s</td>
</tr>
</tbody>
</table>

A benchmark of the three approaches on the test dataset can be found in Tab. 4.3. The 13 420 test cases with up to five different start states on each trajectory represent the remaining 20% of the recordings. For a scenario-
Table 4.3 "Benchmark of uniform sampling, the OSE approach, and the CNN prediction on the test dataset. The metrics $G$ and $D$ as well as the computation time are evaluated on 200 sampled vehicle poses and are given with mean and standard deviation. Notice that the superscript in the notation of the CNN below indicates which input features have been used in the corresponding test" [216]. Adapted from [216], © 2019 IEEE.

<table>
<thead>
<tr>
<th>scenarios</th>
<th>$G [%]$</th>
<th>$D [-]$</th>
<th>time [ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>uniform</td>
<td>13.5 ± 6.4</td>
<td>7.84 ± 0.44</td>
<td>0.1 ± 0.0</td>
</tr>
<tr>
<td>OSE</td>
<td>15.2 ± 17.4</td>
<td>0.57 ± 0.30</td>
<td>39.7 ± 43.1</td>
</tr>
<tr>
<td>CNN$^1$</td>
<td>10.4 ± 12.5</td>
<td>0.34 ± 0.39</td>
<td>41.7 ± 14.0</td>
</tr>
<tr>
<td>CNN$^2$</td>
<td>11.8 ± 14.1</td>
<td>0.35 ± 0.40</td>
<td>39.7 ± 14.5</td>
</tr>
<tr>
<td>CNN$^3$</td>
<td>11.9 ± 14.3</td>
<td>0.34 ± 0.37</td>
<td>37.3 ± 13.7</td>
</tr>
<tr>
<td>CNN$^4$</td>
<td>17.8 ± 19.6</td>
<td>0.44 ± 0.35</td>
<td>37.4 ± 14.0</td>
</tr>
<tr>
<td>CNN$^5$</td>
<td>11.4 ± 14.0</td>
<td>0.32 ± 0.33</td>
<td>35.7 ± 14.5</td>
</tr>
<tr>
<td>CNN$^6$</td>
<td>12.0 ± 14.8</td>
<td>0.32 ± 0.33</td>
<td>38.8 ± 14.1</td>
</tr>
<tr>
<td>CNN$^7$</td>
<td>32.6 ± 22.4</td>
<td>0.82 ± 0.55</td>
<td>38.4 ± 13.4</td>
</tr>
<tr>
<td>CNN$^1$ arena</td>
<td>14.4 ± 16.2</td>
<td>0.50 ± 0.47</td>
<td>42.5 ± 25.2</td>
</tr>
<tr>
<td>CNN$^1$ parking</td>
<td>9.1 ± 9.6</td>
<td>0.23 ± 0.15</td>
<td>40.5 ± 25.1</td>
</tr>
</tbody>
</table>

1 all input grids   2 all but the obstacle grid
3 all but the unknown grid  4 all but the obstacle and unknown grid
5 all but the past path grid  6 all but the start grid
7 all but the goal grid

Specific evaluation, 5770 trajectories are extracted from this dataset, half of which come from the scenario arena and the other half from parallel and perpendicular parking. Both uniform sampling as well as the OSE procedure are evaluated on a single core of an Intel Xeon E5@3.5 GHz with the latter being implemented in C++. As opposed to that, the CNN is executed with its Python pipeline on an Nvidia Titan X and an Intel Xeon E5@3.1 GHz.

In comparison to uniform sampling and the OSE approach, Tab. 4.3 shows that the CNN$^1$ predicts the vehicle poses more evenly along the ground truth path and yields overall smaller deviation from it. The mean computation time of the CNN is comparable to the OSE heuristic, however, with a one-third smaller standard deviation. The OSE’s high variance in computation time is due to the fact that the performance of graph search-based algorithms highly depends on the complexity of the environment. This also causes the problem
that a solution might not be found before the timeout is reached, which occurred here in 3.4% of all test cases. In summary, the CNN, whose output is qualitatively visualized in Fig. 4.9, makes its predictions more reliably (no outages) with a lower latency. Both aspects are key features in safety-critical applications such as automated driving.

In order to better understand the effect of the different input grids on the performance of the CNN, an ablation study has been conducted. The results in Tab. 4.3 show that removing features from the CNN’s input causes a deterioration of at least one of the analyzed metrics. Furthermore, it can be seen that excluding the goal or the observations causes the greatest decline in performance. In contrast to that, the metrics only change slightly if the CNN is trained and evaluated without the obstacle or the unknown grid (not both). One of the reasons for this is that in many cases, both grids are complementary in the sense that the unknown grid allows to infer the obstacles and vice versa (see Fig. 4.4).

The scenario-specific benchmark in Tab. 4.3 highlights that the CNN’s performance in the parking scenario is almost a factor two better compared to the maze-like structure arena. The resulting insight is that learning stationary sampling distributions in completely unstructured environments is a much harder task for the network than in semi-structured environments. This can also be seen in Fig. 4.9 [in the middle] right, where the CNN prediction degenerates due to the complexity of the scenario. Possible reasons for this are longer prediction horizons, a larger variety of feasible maneuvers, and potentially heavier occlusions. It is left for future work to determine which network structure is the most suitable one for such challenging environments.

A visualization of the CNN prediction in two novel scenarios, namely a construction zone and and a cluttered 4-way intersection, can be found in the [two] lower [...] images of Fig. 4.9. Both scenarios were not seen during training and contain novel artifacts such as construction barrels and rectangular dumpsters. While the construction zone only requires the vehicle to follow the lane, the maneuver at the cluttered 4-way intersection consists of three steps: (1) exit the tight parking spot, (2) avoid the dumpster at the side of the road, and (3) make a turn at the intersection. The illustrated predictions showcase the model’s capability to deal with so far unseen artifacts as well as to generalize to novel scenarios. Only in the second case, the initial path prediction overlaps with the barriers in front of the vehicle. However, this is not a safety issue if the predictions are combined with a motion planner as highlighted in [Sec. 5.3.5] [215].
Figure 4.9  "Illustration of the CNN prediction including 50 sampled vehicle poses in different scenarios" [215]. The first two rows highlight the performance on four trajectories from the test dataset while the third row visualizes the prediction in two previously unseen scenarios called construction zone and 4-way intersection. A degeneration in performance can be seen in the middle right. Adapted from [215].
4.5 Summary

Solving the motion planning problem in real-time typically requires heuristics that accelerate the planning process and improve the convergence rate. As the large variety of scenarios in automated driving as well as the nonholonomic constraints of the vehicle make it challenging to design such heuristics manually, a data-driven approach is presented in this chapter. More precisely, a CNN is introduced in Sec. 4.3 that predicts a distribution over future vehicle poses given a start and goal state as well as observations of the environment. Based on the algorithm described in Sec. 4.3.2, discrete vehicle poses can then be computed from this output in order to guide, e.g., a sampling-based motion planner through complex environments. The latter is analyzed from a planning perspective in the next chapter.

Training the neural network requires a diverse dataset that was recorded in eleven distinct scenarios using an automated vehicle simulator. As detailed in Sec. 4.2, variation was introduced into the data generation process by constantly changing the ego-vehicle’s start and goal pose as well as the number and the position of the obstacles in the environment. The resulting procedure was fully automated and required no time-consuming manual labeling to obtain the training data.

The benchmark in Sec. 4.4 finally shows that the CNN predictions are not only closer to the ground truth, but also more evenly distributed along it compared to the ones generated with uniform sampling and an A*-based approach. In addition to that, the CNN makes its predictions with significantly less variation in computation time than the A*-based approach making it particularly suitable for real-time applications such as automated driving. Furthermore, the ablation study shows that excluding single features from the CNN’s input deteriorates its overall prediction performance and thus highlights the importance of the selected inputs. Lastly, it is demonstrated in two previously unseen scenarios that the CNN is able to adapt to completely new situations with novel artifacts.

Among the various future directions in this field, the following two research questions appear as a natural extension of the presented approach: (1) How can even higher dimensional distributions (e.g. position, orientation, and curvature) be predicted given the same input features as above? And (2) How can the temporal dimension as well as dynamic obstacles be considered in such an approach? Especially the second question needs to be addressed in order to overcome the current limitation to a static environment.
5 Sampling-Based Motion Planning in Dense Scenarios

This chapter combines the previously introduced methods to compute feasible collision-free motion plans in dense scenarios. To do so, the derived algorithms are integrated into the sampling-based motion planner RRT* [93] and its bidirectional extension BiRRT* [86]. While the presented steering functions and the concept of beliefprints could also be used in search-based algorithms, such as Hybrid A* [40], the focus here lies on sampling-based motion planning. This is mainly due to the fact that search-based approaches require expert knowledge to come up with a proper discretization of the state-action space. Otherwise, and especially in tight situations, the planner might fail although a feasible solution exists. In contrast to that, sampling-based approaches do not rely on such a discretization as they compute a solution by continuously adding samples from a given distribution to the problem.

The remainder of this chapter, which is based on [209, 211, 213, 214, 216], is organized as follows: Sec. 5.1 formulates the underlying motion planning problem, Sec. 5.2 describes the platforms and the setups of the experiments, and Sec. 5.3 highlights the experimental results. A summary is finally given in Sec. 5.4.

5.1 Problem Formulation

Solving a motion planning problem requires to connect a start and goal state while taking into account the surrounding obstacles, the vehicle’s constraints, and the comfort requirements of the passengers. This can be formulated as a mathematical optimization problem, which is given in the absence of uncertainty as

\[
\arg\min_{\hat{X}, \hat{U}} \ J(\hat{X}, \hat{U}) \tag{5.1a}
\]

\[
\text{s.t. } \hat{x}_0 = \hat{x}_s \tag{5.1b}
\]
\begin{align}
\dot{x}_N &= \dot{x}_g, \quad & (5.1c) \\
\dot{x}_{k+1} &= \ddot{f}(\dot{x}_k, \hat{u}_k), \quad & (5.1d) \\
\dot{x}_{\text{min}} &\leq \dot{x}_{k+1} \leq \dot{x}_{\text{max}}, \quad & (5.1e) \\
\hat{u}_{\text{min}} &\leq \hat{u}_k \leq \hat{u}_{\text{max}}, \quad & (5.1f) \\
\dot{x}_{k+1} &\notin \mathcal{X}_{\text{obs}}, \quad k = 0 : N - 1, \quad & (5.1g)
\end{align}

where $\dot{x}_k \in \mathbb{R}^n$ denotes the nominal state of the system, $\hat{u}_k \in \mathbb{R}^m$ the nominal input, and $\ddot{f}(\bullet)$ the respective motion model. The start state is described by $\dot{x}_s$, the goal state by $\dot{x}_g$, the state and input constraints of the vehicle by $\dot{x}_{\text{min}}, \dot{x}_{\text{max}}, \hat{u}_{\text{min}}, \hat{u}_{\text{max}}$, and the states in collision with the environment by $\mathcal{X}_{\text{obs}} \subset \mathbb{R}^n$. The user-defined objective function is represented by $J(\bullet)$ and transforms the $N + 1$ nominal states $\mathcal{X} = \langle \dot{x}_0, \ldots, \dot{x}_N \rangle$ and the corresponding inputs $\bar{U} = \langle \hat{u}_0, \ldots, \hat{u}_{N-1} \rangle$ into a scalar cost.

Informally speaking, the general goal in (5.1) is to find a sequence of $N + 1$ nominal vehicle states $\mathcal{X}$ and the respective inputs $\bar{U}$ such that they minimize the objective function in (5.1a) without violating the given constraints. Note that in comparison to the steering problem in (2.1), collision avoidance must now be enforced as indicated by the additional constraint in (5.1g).

Computing a (sub)optimal solution to the given motion planning problem is conducted here using the well-known path-velocity decomposition [91]. The underlying idea is to first compute a feasible path from start to goal by only taking into account the static environment and then to derive a velocity profile such that collisions with dynamic obstacles are avoided. This chapter focuses on solving the first part of this decomposition in a sampling-based fashion, which typically requires at least three steps: (1) iteratively sample a new state, (2) steer the system from an already explored state to that new sample, and (3) probe the computed connection against collision with the environment.

One of the most prominent motion planners that implements these steps by incrementally building a tree from start to goal is RRT*. It guarantees asymptotic convergence to the globally optimal solution by locally rewiring the resulting tree in an additional forth step. Another important feature of RRT* is its probabilistic completeness, which means that the probability of solving a feasible motion planning problem goes to one in the limit of infinite samples. Further details on the algorithm can be found in [93], and an open-source implementation is available in [179]. In deterministic path planning, RRT* can be replaced by its two-tree version called BiRRT* [86, 100]. The latter is known to outperform RRT* in challenging environments.
as it solves the problem from start to goal and vice versa at the same time. Therefore, BiRRT* is used in the experiments below to solve (5.1).

As previously mentioned, the general goal in motion planning is to minimize the cost function in (5.1a) that allows to optimize multiple objectives. This function is required to return a positive scalar cost for non-trivial collision-free paths [93] and is given here as

$$J(\tilde{X}, \tilde{U}) = w_J^\top \cdot J(\tilde{X}, \tilde{U}), \quad (5.2)$$

where $w_J$ weights the user-defined cost terms stored in $J$. For nominal motion planning, $J$ consists here of four scalar terms that are evaluated according to

$$J_{\text{length}} = \sum_{k=0}^{N-1} |\Delta \tilde{s}_k|, \quad (5.3a)$$

$$J_{\text{cusp}} = \sum_{k=0}^{N-2} \mathbb{1}_{\Delta \tilde{s}_{k+1} \cdot \Delta \tilde{s}_k < 0}, \quad (5.3b)$$

$$J_{\text{curv}} = \sum_{k=0}^{N-1} \int_0^{|\Delta \tilde{s}_k|} |\tilde{\kappa}_{k+1}(s)| \, ds, \quad (5.3c)$$

$$J_{\text{print}} = \sum_{k=0}^{N} \text{footprint}_{\text{cost}}(\mathcal{F}, \tilde{x}_k), \quad (5.3d)$$

where both the nominal arc length $\Delta \tilde{s}_k$ as well as the nominal curvature $\tilde{\kappa}_k$ are provided by the steering function (see Ch. 2). The first term $J_{\text{length}}$ computes the total length of the path, and the second term $J_{\text{cusp}}$ evaluates the number of direction switches, where $\mathbb{1}_{(*)}$ denotes the indicator function. The third term $J_{\text{curv}}$ integrates the curvature along the path, and the fourth term $J_{\text{print}}$ sums up the cost of the footprint $\mathcal{F}$ at the nominal states $\tilde{x}_{k=0:N}$. The latter allows to increase the safety of a motion plan by penalizing paths with only little clearance to surrounding obstacles.

While (5.1)–(5.3) assume perfect state observation and precise execution of the planned path, taking into account both the localization and control uncertainty requires to adapt the presented problem formulation. Under the assumption of a Gaussian belief space, the goal now is to compute a sequence of $N + 1$ nominal states $\tilde{X} = \langle \tilde{x}_0, \ldots, \tilde{x}_N \rangle$ and the corresponding inputs $\tilde{U} = \langle \tilde{u}_0, \ldots, \tilde{u}_{N-1} \rangle$ such that the expected cost is minimized. Furthermore, a chance constraint is required to ensure that the collision probability (CP)
remains below a user-defined threshold $1 - P$, where $P \in (0.5, 1]$. The resulting optimization problem can be formulated as

$$\arg\min_{\hat{x}, \hat{u}} \ J(\mathcal{B}, \hat{U})$$

s.t. \begin{align}
\hat{x}_0 &= \mu_s, \\
\hat{x}_N &= \mu_g, \\
\hat{x}_{k+1} &= \hat{f}(\hat{x}_k, \hat{u}_k), \\
bel(\hat{x}_0) &= bel(x_s), \\
bel(\hat{x}_{k+1}) &= \text{ekf\_mp}(bel(x_k), \hat{u}_k), \\
\hat{x}_{\min} &\leq \hat{x}_{k+1} \leq \hat{x}_{\max}, \\
\hat{u}_{\min} &\leq \hat{u}_k \leq \hat{u}_{\max}, \\
\Pr(\hat{x}_{k+1} \in \mathcal{X}_{\text{obs}}) &< 1 - P, \quad k = 0 : N - 1,
\end{align}

where the initial belief is described by $bel(x_s) = N(x_s; \mu_s, \Sigma_s)$ with mean $\mu_s \in \mathbb{R}^n$ and covariance $\Sigma_s \in \mathbb{R}^{n \times n}$, the desired goal by $\mu_g \in \mathbb{R}^n$, and the $N+1$ Gaussian beliefs obtained from the EKF-MP by $\mathcal{B} = \langle bel(x_0), \ldots, bel(x_N) \rangle$. The other variables are identical to the nominal optimization problem in (5.1) and therefore not further specified here.

As the overall goal in (5.4) is to minimize the expected cost, the objective function $J(\bullet)$ now depends on the beliefs $\mathcal{B}$ and the nominal inputs $\hat{U}$. In the experiments below, this function evaluates similar to (5.2) a weighted sum of five cost terms. While the first two terms are identical to (5.3a)–(5.3b), the other three terms are given as

$$J_{\text{curv}} = \sum_{k=0}^{N-1} \int_0^{|[\Delta s_k]|} |E[\kappa_{k+1}(s)]| \, ds,$$

$$J_{\text{cov}} = \sum_{k=0}^{N} \frac{1}{n} \text{tr}(\Sigma_k + \Lambda_k),$$

$$J_{\text{print}} = \sum_{k=0}^{N} \text{beliefprint\_cost}(\mathcal{B}_k).$$

The third term $J_{\text{curv}}$ integrates the expected curvature along the path, and the fourth term $J_{\text{cov}}$ considers the uncertainty of the beliefs according to the A-optimality criterion [32]. Here, $\text{tr}(\bullet)$ denotes the trace of the $n \times n$ covariance matrix $\Sigma_k + \Lambda_k$ that is obtained from the EKF-MP. The fifth term $J_{\text{print}}$ sums
up the cost of the beliefprints $B_k$ and allows to penalize paths with small distance to surrounding obstacles.

A solution to the belief space planning problem in (5.4)–(5.5) can still be computed with RRT*, however, asymptotic convergence to the optimal solution can no longer be guaranteed. This is because paths in belief space can, in general, only be partially ordered [23] while RRT* relies on a total ordering. To overcome this problem, two alternatives exist: one can switch to the rapidly-exploring random belief tree (RRBT) [23], which keeps multiple beliefs at the sampled nodes, or one can adjust the cost function such that it fulfills the optimal substructure property [17, 171]. Both approaches are beyond the scope of this chapter and therefore not further detailed here. Moreover, it has to be noted that planning in belief space cannot be tackled bidirectionally any longer. This is because the evolution of uncertainty depends on the previous belief that is initially only known at the start and not at the goal state.

### 5.2 Platforms and Setups

In order to show the flexibility of the developed approaches, the experiments are conducted on two different vehicle platforms that are shown in Fig. 5.1.

![Audi A6 Avant.](image1.png) ![EasyMile EZ10.](image2.png)

**Figure 5.1** Illustration of the platforms used in the experiments including the approximated footprint visualized by the green polygon on the ground.

The red Audi A6 Avant represents a conventional full-size car whose footprint is approximated by a convex polygon with 20 vertices. If not stated differently in the experiments below, the A6 is only allowed to turn its front wheels, which is denoted here as single Ackermann steering. In contrast to
that, the white EasyMile EZ10 represents a so-called people mover that is capable to transport up to 12 passengers to their destination. Its steering system allows to turn both the front and the rear wheels at the same time, which is in the following referred to as double Ackermann steering. Due to the boxy design of the EZ10, its footprint is approximated by a rectangular polygon with four vertices. Additional parameters of both platforms can be found in Tab. 5.1. Note that the given maximum curvature $\kappa_{\text{max}}$ as well as the maximum curvature rate $\sigma_{\text{max}}$ already include 10% control reserve for closed-loop execution.

<table>
<thead>
<tr>
<th>parameter</th>
<th>symbol</th>
<th>A6</th>
<th>EZ10</th>
</tr>
</thead>
<tbody>
<tr>
<td>length</td>
<td>-</td>
<td>4.926 m</td>
<td>3.946 m</td>
</tr>
<tr>
<td>width</td>
<td>-</td>
<td>2.086 m</td>
<td>1.983 m</td>
</tr>
<tr>
<td>wheel base</td>
<td>-</td>
<td>2.912 m</td>
<td>2.8 m</td>
</tr>
<tr>
<td>max. curvature</td>
<td>$\kappa_{\text{max}}$</td>
<td>0.1982 m$^{-1}$</td>
<td>0.2274 m$^{-1}$</td>
</tr>
<tr>
<td>max. curvature rate</td>
<td>$\sigma_{\text{max}}$</td>
<td>0.1868 m$^{-2}$</td>
<td>0.1736 m$^{-2}$</td>
</tr>
<tr>
<td>footprint</td>
<td>$\mathcal{F}$</td>
<td>20 vertices</td>
<td>4 vertices</td>
</tr>
</tbody>
</table>

Before executing the developed motion planner on a real-world vehicle, extensive testing has been conducted in simulation. For this purpose, a simulator was built up from scratch using Gazebo [58] and ROS [155]. It implements the different kinematics of both vehicles and allows to actuate them with a motion controller in closed loop. Furthermore, arbitrary three-dimensional environments can be created in simulation and then perceived by different sensors including, for example, a simulated LiDAR system. A visualization of the developed simulator, which runs in real-time on an Intel Xeon E5@3.5 GHz and an Nvidia Quadro K2200, can be found in Fig. 5.3.

The current implementation uses an occupancy grid to represent the static environment by fusing the measurements of the LiDAR perception. This can be seen in Fig. 5.2(a), which shows the perceived environment in a dead end scenario. The size and the resolution of the grid can be varied and are given in the respective experiments.

To speed-up the motion planning process, two cost maps are derived from the current occupancy grid. The first one is shown in Fig. 5.2(b) and inflates the obstacles by the inscribed radius of the footprint. The resulting cost map allows a simple collision check by looking up whether the planned
5.2 Platforms and Setups

Figure 5.2 Visualization of the environment model used for motion planning. The occupancy grid (a) distinguishes between occupied (purple), unknown (greenish gray), and free space (transparent). The first cost map (b) inflates the obstacles by the inscribed radius of the footprint (cyan) and the second cost map (c) applies a user-defined inflation (here 25 cm) of the obstacles (bluish purple).

position of the robot is within the inflated area [47]. If this is not the case, the footprint/beliefprint is convolved with the second cost map shown in Fig. 5.2(c), which inflates the obstacles by a user-defined radius. In case no collision is detected, the integrated cost of that footprint/beliefprint is returned to evaluate (5.3d) and (5.5c), respectively. As a result, the second cost map implements a soft safety margin as the algorithm is incentivized to stay outside the inflated region. In addition to that, the footprint of the vehicle can be padded by a hard safety buffer in order to account for noisy measurements. This is realized in Fig. 5.2, where a footprint padding of 10 cm is applied. The entire collision checking process is repeated every 10 cm with the parameters listed in Tab. 5.2.

During the planning process, samples for (Bi)RRT* are uniformly generated in $SE(2)$ [115] if not stated differently in the experiments. The sampling region for possible vehicle positions is defined by the size of the occupancy grid, and vehicle orientations are drawn from the interval $[-\pi, \pi)$. As summarized in Tab. 5.2, a goal sampling frequency of 5% is applied in order to slightly bias the planner towards the goal. The sampling duration for an initial solution is fixed to 10 s. If a solution can be found during that time, an additional 3 s are assigned for optimization of the initial plan. Otherwise, the run is classified as failed. The constant $\gamma$ of (Bi)RRT* [93] is set to 6, and a total of 100 simulation runs are conducted per experiment to compensate for randomization effects.
Table 5.2  Auxiliary parameters used in the motion planning experiments, where the safety margins are adapted between simulation and real-world testing.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>cost map II inflation</td>
<td>25 cm (sim.), 50 cm (real)</td>
</tr>
<tr>
<td>footprint padding</td>
<td>10 cm (sim.), 20 cm (real)</td>
</tr>
<tr>
<td>collision checking</td>
<td>every 10 cm</td>
</tr>
<tr>
<td>goal sampling frequency</td>
<td>5%</td>
</tr>
<tr>
<td>sampling duration</td>
<td>max. 10 s for initial solution</td>
</tr>
<tr>
<td></td>
<td>3 s for optimization</td>
</tr>
<tr>
<td>(Bi)RRT* constant (\gamma) [93]</td>
<td>6</td>
</tr>
<tr>
<td>simulation runs</td>
<td>100</td>
</tr>
</tbody>
</table>

5.3 Experimental Results

A variety of challenging automated driving scenarios has been created to benchmark the algorithms presented in this thesis. In particular, Sections 5.3.1–5.3.3 analyze the performance of the different steering functions along with BiRRT* in various tight environments. The advantages and drawbacks of planning in Gaussian belief space are presented in Sec. 5.3.4, and the effects of guiding the motion planner with the previously described neural network are finally highlighted in Sec. 5.3.5.

5.3.1 Maneuvering in Tight Parking Space

The overall goal of the experiments in this section is to compare the performance of HC-RS steer against RS and CC-RS steer in two extremely tight environments. To do so, two high density parking scenarios are created that not only allow vehicles to park perpendicular to the driveway, but also on one side of it [210]. This can be seen in Fig. 5.3, where the red ego-vehicle has to execute a parallel parking maneuver in Scenario I and a perpendicular one in Scenario II.

The environment is represented by an occupancy grid with a resolution of 10 cm and a size of \(20\text{ m} \times 10\text{ m}\) in Scenario I and \(20\text{ m} \times 20\text{ m}\) in Scenario II. In both scenarios, the free space can be controlled by modifying the variable \(l_d\), which describes the distance between the two black transporters as shown in the top row of Fig. 5.3. This parameter is incrementally decreased in the
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![Image of two high density parking scenarios](image)

**Figure 5.3** Two high density parking scenarios [210] used to benchmark the $G^1$ and $G^2$ continuous steering functions along with BiRRT*. The top row illustrates both scenarios, which can be modified by varying the distance $l_d$ between the two black transporters. The bottom row shows two example paths computed with HC$^{±±}$-RS steer, the two trees generated by BiRRT* (yellow and orange lines on the ground), and the execution of both paths. Additionally, the perceived environment of the simulated LiDAR system is displayed by the red voxels in the two images on the bottom right with the corresponding cost maps drawn on the ground.

experiments below until no more solution can be computed within the given time limit. It has to be kept in mind that the length of the padded footprint is approximately 5.13 m (see Tab. 5.1 and Tab. 5.2), which makes it impossible to maneuver into parallel parking spots with $l_d$ being smaller than this value.

A summary of the quantitative results in both scenarios can be found in Tab. 5.3. The performance of BiRRT* along with the different steering functions is evaluated based on the following five metrics: (1) the time-to-first-solution (TTFS), which measures the elapsed time until the first solution is found, (2) the number of curvature discontinuities, (3) the number of direction switches (cusps), (4) the length of the final path, and (5) the success rate, which indicates the relative number of simulation runs that succeeded with a solution. Note that the metrics (2)–(4) are given for the final solution after 3 s of optimization.

It can be seen both in Tab. 5.3 and Fig. 5.4 that using RS steer for motion
Table 5.3: Quantitative results of the experiments in the two high density parking scenarios shown in Fig. 5.3. The path length is given with mean and standard deviation, and the best value in each column is highlighted in bold.
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Figure 5.4 Illustration of the quantitative results from Tab. 5.3. The diagrams compare the average TTFS of BiRRT* in combination with the different $G^1$ and $G^2$ continuous steering functions when $l_d$ is incrementally increased in both scenarios. The size of the circles qualitatively visualizes the number of curvature discontinuities, where $CC^{00}$-RS marks the baseline with no discontinuity along the entire path.

planning requires the least computation time, but results on average in 66\% to 232\% more curvature discontinuities than HC$^{\pm\pm}$-RS steer. Remember that every curvature discontinuity forces the vehicle to stop and adjust the steering angle at standstill. This is neither favorable from a passenger’s point of view nor from the steering system (high mechanical stress).

Enforcing curvature continuity along the entire path can be realized with $CC^{00}$-RS steer, which, however, requires much more free space and on average 28\% to 126\% more cusps than HC$^{\pm\pm}$-RS steer. Especially in Scenario I, BiRRT* combined with $CC^{00}$-RS steer needs almost a 2 m longer parking spot to succeed compared to the other two steering functions. Within this context, it has to be noted that CC$^{00}$-RS steer is currently implemented without the topological paths [53]. Integrating them could possibly improve the performance in such tight environments while keeping the problem of (too) many direction switches. In contrast to that, a good trade-off between direction switches and curvature discontinuities can be realized with HC$^{\pm\pm}$-RS steer that balances the respective values between the ones of RS and CC$^{00}$-RS steer.

A comparison of the success rates in Tab. 5.3 reveals that the scenarios, which can be solved with RS steer, can generally also be tackled with HC$^{\pm\pm}$-
RS steer. This is due to the fact that both steering functions fulfill the topological property as described in Ch. 2 and therefore yield probabilistic completeness when integrated into BiRRT*. The reasons why RS steer still allows to realize higher success rates than HC±±-RS steer are twofold: (1) the computation time of a single RS steering procedure is about a factor of 8 smaller (see Tab. 2.5) allowing to explore more states during planning, and (2) the computed RS paths are typically shorter (see Fig. 2.27(a)) and therefore less likely in collision with the environment.

Nevertheless, the combination of BiRRT* and HC±±-RS steer yields a powerful approach for tight environments as it integrates smoothness into the motion plans while still preserving the probabilistic completeness of the planner.

### 5.3.2 From Single to Double Ackermann Steering

The definition of the steering functions with respect to curvature and its derivatives allows to directly apply them on vehicles with double Ackermann steering. This is shown in this section, where the first part analyzes the effects on motion planning while the second part highlights two real-world experiments.

As previously mentioned, double Ackermann steering denotes the capability to turn both the front and the rear wheels at the same time. Here, only the case is considered which increases the maximum curvature by turning the wheels on both axles in opposite directions (see Fig. 5.5). This increases

**Figure 5.5** Comparison of the Audi A6 with single and double Ackermann steering. In the image on the right, the maximum steering angle at the rear axle is set to be half as large as the one in the front.
the previously given parameters of the Audi A6 to $\kappa_{\text{max}} = 0.2888 \text{ m}^{-1}$ and $\sigma_{\text{max}} = 0.2722 \text{ m}^{-2}$, where the ratio of the maximum steering angle between the front and the rear axle is set to 1:0.5.

In order to analyze the effects of planning with the novel kinematic, the same experiments as in the previous section are repeated. The general setup is kept the same (see Fig. 5.6) with the only difference that the ego-vehicle’s maximum curvature and maximum curvature rate are modified to the values above.

![Figure 5.6](image)

**Figure 5.6** High density parking scenarios used to analyze the effects of planning with double Ackermann steering. The motion plans visualized in the bottom row are calculated with BiRRT* and HC±±-RS steer by taking into account the novel kinematic of the ego-vehicle.

A summary of the motion planning experiments including a comparison to single Ackermann steering is given in Tab. 5.4 and in Fig. 5.7. It can be seen that especially in Scenario II, double Ackermann steering has a significant effect on the computed motion plans. Solutions cannot only be found earlier, but also with less curvature discontinuities, less direction switches, and higher success rates. Tab. 5.4 shows that, for instance, the average number of curvature discontinuities can be reduced by at least 26% and the average number of cusps by more than 27% when double Ackermann steering is enabled in BiRRT* and HC±±-RS steer. At the same time, the average TTFS
Table 5.4 Quantitative comparison of single and double Ackermann steering in the two high density parking scenarios shown in Fig. 5.3 and Fig. 5.6. The metrics TTFS, number of curvature discontinuities, and number of cusps are given with mean and standard deviation, and the best value in each column is highlighted in bold.

<table>
<thead>
<tr>
<th>$l_d$ [m]</th>
<th>steering</th>
<th>TTFS [s]</th>
<th>#curvature discontinuities</th>
<th>#cusps [-]</th>
<th>success rate [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RS</td>
<td>HC±±-RS</td>
<td>RS</td>
<td>HC±±-RS</td>
</tr>
<tr>
<td>5.4</td>
<td>single Ack.</td>
<td>4.0±2.4</td>
<td>7.2±2.7</td>
<td>15.1±3.3</td>
<td>9.1±1.3</td>
</tr>
<tr>
<td>5.6</td>
<td>double Ack.</td>
<td>3.5±2.5</td>
<td>5.4±2.6</td>
<td>11.4±2.8</td>
<td>6.7±1.4</td>
</tr>
<tr>
<td>5.8</td>
<td>single Ack.</td>
<td>0.9±0.7</td>
<td>3.7±2.3</td>
<td>12.7±3.0</td>
<td>7.5±1.6</td>
</tr>
<tr>
<td>6.0</td>
<td>double Ack.</td>
<td>0.4±0.4</td>
<td>1.9±1.7</td>
<td>7.7±2.4</td>
<td>5.4±1.4</td>
</tr>
</tbody>
</table>

Scenario II

<table>
<thead>
<tr>
<th>$l_d$ [m]</th>
<th>steering</th>
<th>TTFS [s]</th>
<th>#curvature discontinuities</th>
<th>#cusps [-]</th>
<th>success rate [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RS</td>
<td>HC±±-RS</td>
<td>RS</td>
<td>HC±±-RS</td>
</tr>
<tr>
<td>3.8</td>
<td>single Ack.</td>
<td>0.9±1.1</td>
<td>2.1±2.0</td>
<td>9.5±1.7</td>
<td>5.2±1.9</td>
</tr>
<tr>
<td>4.0</td>
<td>double Ack.</td>
<td>7.9±1.8</td>
<td>30.0±3.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4.2</td>
<td>single Ack.</td>
<td>0.3±0.4</td>
<td>0.7±0.7</td>
<td>7.7±1.5</td>
<td>4.3±1.6</td>
</tr>
<tr>
<td>4.4</td>
<td>double Ack.</td>
<td>0.1±0.2</td>
<td>0.3±0.3</td>
<td>7.5±1.4</td>
<td>4.2±1.4</td>
</tr>
</tbody>
</table>

Figure 5.7 Visualization of the average TTFS and the number of curvature discontinuities (size of the circles) with respect to $l_d$ when double Ackermann steering is enabled. For a better comparison, the transparent circles illustrate the results from Fig. 5.4, where the vehicle is only allowed to turn its front wheels.
can be decreased by at least 25% and the success rates increased by up to 100%. As double Ackermann steering improves all mean values in Tab. 5.4, it can be concluded that the ability to steer all four wheels in such tight environments is highly favorable from a motion planning perspective.

The sampling-based motion planner that has been so far benchmarked in simulation is also integrated into the motion planning framework of the Bosch Campus Shuttle. The underlying platform is an EasyMile EZ10 with double Ackermann steering (see Fig. 5.1(b)), whose vehicle parameters are listed in Tab. 5.1. Obstacles in the environment are perceived by a LiDAR system and fused in an occupancy grid with a resolution of 15 cm and a size of $50\,\text{m} \times 50\,\text{m}$. The reference pose of the vehicle is determined without GPS using a simultaneous localization and mapping (SLAM) algorithm [186].

A demonstration of the planner’s capability in two real-world scenarios can be found in Fig. 5.9 and Fig. 5.10. The first scenario requires the shuttle to execute a turn at the end of a line while the second scenario requires an autonomous parking maneuver at the shuttle’s depot. In both scenarios, the maneuvers are computed online using BiRRT* and CC$^{00}$-RS steer, whose solution is then executed by a feedback linearizing motion controller [97].

It can be seen both in Fig. 5.9 and Fig. 5.10 that the computed motion plans smoothly transition the vehicle from start to goal while avoiding the surrounding obstacles. The visualization in Fig. 5.8 also shows that the tracking error is generally small along the entire path.

![Figure 5.8](image_url)  
**Figure 5.8** Visualization of the planned and the executed path in the two shuttle experiments shown in Fig. 5.9 and Fig. 5.10.
Execution of a turn at the end of the line. The sequence on the left displays the executed maneuver while the one on the right illustrates the corresponding robot view. After having executed the turn, the robot switches back to corridor driving as shown in the image on the bottom right.
Figure 5.10  Perpendicular parking after arriving at the shuttle’s depot followed by a maneuver that moves the shuttle back to the start of the line.
However, small deviations from the planned path can still be observed in the real-world experiments mostly due to localization and control uncertainty as well as due to the curvature rate discontinuities of the $G^2$ continuous paths. The latter is addressed in the next section by increasing the continuity of the motion plans to $G^3$.

### 5.3.3 $G^3$ Continuous Motion Planning

The previous two sections have shown the planner’s capability to compute $G^1$ and $G^2$ continuous paths in dense scenarios. Certain situations might require, however, to plan even smoother motion plans that reduce lateral jerk and improve the tracking performance in closed loop. For this purpose, BiRRT* is combined with HCR and CCR steer to compute $G^3$ continuous paths in three challenging automated driving scenarios. A visualization of all three scenarios including example paths and a sequence of their execution is given in Fig. 5.11.

The first scenario illustrates a dead end, where the red ego-vehicle is required to execute a multi-point turn due to the parked black transporter. Multiple narrow passages have to be passed in the second scenario, which represents a blocked driveway, and parking on a high density parking lot has to be conducted in the third scenario. The three different environments are represented by an occupancy grid with a resolution of 10 cm and a size of $40 \text{m} \times 40 \text{m}$ in Scenario I, $50 \text{m} \times 20 \text{m}$ in Scenario II, and $40 \text{m} \times 20 \text{m}$ in Scenario III. The steering system is switched back to single Ackermann steering, and the maximum curvature acceleration $\rho_{\text{max}}$ is set to $0.3905 \text{m}^{-3}$.

A summary of the motion planning experiments in the previously described scenarios can be found in Tab. 5.5. As expected, the $G^1$ continuous steering functions RS and Dubins require on average the least computation time to find an initial solution. Furthermore, the corresponding final paths have on average the shortest length and a low number of direction switches. However, an average of up to 14.2 curvature discontinuities makes it impractical to directly execute these paths. In contrast to that, curvature continuity can be enforced with the $G^2$ continuous steering functions, but the resulting paths suffer from on average up to 24.7 curvature rate discontinuities. Remember that every curvature rate discontinuity implies an infinite steering acceleration. In closed loop, this might lead to a jerky motion, a high mechanical load on the steering system, or a potential deviation from the planned path.
Figure 5.11 $G^2$ continuous motion planning in three distinct scenarios. The red ego-vehicle is required to execute a multi-point turn at a dead end in Scenario I, pass a blocked driveway in Scenario II, and park on a high density parking lot in Scenario III. The illustrated motion plans are computed with BiRRT\(^*\) and the steering functions CCR\(^{00}\)-RS in (a), CCR\(^{00}\)-D in (b), and HCR\(^{00}\)-RS in (c).
Table 5.5  Benchmark of BiRRT* along with the $G^1$, $G^2$, and $G^3$ continuous steering functions in the three scenarios from Fig. 5.11. The metrics TTFS, number of curvature and curvature rate discontinuities, number of cusps, and final path length are given with mean and standard deviation. Note that for consistency with Footnote 5 (p. 82), every curvature discontinuity is also counted as a curvature rate discontinuity.

<table>
<thead>
<tr>
<th>scen.</th>
<th>steer. fct.</th>
<th>cont.</th>
<th>TTFS [s]</th>
<th>#curv. discont. [-]</th>
<th>#curv. rate discont. [-]</th>
<th>#cusps [-]</th>
<th>length [m]</th>
<th>succ. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>RS</td>
<td>$G^1$</td>
<td>0.01±0.01</td>
<td>6.4±0.8</td>
<td>6.4±0.8</td>
<td>2.0±0.0</td>
<td>40.9±3.5</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>CC$^{00}$-RS</td>
<td>$G^2$</td>
<td>0.02±0.01</td>
<td>0.0±0.0</td>
<td>13.7±3.0</td>
<td>2.0±0.0</td>
<td>42.6±3.1</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>CCR$^{00}$-RS</td>
<td>$G^3$</td>
<td>0.03±0.03</td>
<td>0.0±0.0</td>
<td>0.0±0.0</td>
<td>2.3±0.7</td>
<td>47.2±4.1</td>
<td>100</td>
</tr>
<tr>
<td>II</td>
<td>Dubins</td>
<td>$G^1$</td>
<td>0.17±0.13</td>
<td>14.2±1.8</td>
<td>14.2±1.8</td>
<td>0.0±0.0</td>
<td>34.8±0.1</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>CC$^{00}$-D</td>
<td>$G^2$</td>
<td>0.22±0.22</td>
<td>0.0±0.0</td>
<td>24.7±4.5</td>
<td>0.0±0.0</td>
<td>34.8±0.1</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>CCR$^{00}$-D</td>
<td>$G^3$</td>
<td>2.25±1.70</td>
<td>0.0±0.0</td>
<td>0.0±0.0</td>
<td>0.0±0.0</td>
<td>34.9±0.1</td>
<td>98</td>
</tr>
<tr>
<td>III</td>
<td>RS</td>
<td>$G^1$</td>
<td>0.06±0.05</td>
<td>6.7±1.2</td>
<td>6.7±1.2</td>
<td>3.0±1.0</td>
<td>14.5±4.2</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>HC$^{00}$-RS</td>
<td>$G^2$*</td>
<td>0.27±0.28</td>
<td>1.8±0.9</td>
<td>10.6±2.6</td>
<td>2.9±1.3</td>
<td>15.7±4.4</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>HCR$^{00}$-RS</td>
<td>$G^3$*</td>
<td>0.77±0.65</td>
<td>2.1±1.1</td>
<td>2.1±1.1</td>
<td>4.2±1.9</td>
<td>20.7±6.6</td>
<td>100</td>
</tr>
</tbody>
</table>

*between direction switches

As shown in Tab. 5.5 and Fig. 5.12, the curvature rate discontinuities in the path can be eliminated or significantly reduced by combining BiRRT* with the $G^3$ continuous steering functions. At least between direction switches, these steering functions bound the maximum curvature, the maximum curvature rate, and the maximum curvature acceleration. While this improves the overall smoothness of the motion plans, two limitations can be observed in Tab. 5.5: (1) the average TTFS increases significantly in highly complex

![Figure 5.12](image_url)  Curvature profile of three example paths in Scenario III computed with the steering functions RS, HC$^{00}$-RS, and HCR$^{00}$-RS. The smoothness increases from discrete curvatures to a linear and a quadratic profile, where curvature discontinuities are only allowed at cusps.
scenarios, such as Scenario II, leading to a potential decline in success rate, and (2) the length of the paths and the number of cusps might increase. The reasons behind this are the higher computation time of a single $G^3$ continuous steering procedure (see Tab. 2.7) and the typically higher path length of the corresponding output (see Fig. 2.43(a)). While the former allows BiRRT* to explore less states, the latter implies that the $G^3$ continuous steering procedures are more likely in collision with the environment than the $G^1$ and $G^2$ continuous counterparts. Note, however, that the analyzed limitations play only a minor role in less complex scenarios, such as in Scenario I, where planning with the $G^3$ continuous steering functions yields high quality paths with only small computational overhead.

### 5.3.4 Motion Planning in Gaussian Belief Space

The previous three sections have shown a variety of experiments, where motion plans are computed without explicitly considering the uncertainties of the system. Especially in tight environments, however, neglecting possible disturbances might lead to dangerous situations with high collision probabilities. Therefore, this section explores the benefits and the possible drawbacks of planning in belief space by taking into account the localization and control uncertainty. Note that the perception noise of the LiDAR system is currently neglected, but could also be considered here, e.g. by switching to a probabilistic occupancy grid.

Fig. 5.13 visualizes the three scenarios used to benchmark the belief space planner against two nominal baselines. While Scenario I is already known from the previous section, two novel situations are introduced in Scenario II and III including an accident blocking the road and a circular parking lot.

The environment is represented by an occupancy grid with a resolution of 10 cm and a size of 40 m × 40 m in Scenario I and III and 50 m × 10 m in Scenario II. Motion planning in belief space is conducted here on the basis of (5.4)–(5.5) using RRT*, the belief steering functions from Ch. 2, and the concept of beliefprints from Ch. 3. Note that the latter is required to enforce the chance constraint in (5.4i). To do so, the beliefprints are first computed using an icosahedron and the unpadded footprint of the ego-vehicle and then checked for collision with the surrounding obstacles.

An overview of the required parameters for planning in belief space including the confidence $P$ for the computation of the beliefprints can be found in Tab. 5.6.
Figure 5.13 Motion planning in Gaussian belief space. The red ego-vehicle is required to execute a multi-point turn at a dead end in Scenario I, pass an accident at the side of the road in Scenario II, and park on a circular parking lot in Scenario III. The illustrated example paths are calculated with RRT* and the belief steering functions $BCC^{(0)}$-RS in (a), $BCC^{(0)}$-D in (b), and $BHC^{(0)}$-RS in (c).
Table 5.6  Additional parameters required for belief space planning. Adapted from [213], © 2018 IEEE.

<table>
<thead>
<tr>
<th>parameter</th>
<th>symbol</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>controller gain</td>
<td>$k_1, k_2, k_3$</td>
<td>1.5, 0.36, 1.2</td>
</tr>
<tr>
<td>motion noise</td>
<td>$\alpha_1, \alpha_2, \alpha_3, \alpha_4$</td>
<td>0.2, 0.1, 0.1, 0.3</td>
</tr>
<tr>
<td>measurement noise</td>
<td>$\sigma_x, \sigma_y, \sigma_\theta$</td>
<td>0.1 m, 0.1 m, 0.05 rad</td>
</tr>
<tr>
<td>confidence</td>
<td>$P$</td>
<td>97.1 % (three-sigma in three dim.)</td>
</tr>
</tbody>
</table>

The two baselines used to benchmark the belief space planner solve the scenarios above with BiRRT$^*$ and the nominal steering functions. While one of the two baselines applies no footprint padding, the other one inflates the footprint by 10 cm to every side serving as a hard safety buffer. Within this context, it has to be noted that applying a constant footprint padding assumes an evenly distributed two-dimensional covariance, which does not change along the path.

A summary of the experimental results including the evaluation of six metrics can be found in Tab. 5.7.

Table 5.7  Comparison of planning in belief space with the two nominal baselines. The letter ‘B’ is used to distinguish the belief steering functions from the nominal ones. Values with a plus-minus sign are given with mean and standard deviation. Adapted from [213], © 2018 IEEE.

<table>
<thead>
<tr>
<th>scen.</th>
<th>planner</th>
<th>steer. fct.</th>
<th>footprint</th>
<th>TTFs [s]</th>
<th>#vertices [-]</th>
<th>#cusps [-]</th>
<th>length [m]</th>
<th>CP [%]</th>
<th>succ. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>BiRRT*</td>
<td>CC$^{00}$-RS</td>
<td>unpadded</td>
<td>0.01±0.01</td>
<td>117.0±3.3</td>
<td>2.0±0.0</td>
<td>42.0±3.4</td>
<td>3.6±8.2</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>BiRRT*</td>
<td>CC$^{00}$-RS</td>
<td>padded</td>
<td>0.02±0.01</td>
<td>118.3±3.7</td>
<td>2.0±0.0</td>
<td>42.6±3.1</td>
<td>1.2±3.3</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>RRT*</td>
<td>BCC$^{00}$-RS</td>
<td>unpadded</td>
<td>0.23±0.29</td>
<td>45.1±3.3</td>
<td>2.1±0.5</td>
<td>46.9±3.7</td>
<td>0.1±0.4</td>
<td>100</td>
</tr>
<tr>
<td>II</td>
<td>BiRRT*</td>
<td>CC$^{00}$-D</td>
<td>unpadded</td>
<td>0.05±0.04</td>
<td>236.4±6.9</td>
<td>0.0±0.0</td>
<td>37.2±0.1</td>
<td>9.4±13.5</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>BiRRT*</td>
<td>CC$^{00}$-D</td>
<td>padded</td>
<td>0.14±0.13</td>
<td>233.6±17.6</td>
<td>0.0±0.0</td>
<td>37.3±0.1</td>
<td>3.9±6.1</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>RRT*</td>
<td>BCC$^{00}$-D</td>
<td>unpadded</td>
<td>3.22±2.43</td>
<td>71.4±9.5</td>
<td>0.0±0.0</td>
<td>37.3±0.2</td>
<td>0.9±1.1</td>
<td>88</td>
</tr>
<tr>
<td>III</td>
<td>BiRRT*</td>
<td>HC$^{00}$-RS</td>
<td>unpadded</td>
<td>0.05±0.06</td>
<td>106.8±4.4</td>
<td>1.4±0.7</td>
<td>18.2±4.7</td>
<td>8.8±20.5</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>BiRRT*</td>
<td>HC$^{00}$-RS</td>
<td>padded</td>
<td>0.06±0.09</td>
<td>107.6±4.9</td>
<td>1.5±0.9</td>
<td>18.2±5.0</td>
<td>3.6±9.8</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>RRT*</td>
<td>BHC$^{00}$-RS</td>
<td>unpadded</td>
<td>0.93±1.16</td>
<td>50.1±4.2</td>
<td>2.2±1.7</td>
<td>19.1±4.7</td>
<td>0.1±0.4</td>
<td>100</td>
</tr>
</tbody>
</table>

Compared to the previous benchmarks, two additional metrics are computed here, namely the number of vertices in the tree and the collision probability (CP). While the former helps to understand how well the different approaches explore the state space, the latter evaluates the robustness of a
motion plan. As such, the CP is defined as the relative number of 100 Monte Carlo (MC) runs (see Sec. 2.5.1) that collide with the environment.

It can be seen in Tab. 5.7 that planning in Gaussian belief space increases the TTFS and allows to explore on average up to 70% less vertices than the nominal approaches. The result is a possible increase in path length and in the number of direction switches. Furthermore, the success rate might drop when not enough states can be explored within the given sampling time. The reasons behind these effects are threefold: (1) the belief propagation and the computation of the beliefprints increase the complexity of the planning process leading to less exploration, (2) planning in belief space can only be tackled with the single-tree approach and not with the typically faster two-tree version of the planner, and (3) the nominal baselines also add potentially dangerous states to the tree, which are sorted out by the belief space planner.

The latter can be observed in Tab. 5.7, where only on average up to 0.9% of the 100 MC runs are in collision when planning was conducted in belief space. Two aspects lead to this result: on the one hand, the chance constraint in (5.4i) enforces a CP below $1 - P$ for every vehicle state, and on the other hand, the cost term in (5.5c) incentivizes the planner to increase the distance to surrounding obstacles. On the contrary, the CP of the nominal motion plans is up to an order of magnitude higher compared to the belief space approach. For instance, the mean CP raises to up to 9.4% in the nominal case without footprint padding. Adding a hard safety buffer of 10 cm to the footprint helps to reduce this number, but the corresponding CPs are on average still as high as 3.9%. The reason for this is that the actual covariance is neither two-dimensional nor evenly distributed or constant along the path as assumed by a static footprint padding.

The previous observations are qualitatively highlighted in Fig. 5.14, which augments an example motion plan of the nominal and the belief space approach in Scenario II with 100 MC runs. It can be observed that in the nominal case, up to 9% of the runs collide with the upper wall or one of the traffic cones although a footprint padding of 10 cm has been applied during planning. In contrast to that, none of the MC runs collide with the environment in the second case when planning is conducted in Gaussian belief space.

In conclusion, belief space planning significantly increases the safety of the motion plans while at the same time raising the computational complexity. It has to be kept in mind that planning in belief space requires a profound understanding of the system’s uncertainties as well as a model of the underlying noise. With respect to computation time, a significant speed-up could
Figure 5.14 Qualitative comparison of two example paths in Scenario II once computed with the nominal baseline and a 10 cm footprint padding (a) and once with the Gaussian belief space planner (b). Both solutions are augmented with 100 MC runs and the corresponding swaths of the robot (cyan). In the image on the left, 9% of the simulated runs collide with the environment (upper wall or third traffic cone) while none of them are in collision on the right.

be achieved by switching to a non-uniform sampling distribution that adapts to the environment as shown in the next section.

5.3.5 Guided Motion Planning

One of the major drawbacks of sampling-based motion planners are the potentially high computation times and the low convergence rates due to uninformed (uniform) sampling. Especially in narrow passages, such as in Fig. 5.13(b), exhaustive sampling might be required to find one of the relatively few samples that steer the robot towards the goal. In order to overcome such problems, non-uniform sampling distributions can be used that leverage the information about the environment to accelerate the planning process. Within this context, this section evaluates the potential of guiding the sampling-based motion planner BiRRT* with the pose predictions of the CNN introduced in Ch. 4. The corresponding evaluations are conducted on the three automated driving scenarios shown in Fig. 5.15.

The first scenario depicts a blocked intersection that requires the red ego-vehicle to perform a multi-point turn. A narrow passage problem is given in the second scenario, where an evasive maneuver has to be conducted in order
Figure 5.15  Guided motion planning in three automated driving scenarios including a blocked intersection (a), a blocked lane due to an accident (b), and a high density parking lot (c). The visualized example paths are computed with $HC^{00}$-RS steer in (a) and (c) and with $CC^{00}$-Dubins in (b). The gray arrows on the ground illustrate 200 sampled vehicle poses from the output of the CNN. Adapted from [216], © 2019 IEEE.
to pass the accident at the side of the road. The third scenario finally shows the already known high density parking lot with a perpendicular parking task. Motion planning is carried out in all three scenarios using an occupancy grid with a resolution of 10 cm and a size of $60 \, \text{m} \times 60 \, \text{m}$. Notice that the CNN has not seen these environments before as they were barred from the training dataset. Furthermore, they expose the CNN to novel artifacts including traffic cones and various new vehicle shapes.

Guiding BiRRT* with the CNN from Ch. 4 is benchmarked in this section against two baselines. The first one applies uniform sampling similar to the experiments in the previous sections, and the second one uses the OSE heuristic [30] as described in Sec. 4.4 to bias the planner towards the goal. In case BiRRT* is combined with either the CNN or the OSE, non-uniform samples are computed in batches of 100 at a frequency of 4 Hz. These samples are then mixed evenly with uniform ones in order not to violate the theoretical guarantees of the planner.

An overview of the experimental results generated with BiRRT* along with the different sampling distributions can be found in Tab. 5.8.

### Table 5.8 Guided motion planning benchmark. The results are obtained with BiRRT* and the steering functions $HC^{00}$-RS in Scenario I and III and $CC^{00}$-Dubins in Scenario II. Values with a plus-minus sign are given with mean and standard deviation. Adapted from [216], © 2019 IEEE.

<table>
<thead>
<tr>
<th>scen.</th>
<th>heuristic</th>
<th>pred. [ms]</th>
<th>TTFS [s]</th>
<th>#vertices [-]</th>
<th>#cusps [-]</th>
<th>length [m]</th>
<th>cost$_{TTFS}$ [-]</th>
<th>cost$_{TTFS+3s}$ [-]</th>
<th>succ. [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>OSE</td>
<td>127.6</td>
<td>1.54±2.15</td>
<td>139.2±27.6</td>
<td>4.6±1.6</td>
<td>38.7±7.0</td>
<td>160.7±50.4</td>
<td>145.1±42.4</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>82.8</td>
<td>0.13±0.07</td>
<td>140.6±7.5</td>
<td>2.2±0.8</td>
<td>28.1±3.9</td>
<td>134.4±37.2</td>
<td>93.4±18.9</td>
<td>100</td>
</tr>
<tr>
<td>II</td>
<td>OSE</td>
<td>17.4</td>
<td>0.12±0.14</td>
<td>187.2±12.0</td>
<td>0.0±0.0</td>
<td>25.7±0.1</td>
<td>50.1±11.2</td>
<td>37.4±2.9</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>82.4</td>
<td>0.11±0.03</td>
<td>221.2±8.0</td>
<td>0.0±0.0</td>
<td>25.7±0.1</td>
<td>43.7±9.4</td>
<td>33.6±1.9</td>
<td>100</td>
</tr>
<tr>
<td>III</td>
<td>OSE</td>
<td>19.0</td>
<td>0.02±0.03</td>
<td>154.6±6.0</td>
<td>3.0±1.0</td>
<td>12.8±1.5</td>
<td>143.6±21.0</td>
<td>119.2±16.3</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>80.9</td>
<td>0.09±0.02</td>
<td>157.9±4.6</td>
<td>2.0±0.0</td>
<td>13.0±0.6</td>
<td>100.4±23.5</td>
<td>84.0±3.7</td>
<td>100</td>
</tr>
</tbody>
</table>

Three additional metrics are evaluated here, namely the prediction time to generate the batch of heuristic samples, the cost of the initial solution $\text{cost}_{\text{TTFS}}$, and the cost after 3 s of optimization $\text{cost}_{\text{TTFS+3s}}$. The last two metrics are computed according to (5.2) and indicate the quality of the path at two different time steps.

It can be seen in Tab. 5.8 that the samples from the CNN not only help to compute paths with the initially lowest average cost, but also allow to
converge to a lower-cost solution than the other two sampling distributions. This can also be seen in Fig. 5.16, which illustrates the convergence rate in Scenario I and II. The corresponding plot for Scenario III is omitted here for brevity, but can be found in [216].

![Figure 5.16](image-url)

**(a)** Scenario I. **(b)** Scenario II.

Figure 5.16 Convergence and success rate during planning. The solid lines indicate the average cost of the three approaches, the error bars the respective standard deviations, and the dotted lines the success rate over time, which is only visualized above 65% for better readability. Notice that the cost of a single motion plan decreases monotonically with respect to planning time, however, averaging over multiple runs can result in a non-monotonic behavior. Adapted from [216], © 2019 IEEE.

Furthermore, it can be observed in Tab. 5.8 that the predictions of the CNN stabilize the average TTFS to about 100 ms and reduce the corresponding standard deviation to the lowest value of all three approaches. This is highly beneficial from a practical point of view as low latencies allow to react quickly to new situations leading to an overall improvement of the system’s performance. Within this context, it has to be noted that the TTFS of the CNN-guided BiRRT* could be further reduced by improving the prediction time of the CNN. The latter currently takes about 81 ms to 83 ms (see Tab. 5.8) and is therefore twice as high as in the benchmark conducted in Sec. 4.4. This is due to the fact that the CNN runs here along with the simulation on an Nvidia Quadro K2200 and not on an Nvidia Titan X as in the previous evaluation.

In addition to low computation times, it is also required in practice to find solutions, if any exist, with a high success rate. Tab. 5.8 shows that the only approach that achieves a success rate of 100% in all three scenarios is the
one that uses samples from the CNN. While BiRRT* combined with the OSE heuristic also solves all simulation runs in Scenario II and III, its success rate drops by 11% in Scenario I. The reason for this is that the OSE heuristic reduces the vehicle to a circular holonomic robot and only takes into account the nonholonomic constraints using a cost term [30]. In Scenario I, this fact leads to the problem that the heuristic proposes an immediate turn at the current position. As such a maneuver can, however, not be realized due to the obstacles on both sides (see Fig. 5.15(a)), many of the heuristically generated samples do not help the planner to solve this situation. BiRRT* must therefore rely on the other half of the samples (uniformly generated), which are, however, not enough to solve all of the 100 runs.

5.4 Summary

The effectiveness of the developed methods in sampling-based motion planning is demonstrated in this chapter. A variety of experiments were conducted both in simulation and in the real world on two distinct vehicles with both single and double Ackermann steering. The benchmarks were carried out on a broad set of challenging automated driving scenarios with a focus on maneuvering at low speeds in tight environments. These scenarios require a global solution to the motion planning problem, which in some situations can only be solved by moving forwards and backwards.

In particular, the benchmark in Sec. 5.3.1 shows that the novel steering function HC-RS steer allows to compute smoother paths than RS steer with a higher success rate and less direction switches than CC-RS steer. As a result, HC-RS steer yields a powerful approach for sampling-based motion planning in tight environments by directly enforcing curvature continuity between direction switches.

The benefits of not only steering the front but also the rear wheels is highlighted in Sec. 5.3.2. It is shown that double Ackermann steering is highly beneficial from a motion planning perspective as it improves the overall quality of the computed paths. Furthermore, two real-world experiments are included in this section that demonstrate the effectiveness of the developed motion planner on a vehicle with double Ackermann steering.

Increasing the smoothness of the motion plans to curvature rate continuity using the novel $G^3$ continuous steering functions is conducted in Sec. 5.3.3. The analysis reveals that this can be realized with only little computational
overhead in less complex scenarios. In extremely tight environments, however, problem-specific sampling distributions would be required to compensate for the increase in computation time and the deterioration in path quality.

The results in Sec. 5.3.4 highlight that planning in Gaussian belief space significantly increases the robustness of the motion plans by bounding the collision probability of every vehicle state. This was realized with the extension of the steering functions to Gaussian belief space along with the novel concept of beliefprints. The additional computational complexity, however, requires heuristics that speed-up the planning process and improve the convergence rate towards a cost-minimizing solution.

An example of such an approach, where a CNN generates proposals for the sampling-based motion planner, was finally benchmarked in Sec. 5.3.5. It is demonstrated that the CNN adapts to various driving situations and helps to stabilize the average TTFS to about 100 ms in the conducted experiments. In comparison to uniform sampling and an A*-based heuristic, the CNN not only enables the generation of motion plans with an initially lower cost, but also improves the convergence to a better solution. It can therefore be concluded that the resulting approach is particularly suitable for global motion planning with real-time constraints.
6 Conclusion and Outlook

This thesis addresses the motion planning problem in automated driving and focuses on the computation of global motion plans in complex tight environments. Although first results in this field date back to at least 1986 [110], coming up with a generic approach that computes high quality solutions in arbitrary scenarios still remains a challenging task. However, such an approach is required for level 4/5 automated driving [185] in order to ensure autonomy in all possible scenarios.

6.1 Conclusion

Motivated by the research questions in Sec. 1.3, several modular components were developed, analyzed, and benchmarked within this thesis in order to improve the effectiveness of existing global motion planners. The key contributions were made in three different fields and are briefly summarized in the following paragraphs.

Steering functions  The state of the art, as reviewed in Sec. 1.2.1, shows that steering functions are an important concept in both search-based and sampling-based motion planning. Many of the existing approaches rely on the well-known steering functions Dubins and Reeds-Shepp whose paths are only discrete in curvature and hence typically require a post-smoothening step. An alternative to this is CC steer that enforces curvature continuity along the entire path. The experimental results in Sec. 5.3.1 have demonstrated, however, that planning with CC steer is impractical in tight environments as zero curvature is always enforced at direction switches. Therefore, the novel steering function HC steer was introduced in Sec. 2.3.2 that enforces curvature continuity as the vehicle is moving either forwards or backwards, but allows curvature discontinuities at direction switches. This leads to the fact that HC steer computes smoother paths than RS steer and outperforms CC steer in terms of path length. Especially in tight environments, HC steer
is thus an effective tool to compute directly executable paths with curvature continuity between direction switches (see Sec. 5.3.1 and Sec. 5.3.2).

Even higher degrees of smoothness can be realized by not only enforcing curvature but also curvature rate continuity. For this purpose, the two novel steering functions CCR and HCR steer were introduced in Sec. 2.4.1 and Sec. 2.4.2. In comparison to CC and HC steer, these two steering functions additionally constrain the maximum curvature acceleration along the path allowing to (1) improve the closed-loop tracking performance of the motion controller, (2) reduce the mechanical stress on the steering system, and (3) increase the comfort due to a reduction in lateral jerk. However, enforcing curvature rate continuity increases both the computation time and the path length making it more challenging to find feasible motion plans in tight environments (see Sec. 5.3.3).

Planning under uncertainty Due to the complexity of the motion planning problem, many state-of-the-art approaches neglect the uncertainties of the system. However, safety-critical systems, such as automated vehicles, have to consider these uncertainties in order to guarantee a bounded collision probability. To achieve this, two contributions were made: (1) the previously mentioned steering functions were extended to belief space in which every state of the vehicle is associated with its uncertainty arising from imperfect localization and control (see Sec. 2.5), and (2) two algorithms were proposed that allow to assess whether the collision probability of a Gaussian distributed vehicle state exceeds a user-defined threshold (see Sec. 3.2). Combining both contributions in a motion planner allows to significantly increase the robustness of the motion plans by bounding the collision probability along the computed vehicle motion (see Sec. 5.3.4). However, the additional complexity of planning in belief space requires heuristics that accelerate the planning process and improve the convergence rate.

Sampling distributions Sampling-based motion planners generally provide stronger theoretical guarantees with respect to optimality and completeness than search-based approaches. However, sampling-based planners typically suffer from slow convergence rates if samples are only drawn from a uniform distribution. Therefore, problem-specific sampling distributions are often required in order to guide the motion planner efficiently towards the goal. For this purpose, a data-driven approach was realized in Ch. 4, where a CNN is trained to predict a distribution over future vehicle poses given observations of the environment. Interfacing the CNN with the motion planner BiRRT*
allows to stabilize the time-to-first-solution to about 100 ms in the conducted experiments and additionally improves the convergence rate in comparison to uniform sampling and an A*-based heuristic (see Sec. 5.3.5). Hence, the presented approach is particularly suitable for real-time motion planning in complex tight environments.

All key contributions were not only evaluated individually, but also in combination with the sampling-based motion planner RRT* and its bidirectional extension BiRRT* (see Ch. 5). Finally, it has to be answered whether such an approach can satisfy the initially derived requirements for global motion planning. This question is addressed in Tab. 6.1, where the satisfaction of each of the eight requirements from Sec. 1.1 is qualitatively evaluated with a filled circle. The reasons for the respective choices are briefly discussed in the following paragraphs starting with the requirements that are completely satisfied followed by the ones that are (not yet) 100 % fulfilled.

From the broad set of scenarios that were tested in Ch. 5, it can be concluded that the developed motion planner is generic and thus capable to solve arbitrary planning problems. Furthermore, the computed motion plans are collision-free and take into account the actual shape (and not just a rough bounding box) of all objects in the scene. Smoothness is realized by enforcing curvature and curvature rate continuity during planning resulting in directly executable motion plans.

Although RRT* and BiRRT* provide theoretical guarantees with respect to completeness and optimality, both properties can only be guaranteed with an infinite number of samples. Therefore, the two respective requirements in Tab. 6.1 are only considered as partially fulfilled. Furthermore, the efficiency of these two planners (e.g. their convergence rate) highly depends on the
underlying sampling distribution. While uniform sampling has proven to be fairly inefficient, guiding the motion planner with the CNN significantly improves the planning performance. As the CNN, however, contains approximately 2.5 million parameters (resulting in a non-negligible inference time), the efficiency aspect in Tab. 6.1 is only considered as mostly satisfied. Apart from that, the motion planner currently neglects the perception uncertainty, but allows to consider both the localization and the control errors in the computation of motion plans. As the latter two are typically larger than the perception uncertainty (assuming a LiDAR sensor set), the robustness requirement in Tab. 6.1 is classified as mostly but not completely fulfilled.

Nevertheless, it has to be emphasized that the presented implementation is a powerful approach that noticeably advances the state of the art and allows to solve a large variety of challenging motion planning problems.

6.2 Outlook

Based on the previous chapters, four possible future research directions are identified below:

(1) Currently, the motion planner decomposes the planning problem into path planning (spatial dimension) and velocity profiling (temporal dimension), which is also known as path-velocity decomposition [91]. Although this approach has been widely used in the robotics community over the last decades, it is known that such a decomposition can lead to suboptimal solutions especially in (highly) dynamic environments. In order to resolve this problem, planning must be directly conducted in space and time. With the current approach, this could be achieved by extending the presented steering functions from paths to trajectories, where every vehicle state contains both spatial and temporal information. A first step into this direction could be the computation of time-optimal rather than length-optimal solutions to the steering problem in (2.1). In case of the Dubins car, for example, the time-optimal solution is trivial for a start and goal state with zero velocity (shortest path augmented with a longitudinal bang-bang input), but more challenging to compute if arbitrary velocities are allowed at both states.

(2) In order to tackle the complexity of planning simultaneously in space and time, problem-specific sampling distributions are required that also
take into account the temporal dimension of the underlying problem. While [5] shows a possible solution for local motion planning with a fixed time horizon, the duration of the global motion plan is typically not known a priori making novel techniques necessary.

(3) The steering functions in Ch. 2 satisfy the dynamic actuator limits geometrically with the maximum curvature rate $\sigma_{\text{max}}$ and the maximum curvature acceleration $\rho_{\text{max}}$. As these parameters are, however, functions of various variables including the steering angle and the longitudinal velocity, worst case assumptions must be made to satisfy the actuator constraints along the entire path [53, 128]. As a result, the computed solutions in Ch. 2 are longer than the shortest path that can be realized by a system with bounded steering rate and bounded steering acceleration. It remains an open question how this limitation can be resolved without significantly increasing the computation time of the steering functions.

(4) The concept of beliefprints presented in Ch. 3 is currently applied to the ego-vehicle whose footprint is precisely known in advance. In order to transfer this concept to the computation of an obstacle’s beliefprint, the presented algorithms must be extended such that the perception uncertainty of the obstacle’s shape can be taken into account as well.

Finally, the necessity of a benchmark suite for motion planning cannot be stressed enough here. Similar to [2], a framework is required that allows researchers to objectively compare the performance of different (global) motion planners in predefined automated driving scenarios. Along with a strong open-source culture, such a framework would very likely enable the community to make faster progress in the complex field of motion planning for automated vehicles.
A Appendix

A.1 Robot Motion

The following sections describe the robot’s equations of motion on a straight line (Sec. A.1.1), on a circular arc (Sec. A.1.2), on a clothoid (Sec. A.1.3), and on a cubic spiral (Sec. A.1.4). The required partial derivatives for linearization are also listed in the respective sections below.

A.1.1 Straight Line

Given a robot with state \( \mathbf{x}_k = (\dot{x}_k \; \dot{y}_k \; \dot{\theta}_k) \) and input \( \mathbf{u}_k = (\Delta \dot{s}_k \; \kappa_k) \), where \( \Delta \dot{s}_k \) denotes the signed arc length and \( \kappa_k \) the curvature at \( (\dot{x}_k \; \dot{y}_k) \). For \( \kappa_k = 0 \), the robot moves on a straight line, which can be described as

\[
\begin{align*}
\dot{x}_{k+1} &= \dot{x}_k + \Delta \dot{s}_k \cos(\dot{\theta}_k), \\
\dot{y}_{k+1} &= \dot{y}_k + \Delta \dot{s}_k \sin(\dot{\theta}_k), \\
\dot{\theta}_{k+1} &= \dot{\theta}_k + \kappa_k \Delta \dot{s}_k.
\end{align*}
\]  

(A.1a)  

(A.1b)  

(A.1c)

The corresponding partial derivatives with respect to the robot’s state \( \dot{x}_k \) are given as

\[
\begin{align*}
\frac{\partial \dot{x}_{k+1}}{\partial \dot{x}_k} &= 1, \\
\frac{\partial \dot{y}_{k+1}}{\partial \dot{x}_k} &= 0, \\
\frac{\partial \dot{\theta}_{k+1}}{\partial \dot{x}_k} &= 0,
\end{align*}
\]

(A.2a)  

(A.2b)  

(A.2c)

\[
\begin{align*}
\frac{\partial \dot{x}_{k+1}}{\partial \dot{y}_k} &= 0, \\
\frac{\partial \dot{y}_{k+1}}{\partial \dot{y}_k} &= 1,
\end{align*}
\]

(A.3a)  

(A.3b)
\[
\frac{\partial \theta_{k+1}}{\partial y_k} = 0, \quad \text{(A.3c)}
\]
\[
\frac{\partial x_{k+1}}{\partial \theta_k} = -\Delta \bar{s}_k \sin(\bar{\theta}_k), \quad \text{(A.4a)}
\]
\[
\frac{\partial y_{k+1}}{\partial \theta_k} = \Delta \bar{s}_k \cos(\bar{\theta}_k), \quad \text{(A.4b)}
\]
\[
\frac{\partial \bar{\theta}_{k+1}}{\partial \bar{\theta}_k} = 1. \quad \text{(A.4c)}
\]

The partial derivatives with respect to the input \(\bar{u}_k\) are derived as
\[
\frac{\partial x_{k+1}}{\partial \Delta \bar{s}_k} = \cos(\bar{\theta}_k), \quad \text{(A.5a)}
\]
\[
\frac{\partial y_{k+1}}{\partial \Delta \bar{s}_k} = \sin(\bar{\theta}_k), \quad \text{(A.5b)}
\]
\[
\frac{\partial \bar{\theta}_{k+1}}{\partial \Delta \bar{s}_k} = \bar{\kappa}_k, \quad \text{(A.5c)}
\]
\[
\frac{\partial x_{k+1}}{\partial \bar{\kappa}_k} = 0, \quad \text{(A.6a)}
\]
\[
\frac{\partial y_{k+1}}{\partial \bar{\kappa}_k} = 0, \quad \text{(A.6b)}
\]
\[
\frac{\partial \bar{\theta}_{k+1}}{\partial \bar{\kappa}_k} = \Delta \bar{s}_k. \quad \text{(A.6c)}
\]

**A.1.2 Circular Arc**

Considering the same state \(\bar{x}_k\) and input \(\bar{u}_k\) as in Sec. A.1.1, the robot moves on a circular arc if \(\bar{\kappa}_k \neq 0\). The corresponding equations of motion are given as
\[
\bar{x}_{k+1} = \bar{x}_k + \frac{1}{\bar{\kappa}_k}(-\sin(\bar{\theta}_k) + \sin(\bar{\theta}_k + \Delta \bar{s}_k \bar{\kappa}_k)), \quad \text{(A.7a)}
\]
\[
\bar{y}_{k+1} = \bar{y}_k + \frac{1}{\bar{\kappa}_k}(+\cos(\bar{\theta}_k) - \cos(\bar{\theta}_k + \Delta \bar{s}_k \bar{\kappa}_k)), \quad \text{(A.7b)}
\]
\[
\bar{\theta}_{k+1} = \bar{\theta}_k + \bar{\kappa}_k \Delta \bar{s}_k. \quad \text{(A.7c)}
\]
The partial derivatives with respect to the robot’s state $\dot{x}_k$ can be computed as

$$\frac{\partial \dot{x}_{k+1}}{\partial \dot{x}_k} = 1, \quad (A.8a)$$

$$\frac{\partial \dot{y}_{k+1}}{\partial \dot{x}_k} = 0, \quad (A.8b)$$

$$\frac{\partial \dot{\theta}_{k+1}}{\partial \dot{x}_k} = 0, \quad (A.8c)$$

$$\frac{\partial \dot{x}_{k+1}}{\partial \dot{y}_k} = 0, \quad (A.9a)$$

$$\frac{\partial \dot{y}_{k+1}}{\partial \dot{y}_k} = 1, \quad (A.9b)$$

$$\frac{\partial \dot{\theta}_{k+1}}{\partial \dot{y}_k} = 0, \quad (A.9c)$$

$$\frac{\partial \dot{x}_{k+1}}{\partial \dot{\theta}_k} = \frac{1}{\bar{\kappa}_k}(-\cos(\dot{\theta}_k) + \cos(\dot{\theta}_k + \Delta \dot{s}_k \bar{\kappa}_k)), \quad (A.10a)$$

$$\frac{\partial \dot{y}_{k+1}}{\partial \dot{\theta}_k} = \frac{1}{\bar{\kappa}_k}(-\sin(\dot{\theta}_k) + \sin(\dot{\theta}_k + \Delta \dot{s}_k \bar{\kappa}_k)), \quad (A.10b)$$

$$\frac{\partial \dot{\theta}_{k+1}}{\partial \dot{\theta}_k} = 1. \quad (A.10c)$$

Deriving the equations of motion with respect to the input $\ddot{u}_k$ leads to

$$\frac{\partial \dot{x}_{k+1}}{\partial \Delta \dot{s}_k} = \cos(\dot{\theta}_k + \Delta \dot{s}_k \bar{\kappa}_k), \quad (A.11a)$$

$$\frac{\partial \dot{y}_{k+1}}{\partial \Delta \dot{s}_k} = \sin(\dot{\theta}_k + \Delta \dot{s}_k \bar{\kappa}_k), \quad (A.11b)$$

$$\frac{\partial \dot{\theta}_{k+1}}{\partial \Delta \dot{s}_k} = \bar{\kappa}_k, \quad (A.11c)$$

$$\frac{\partial \dot{x}_{k+1}}{\partial \Delta \ddot{s}_k} = \frac{\sin(\dot{\theta}_k) - \sin(\dot{\theta}_k + \Delta \dot{s}_k \bar{\kappa}_k) + \Delta \dot{s}_k \cos(\dot{\theta}_k + \Delta \dot{s}_k \bar{\kappa}_k)}{\bar{\kappa}_k^2}, \quad (A.12a)$$

$$\frac{\partial \dot{y}_{k+1}}{\partial \Delta \ddot{s}_k} = -\frac{\cos(\dot{\theta}_k + \Delta \dot{s}_k \bar{\kappa}_k) + \Delta \dot{s}_k \sin(\dot{\theta}_k + \Delta \dot{s}_k \bar{\kappa}_k)}{\bar{\kappa}_k^2}, \quad (A.12b)$$

$$\frac{\partial \dot{\theta}_{k+1}}{\partial \Delta \ddot{s}_k} = \Delta \dot{s}_k, \quad (A.12c)$$
A.1.3 Clothoid

Moving on a clothoid requires to expand the state of the robot to \( \mathbf{x}_k = (\mathbf{x}_k, \dot{\mathbf{x}}_k, \ddot{\mathbf{x}}_k, \dddot{\mathbf{x}}_k)^T \). The input changes to \( \mathbf{u}_k = (\Delta \dot{s}_k, \dot{\sigma}_k)^T \), where \( \dot{\sigma}_k \) describes the curvature rate of the clothoid. The equations of motion can be derived as

\[
\begin{align*}
\dot{x}_{k+1} &= \dot{x}_k + \sqrt{\frac{\pi}{|\dot{\sigma}_k|}} \left( \text{sgn}(\Delta \dot{s}_k) \cos(k_1)(C_f(k_2) - C_f(k_3)) \right. \\
&\quad - \left. \text{sgn}(\dot{\sigma}_k) \sin(k_1)(S_f(k_2) - S_f(k_3)) \right), \\
\dot{y}_{k+1} &= \dot{y}_k + \sqrt{\frac{\pi}{|\dot{\sigma}_k|}} \left( \text{sgn}(\Delta \dot{s}_k) \sin(k_1)(C_f(k_2) - C_f(k_3)) \right. \\
&\quad + \left. \text{sgn}(\dot{\sigma}_k) \cos(k_1)(S_f(k_2) - S_f(k_3)) \right), \\
\dot{\theta}_{k+1} &= \dot{\theta}_k + \dot{\kappa}_k \Delta \dot{s}_k + \frac{1}{2} \text{sgn}(\Delta \dot{s}_k) \dot{\sigma}_k \Delta \dot{s}_k^2, \\
\dot{\kappa}_{k+1} &= \dot{\kappa}_k + \dot{\sigma}_k |\Delta \dot{s}_k|,
\end{align*}
\]

where the Fresnel integrals \([1]\) are given as

\[
\begin{align*}
C_f(t) &= \int_0^t \cos\left(\frac{\pi}{2} u^2\right) \, du, \\
S_f(t) &= \int_0^t \sin\left(\frac{\pi}{2} u^2\right) \, du.
\end{align*}
\]

Note that (A.14) can be efficiently approximated using e.g. Chebyshev polynomials \([122]\). The arguments of the Fresnel integrals \(k_1, k_2, \) and \(k_3\) in (A.13) are described by

\[
\begin{align*}
k_1 &= \dot{\theta}_k - \text{sgn}(\Delta \dot{s}_k) \frac{\dot{\kappa}_k^2}{2 \dot{\sigma}_k}, \\
k_2 &= \text{sgn}(\dot{\sigma}_k) \frac{\dot{\kappa}_k + \dot{\sigma}_k |\Delta \dot{s}_k|}{\sqrt{\pi |\dot{\sigma}_k|}}, \\
k_3 &= \text{sgn}(\dot{\sigma}_k) \frac{\dot{\kappa}_k}{\sqrt{\pi |\dot{\sigma}_k|}}.
\end{align*}
\]

The partial derivatives of (A.13) with respect to the state \( \dot{x}_k \) can now be calculated according to

\[
\frac{\partial \dot{x}_{k+1}}{\partial \dot{x}_k} = 1,
\]

\[
(A.16a)
\]
\[ \frac{\partial y_{k+1}}{\partial x_k} = 0, \]  
(A.16b)

\[ \frac{\partial \dot{x}_{k+1}}{\partial \dot{x}_k} = 0, \]  
(A.16c)

\[ \frac{\partial \dot{\theta}_{k+1}}{\partial \dot{x}_k} = 0, \]  
(A.16d)

\[ \frac{\partial \dot{y}_{k+1}}{\partial \dot{y}_k} = 0, \]  
(A.17a)

\[ \frac{\partial \dot{\theta}_{k+1}}{\partial \dot{y}_k} = 1, \]  
(A.17b)

\[ \frac{\partial \dot{\kappa}_{k+1}}{\partial \dot{y}_k} = 0, \]  
(A.17c)

\[ \frac{\partial \dot{x}_{k+1}}{\partial \dot{\theta}_k} = \sqrt{\frac{\pi}{|\dot{\sigma}_k|}} \left( - \text{sgn}(\Delta \dot{s}_k) \sin(k_1)(C_f(k_2) - C_f(k_3)) - \text{sgn}(\dot{\sigma}_k) \cos(k_1)(S_f(k_2) - S_f(k_3)) \right), \]  
(A.18a)

\[ \frac{\partial \dot{y}_{k+1}}{\partial \dot{\theta}_k} = \sqrt{\frac{\pi}{|\dot{\sigma}_k|}} \left( + \text{sgn}(\Delta \dot{s}_k) \cos(k_1)(C_f(k_2) - C_f(k_3)) - \text{sgn}(\dot{\sigma}_k) \sin(k_1)(S_f(k_2) - S_f(k_3)) \right), \]  
(A.18b)

\[ \frac{\partial \dot{\theta}_{k+1}}{\partial \dot{\theta}_k} = 1, \]  
(A.18c)

\[ \frac{\partial \dot{\kappa}_{k+1}}{\partial \dot{\theta}_k} = 0, \]  
(A.18d)

\[ \frac{\partial \dot{x}_{k+1}}{\partial \dot{\kappa}_k} = \sqrt{\frac{\pi}{|\dot{\sigma}_k|}} \frac{\dot{\kappa}_k}{|\dot{\sigma}_k|} \left( + \text{sgn}(\dot{\sigma}_k) \sin(k_1)(C_f(k_2) - C_f(k_3)) + \text{sgn}(\Delta \dot{s}_k) \cos(k_1)(S_f(k_2) - S_f(k_3)) \right) \]  
(A.19a)

\[ + \frac{\text{sgn}(\Delta \dot{s}_k) \frac{1}{\dot{\sigma}_k}}{\cos(k_4) - \cos(k_5)}, \]
\[
\frac{\partial \tilde{y}_{k+1}}{\partial \tilde{\kappa}_k} = \sqrt{\frac{\pi}{|\tilde{\sigma}_k| |\tilde{\kappa}_k|}} (- \text{sgn}(\tilde{\sigma}_k) \cos(k_1)(C_f(k_2) - C_f(k_3))) \\
+ \text{sgn}(\Delta \tilde{s}_k) \sin(k_1)(S_f(k_2) - S_f(k_3))) \\
+ \text{sgn}(\Delta \tilde{s}_k) \frac{1}{\tilde{\sigma}_k} (\sin(k_4) - \sin(k_5)), \\
(A.19b)
\]

\[
\frac{\partial \tilde{\theta}_{k+1}}{\partial \tilde{\kappa}_k} = \Delta \tilde{s}_k, \\
(A.19c)
\]

\[
\frac{\partial \tilde{\kappa}_{k+1}}{\partial \tilde{\kappa}_k} = 1, \\
(A.19d)
\]

where \(k_4\) and \(k_5\) are given as

\[
k_4 = k_1 + \text{sgn}(\Delta \tilde{s}_k) \text{sgn}(\tilde{\sigma}_k) \frac{\pi}{2} k_2^2, \\
(A.20a)
\]

\[
k_5 = k_1 + \text{sgn}(\Delta \tilde{s}_k) \text{sgn}(\tilde{\sigma}_k) \frac{\pi}{2} k_3^2. \\
(A.20b)
\]

The derivation of the equations of motion in (A.13) with respect to the input \(\tilde{u}_k\) results in

\[
\frac{\partial \tilde{x}_{k+1}}{\partial \Delta \tilde{s}_k} = \cos(k_4), \\
(A.21a)
\]

\[
\frac{\partial \tilde{y}_{k+1}}{\partial \Delta \tilde{s}_k} = \sin(k_4), \\
(A.21b)
\]

\[
\frac{\partial \tilde{\theta}_{k+1}}{\partial \Delta \tilde{s}_k} = \tilde{\kappa}_k + \tilde{\sigma}_k |\Delta \tilde{s}_k|, \\
(A.21c)
\]

\[
\frac{\partial \tilde{\kappa}_{k+1}}{\partial \Delta \tilde{s}_k} = \text{sgn}(\Delta \tilde{s}_k) \tilde{\sigma}_k, \\
(A.21d)
\]

\[
\frac{\partial \tilde{x}_{k+1}}{\partial \tilde{\sigma}_k} = \sqrt{\frac{\pi}{|\tilde{\sigma}_k|}} (- \text{sgn}(\Delta \tilde{s}_k)(\frac{1}{2\tilde{\sigma}_k} \cos(k_1) + k_6 \sin(k_1))(C_f(k_2) - C_f(k_3))) \\
+ \text{sgn}(\tilde{\sigma}_k)(\frac{1}{2\tilde{\sigma}_k} \sin(k_1) - k_6 \cos(k_1))(S_f(k_2) - S_f(k_3))) \\
+ \text{sgn}(\Delta \tilde{s}_k)(k_7 \cos(k_4) - k_8 \cos(k_5)), \\
(A.22a)
\]
\[ \frac{\partial \bar{y}_{k+1}}{\partial \bar{\sigma}_k} = \sqrt{\frac{\pi}{|\bar{\sigma}_k|}} \left( - \text{sgn}(\Delta \dot{s}_k) \left( \frac{1}{2\bar{\sigma}_k} \sin(k_1) - k_6 \cos(k_1) \right) (C_f(k_2) - C_f(k_3)) \right. \\
\left. \quad - \text{sgn}(\bar{\sigma}_k) \left( \frac{1}{2\bar{\sigma}_k} \cos(k_1) + k_6 \sin(k_1) \right) (S_f(k_2) - S_f(k_3)) \right) \\
\quad + \text{sgn}(\Delta \dot{s}_k) (k_7 \sin(k_4) - k_8 \sin(k_5)), \quad (A.22b) \]

\[ \frac{\partial \bar{\theta}_{k+1}}{\partial \bar{\sigma}_k} = 1/2 \text{sgn}(\Delta \ddot{s}_k) \Delta \ddot{s}_k^2, \quad (A.22c) \]

\[ \frac{\partial \bar{\kappa}_{k+1}}{\partial \bar{\sigma}_k} = |\Delta \ddot{s}_k|, \quad (A.22d) \]

where \( k_6, k_7, \) and \( k_8 \) are given as

\[ k_6 = \frac{\partial k_1}{\partial \bar{\sigma}_k} = \text{sgn}(\Delta \ddot{s}_k) \frac{\bar{\kappa}_k^2}{2\bar{\sigma}_k^2}, \quad (A.23a) \]

\[ k_7 = \frac{\partial k_2}{\partial \bar{\sigma}_k} = -\frac{1}{2\sqrt{\pi|\bar{\sigma}_k|}} \left( \frac{\bar{\kappa}_k}{|\bar{\sigma}_k|} - \text{sgn}(\bar{\sigma}_k) |\Delta \ddot{s}_k| \right), \quad (A.23b) \]

\[ k_8 = \frac{\partial k_3}{\partial \bar{\sigma}_k} = -\frac{1}{2\sqrt{\pi|\bar{\sigma}_k|} |\bar{\sigma}_k|} \bar{\kappa}_k. \quad (A.23c) \]

### A.1.4 Cubic Spiral

The robot’s state on a cubic spiral is described by \( \bar{x}_k = (\bar{x}_k \quad \bar{y}_k \quad \bar{\theta}_k \quad \bar{\kappa}_k \quad \bar{\sigma}_k)^T. \) Its input is given by \( \bar{u}_k = (\Delta \ddot{s}_k \quad \bar{\rho}_k)^T, \) where \( \bar{\rho}_k \) denotes the second derivative of curvature at the current position \( (\bar{x}_k \quad \bar{y}_k). \) The equations of motion can be derived as

\[ \bar{x}_{k+1} = \bar{x}_k + \int_0^{\Delta \dot{s}_k} \cos(\bar{\theta}_{k+1}) \, ds, \quad (A.24a) \]

\[ \bar{y}_{k+1} = \bar{y}_k + \int_0^{\Delta \dot{s}_k} \sin(\bar{\theta}_{k+1}) \, ds, \quad (A.24b) \]

\[ \bar{\theta}_{k+1} = \bar{\theta}_k + \bar{\kappa}_k \Delta \dot{s}_k + \frac{1}{2} \text{sgn}(\Delta \ddot{s}_k) \bar{\sigma}_k \Delta \dot{s}_k^2 + \frac{1}{6} \bar{\rho}_k \Delta \ddot{s}_k^3, \quad (A.24c) \]

\[ \bar{\kappa}_{k+1} = \bar{\kappa}_k + \bar{\sigma}_k |\Delta \ddot{s}_k| + \frac{1}{2} \bar{\rho}_k \Delta \dot{s}_k^2, \quad (A.24d) \]

\[ \bar{\sigma}_{k+1} = \bar{\sigma}_k + \bar{\rho}_k |\Delta \ddot{s}_k|. \quad (A.24e) \]

Efficient techniques, such as Gauss-Legendre quadrature [1], exist in order to evaluate the integrals in (A.24a)–(A.24b). The partial derivatives of (A.24) with respect to \( \bar{x}_k \) and \( \bar{u}_k \) are omitted here for brevity.
A.2 Hybrid Curvature Candidate Paths

This section details the computation of the candidate paths for HC\textsuperscript{00}-RS steer on the basis of the families given in Tab. 2.3. The focus lies on the illustration of the tangency conditions as well as on the existence conditions of every family. The notation is adopted from Sec. 2.3.2, where \( i \in \{1, 2, 3, 4\} \) and \( j \in \{5, 6, 7, 8\} \) correspond to one of the four circles at the start and at the goal state, respectively (see Fig. 2.19). Furthermore, the variable \( d \) is used below to describe the Euclidean distance between the centers of the visualized start and goal circles. Notice that an implementation of the candidate paths presented in this section can be found in [208].

A.2.1 Family CSC

The family CSC has to be divided into the two subfamilies CeSC and CiSC. The difference lies in the position of the tangent, which once runs parallel to the line connecting both circle centers (external tangent) and once crosses that line (internal tangent).

A.2.1.1 CeSC

The existence conditions of the family CeSC are given as

\[
g_i \cdot g_j \overset{!}{=} -1, \quad t_i \cdot t_j \overset{!}{=} +1, \quad \|x_{c,j} - x_{c,i}\|_2 \overset{!}{=} 2r \sin(\mu).
\]  

(A.25a)  

(A.25b)  

(A.25c)
A.2 Hybrid Curvature Candidate Paths

\[ \alpha = \arcsin \left( \frac{r \cos(\mu)}{d/2} \right), \quad (A.26) \]

and the existence conditions of the family \( CiSC \) are given as

\[ g_i \cdot g_j = -1, \quad (A.27a) \]
\[ t_i \cdot t_j = -1, \quad (A.27b) \]
\[ \|x_{c,j} - x_{c,i}\|_2 \geq 2r. \quad (A.27c) \]

A.2.2 Family \( CCC \)

The height \( h \) in Fig. A.3 is computed using the Pythagorean theorem as

\[ h = \sqrt{4r^2 - d^2/4}, \quad (A.28) \]

and the existence conditions of the family \( CCC \) can be derived as

\[ g_i \cdot g_j = -1, \quad (A.29a) \]
\[ t_i \cdot t_j = +1, \quad (A.29b) \]
\[ \|x_{c,j} - x_{c,i}\|_2 \leq 4r. \quad (A.29c) \]
Figure A.3  CCC candidate path.

Figure A.4  CC|C candidate path.

A.2.3 Family  CC|C

The angle $\alpha$ in Fig. A.4 is obtained using the law of cosines by

$$\alpha = \arccos \left( \frac{4(n_{\max}^{-2} - r^2) + d^2}{4n_{\max}^{-1}d} \right),$$

(A.30)

and the existence conditions of the family CC|C are given as

$$g_i \cdot g_j \overset{1}{=} +1,$$

(A.31a)

$$t_i \cdot t_j \overset{1}{=} +1,$$

(A.31b)
\[ 2(r - \kappa_{\text{max}}^{-1}) \leq \| x_{c,j} - x_{c,i} \|_2 \leq 2(r + \kappa_{\text{max}}^{-1}). \]  

(A.31c)

A.2.4 Family $C|CC$

Figure A.5 $C|CC$ candidate path.

The angle $\alpha$ in Fig. A.5 is computed according to (A.30) and the existence conditions of the family $C|CC$ are identical to the ones in (A.31).

A.2.5 Family $C|C|C$

Figure A.6 $C|C|C$ candidate path.

The height $h$ in Fig. A.6 is computed using the Pythagorean theorem as

\[ h = \sqrt{4\kappa_{\text{max}}^{-2} - d^2 / 4}, \]  

(A.32)
and the existence conditions of the family $C|C|C$ are given as

$$g_i \cdot g_j \overset{!}{=} -1, \quad (A.33a)$$
$$t_i \cdot t_j \overset{!}{=} +1, \quad (A.33b)$$
$$\left\| x_{c,j} - x_{c,i} \right\|_2 \overset{!}{\leq} 4\kappa_{\text{max}}^{-1}. \quad (A.33c)$$

### A.2.6 Family $CSC|C$

The family $CSC|C$ has to be divided into the two subfamilies $CeSC|C$ and $CiSC|C$ similar to $CSC$ in Sec. A.2.1.

#### A.2.6.1 $CeSC|C$

![Figure A.7](image)

**Figure A.7** $CeSC|C$ candidate path.

The existence conditions of the family $CeSC|C$ can be derived as

$$g_i \cdot g_j \overset{!}{=} +1, \quad (A.34a)$$
$$t_i \cdot t_j \overset{!}{=} -1, \quad (A.34b)$$
$$\left\| x_{c,j} - x_{c,i} \right\|_2 \overset{!}{\geq} 2(\kappa_{\text{max}}^{-1} + r \sin(\mu)). \quad (A.34c)$$

#### A.2.6.2 $CiSC|C$

The angle $\alpha$ in Fig. A.8 is obtained by

$$\alpha = \arcsin \left( \frac{2r \cos(\mu)}{d} \right), \quad (A.35)$$

and the height $h$ by

$$h = 2\kappa_{\text{max}}^{-1} \sin(\alpha). \quad (A.36)$$
The existence conditions of the family $CiSC|C$ can be derived as
\[
\begin{align*}
    g_i \cdot g_j &= +1, \\
    t_i \cdot t_j &= +1, \\
    \|x_{c,j} - x_{c,i}\|_2 &\geq \sqrt{(2r \cos(\mu))^2 + (2(r \sin(\mu) + \kappa^{-1}_{\text{max}}))^2}.
\end{align*}
\] (A.37)

A.2.7 Family $C|CSC$

The family $C|CSC$ has to be divided into the two subfamilies $C|CeSC$ and $C|CiSC$ similar to $CSC$ in Sec. A.2.1.

A.2.7.1 $C|CeSC$

The existence conditions of the family $C|CeSC$ are identical to the ones in (A.34).
A.2.7.2 $C|CiSC$

![Diagram for $C|CiSC$](image)

Figure A.10  $C|CiSC$ candidate path.

The variables $\alpha$ and $h$ in Fig. A.10 are computed according to (A.35)–(A.36), and the existence conditions of the family $C|CiSC$ are identical to the ones in (A.37).

A.2.8 Family $CC|CC$

The family $CC|CC$ also has to be divided into two cases as illustrated below.

A.2.8.1 Case 1

![Diagram for $CC|CC$ (first case)](image)

Figure A.11  $CC|CC$ candidate path (first case).
The height $h$ in Fig. A.11 can be computed by

$$h = \sqrt{4r^2 - \left(\frac{d}{2} - \kappa_{\text{max}}^{-1}\right)^2},$$

(A.38)

and the corresponding existence conditions are given as

$$g_i \cdot g_j = +1,$$  

(A.39a)

$$t_i \cdot t_j = -1,$$  

(A.39b)

$$\|x_{c,j} - x_{c,i}\|_2 \leq 4r + 2\kappa_{\text{max}}^{-1}.$$  

(A.39c)

**A.2.8.2 Case 2**

![Diagram](image)

**Figure A.12** $CC|CC$ candidate path (second case).

The height $h$ in Fig. A.12, which goes all the way from the line connecting $x_{c,2}$ and $x_{c,5}$ to the line connecting $x_{c,9}$ and $x_{c,10}$, can be derived as

$$h = \sqrt{4r^2 - \left(\frac{d}{2} + \kappa_{\text{max}}^{-1}\right)^2},$$

(A.40)

and the corresponding existence conditions are given by

$$g_i \cdot g_j = +1,$$  

(A.41a)

$$t_i \cdot t_j = -1,$$  

(A.41b)

$$\|x_{c,j} - x_{c,i}\|_2 \leq 4r - 2\kappa_{\text{max}}^{-1}.$$  

(A.41c)
A.2.9 Family $C|CC|C$

![Diagram of $C|CC|C$ family]

Figure A.13 $C|CC|C$ candidate path.

The angle $\alpha$ in Fig. A.13 is obtained using the law of cosines by

$$\alpha = \arccos \left( \frac{-r^2 + 4\kappa_{\text{max}}^{-2} + d^2/4}{2\kappa_{\text{max}}^{-1}d} \right),$$

(A.42)

and the existence conditions of the family $C|CC|C$ can be derived as

$$g_i \cdot g_j \overset{!}{=} -1,$$

(A.43a)

$$t_i \cdot t_j \overset{!}{=} -1,$$

(A.43b)

$$-2r + 4\kappa_{\text{max}}^{-1} \leq \|x_{c,j} - x_{c,i}\|_2 \leq 2r + 4\kappa_{\text{max}}^{-1}.$$  

(A.43c)

A.2.10 Family $C|CSC|C$

The family $C|CSC|C$ has to be divided into the two subfamilies $C|CeSC|C$ and $C|CiSC|C$ similar to $CSC$ in Sec. A.2.1.

A.2.10.1 $C|CeSC|C$

The existence conditions of the family $C|CeSC|C$ are given as

$$g_i \cdot g_j \overset{!}{=} -1,$$

(A.44a)

$$t_i \cdot t_j \overset{!}{=} +1,$$

(A.44b)

$$\|x_{c,j} - x_{c,i}\|_2 \overset{!}{\geq} 2r \sin(\mu) + 4\kappa_{\text{max}}^{-1}.$$  

(A.44c)
A.2 Hybrid Curvature Candidate Paths

\[ \dot{x}_s, \dot{x}_g, x_c, 2, x_c, 9, x_c, 10, x_c, 8 \]

**Figure A.14** \( C|CeSC|C \) candidate path.

A.2.10.2 \( C|CiSC|C \)

The variables \( \alpha \) and \( h \) in Fig. A.15 are computed according to (A.35)–(A.36), and the existence conditions of the family \( C|CiSC|C \) are given as

\[
\begin{align*}
g_i \cdot g_j & = -1, \quad \text{(A.45a)} \\
t_i \cdot t_j & = -1, \quad \text{(A.45b)} \\
\|x_{c,j} - x_{c,i}\|_2 & \geq \sqrt{(2r \cos(\mu))^2 + (2r \sin(\mu) + 4\kappa_{\text{max}}^{-1})^2}. \quad \text{(A.45c)}
\end{align*}
\]

**Figure A.15** \( C|CiSC|C \) candidate path.

A.2.11 Family \( CS|C \)

The family \( CS|C \) has to be divided into the two subfamilies \( CeS|C \) and \( CiS|C \) similar to \( CSC \) in Sec. A.2.1.
A.2.11.1 CeS|C

![Figure A.16 CeS|C candidate path.](image)

The angle $\alpha$ in Fig. A.16 is obtained by

$$
\alpha = \arcsin \left( \frac{r \cos(\mu) - \kappa_{\text{max}}^{-1}}{d} \right),
$$

(A.46)

and the existence conditions of the family CeS|C can be derived as

$$
\begin{align*}
    g_i \cdot g_j & \equiv +1, \\
    t_i \cdot t_j & \equiv +1, \\
    d & \geq \sqrt{(r \sin(\mu))^2 + (r \cos(\mu) - \kappa_{\text{max}}^{-1})^2}.
\end{align*}
$$

(A.47a, b, c)

A.2.11.2 CiS|C

![Figure A.17 CiS|C candidate path.](image)

The angle $\alpha$ in Fig. A.17 is given by

$$
\alpha = \arcsin \left( \frac{r \cos(\mu) + \kappa_{\text{max}}^{-1}}{d} \right),
$$

(A.48)
and the existence conditions of the family $CiS|C$ by

$g_i \cdot g_j \overset{!}{=} +1$, \hspace{1cm} (A.49a)

$t_i \cdot t_j \overset{!}{=} -1$, \hspace{1cm} (A.49b)

$d \geq \sqrt{(r \sin(\mu))^2 + (r \cos(\mu) + \kappa_{\text{max}})^2}$. \hspace{1cm} (A.49c)

**A.2.12 Family $C|SC$**

The family $C|SC$ has to be divided into the two subfamilies $C|eSC$ and $C|iSC$ similar to $CSC$ in Sec. A.2.1.

**A.2.12.1 $C|eSC$**

The variable $\alpha$ in Fig. A.18 is computed according to (A.46), and the existence conditions of the family $C|eSC$ are identical to the ones in (A.47).

**A.2.12.2 $C|iSC$**

The variable $\alpha$ in Fig. A.19 is computed according to (A.46), and the existence conditions of the family $C|iSC$ are identical to the ones in (A.47).
The variable $\alpha$ in Fig. A.19 is computed according to (A.48), and the existence conditions of the family $C|_{iSC}$ are identical to the ones in (A.49).

**A.2.13 Family $C|S|C$**

The family $C|S|C$ has to be divided into the two subfamilies $C|eS|C$ and $C|iS|C$ similar to $CSC$ in Sec. A.2.1.

**A.2.13.1 $C|eS|C$**

![Figure A.20](image-url)  
*Figure A.20  $C|eS|C$ candidate path.*

The existence conditions of the family $C|eS|C$ are given as

\[
g_i \cdot g_j = -1, \quad \text{(A.50a)}
\]
\[
t_i \cdot t_j = +1, \quad \text{(A.50b)}
\]
\[
\|x_{c,j} - x_{c,i}\|_2 \geq 0. \quad \text{(A.50c)}
\]

**A.2.13.2 $C|iS|C$**

![Figure A.21](image-url)  
*Figure A.21  $C|iS|C$ candidate path.*
The angle $\alpha$ in Fig. A.21 is obtained by

$$\alpha = \arcsin\left(\frac{\kappa^{-1}_{\text{max}}}{d/2}\right),$$

(A.51)

and the existence conditions of the family $C|iS|C$ are given as

$$g_i \cdot g_j \overset{!}{=} -1,$$  

(A.52a)

$$t_i \cdot t_j \overset{!}{=} -1,$$  

(A.52b)

$$\|x_{c,j} - x_{c,i}\|_2 \overset{!}{>} 2\kappa^{-1}_{\text{max}}.$$  

(A.52c)
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