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Interface tracking characteristics of color-gradient lattice Boltzmann model for immiscible fluids
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We study the interface tracking characteristics of a color-gradient-based lattice Boltzmann model for
immiscible flows. Investigation of the local density change in one of the fluid phases, via a Taylor series
expansion of the recursive lattice Boltzmann equation, leads to the evolution equation of the order parameter
that differentiates the fluids. It turns out that this interface evolution follows a conservative Allen-Cahn equation
with a mobility which is independent of the fluid viscosities and surface tension. The mobility of the interface,
which solely depends upon lattice speed of sound, can have a crucial effect on the physical dynamics of the
interface. Further, we find that, when the equivalent lattice weights inside the segregation operator are modified,
the resulting differential operators have a discretization error that is anisotropic to the leading order. As a
consequence, the discretization errors in the segregation operator, which ensures a finite interface width, can
act as a source of the spurious currents. These findings are supported with the help of numerical simulations.

DOI: 10.1103/PhysRevE.101.013313

I. INTRODUCTION

The lattice Boltzmann (LB) method has emerged as a
powerful tool for the numerical study of multiphase fluid
dynamical problems. A variety of multiphase LB models exist
[1-4], each of them with strengths and weaknesses [5]. These
models solve the discrete LB equation iteratively to ensure
that the macroscopic bulk and boundary behavior of the fluid
dynamical quantities, such as density, velocity, and stress
tensor, is recovered. The interface between fluids is typically
represented through a diffuse interface directly or indirectly
for numerical convenience. Such a diffuse representation sim-
plifies evaluation of the curvature and facilitates tracking of
the interface.

Among these models, the color gradient (CG) or the
chromo-dynamic method [2] is an attractive choice as it allows
one to tune the physical properties of fluids like density,
viscosity, and surface tension independently of each other.
Various improvements have been made in the original CG
model [2], which include reduction of the lattice pinning
effects [6], generalization of the surface tension term for
rectangular lattices [7], momentum correction term for un-
equal density case [8—10], extension to multiple-relaxation-
time (MRT) method [9], and fluid-solid wetting boundary
conditions [11]. The CG model typically uses the colored
fluid convention to enumerate and an order parameter in the
form of a phase field variable to differentiate between the fluid
states. The microscopic fluid populations are redistributed in a
direction normal to the interface between fluids to ensure that
they do not mix together (known as the recoloring step). The
information of the local interface normal is then used to add a
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term amounting to surface tension, known as the perturbation
step.

Different CG models have been applied successfully in
the numerical study of unsteady and steady fluid problems
[12—15], and some efforts have been made in order to un-
derstand the nature of the interface tracking involved in these
models. Although introduced for numerical convenience, the
auxiliary diffuse interface width adds a new length scale and
therefore a new timescale to the system. It is important to
know the nature of these scales and to make sure that they
comply with the macroscopic mass and momentum balance
boundary conditions at the interface between fluids. Kehrwald
was one of first to identify [16] that the CG interface tracking
scheme is closely related to the conservative volume tracking
method. This study used a suboptimal numerical segregation
scheme where fluid densities are redistributed to minimize the
diffusion of color across the interface [17]. Such an approach,
however, is susceptible to the lattice pinning artifact [6]. The
equilibrium phase field profile, and consequently the width
of the diffuse interface, was obtained by Latva-Kokko and
Rothman for a case of planar interface at the steady state
[6]. Hollis et al. showed [18] that the interface dynamics
follows an advection type of equation with a source term
that depends upon the external forces, density gradients, and
fluid velocity. To identify the length scale of the interface,
however, they resorted to consideration of a steady-state
case. This steady-state analysis was later generalized to in-
clude curved interfaces [19]. Recently, Burgin et al. [20]
derived evolution equations for the individual fluid density
fields, where a density contrast between the two fluids is
accounted for.

In the present work, we shed more light on this issue. More
specifically, we show that a unified characteristic equation
of the phase field dynamics, which correctly identifies the
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relevant length scale of the interface, can be obtained within
a single framework. This phase field dynamics follows a
conservative Allen-Cahn type of equation where the phase
field mobility M, which controls the relaxation rate, is de-
termined solely by the lattice speed of sound. A similar type
of equation is used to track the interface in other multiphase
fluid numerical methods [21,22]. To this end, we analyze the
density change of one of the fluids in the interfacial area
using the segregation operator proposed by Latva-Kokko and
Rothman [6] (operator I) and a slightly modified version of
it by Halliday et al. [23] (operator II). We use a recursive
representation of the LB equation [24] to obtain information
on the nonequilibrium part of the fluid populations. Individual
terms that appear in the density exchange of either of the
fluids are then Taylor expanded up to second order in spatial
discretization. Although the terms in the third and higher
orders of spatial derivatives are neglected, we make sure that
these error terms are spatially isotropic to the leading order.
For the present analysis, it is assumed that the reference
densities and viscosities of the two fluids are the same.

Further, we find that the segregation operator I leads to
discretization errors that are anisotropic in the third order
of spatial derivatives. The modified version of it, operator
II, which was proposed with the intention of making the
Chapman-Enskog analysis more amenable [23], is free of such
discretization errors. These discretization errors are one of
the sources of the spurious currents. Thus these currents are
weaker for the operator II than the operator I as we show in
the following. An additional advantage of operator II is that
the interfacial width remains the same for all the rectangular
lattices in two and three dimensions. The downside is that the
interface cannot be made as sharp as the one obtained using
operator I without inducing unphysical fluid densities [23].

The findings of the present analysis are verified against
numerical simulations. To highlight the Allen-Cahn type na-
ture of the CG phase field equation, Zalesak’s test [25] is
performed where external velocity drives the fluid flow. The
phase field mobility M, the coefficient of the Laplacian term
in the Allen-Cahn equation, has an important influence on
the interface shape in this case. We compare the present CG
model and direct numerical solution of the corresponding
Allen-Cahn equation for a range of viscosities and discuss
its effect upon the phase field mobility. Finally, in a view of
discretization errors induced, we discuss the reduction in the
spurious currents when segregation operator II is used instead
of L.

II. THE TWO-PHASE CG MODEL

The evolution equations for the two-phase color gradient
method are based upon fluid distributions f; ;, where i and
k denote lattice direction and phase index (k is either 1
or 2). The number of lattice directions depends upon the
spatial dimensions and choice of the lattice. For the sake of
definiteness, we choose the D2Q9 lattice [26]. The total fluid
populations, N; = f;; + f»,;, undergo a local collision step
that includes the surface tension effect in the following way:

. ot 3t oq
N =(1-—=|Ni+=N*+F, (1)
T T

where N are total postcollision populations, the time step
8t =1, and t is the relaxation time that depends upon ef-
fective kinematic viscosity v as T = % + L% For rectangular

lattices like D2Q9 and D3Q19, the lattice gpeed of sound c¢;
turns out to be \/% in lattice units (lu) [27]. The term F; on
the right-hand side of Eq. (1) accounts for the macroscopic
external forces F in the fluid. We have used the Bhatnagar-
Gross-Krook (BGK) approximation [28] in Eq. (1) to keep
the present analysis tractable. The equilibrium distribution
function N7 in Eq. (1) is given by

c-u (¢-u? u?
N = pw;| 1 - —,
! v [ + c? + 2¢} 2¢2

S

(@)

where w; is weight in the lattice direction i with wy = %,
Wiy = (l), and ws_g = %. The lattice velocities ¢; are defined
as¢g =(0,0), c13 =(£1,0), 24 = (0, £1), 56 = (£1, 1),
and ¢y 3 = (£1, —1). The densities of the fluids are denoted
by p1 and p,, respectively, while the total density is p =
p1 + p2. The two phases present are differentiated by the

phase field variable ¢ using difference of the densities as
_PL— P
o1+

A unit vector in the direction of the phase field gradient
n= % defines the unit normal to the interface. The total
fluid density and velocity are evaluated by taking the zeroth
and first moment of the fluid populations with respect to lattice

velocity ¢; as

(€)

p = (fri+fri) “)

and

ou = Z(fl,i + f2.0¢. (&)

The form of F; within the exact difference scheme [29] is
given as

Fét
F = N,-eq (,0, u+ 7) - N,-eq(Pa u)

F-¢; F+Fv):Q;
= w;dt ,
Y [ & T

Q)

where the tensor Q; stands for c;c; — ch, I is a second-
order identity tensor, the notation “:” stands for the tensor
contraction, and v is the actual macroscopic fluid velocity. In
the presence of forces it is given as

v=u+—, @)

where the second term on the right-hand side of Eq. (7) is a
correction, necessary in order to accurately impose spatially
varying external forces. The surface tension term F, in the
form of external force, is defined as

F= %U/{Vgo, )

where o is the surface tension, « is the interface curvature,
and the factor % accounts for the variation of ¢ in the range
(—1, 1). Addition of such a term is not sufficient to maintain
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a stable interface between the fluids. For this reason, an
additional step, called the recoloring or segregation step, is
necessary to ensure a finite interface thickness. In the original
work of D’Ortona et al. [30] and later adopted by Latva-
Kokko and Rothman [6], the scheme for fluid segregation
(operator I) is defined as
“ (x, 1) = PLNF 4 51
Tt = 2N+ P N lled

P2 p102 V@ - € | queo
frix,t) = —=Nf — 88 NS,
> p p? IVollel

where f7;, f5; are individual postcollision fluid populations

p1p2 Vo -¢ e

i

(€))

and I\TI.equ_0 is the total equilibrium populations evaluated for
zero fluid velocity. Equation (9) is defined for all the lattice
velocities, except for the rest populations with ¢; = 0. In this
case, the second terms on the right-hand side of Eq. (9) are de-
fined to be zero. Latva-Kokko and Rothman have shown that
for a one-dimensional case the parameter S is inversely pro-
portional to the interface width [6]. The segregation scheme
(operator II) proposed by Halliday et al. [23] is defined as
follows:

V -G u=
frioxn) = BANe g g p 2102 28 D yea™
’ o

2 \Y, i >
Jo V| ol (10)
P2 P1P2 VP € oqu=0
(X, t) = =N/ —stp—- N
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where in comparison with Eq. (9) a factor |¢;| is missing
in the denominator of second term on the right-hand side.
From the point of view of dimensional consistency, |c;| should
be treated as a numerical factor instead of a term with di-
mensions of speed. This modification changes the effective
lattice weights for lattice directions where |¢;| # 1. Given that
lattice weights w; preserve isotropy of discrete space up to
fourth order in the lattice tensors [31], the resulting differ-
ential operators with the modified lattice weights suffer from
discretization errors. It is to be noted that we have included
a factor of ¢ in the second term on the right-hand sides of
Eq. (9) and Eq. (10). As we show below, this construction
makes it easier to identify 8 as the inverse of length scale that
characterizes the interface.

The general CG scheme is completed with the propagation
step as follows:

foitx+edt, t +68t) = fif(x, 1). (11)

qu and F; in Eq. (9) can be expressed in terms of the local
fluid dynamical quantities and their spatial derivatives. Our
aim here is to obtain an expression for N; in terms of N;*
and the surface tension term F;. We note that as long as the
interface is tracked appropriately, it is sufficient to solve LB
equation for total fluid populations »; alone. Given that the
segregation step [Eq. (9) or Eq. (10)] takes care of the interface
tracking, we rewrite Eq. (1) as

St
Ni(x,t) = (1 — —)N,(x —¢;0t,t —6t)
T

8t eq
+ =N, (X —¢;dt,t — 8t) + Fi(x — ¢;8t,t — 6t).
T
(12)

To express V; in terms of the total equilibrium populations
and surface tension terms, we follow the procedure outlined
by Holdych et al. [24,32]. We write Eq. (12) as

N;(x — nc;8t,t — nét)

= (1 — g)Ni[x —(n+ 1)c;ét,t — (n+ 1)8t]
; i (13)
+ ?thq[x — (n+ Dedt, t — (n+ 1)8t]

+ F[x — (n+ 1)c6t,t — (n+ 1)8t],

where 7 is a non-negative integer. Multiplying Eq. (13) with
1 - %)n for increasing values of n and adding them to
Eq. (12), we obtain

o0

8t st\"!
Ni(x,t) = — Z (1 — ?> N7Y(x — ne;dt, t — ndt)

n=1

00 n—1
St
+ Z (1 — ?) Fi(x —ne;dt, t —ndt), (14)
n=1

where we implicitly assumed that lim,,_, o, (1 — %)n — 0, or

T > %’ Now, a first-order Taylor expansion of N; and F; in
Eq. (14) around position and time (x,t) gives

9
Ni(x,1) = NJ(x, 1) — r(g +c- V)qu(x, 1)

+ ZEx 1) i (K Fx ). (15)
i) — —\ = TG - iX, 7).
ot ot \ ot

The deviation of N; from N/4, N/ = N; — N/, is then
written as

0]
]Vineq(xy t) = —‘L’(& +c- V)Nieq(x, t)

T 279
—Fx.t)— —(—+e V)Ex 0.
+8t (X, 1) 8t<8t + ¢ ) i(x,1). (16)

Equation (16) will be used for analyzing the local density
exchange of the first fluid in the following. We emphasis
that the Taylor expansion utilized in Eq. (15) is based upon
the assumption that the spatial and temporal derivatives are
small or alternatively 8¢ is sufficiently small. For the sake
of convenience, we have set the time step &t to unity. Thus,
we treat derivatives as an effective smallness parameter [33]
in the present work. Using Eq. (16), the postcollision fluid
populations for the first fluid can be written as

* P1 8t 8t eq p1p2 ¢ - f eq"="
=—(1—— )N+ —N. 6t————N.
=7 [( f) TN e

P1 P102 € - qu-o
= ﬁ‘%+_<1‘ N A
P P> leil

8t
" g
T

013313-3



A. SUBHEDAR et al.

PHYSICAL REVIEW E 101, 013313 (2020)

AV
AN AN

FIG. 1. Postcollision populations of the first fluid f}'; (a) leaving
and (b) arriving at any node x for a D2Q9 lattice during the prop-
agation step. The net difference of these populations gives rise to a
change in the density of the first fluid.

We regroup the postcollision populations of the first fluid
on the right-hand side of Eq. (17) as

*,eq ¢ uu : Qi
Li = lei(l + s 2 ) (18)
w() _ _PI ¢-u uu:Q
—(t = 8t)D; i1
1,i 0 ( ) pw ( + Cg + 2C§
T — 4t T — 4t
a R ) (19)
p Ot p Ot
G - eq"=
*seg ,B(SIM iq 0’ (20)
P leil

where D; = 33—, + ¢; - V is the total lattice derivative and we
have substituted Eq. (16) in Eq. (17).

III. TEMPORAL EVOLUTION OF THE INTERFACE

For the sake of clarity, we analyze the change in density of
the first fluid due to the propagation step. Equation (17) gives
the expression for the collided populations of the first fluid at
any lattice node. The density change of the first fluid in a unit
time step 6¢ then can be written as (see Fig. 1)

Spr(x, 1) ==Y _fr(x, )+ Y frx—edt,1).  (21)

The order of differential terms now denotes the order of
smallness in §¢ and neglecting the third and higher order in
spatial derivatives is equivalent to neglecting the terms in
o(st?).

To derive the equation for the phase field variable given
by Eq. (3), we analyze the exchange of the postcollision fluid
populations f}; by substituting Eq. (18), Eq. (19), and Eq. (20)
in Eq. (21). The necessary expressions of density exchange,
obtained via the Taylor expansion, are given in the Appendix.

A. Contribution of equilibrium populations

The first term in Eq. (18) is of the form w;p;. After the
propagation step, the change in the density of first fluid due
to this term can be found by substituting this term in Eq. (21)

V2. The second term on the
right-hand side of Eq. (18) can be identified as w;2 ‘:‘%‘c’. From
Eq. (A2) the change in density due to this term can be written
as —6tV - (pju). The third and fourth terms can be identified
as wiw - wi%. From Eq. (A4) and Eq. (A1), the

net effect of this term is %V -V . (pjuu). Thus, the total

change in the density of the first fluid due to the propagation
of the equilibrium fluid populations, in a unit time step 8¢, is

g CIIT_, 8t*
Sp; = TV p1 — 6tV - pju+ TV -[V - (pruuw)].

(22)
Division of both sides of Eq. (22) by é¢ (= 1) and assuming

that all the relevant physical timescales are much larger than

8t, we replace by apl . Thus, Eq. (22) now reads

8,0?q _ c2st
dat 2

For the other contributions to the density change, a similar
procedure is followed.

ot
=V — V- pu+ 2V [V (pruw)]. (23)

B. Contribution of nonequilibrium populations

From the case of single-phase fluid, we know that the
nonequilibrium fluid populations do not contribute to the
density of the fluid. These nonequilibrium populations gen-
erally contain information on the shear stress tensor [27,34].
For the case at hand of two-phase fluids, we show that the
nonequilibrium fluid populations also do not have an effect
upon the continuity equation of either fluid phase, up to the
terms that are in the second order of spatial derivatives.

The nonequilibrium term containing a time derivative of
N;%in Eq. (19) is —2 (7~ 8t)2N;4. The net contribution of
this term can be found using Eq. (A1), Eq. (A2), and Eq. (A4)
to yield

1 ipneqyaf:_@vz &a_p +V. &ip
T8t ot 2 p ot ot

8t P1 ad
+—V V.——puu
2 p ot

p1 0
—v. (2= 24
(patpu), (24)

where third- and higher-order derivatives are not taken into
account.

The nonequilibrium term containing spatial derivatives of
N in Eq. (19) is —2 (7 —8)e; - VN{Y. From Eq. (A5),

Eq. (A6), and Eq. (A7) one can write

i neq,¢;-V

P =(t —8t)V - [%(V,ocf +V. puu)], (25)

where, again, the third-order derivatives are neglected.

The surface tension term in the form of external force is
given as ’;—f’%Fi in Eq. (19). The form of F; in the present
work is given by Eq. (6). Utilizing Eq. (A2) and Eq. (A7)
together with Eq. (6) yields

D preso _ ( _ ). [—ﬂFJr YR \1:} (26)
ot P p
where we have used ¥ = w for brevity. The interfacial
surface tension force term, F, contains second-order spatial
derivatives of the phase field variable. In view of this fact, we
do not consider additional surface tension term involving a
total lattice derivative in Eq. (19).
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The net contribution of the nonequilibrium terms thus can
be added by Eq. (24), Eq. (25), and Eq. (26) as

neq

3,01 _ i neq,d;

a a
9 neq,¢;rV Y _neq,o
s T a”t T MFrd

(t — 8t)V - [%[Vpcf —F+V.puu+ a,pu]]

4 (t —81)81V - [ﬂv.m}, 27)
p
where 0, is the partial derivative with respect to time.

C. Contribution of segregation populations

Now, we look into the segregation operator contribution
that is responsible for maintaining a finite width of the inter-
face. On the right-hand side of Eq. (20), N;* when evaluated
for identically zero fluid velocity is simply equal to w;p [see
Eq. (2)]. Given that in Eq. (20) the unit interface normal

Ci

has a dot product with a unit lattice velocity ol (Jeil # 0),

lci
the corresponding lattice weights wi™*° change accordingly.
For the D2Q9 lattice, only the lattice directions such that
il = +/2 are affected by this construction. Specifically, these
weights are wi"™® =1 and wi™P = § and wi"P =.ﬁ.
Now we identify the right-hand side of Eq. (20) as wfm‘so%
S

with ¥ = 818c2p %ﬁ. From Eq. (A3) it follows that the net
change in density of the first fluid can be written as

0 seg 4+‘/§ 2 P1P2
5,01 =% V. ﬁcsppznét
442 Y 3 28)

36 x3 0y3
3V2 (9 %,
36 \ 9x 9y2

aniso

9 0%y,
9 99y 813,
dy 0x?

where ¥, and ¥, denote Cartesian components of the vector
¥. Although we include only the terms up to the second
order in spatial derivatives, as far as possible, it is desirable
to have the leading-order error term to be spatially isotropic.
Equation (28) shows that the leading-order error term is, in
fact, anisotropic. A simple remedy for this problem is to use
the segregation operator II, Eq. (10), where |c;| is removed
from the denominator. The use of this segregation operator
along with Eq. (A2) now results in

d 8t’c? P1P2
seg __ 2 2 A

where the isotropy of the differential operators is now ap-

parent. We proceed with neglecting the third-order terms and
write

ad P12
Epieg =-V. (ﬁc§p7n>at. (30)

Now that all the different contributions to the density
change of the first fluid are determined, the total change in the
density of the first fluid can be written from Eq. (23), Eq. (27),

and Eq. (30) as
ap1

— +V.pu
ar L1
cf& 2 St
= TV p1+ EV <[V - pruu]

+(t —81)V - [ﬂ(vpcf —F+V.puu+ B,pu)]
1

— 28tV <ﬁp‘”§2ﬁ> + (= 80)81V - [ﬂv : \1:}
p P

3D

Writing p; = ,o% in the first line of the right-hand side of
Eq. (31) and using the definition of actual macroscopic fluid
velocity v, Eq. (7), yields

901
—+ V. v
ar TV
25t 5t
2 P 2 0

ot
+ <r — 3)V . [E(Vpcf —F+V.pv+ 3:PV)i|
0

8t
— 25tV - (ﬁppl—fzﬁ>——v . [V . &\p_vﬂ.@}
o

2 P P
(T —81)8V - [ﬂv : @}, (32)
P
where @ = %‘f’ is used for brevity and time derivatives of F

and v are assumed to be negligible compared to the spatial
derivatives. A similar equation can be written for the second
fluid as

— 4+ V. pv
Py +V.-;
25t 5t
2 0 2 P
ot
+<T - 3>V : [&(V,ch —F+V.pvw+ B,pv)]
P
512
+ 28tV - (,Bp'ol—fzﬁ)——v.[v Py _yP2 9}
P 2 P P
P2
+(t — 6t)6tV - [—V . G)}, (33)
P

where the sign of the segregation term is corrected for the sec-
ond fluid. From consideration of the local mass conservation
of the combined two phases, one expects that the continuity
equation should be recovered. For the combined two-phase
system, addition of Eq. (32) and Eq. (33) gives

ap

— +V.pv

ot P

8t?
=—7V-V-\Il+(r—6t)8tV~V~®

ot
+ [r _ E]V [VocZ —F+V-pvww+dpv]. (34)
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From the Chapman-Enskog analysis [27] one remembers that
in the first order of the Knudsen number (the effective small-
ness parameter) approximation, the differential operators are
expanded only up to the first order in space. For this reason,
the Eulerian terms on the right-hand side of Eq. (34) are
usually neglected [33,35]. The interfacial force term is of
the order of fluid velocity in multiphase situations, F ~ 8¢ ¥.
The first line on the right-hand side of Eq. (34) is effectively
of the second order in fluid velocity and is neglected. With
this simplification, we arrive at the usual continuity equation
3—’; + V . pv = 0. The dynamics of the phase field ¢, defined
in Eq. (3) can be found by looking at the difference of
continuity equations of the two fluids. Within the low Mach
number assumption (Ma = 'V‘ <« 1) of the weakly compress-
ible limit, the change of total dens1ty across the interface, Ap,
is assumed to be negligible compared to the total density of
the fluids, % <« 1. This assumption holds true even in the
presence of external forces like gravity or surface tension.
Subtraction of Eq. (33) from Eq. (32), and using Eq. (3), yields

e
— 4+ V.
ot + A%
c268t
—5 V- plVe — B(1 — ¢*)i]
1 St )
—i—; t—E V-[(p(Vpcs—F+V~pvv+8t,ov)]

8t
+2—V [V - (pvv +6t@) — 5tV - W]
P

+(r — 8t)%V -[pV - O]. (35)

It is instructive to compare the phase field dynamics ob-
tained in one of the previous studies [18,23] that employed
Chapman-Enskog analysis and included the surface tension
forces with Guo’s forcing scheme [36]. In the present notation,
Eq. (21) in the study by Hollis et al. [18] stands as

1
— +V.pv= %V . [(p(Vpcf - F)]

ot

+ j—;V [V - (ppvv) + 6tV - p¥]. (36)

A numerical kinematic condition for the fluid interface was
suggested in their study [18], where the local fluid viscosity is
increased inside the interface, to ensure %—‘f +V.pv=0. A
comparison of Eq. (36) and Eq. (35) reveals the differences
in the coefficients of the terms that are second order in fluid
velocity and the shear stress terms. More importantly, the
present method correctly recovers the terms [the first line on
the right-hand side of Eq. (35)] responsible for maintaining
a finite interface width. Note that the surface tension forces
[see Eq. (8)] do not explicitly assume any shape of the phase
field in the CG models. The interface width, therefore, must
be apparent in some form in the macroscopic description of
the fluid dynamics, in this case in the continuity equations
of the individual fluids. More recently, Burgin et al. [20]
analyzed evolution of the individual density fields as a result
of the segregation operation for the case of fluids with a
density contrast. The emergent behavior of the first density

field obtained in their study, applied to the equal density case
and in the present notation, is

dp1 8t 3%p
= V.
o T2 TV
25¢ St
—652 Pl‘f‘?V-[V-p]VV]—Cg(StV-(ﬂ LR )
(37)

Equation (37) (and another one for the density of the sec-
ond fluid) was derived using a procedure similar to the present
work, i.e., by considering local changes in the fluid density.
The difference being that they expanded the temporal deriva-
tives up to the second order. In addition, Eq. (37) was derived
for a planar interface under the assumption of negligible fluid
velocity gradients. Burgin et al. [20] utilized these density
evolution equations further to discuss the correction terms for
the density contrast case via the Chapman-Enskog expansion.
Under the assumption of negligible velocity gradients only
the equilibrium fluid populations are important. A comparison
of Eq. (37) with Eq. (23) and Eq. (30) shows excellent
agreement, besides the term containing a second-order time
derivative of density of the first fluid p;. Here, in the form of
Eq. (31), we extend Eq. (37) to an arbitrarily shaped interface
while taking into account the effect of nonequilibrium part of
the fluid populations.

In the present study, we focus upon the terms on the right-
hand side of Eq. (35), which ensure constant interface width.
We neglect the second order in velocity and Eulerian terms in
Eq. (35), to arrive at

dg

2
ot
Liv. %;Gﬂ

o ’1h), (38)

=BV -[1—¢

where M = & s the mobility. Equation (38) is an Allen-

Cahn equatlorf first proposed by Sun and Beckermann [37]
for diffuse interface tracking and later adopted in a con-
servative form [21,38,39]. It is noteworthy that the original
segregation operator [30] (naturally written in a conservative
form) which leads to Eq. (38) was proposed at least a decade
earlier than the method of Sun and Beckermann [37]. It is
seen that the only physical quantity entering in the phase field
evolution equation is the fluid velocity v, which results from
the solution of the fluid dynamical equations. The surface
tension and other external forces, therefore, influence the
interface motion via the fluid velocity only. At steady state, the
equilibrium profile for the phase field variable for a radially
symmetric symmetric geometry can be derived as

@®(r) = £ tanh[B(r — r1)], (39)

where r is a variable measured along a direction normal to
the interface and r; shows the location of the sharp interface.
Equation (38), by construction, does not have a contribution
from the interface curvature. This situation is different com-
pared to the one occurring in the phase transition problems,
where a curvature induced capillary force is one of the factors
driving the interface motion. To see this, we write the right-
hand side of Eq. (38) in orthogonal curvilinear coordinates
with unit vectors ¥ and § that are in a direction perpen-
dicular and tangential to the interface, respectively. Using a
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transformation rule for spatial derivatives in the curvilinear
coordinates [40], and assuming only a small deviation from
equilibrium, the right-hand side (R.H.S.) of Eq. (38) is then
written as

RIS, — cst[ o2 kK 0 L+ 1 92
T 92 T 1= mor T (A—mpoas
8t r D
2 (1 —rk) 9s 9"
2
cot[ a K 5
_ 2 1—
2 |:8r 1—)‘Ki|ﬂ( )
28t (9 K d
— s (2 e 280 neq
2 (8r l—rk><8r+ by )‘P
c28t 32 ne r dk 0
s | q -~ ,heq
+2(1—rK)2|:8s2(p T U095 357 }

(40)

where the radial distance r is such that |rk| < 1, the variable
s measures distance along the tangential direction § and ¢"
is the deviation of ¢ from its equilibrium profile. Close to the
equilibrium solution ¢(r, s) = ¢®4(r) + ¢"4(r, s) with 3;’—? =
B — )i,

To judge the relative importance of the terms in Eq. (40),
we define a dimensionless stretched coordinate n = rf that
measures the normal distance from the interface. This coor-
dinate n reminds us that the phase field variable ¢ changes
more rapidly along the normal direction when compared to
the tangential one. For a given physical length L, the limit of
sufficiently small interface width then corresponds to g > %
In other words, the terms in Eq. (40) become more important
with increasing exponent of 8. Using additional information
that the radial distance r of interest is much smaller than the
radius of curvature, i.e., (1 — r«)" &~ 1 — nri, Eq. (40) now
reads

R.H.S.

_ﬁcZ(St ad Kn d ea\ ne
s n et ) A

2 2
c;ot Kn ad n kn ok 0
1 2_ ____heq s 1 _ |\ __ . neq X
+ 2|:+ ’3]<as2¢) +,3|:+,3]8s85(p

(41)

The terms containing partial derivatives with respect to the
tangential coordinate s on the second line of Eq. (41) are
responsible for a mechanism that restores the radial symme-
try. Among these terms, % %q)“eq dominates the remaining
ones, having the highest exponent of 8. Thus, in addition
to advection via fluid velocity, there is an artificial surface
diffusion-like mechanism that attempts to achieve a radial
symmetry. This result has the important consequence that the
arbitrarily shaped interface between two fluids will finally
converge to a radially symmetric distribution even when the
surface tension between the fluids is zero. In the usual flow
situations, advection due to fluid velocity dominates the dif-
fusive transport along the tangential direction of the interface
and thus ensures a correct description of the continuity equa-
tion for each of the fluids.

Any numerical approach dealing with multiphase fluid
system aims to prescribe a purely advective equation for the
phase field variable, or alternatively, for the individual fluid
density fields. The numerical solution of such a purely ad-
vection equation poses its own difficulties, while a diffusion-
advection equation of the form Eq. (38) alleviates these
difficulties in addition to ensuring a finite interface width.
Other numerical multiphase fluid methods, that explicitly
solve Eq. (38) [21,22] or an equation similar in spirit like the
level set method [41] for interface tracking, tune the mobility
of the phase field to minimize the effect of diffusion along the
tangential direction of the interface. A comparison of Eq. (38)
with the one used by Geier et al. [21] shows that the phase
field mobility M is no longer a free parameter in the CG model
and is equal to Cg% for the equal reference density case. The
parameter 8 appearing in Eq. (9) and Eq. (10) is chosen to be
B = %, where W is the interface width.

Similar to the single-relaxation-time BGK [28] collision
operator, the more sophisticated two-relaxation-time (TRT)
[42] and MRT [43] collision operators expand the fluid popu-
lations N; around the equilibrium fluid populations N; . From
Eq. (23) and Eq. (30), it is clear that the phase field mobility
is determined by the form of equilibrium fluid populations
alone. Thus, the phase field mobility M is expected to remain
the same when the TRT or MRT collision operators are
employed.

IV. NUMERICAL RESULTS

The purpose of the numerical simulations in this section
is twofold. The first one is to establish that the phase field
evolution equation which is indirectly solved in the CG model
is given by Eq. (38). It remains important to show that the
interface width corresponds to the one predicted by Eq. (38)

and the phase field mobility is indeed % and independent of
the viscosities of the fluids. Further, in the absence of surface
tension, an arbitrarily shaped fluid interface should eventually
attain a radially symmetric profile as suggested by Eq. (41).
The second purpose is to show that the segregation operator II,
Eq. (10), being isotropic in the leading-order error of spatial
discretization, indeed helps to reduce the spurious currents
when compared to the original segregation operator, Eq. (9).

A. Kinetics of the interface motion

A standard way to test the ability of an advection scheme
is to simulate the Zalesak’s disk problem [25]. A test of the
three-phase extension of the original CG method using this
benchmark has been performed [14]. The focus of that work
[14], however, was directed towards analyzing the shape of
triple-phase junctions and the effect of Mach number and
viscosity ratio upon them. Here our interest lies in establishing
the fact that kinetics of the resulting phase field equation in
CG model depends solely upon the lattice speed of sound
and is independent of the viscosity and surface tension of the
fluids.

Figure 2 depicts the initial configuration of the system
geometry. All the quantities reported below are given in lattice
units (lu). A slotted disk with a radius R = 80 and a slot cut
from center with width d = 15 is filled with the first fluid
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FIG. 2. Initial configuration of the two-phase system for Zale-
sak’s disk problem. The slotted disk has a radius R of 80 with a slot
cut from the center with a width d of 15. The interior of the disk is
filled with the first fluid (with ¢ = 1) and the exterior with the second
fluid (with ¢ = —1). The interface between the fluids is shown with
the isocontour corresponding to ¢ = 0.0.

while the rest of the system consists of the second fluid. The
densities and kinematic viscosities of both fluids are assumed
to be equal and are set to 1 and 0.16, respectively. The
system is initiated with a temporally constant and spatially
varying velocity field u*d(x) = uomr (3 — 3, —% + 1) with
L =200 being the system size and uy = 0.02 the strength
of the velocity field. At each time step the fluid velocity
is set to u®°d(x), and the corresponding equilibrium fluid
populations [see Eq. (2)] are calculated. The disk completes
one rotation around itself in time T, = % =20000. The
interface width W is selected to be 3.

The flow Péclet number P¢ = % measures the relative
importance of the advective and diffusive transports. For the

2
cgot

present model, phase field mobility M = =5-, yielding P¢ =
0.36. Another important dimensionless number in the current
context is the Cahn number defined as Ca = % = 0.015 that
signifies how large the auxiliary interface width is when
compared to the physical length scale of the system. A large
value of W ensures that the spatial derivatives are evaluated

accurately. However, increasing the value of W also makes

(a)

CGM Initial
CGM Final - - -

it necessary to increase the system size thus increasing the
computational cost. In practice, an optimal value of W is
usually chosen such that a reasonable accuracy is obtained
within a given computational cost constraint.

Figure 3(a) compares the state of the disk after one full
revolution (dashed line) to the original state. Given the large
phase field mobility of the CG method, the sharp corners of
the disk can be seen to be smeared out. Nevertheless, the
overall shape of the disk after one revolution agrees well with
the initial state of the disk.

Next, we solve Eq. (38) directly along the lines outlined
by Geier et al. [21]. A comparison of the disks, solved using
Eq. (38) and the CG model, after one complete revolution is
shown in Fig. 3(b). It is seen from the figure that solutions
obtained via both the numerical schemes indeed lie on top
of each other. This excellent agreement between the two
numerical methods justifies neglecting the terms that appear
in the third order of spatial discretization and second order in
fluid velocity. The sensitivity of the phase field mobility M
can be seen in the same subfigure, where a nearly two orders
of magnitude reduction M results in a better approximation of
the initial disk profile. This case of M = 0.001 can be seen
as a representation of the phase field advection Eq. (36). To
further establish the fact that the phase field mobility M is
independent of the fluid viscosities, the same Fig. 3(c) shows
that changing the fluid viscosities from 1.0 to 0.01 results in
the same final disk profile. It is to be noted that the smeared
nature of the corners, visible from numerical solution of CG
model, is a result of the nonzero phase field mobility and not
due to surface tension induced capillary effects. Figure 3(d)
further illustrates this result, where the surface tension is
varied by two orders of magnitude and essentially the same
final phase field profile is obtained.

To demonstrate the effect of a diffusion term on the
interface evolution, we investigate the case where surface
tension is zero. Figure 4 shows the initial configuration of the
fluid distribution with the first fluid is enclosed in a square
box (size [ = 20) inside the second fluid. The system size
L is 100, the interface width is W = 3, and the kinematic
viscosity of both the fluids is 0.16. In the absence of surface
tension and any fluid velocity, the fluid interface should retain
its shape apart from broadening of the interface due to the
diffuse interface construction of the CG method. However, in

," v=1 ----" o ~,
v=0.16 -------- \ s =001 ---- .
v =0.01 i G=0 -oreeee ‘\‘

j \ [ /
| / [ ’
\ i \\ :‘ ! /.I/

1]

FIG. 3. (a) A comparison of the initial state and the state after one rotation using the CG method for flow Péclet number Pé = 0.36. The
sharp edges of initial interface profile are smeared out. (b) Direct numerical solution of Allen-Cahn Eq. (38) agrees well with the CG solution
when the mobility of the Allen-Cahn equation is adjusted such that it matches with the CG mobility (M = %). For a lower mobility of
M = 0.001, the smearing of corners is reduced. This mobility M = 0.001 approximates well the advection phase field Eq. (36) when the
right-hand side is negligible. (c) A comparison of interface position resulting from CG model for different viscosities. Surface tension o = 0

in all of these cases. (d) A similar comparison for two different surface tension values with kinematic viscosity v = 0.16.
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CGM t=0 l
CGM t=2 t,
CGM t=16
Allen-Cahn t=0 |
Allen-Cahnt=2.0ty = - - -
Allen-Cahn t=16 t; —— i l

M = 0.001

e -

R

Allen-Cahn t=0 =—
Allen-Cahnt=2.0ty = = = -
Allen-Cahn t=16 t, |

FIG. 4. (a) Evolution of the fluid-fluid interface when the surface
tension is zero in the CG model. Initially, the first fluid in the shape of
a square is surrounded by the second fluid. The interface profile here
is shown for three times r = 0, 2f4, and 8¢4 with solid lines for the CG
model. The solution obtained via the Allen-Cahn equation, Eq. (38),

with the same interface width W and the mobility M = ‘g% are
shown with dashed lines. (b) Interface evolution with the Allen-Cahn
Eq. (38) with a low mobility M = 0.001. The interface becomes
smooth near the sharp corners of the initial square in a relatively
short amount of time. Given a nearly 167 times lower M, the surface

diffusion time #, is as much higher and the interface evolves towards
2
il

a radial symmetry much slower than with the case of M = =-.

this case, the initial interface shape does not have a radial

symmetry, and therefore the term @%(p“q in Eq. (41)
becomes an important factor to drive the interface motion.
The timescale at which this diffusion mechanism alters the
shape of the interface can be estimated as 7y = 1{—; = ng—[; for
a fluid body of typical length [. Thus, the lower the value of
the phase field mobility M the higher is the typical interface
diffusion time. Decreasing the value of M arbitrarily, however,
gives rise to numerical errors [38], while too high of a value
produces unphysical interface motion. Physically meaningful
results can be obtained with the CG model as long as the
interface diffusion time ¢4 > t,, where r, = ﬁ is the advective
timescale of the system.

The evolution of the interface in the CG model, as depicted
in Fig. 4(a) with solid lines, sheds light on the effect of
diffusion mechanism active along the tangential direction of
the interface. The steady-state interface profile, in this case, is
indeed a circular shape. Figure 4(a) also shows the numerical
solution obtained with Eq. (38) with dashed lines for the
same physical times t = 0, 2¢4 and 8¢z4. The interface width
and mobility of the phase field are chosen to match the CG
model. The excellent agreement of the solutions obtained with
Allen-Cahn equation Eq. (38) and the CG model confirms
the prediction of phase field mobility in the present work.
For more clarity, Fig. 4(b) shows the solution obtained with
Allen-Cahn Eq. (38) with a smaller mobility M = 0.001. In
this case, the strength of the interface diffusion along the
tangential direction is reduced dramatically, and the phase
field profile changes only slightly within the time t = 8¢4

2
cgot

where 74 is evaluated for mobility M = =

B. Spurious currents

Spurious currents are an unphysical fluid velocity field near
curved interfacial area due to the discretization errors. Two-

(b) —

FIG. 5. A comparison of the spurious currents for the segregation
(a) operator I and (b) operator II [see Eq. (9) and Eq. (10)] at fixed
value of surface tension o =2 x 1072 for a steady circular drop.
The spurious currents are scaled with the same factor (=8 x 10°)
for visualization purpose. It is seen that the use of Eq. (10) indeed
reduces the magnitude of the spurious currents.

phase interaction terms, within LB frameworks, are usually
computed with finite difference stencils. A fairly straight-
forward but computationally expensive way to control the
discretization errors is to use higher-order isotropic stencils
or increase the grid resolution [31,44]. As demonstrated by
Pooley and Furtado [45] for the free energy LB method,
in some cases, the finite difference stencils can be chosen
such that the discretization errors can be significantly reduced
without resorting to higher-order stencils. Here we aim to
numerically investigate the effect of discretization errors due
to the segregation operators given by Eq. (9) and Eq. (10). For
this purpose, a circular drop in two dimensions is investigated
for various values of the surface tension o. The kinematic
viscosity of both fluids v is set to 0.16, the system size L is
100, and the radius of the drop is 20.

To make a consistent comparison between these two seg-
regation operators, the interface width must be the same for
both the cases. From Eq. (28) and Eq. (30), we see that the
interface thickness controlling parameter f is related by

‘BH — 4 + \/i ,31

6 P

where the superscript denotes the segregation operator used.

Thus, the interface width, which is inversely proportional to

B, is always larger for segregation operator II. We have used
B! = 0.7 and B as given by Eq. (42).

Figure 5 shows the comparison of the velocity fields ob-
tained for a fixed value of o =2 x 1072 using Eq. (9) and
Eq. (10), respectively. The arrow size gives the magnitude
of the spurious currents, while their direction aligns with the
velocity field. At the leading order of truncation, Eq. (9) gen-
erates anisotropic spatial derivatives [see Eq. (A3)] that de-
pend upon the number of spatial dimensions. These spatially
anisotropic terms then act as one of the sources of spurious
currents. This effect is clearly seen in Fig. 5. It is of interest
to know how the segregation operator II performs at different
values of the surface tension o and relaxation parameter t.
Figures 6 and 7 show the magnitude of the maximum spurious
currents for varying surface tension and relaxation parameter
values, respectively. The segregation operator II produces
less spurious currents than operator I for both of these
cases.

(42)
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FIG. 6. Dependence of the magnitude of spurious currents upon
surface tension for the two segregation schemes, Eq. (9) and Eq. (10).
The improved segregation scheme reduces the magnitude of the spu-
rious currents for a range of surface tension values when compared
with the original one.

The TRT or MRT collision operators allow us to choose
the bulk viscosity of the fluid by tuning the kinetic relax-
ation parameters [42,43]. The choice of these relaxation pa-
rameters can, via the bulk viscosity, influence the residual
or the spurious velocity fields at the steady state. There-
fore, the segregation operator II is expected to perform bet-
ter than the operator I even with TRT or MRT collision
operators, although overall less spurious currents will be
produced in both cases as compared to the SRT collision
operator.

V. CONCLUSION

In this work, we analyze the phase field evolution equation
in the CG model for an equal density case of two-phase
fluids. A systematic application of the Taylor series expansion
to LB equation of the two fluid phases leads to the phase
field equation of the interface. This equation is shown to
exhibit a conservative Allen-Cahn-type nature. Importantly,

1.4x107 ‘ w

G© Operator 11
AA Opertor [

1.2x10™

1.0x10”

8.0x1 O_6 1 ‘ D ‘ 3
Relaxation parameter T (in lu)

Magnitude of spurious currents (in lu)

FIG. 7. Dependence of the magnitude of spurious currents upon
relaxation time 7 for the two segregation schemes, Eq. (9) and
Eq. (10). The surface tension o is fixed at 1 x 1073. The magni-
tude of the spurious currents decreases for both of the segregation
operators for increasing 7.

the mobility of the phase field equation, in this case, does not
depend upon the physical properties of the fluids like viscosity
or surface tension. The nearly constant phase field mobility is
verified by comparison of the CG model and direct solution of
the phase field equation in Zalesak’s disk test case. The case of
unequal densities of the two fluids is handled by changing the
rest lattice weights wy or assigning different lattice speed of
sound for the fluids in the CG model [10,46]. Such a change
of lattice speed of sound violates the momentum conserva-
tion equation, and additional correction terms are necessary.
Thus, in the context of the present analysis, the phase field
mobility in this case will be determined by the effective lattice
speed of sound between the fluids as shown by Burgin et al.
[20].

A consideration of the density exchange via Taylor ex-
pansion gives a direct access to spatial discretization terms
involved in the resulting continuity equation of the fluids.
This analysis reveals that the original segregation opera-
tor [6], Eq. (9), produces a spatial discretization error that
is anisotropic in the third order of expansion. Given that
these error terms contribute to undesirable spurious currents
in the interfacial region, we also study a slightly modified
segregation operator by Halliday et al. [23]. As expected,
this modified segregation operator is shown to produce less
spurious currents compared to the original one for all val-
ues of surface tensions. This result highlights the fact that,
in addition to the isotropy of the imposed surface tension
force (or the perturbation operator), isotropy of the segre-
gation also plays an important role in reducing the spurious
currents.
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APPENDIX: EXCHANGE TERMS APPEARING IN PHASE
FIELD EQUATION

Let the spatially dependent term be denoted by 7;(x). Then
the net change in the density of the first fluid 0, at any node
x due to this term is ), [T;(x — ¢;8t) — T;(x)]. We expand
T;(x — ¢;6t) as a Taylor series up to the third order in space
around the node x to arrive at the final expression for different
forms of T;(x) in the following:

(1) T; = w;x for a scalar x:

c2st?
2

Note that this expression is exact up to the third order in space,
and the leading-order isotropic error term behaves as O(V*1r)
[31,47].

2) T; = w,-'%f for a vector y¥:

VZx, (AD)

Sp1 =

2
Spy = —5;(1 +5t2%v2>v V. (A2)
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3 T = w?“is"% for a vector ¥:
S

442 442 (3, B
Sp1 = — J”/_&V.w— +‘/—3t3 Ve | O
6 36 0x3 ay?
32 3 92 3 02
ENEPY I R T (A3)
36 dax 9y?  dy 0x2

where v, and v, are the components of the vector ¥.
@ T = w,('l'cc)# for vectors ¥ and &.

20 . 2
Spp = 8t2%§) + %V -V - [YE + &Y. (A4)

(5) T, = w;xc; - V¢ for scalars x and ¢:

8p1 = —8t*cA(Vx - Vi + x V). (A5)

©6) T; = %Xci - V(¥ - ¢;) for a scalar x and a vector ¥:

812 ,  ot?
5p1 =—7¢~VV X+TVX'V(V"P)
5t?
+?V V(W Vx)+ Vxyl
5t? 5t? 5t?
-V YV + 7szv Y+ = Vx- V2.
(A6)
7 T =wixce; - V(% — %) for a scalar x and vec-
S S
tors ¥ and &:

§ 2
31 = "oV (xIV - (&9 + Y. (A7)

Note that the above expressions [except for Eq. (A3)] are
equally valid for all rectangular lattices like D2Q9, D3Q19, or
D3Q27.
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