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Abstract
Quasi-biennial oscillations (QBOs) in thirteen atmospheric general circulation
models forced with both observed and annually repeating sea surface tempera-
tures (SSTs) are evaluated. In most models the QBO period is close to, but shorter
than, the observed period of 28 months. Amplitudes are within ±20% of the
observed QBO amplitude at 10 hPa, but typically about half of that observed at
lower altitudes (50 and 70 hPa). For almost all models, the oscillation's amplitude
profile shows an overall upward shift compared to reanalysis and its merid-
ional extent is too narrow. Asymmetry in the duration of eastward and westward
phases is reasonably well captured, though not all models replicate the observed
slowing of the descending westward shear. Westward phases are generally too
weak, and most models have an eastward time mean wind bias throughout
the depth of the QBO. The intercycle period variability is realistic and in some
models is enhanced in the experiment with observed SSTs compared to the
experiment with repeated annual cycle SSTs. Mean periods are also sensitive
to this difference between SSTs, but only when parametrized non-orographic
gravity wave (NOGW) sources are coupled to tropospheric parameters and not
prescribed with a fixed value. Overall, however, modelled QBOs are very similar
whether or not the prescribed SSTs vary interannually. A portrait of the overall
ensemble performance is provided by a normalized grading of QBO metrics. To
simulate a QBO, all but one model used parametrized NOGWs, which provided
the majority of the total wave forcing at altitudes above 70 hPa in most models.
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Hence the representation of NOGWs either explicitly or through parametriza-
tion is still a major uncertainty underlying QBO simulation in these present-day
experiments.
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1 INTRODUCTION

A key objective of the Stratosphere-troposphere Processes
And their Role in Climate (SPARC) Quasi-Biennial Oscil-
lation initiative (QBOi) is to improve confidence in gen-
eral circulation and earth system model (GCM and ESM)
simulations of the QBO, a prominent feature of tropi-
cal variability in the middle atmosphere first identified
nearly sixty years ago (Ebdon and Veryard, 1961; Reed
et al., 1961). Understanding and predicting this variabil-
ity is important for accurate representation of tropical
to extratropical teleconnections (e.g., Huntingford et al.,
2014), seasonal forecasts in the extratropics (e.g., Scaife
et al., 2014) and the assessment of earth system model

responses to climate change (e.g., Kawatani and Hamilton,
2013).

Observations, theory and modelling of the QBO were
detailed in a major review (Baldwin et al., 2001), which
noted that very few Atmospheric GCMs (AGCMs) had
been able to simulate such internal oscillations since the
QBO was first modelled in a GCM by Takahashi (1996).
Scaife et al. (2000) showed that including parametrized
forcing from unresolved waves was sufficient to simulate
a realistic QBO. Today there is improved understanding of
the shortfalls in AGCM momentum budgets when contri-
butions from small-scale waves are missing (e.g., Pulido
and Thuburn, 2008) and more AGCMs have gained the
capacity to generate a QBO, both by ensuring adequate
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vertical resolution in the stratosphere and by parametriz-
ing accelerations due to subgrid non-orographic gravity
waves (NOGWs). Nonetheless, only five out of 47 mod-
els contributing to the Coupled Model Intercomparison
Project Phase 5 (CMIP5) had spontaneous QBOs (Schen-
zinger et al., 2017; Butchart et al., 2018). By compari-
son, the new CMIP6 generation of models is expected,
among other improvements, to have generally higher res-
olution and higher upper boundaries. Hence, simulated
QBOs are expected to become more common. However,
the complexity of CMIP6 models and their forcing scenar-
ios will impede use of the CMIP6 multimodel ensemble
to analyse modelling uncertainties that are specific to the
QBO and its impacts. Limited availability of stratospheric
diagnostics from some models may also further restrict
the usefulness of the CMIP6 ensemble for in-depth QBO
analysis.

The QBOi multimodel ensemble represents an alterna-
tive approach in which modelling uncertainties related to
the QBO are assessed by performing coordinated experi-
ments with AGCMs that have simplified external forcings
and boundary conditions, designed to characterize QBO
representation and its response to idealized future climate
scenarios (Butchart et al., 2018). While a companion paper
addresses the climate change simulations (Richter et al.,
2020, in this issue), this paper focuses on the present-day
experiments and:

1. assesses the representation of tropical stratospheric cli-
matology and variability by the participating models,

2. evaluates the impact on simulated QBOs of
imposed interannual variability in sea-surface
temperatures, and

3. explores the sensitivity of simulated QBOs to model
characteristics and in particular differences in how the
models represent NOGWs and their associated wave
sources (e.g., specified versus parametrized).

The paper builds on an assessment (Butchart et al.,
2011) of tropical variability in 16 simulations for the Chem-
istry Climate Model Validation (CCMVal) project and a
QBO-focused multimodel comparison of ten CMIP3/5 and
CCMVal-2 models (Schenzinger et al., 2017). The QBOi
ensemble represents an important advance on such pre-
vious studies because it collates QBO simulations from
a larger number of AGCMs than have previously been
analysed together, and evaluates them using coordinated
experiments that permit a cleaner comparison by eliminat-
ing effects of intermodel differences in external forcing or
boundary conditions. Section 2 provides a brief overview
of the models and experiments analysed (the reader is
referred to Butchart et al., 2018, for full details) along with
a description of methods. Section 3 summarizes the mean

state of the tropical stratosphere in simulations and eval-
uates basic characteristics of modelled QBOs. Section 4
applies a set of metrics to compare models with each other
and with reanalysis. Normalized gradings of these met-
rics in Section 5 provide an integrated assessment of the
ensemble performance over selected metrics. QBO forc-
ing by resolved and parametrized waves is examined in
Section 6 before concluding remarks are given in Section 7.

2 EXPERIMENT DATASETS
AND METHODS

[AUTHOR: The following comment has been made on the
Richter et al. article to be included in the QBO Special
Section.

‘It is QJ convention that acronyms should be fully
defined, either in the text or in an Appendix. We would
normally expect that the model names used here should
be explained (or a reference given to a list elsewhere) to
allow the non-specialist to identify them. Butchart et al.
(2018) have a good Table 5, but the acronyms are really not
fully explained there. Perhaps you may know of a suitable
unpublished table which could be readily adapted as an
Appendix to this paper?’

It is desirable that one of the papers in the group should
list the full names of the models referred to.]

2.1 Model and reanalysis datasets

In order to enable validation against reanalyses, Experi-
ment 1 of QBOi (hereafter Exp 1) specifies a 1- to 3-member
ensemble of AGCM simulations over the 30-year period
1 January 1979 to 28 February 2009. Exp 1 is based on
CMIP5 experiment 3.3, which uses observed sea-surface
temperatures (SSTs) and sea-ice amounts prescribed under
the Atmospheric Model Intercomparison Project (AMIP),
as well as contemporaneous external forcings. (Butchart
et al., 2018 give design details of all the QBOi experi-
ments.) Experiment 2 (Exp 2) specifies identical model
configurations with those in Exp 1, except that for SSTs
and sea-ice amounts a repeated annual cycle is constructed
from Exp 1 data and used, along with fixed prescriptions
for other external forcings. Exp 2 acts as control for two
idealized climate change experiments (Experiments 3–4),
which are analysed in a companion paper (Richter et al.,
2020). Table 1 summarizes details specific to Exp 1 and
Exp 2, whereas a comprehensive list of GCMs participat-
ing in QBOi and information relevant to them is found in
table 5 of (Butchart et al., 2018). In total, output was anal-
ysed from thirteen Exp 1 models and eleven Exp 2 models
uploaded to the QBOi archive at the time.



4 BUSHELL et al.

T A B L E 1 Models participating in QBOi Experiments 1 and 2, showing the primary institute responsible for model data, chosen
parametrizations for non-orographic gravity waves (NOGW) and gravity wave sources (NOGW Source), the number of latitude points to
which zonal mean data are gridded (Nlat), the number of model levels (Nlev), the highest data pressure levela used (plim in hPa), and the
ensemble size × number of years presented for each experiment

Model Institute NOGW NOGW source Nlat Nlev
aplim Exp 1 Exp 2

60LCAM5 NCAR Li Richter et al. (2010) 192 60 3.0 3×30 3×30

AGCM3-CMAM CCCma WM Fixed 48 113 0.4 3×30 3×30

CESM1(WACCM5-110L) NCAR Li Richter et al. (2010) 192 110 0.4 3×30 3×30

ECHAM5sh CNR Hi Fixed 96 95 0.4 1×30 1×30

EMAC KIT Hi Fixed 64 90 0.4 1×30 1×100

HadGEM2-A Yonsei Univ. WM Fixed 145 60 0.4 1×28 —

HadGEM2-AC Yonsei Univ. WM Choi and Chun (2011) 145 60 0.4 1×28 —

LMDz6 IPSL-LMD Lo Lott and Guez (2013) 143 79 0.4 1×30 1×70

MIROC-AGCM-LL MIROC None N/A 160 72 5.0 3×30 3×30

MIROC-ESM MIROC Hi Fixed 64 80 0.4 3×30 3×100

MRI-ESM2 MRI-JMA Hi Fixed 160 80 0.4 1×30 1×30

UMGA7 Met Office WM Fixed 145 85 0.4 3×30 1×100

UMGA7gws Met Office WM Bushell et al. (2015) 145 85 0.4 3×30 1×100

Note: NOGW schemes are abbreviated as: Hines (1997) [Hi]; Warner and McIntyre (1999) [WM]; Lindzen (1981) [Li]; Lott [Lo]. Butchart et al. (2018) give
more information on model characteristics.
aProtocol levels used: 300, 250, 200, 175, 150, 120, 100, 85, 70, 60, 50, 40, 30, 20, 15, 10, 7, 5, 3, 2, 1.5, 1, 0.4 hPa.

Although some differences exist in how the QBO is
represented among reanalyses, Schenzinger et al. (2017)
found that results for diagnostics like those considered
in this study were largely independent of the reanaly-
sis chosen. Hence, ERA-Interim (Dee et al., 2011) for the
30-year period 1979–2009 is used here for validating the
simulated QBOs.

2.2 Methods

This study characterizes the QBO using a set of metrics
that are similar, though not completely converged with,
those used in Schenzinger et al. (2017). For instance, adap-
tation was required when the identification of a single
dominant QBO peak from Fourier transform (FT) spectra
proved problematic in the warming climate experiments
(Richter et al., 2020). Basing metrics instead upon QBO
periods defined by transitions between wind phases allows
the same methods to be used for both present and future
experiments. Nontheless, to aid comparison with Schen-
zinger et al. (2017), QBO periods derived from peaks in the
FT power spectra are also evaluated (Table 2) and correlate
strongly (coefficient =0.93) with the transition periods. An
added benefit from the transition cycle approach is the
ability to derive intercycle properties such as range and

standard deviation as, for instance, is required to calculate
grades in Section 5.

2.2.1 Transitions between eastward
and westward QBO wind phases

A fixed reference level of 10 hPa was chosen as it is closest
to the level where the QBO amplitude is a maximum (met-
ric hmax in Schenzinger et al., 2017) in a majority of the
models for Exp 1 and Exp 2 (Table 3; Section 4.2). Transi-
tions between QBO eastward and westward wind phases
at the 10 hPa reference level are identified by applying the
following method across all models, including the reanaly-
sis. Near-equatorial zonal and monthly mean zonal wind,
ūeq, is defined as the mean over latitudes within the range
5◦S–5◦N weighted by the cosine of latitude. ūeq is first
smoothed with a five-month running mean to reduce vari-
ability at the shortest time-scales, which can result in spu-
rious phase reversals of 1 month or more that degrade the
QBO period statistics. Sometimes in Exp 1 even smoothed
winds remain close to zero between adjacent transitions
and on two occasions (October 2006 in the third 60LCAM5
simulation and March 1980 in the MRI-ESM2 simulation)
change sign for just a single month. These single-month
excursions are detected and ignored when identifying
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T A B L E 2 QBO period metrics (see Section 2.2.2) evaluated at the 10 hPa reference level for Exp 1 models and
ERA-Interim

QBO transition period (months)

Model FT period Min Max N Mean ± SD Pt[E : W]

ERA-Interim 28 22.0 35.0 12 27.8 ± 3.6 37:63

60LCAM5 26 19.0 35.0 38 26.2 ± 3.6 48:52

AGCM3-CMAM 28 24.0 32.0 36 27.9 ± 2.0 28:72

CESM1(WACCM5-110L) 28 23.0 39.0 33 29.6 ± 4.2 37:63

ECHAM5sh 27 23.0 32.0 13 25.9 ± 2.4 60:40

EMAC 26 23.0 32.0 13 25.4 ± 2.4 56:44

HadGEM2-A 26 23.0 28.0 12 (25.0 ± 1.5) 38:62

HadGEM2-AC 27 18.0 33.0 12 25.6 ± 4.1 41:59

LMDz6 28 25.0 32.0 11 29.3 ± 1.8 53:47

MIROC-AGCM-LL 20 17.0 25.0 50 (20.0 ± 1.7) 48:52

MIROC-ESM 24 18.0 31.0 42 (24.5 ± 2.8) 49:51

MRI-ESM2 24 12.0 27.0 15 (22.4 ± 3.7) 43:57

UMGA7 26 22.0 33.0 39 (25.8 ± 2.3) 35:65

UMGA7gws 26 23.0 32.0 40 (25.8 ± 2.2) 37:63

Note: FT period is the period (months) derived from the Fourier spectrum peak. Min, Max indicate the range of periods, and N is
the number of periods identified. Mean±SD is the mean and standard deviation of periods (values in bold indicate that mean
biases against ERA-Interim are significant at the 5% level with (..) indicating that all such biases are negative). Pt[E : W] is the ratio
of durations of eastward and westward phases expressed as percentages of the mean period.

QBO cycles. A transition between QBO phases is defined
as the time (TT) when ūeq first passes from westward
to eastward (i.e., through zero) or vice versa (results in
Section 3.2).

2.2.2 QBO periods, mean cycles
and multimodel means

The duration of each full QBO cycle is calculated as the
difference in months between subsequent eastward phase
onsets, that is, the westward-to-eastward transition times,
at the reference level. In a given model, the mean QBO
period is simply the average of all available full-cycle dura-
tions. Means, standard deviations and period ranges for
Exp 1 and ERA-Interim are catalogued in Table 2 (the table
caption gives more details) and for each model are quite
similar to equivalent metrics for Exp 2 (not shown). The
values for ERA-Interim do not differ significantly from
their equivalents in table 3 of Schenzinger et al. (2017).
Further analysis of the periods is presented in Sections 3
and 4.

A mean QBO cycle can be computed from model
ensemble data by transforming the time axis of each QBO
cycle in the timeseries from t to

t̃ = t ×
(

normalizing period
cycle period

)
,

such that the duration of every cycle in terms of t̃ becomes
identical (Section 3.2 and following). Normalizing periods
herein are set either to the model mean period or, if com-
bining models, the multimodel mean period. In order for
each model to receive equal weight, multimodel means
for any given metric are calculated after first obtaining the
mean for each model.

2.2.3 QBO amplitude

Three methods are used in this study to calculate QBO
amplitudes (or half the QBO peak-to-peak signal) and each
utilises ūeq. The QBO is assumed to dominate variability
in ūeq, thereby guaranteeing that consecutive QBO period
transition times (TTs; Section 2.2.1) straddle a clearly iden-
tified single cycle, though this assumption will break down
at latitudes away from the Equator where the QBO is not
sustained.

• TTeq. For the eastward and westward phases of each
QBO cycle (delineated by TT) the amplitude of a given
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phase at a specified level is defined to be the maximum
value of |ūeq| at that level, after a 5-month centred bino-
mial smoothing is applied to the timeseries, which pref-
erentially reduces any systematic impact of short-period
fluctuations.

• TTmceq. For most variables considered here (e.g., ūeq,
temperature, wave forcing), a mean QBO cycle is calcu-
lated by averaging individual cycles (defined by TT at
the reference level) using the method of Section 2.2.2.
Mean cycle amplitude profiles are defined, at each alti-
tude, as half the (maximum minus minimum) value
over the cycle time duration.

• DD. Dunkerton and Delisi (1985) argued that the
root mean square of the deseasonalised ūeq timeseries
(approximately, the standard deviation) multiplied by√

2 provides a good estimate of QBO amplitude. An
advantage of this method is that it does not require
explicit calculation of transition times between QBO
phases, which is useful when the QBO signal becomes
less discernible, such as occurs in some future climate
simulations (Richter et al., 2020).

Further analysis and comparison of the amplitudes is
presented in Sections 3.2 and 4, while amplitudes calcu-
lated by methods TTeq and DD for Exp 1 are catalogued
in Table 3 (the caption gives more details) and are strongly
correlated with a coefficient of 0.94. For each model,
results for Exp 2 (not shown) are again quite similar to
those for Exp 1. Amplitude metrics that employ the same
10 hPa transition times but are evaluated at a lower level
(50 hPa) also appear in Table 3.

2.2.4 QBO vertical and latitudinal
extent

The metric for vertical extent is based upon the rate of
decrease with altitude on descent through the stratosphere
from an upper level defined as the level of maximum
amplitude or 10 hPa, whichever is lower. As a key differ-
ence from Schenzinger et al. (2017), where a Gaussian fit
to the FT amplitude peak is used, the method in this study
is focused on QBO cycle amplitudes (TTeq; TTmceq). A
gradient of amplitude with altitude is defined between the
upper level and the first data level on which the amplitude
is less than half the amplitude at the upper level, and this
gradient is used to calculate a metric of altitude difference
that would yield an exact halving of amplitude. This is sim-
ilar to taking half the depth derived from the Schenzinger
et al. (2017) Gaussian fit and, indeed, the multicycle mean
value of vertical attenuation for ERA-Interim (Table 3; dZ)
is close to half the Schenzinger et al. (2017) estimate of
15.1 km.

As for Schenzinger et al. (2017), a metric for QBO
cycle width is defined as the full width at half maximum
(FWHM) from a Gaussian fit to QBO amplitude between
20◦N and 20◦S (Table 3; W10 and W50). Here the lati-
tudinal profile of QBO amplitude (denoted by TText) is
defined simply as half the difference in latitude profiles of
zonal wind evaluated at times in each cycle when winds at
the Equator are maximum (eastward) or minimum (west-
ward) – Section 3.3 gives more detail. Employing a fit
function greatly reduces the impact on the width metric
of different latitude resolutions in the datasets as noted in
Table 1. Width metrics evaluated at both 10 and 50 hPa are
also used to calculate grades for Exp 1 models in Section 5.

3 QBO CHARACTERIZATION

The typical structure and evolution of the QBO in each
model are first examined by focusing on Exp 1. Compar-
ison of Exp 1 and Exp 2, as well as consideration of vari-
ations between QBO cycles in a given model, is deferred
until Section 4.

3.1 Equatorial climatology

Before addressing QBO behaviour, the climatological
mean state of the equatorial zone (5◦S–5◦N) in the models
is considered as this can influence propagation of waves
driving the QBO. Time means of zonal and monthly mean
zonal wind and temperature are calculated for periods
from 1979 to at latest 2009 for Exp 1 and for up to 100 years
for Exp 2.

Climatological equatorial zonal mean winds in
ERA-Interim are westward throughout the upper tropo-
sphere and stratosphere (Figure 1a, thick black line) and,
on average, the models underpredict the strength of these
winds at all levels in both Exp 1 (thick blue solid line) and
Exp 2 (thick dark blue dashed line). This eastward bias
with respect to ERA-Interim is common to most models,
except in the region near the tropical tropopause where
models generally have a westward bias. In contrast, the
multimodel mean difference between the two experiments
is considerably smaller than the bias, and the equivalent
differences for each individual model are much smaller
than the spread among models (compare solid and dashed
coloured lines in Figure 1). This spread is particularly
large above 20 hPa, where climatological winds in four of
the models (ECHAM5sh, EMAC, LMDz6 and 60LCAM5)
reach zero or even eastward. Below 30 hPa climatological
wind biases are mostly smaller, although in relative terms
still comparable to those above 20 hPa as the ERA-Interim
wind is smaller at these altitudes. However, notable
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(a) (b) (e)

(d)(c)

F I G U R E 1 Vertical profiles of equatorial (5◦S–5◦N) zonal mean between 300 and 3 hPa for models in Exp 1 (solid coloured lines)
and Exp 2 (dashed coloured lines), ERA-Interim (black) and multimodel means (dark blue solid, dashed) of: (a) climatological mean zonal
wind (zero wind grey dashed), (b) standard deviation of zonal wind monthly timeseries ×

√
2, (c) is as (b) but as percentage relative to

ERA-Interim, (d) climatological mean temperature difference from ERA-Interim (zero difference grey dashed), (e) mean seasonal cycle in
the 100 hPa equatorial zone mean temperature plotted with ERA-Interim (thin black) for reference. Diamonds indicate models that
parametrize the source of NOGWs

exceptions ECHAM5sh, EMAC, MIROC-AGCM-LL and
60LCAM5 all have clear eastward biases.

Vertical profiles of variability about the time mean
zonal wind (Figure 1b) are defined as the standard devi-
ation of ūeq multiplied by

√
2 to aid comparison with

the DD amplitude (2.2.3) profiles which are the desea-
sonalised counterpart of Figure 1b (see discussion in
Section 4.2). The first generation of stratosphere-resolving
GCMs generally underpredicted variability in the tropi-
cal stratosphere (e.g., figures 4 and 10 in Butchart and
Austin, 1998; figure 9 in Manzini and Bengtsson, 1996).
In contrast, the QBOi models have peak variability sim-
ilar to or larger than that for ERA-Interim. However, as

they generally peak at a higher altitude (∼10 hPa com-
pared with 15 hPa for ERA-Interim), models' variability is
mostly larger than ERA-Interim at 10 hPa and above, and
underpredicted by most models in the lower stratosphere
(Figure 1b). The ratio of model variability to reanalysis
variability (Figure 1c) shows that the largest disagree-
ments, in relative terms, occur in the lower stratosphere
between 80 and 30 hPa. In most models the variabil-
ity at these altitudes is approximately half that seen in
ERA-Interim, but there are two exceptions, 60LCAM5 and
CESM1(WACCM5-110L), with larger variability.

As tropical tropopause temperatures are sensitive to
many model processes, related not just to radiation but
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also to advection, cloud and ice microphysics, and diffu-
sion (Hardiman et al., 2015), there is a range of biases with
respect to ERA-Interim in the QBOi models (Figure 1d).
Nonetheless the magnitudes of these biases are not excep-
tional (e.g., figure 3 in Kim et al., 2013), even for the
notable outliers: EMAC with a significant cold bias, and
HadGEM2-A, HadGEM2-AC and MRI-ESM2 with signifi-
cant warm biases.

Both the mean temperature and amplitude of the
mean seasonal cycle for the multimodel means (solid
and dashed dark blue lines in Figure 1e) are in good
agreement with ERA-Interim (black lines, repeated for
reference). Good agreement in individual models, such as
60LCAM5, CESM1(WACCM5-110L), MIROC-AGCM-LL
and MIROC-ESM suggests those models represent the
extratropical large-scale waves reasonably well, as these
waves drive the seasonal cycle of lower stratospheric
equatorial temperatures through their impact on equa-
torial upwelling (Yulaeva et al., 1994). Interestingly the
three outlying models (HadGEM2-A, HadGEM2-AC
and MRI-ESM2) with significant warm biases all have
seasonal cycles of reasonable amplitude. On the other
hand, UMGA7 and UMGA7gws which are closely
related to HadGEM2-A and HadGEM2-AC, albeit with
finer resolution, have reduced mean biases but sea-
sonal cycles that are too weak. This illustrates that
good simulations of the mean do not automatically
guarantee a good simulation of the seasonal cycle and
viceversa.

3.2 QBO vertical structure

Timeseries of equatorial mean zonal wind as a function of
pressure in the upper troposphere and stratosphere con-
firm the presence in all Exp 1 models of QBOs that are
broadly similar to the QBO in ERA-Interim (Figure 2).
Characteristic bands of alternating eastward and westward
winds descend from around 2 hPa through much of the
depth of the stratosphere and terminate as they approach
the tropopause, especially in the westward phase. This
occurs in all models, although there are individual differ-
ences in detail. For instance, the eastward mean biases
seen in Figure 1a for 60LCAM5, ECHAM5sh, EMAC and
LMDz6 are clearly evident in Figure 2.

Individual QBO cycles in Figure 2 are bounded by
vertical black lines that indicate the transition from west-
ward to eastward winds at 10 hPa (horizontal line). Mean
cycles for Exp 1 model ensembles and ERA-Interim
(Section 2.2.2) are shown in Figure 3, where numbers at
the top right in each panel and the time range of the
plotted region denote that model's mean QBO period.
CESM1(WACCM5-110L) and LMDz6 have the longest

mean periods and MIROC-AGCM-LL the shortest. In gen-
eral the mean periods cluster around a multimodel mean
of 25.3 months, which agrees reasonably well with the
27.8 month mean calculated for ERA-Interim (Table 2).
This is perhaps not too surprising as the Exp 1 specifica-
tion (Butchart et al., 2018) was for models to be configured
to produce their best simulation of the QBO.

Similarities and differences in the simulated QBOs
are easier to identify in Figure 3, where averaging the
QBO cycles removes the additional complication of inter-
cycle variability that is present in Figure 2. All models
in the figure clearly replicate the descent of the shear
zones from the upper stratosphere to between 120 hPa
and 70 hPa (100 hPa for ERA-Interim). In addition, most
models reproduce the observed asymmetry between QBO
phases, with the 10 hPa transition to the westward phase
taking place less than half a period after the initial tran-
sition to the eastward phase (Table 2), and the eastward
phase descends faster. However, there is quite a large
spread in the phase asymmetry among models, espe-
cially with respect to the slowing descent of the west-
ward shear zone when it reaches the lower stratosphere.
This deceleration of the descent results in part from the
mean meridional circulation induced by the QBO caus-
ing anomalously strong (weak) upwelling where there is
westward (eastward) shear (Plumb and Bell, 1982). In
addition, episodic stalling events, such as those seen in
the observations when the descent of the westward shear
halts briefly around 30 hPa before continuing downward
(e.g., Yang and Yu, 2016), can also influence the slower
descent of westward shear zones seen for mean QBO cycles
in Figure 3. At 10 hPa, westward phases in the models
are all stronger than the eastward phases, as seen for
ERA-Interim (Table 3). Westward and eastward phases
have more similar amplitudes at lower QBO altitudes, also
as seen in ERA-Interim, although the eastward strength
exceeds the westward in some models (e.g., ECHAM5sh,
60LCAM5, EMAC and AGCM3-CMAM).

Although the annual cycle of ūeq is generally retained
because the QBO is regarded not as a textbook harmonic
oscillation but as a product of uneven eastward and west-
ward wave forcings (Dunkerton, 2016), when the mean
seasonal cycle is removed from each year of the original
timeseries, QBO anomalies appear rather more regular
with reductions in phase asymmetry and spread among
the model amplitudes (compare Figures 3 and 4). Subtle
differences that are more apparent in the deseasonalised
QBO cycles include not just the amplitudes but the relative
descent rates. Models with particularly slow descent rates
(e.g., ECHAM5sh and MIROC-ESM, where the time for
the QBO phase transitions to descend through the strato-
sphere exceeds their respective QBO phase durations)
commence month 0 with three-cell vertical structures that
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F I G U R E 2 Pressure (300 to 3 hPa) versus time of equatorial (5◦S–5◦N) monthly and zonal mean zonal winds (colour shading) from
1979 to 2009 for Exp 1 models (first ensemble members only) and ERA-Interim. Black vertical lines indicate the times of transitions from
westward to eastward winds at 10 hPa and define individual QBO cycles. Models with fixed source NOGWs are presented in the right column
and, where possible, models which are to some degree related (MIROC-AGCM-LL, MIROC-ESM; 60LCAM5, CESM1(WACCM5-110L);
UMGA7, UMGA7gws; HadGEM2-A, HadGEM2-AC) are placed adjacent to each other for easier comparison
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F I G U R E 3 Pressure (300 to 3 hPa) versus time of mean cycles of equatorial (5◦S–5◦N) monthly and zonal mean zonal wind (colour
shading) for Exp 1 ensembles and ERA-Interim, expressed as mean for individual model of QBO period in months defined by westward to
eastward QBO wind transitions at 10 hPa, as seen in respective timeseries in Figure 2. Numbers at the top right in each panel and the time
range of the plotted region denote that model's mean QBO period



12 BUSHELL et al.

F I G U R E 4 As Figure 3,
but with mean seasonal cycle
removed

restrict the depth of the westward phase. Nonetheless, in
all models the descent rates for deseasonalised westward
and eastward shear zones are more uniform throughout
the depth of the stratosphere than was seen in Figure 3.

Profiles of the mean QBO cycle (TTmceq method;
Section 2.2.3) maxima (eastward phase) and minima
(westward) at each pressure level in Figure 3, together
with the total amplitude (0.5 × [|eastward| + |westward|])

and mean deseasonalised QBO cycles (Figure 5a–c, respec-
tively), permit a quantitative comparison of QBO ampli-
tudes across models. As with the standard deviation of
monthly mean zonal wind shown in Figure 1b, mean QBO
cycle amplitudes (Figure 5b) peak at higher altitudes than
ERA-Interim (15 hPa) for most models, with the profile
for the Exp 1 multimodel mean cycle (Section 2.2.2) peak-
ing at 10 hPa (thick dark blue line). Only 60LCAM5 has
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

F I G U R E 5 QBO zonal mean zonal wind for Exp 1 ensembles and ERA-Interim. (a, b, c) vertical profiles of equatorial wind amplitudes
determined using method TTmceq of Section 2.2.3, with (a) QBO cycle maxima (eastward phases; solid) and minima (westward phases;
dashed), and (b) QBO cycle total amplitudes. (c) is as (a), but for the deseasonalised wind. (d, e, f) meridional cross-sections for 10 hPa wind.
(g, h, i) meridional cross-sections for 50 hPa wind. (d, g) show sections at instants when the cycle on the Equator reaches a maximum
(eastward phases; solid) or minimum (westward phases; dashed). (e, h) show QBO cycle total amplitudes TText estimated from differences
between sections in (d, g). (f, i) show sections as (d, g) but for the deseasonalised wind. In the legend, diamonds indicate models that
parametrize the source of NOGWs
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a maximum (at 20 hPa) below ERA-Interim. In general,
model westward winds peak at higher speeds than the
eastward winds (Figure 5a) consistent with ERA-Interim
10 hPa amplitude metrics (–33.8 m⋅s−1 versus 14.6 m⋅s−1).
However, the simulated westward phase throughout the
stratosphere is nearly always too weak compared to
ERA-Interim, with only CESM1(WACCM5-110L) and
UMGA7 having westward amplitude metrics greater than
ERA-Interim at 36.9 and 34.5 m⋅s−1, respectively. Con-
versely, the simulated eastward phase is too strong above
∼15 hPa in the model ensemble mean, and also too strong
at lower altitudes in some models (Figure 5a).

Differences between Figure 5a and c provide a quanti-
tative measure of how biases in the mean wind (Figure 1a)
impact the phase asymmetry. This asymmetry is most
evident for the largest mean eastward wind biases,
those of 60LCAM5, ECHAM5sh, EMAC and LMDz6,
that strengthen QBO eastward maximum winds (up to
25.8 m⋅s−1 for ECHAM5sh). In addition, the QBO again
appears to vary rather more regularly with altitude in
Figure 5c, with the mean wind structure removed, than in
Figure 5a. In Figure 5c, both eastward and westward winds
in nearly all models are too weak below the ERA-Interim
maximum and too strong above, as expected from the total
amplitude (Figure 5b). This is consistent with insufficient
deposition of wave momentum in the lower and middle
stratosphere, and too much momentum deposition higher
up, which may (Section 6.1) be common to many models. If
this is the case, errors in QBO amplitude could result even
when total momentum fluxes entering the stratosphere are
correct. MIROC-AGCM-LL has no parametrized NOGWs
and has the smallest maximum amplitude (20.8 m⋅s−1).
Errors in ERA-Interim above 10 hPa may account for some
of the discrepancies in the upper stratosphere.

3.3 QBO latitudinal structure

Intermodel differences in QBO amplitude and width are
clearly evident in latitude cross-sections of the mean QBO
cycle evaluated at the 10 hPa reference level (Figure 6).
Strong westward background winds at 10 hPa in most
models, and also ERA-Interim (Figure 1a), are responsi-
ble for much greater prominence of the westward phase
in Figure 6, while the eastward winds are more tightly
confined to the equatorial zone, as seen in observations
(Dunkerton and Delisi, 1985). The majority of models
have wind maxima of both phases located either on the
Equator or within one model grid spacing of it, as does
ERA-Interim for its maximum eastward winds, whereas
its maximum westward winds are at 4.5◦S. Only two mod-
els exhibit maximum westward winds clearly south of the
Equator, 60LCAM5 (3.3◦S) and CESM1(WACCM5-110L)

(7.0◦S), and both have sources of parametrized NOGWs
that depend explicitly on convective heating.

Figure 5d–f compare the latitudinal structure of the
10 hPa mean QBO cycle for ERA-Interim with the corre-
sponding cross-sections, taken at times when the cycle on
the Equator is maximum (eastward) or minimum (west-
ward), for Exp 1 ensembles. The phase asymmetry noted
previously is again evident in the multimodel mean, for
which the cycle maxima only remain eastward in a latitude
band roughly 12◦ either side of the Equator, whereas the
westward phase has a range of roughly 24◦ either side of
the Equator. When deseasonalised zonal wind anomalies
are used, both the multimodel mean and ERA-Interim are
highly symmetric about the Equator, with cross-sections
that separate into eastward and westward anomalies of
roughly equal magnitude and both phases have similar
ranges of roughly 24◦ either side of the Equator (Figure 5f).
Hence, the multimodel mean biases in Figure 5d can
largely be attributed to biases in the mean seasonal cycle.
Taking a difference between the profiles of maximum
eastward and westward winds also removes the asymme-
try (Figure 5e), which suggests that the impact largely
arises from the climatological mean component. The QBO
amplitude (TText; Section 2.2.4) evaluated from the pro-
file differences (where positive) is for many models too
large at the Equator and for most falls off too rapidly
away from the Equator, such that widths of the simu-
lated QBOs tend to be too narrow by up to 6 ◦ (negative
biases in Table 3). Similar results are obtained at 50 hPa
(Figure 5g–i) where, however, the simulated peak winds
are relatively weaker than ERA-Interim and the widths
narrower. Near the Equator, eastward biases in climato-
logical winds relative to ERA-Interim at 10 hPa in most
models (Figure 1) are clearly evident in Figure 5d,g and,
for the westward phase, are visible across the full width of
the QBO. In contrast, during the eastward phase, eastward
biases generally become weaker toward the edge of the
QBO and in some cases even turn westward, especially in
the Northern Hemisphere, and hence are possibly related
to the horizontal influence on the QBO from extratropical
planetary waves (e.g., Osprey et al., 2016).

3.4 Multimodel mean QBO cycle

A multimodel mean cycle is calculated for Exp 1
(Figure 7a, shaded with dotted contours) with time
axis normalized to the Exp 1 multimodel mean period
(Section 2.2.2), as is that for ERA-Interim to allow direct
comparison (Figure 7a, thick red overplotted contours).
The multimodel mean and ERA-Interim show similar
amplitude cycles but with the simulated winds displaced to
higher levels over most of the descending cycle, such that
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F I G U R E 6 Latitude versus time mean cycles of 10 hPa monthly and zonal mean zonal wind for Exp 1 ensembles and ERA-Interim,
expressed as mean for individual model of QBO period (months, colour shading) defined by westward to eastward QBO wind transitions at
10 hPa as in Figure 3
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(a) (b)

(c) (d)

(e) (f)

F I G U R E 7 Multimodel mean of model QBO cycles in Exp 1 (colour shading, thin black contours) compared to the ERA-Interim mean
cycle (bold red contours, with interval 10 m⋅s−1 for wind and 1 K for temperature) for the zonal and monthly mean of equatorial (5◦S–5◦N) (a, c)
zonal wind, and (b, d) temperature anomalies as a function of pressure (300 to 3 hPa) versus time. (a, b) use westward to eastward transitions
at 10 hPa, and (c, d) use eastward to westward transitions. (e, f) are as (a, b) but show latitudinal structure of the mean QBO cycles at 10 hPa
versus time. The duration of all QBO cycles are scaled to the Exp 1 multimodel mean period to facilitate both the averaging and comparison.

the largest differences (not shown) are in the shear zones
where gradients are strongest. As the individual cycles
are aligned with the westward to eastward zonal wind
transitions, and are generally not pure sinusoids, they are
least coherent midway between transitions, which leads to
broadened, reduced amplitude for the mean cycle toward
its central time. However, for zonal winds this effect is
small, as can be seen by a comparison with the mean
cycles based on aligning eastward to westward transitions
(Figure 7c). For Exp 2 the multimodel mean QBO cycle
(not shown) is similar to that for Exp 1 with slightly ele-
vated amplitudes around 10 hPa and reduced amplitudes
toward the base of the descending eastward wind phase.

Multimodel means are also calculated for Exp 1 zonal
mean deseasonalised temperature (Figure 7b,d, shaded

with dotted contours) using the same transition times
as for the zonal winds and compared with ERA-Interim
(Figure 7b,d, thick red overplotted contours). Thermal
wind balance in the Tropics ensures that the maximum
temperature anomalies collocate with the strongest ver-
tical wind shear. Hence the warmest anomaly at 10 hPa
coincides with the westward to eastward wind transition,
whereas the more pronounced westward wind maximum
leads to the coldest anomaly lying slightly above 10 hPa
at the eastward to westward wind transition (Figure 7d),
which delays its arrival at 10 hPa. Though its amplitude
diminishes in the lower stratosphere, the temperature
QBO signal in both the multimodel mean and reanalysis
propagates right down to the tropopause. As was the case
for zonal wind, the multimodel mean temperature QBO is
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shifted upward relative to ERA-Interim. Results for Exp 2
are very similar and therefore are not shown.

The latitudinal distribution of the multimodel mean
QBO cycle for zonal wind (Figure 7e) emphasizes the pre-
viously noted characteristics of maximum amplitude at
the Equator and of models in general appearing rather
more symmetric about it than ERA-Interim (red contours).
However, as the ERA-Interim mean cycle is sensitive to
the choice of transition (i.e., eastward to westward or west-
ward to eastward) which is used to determine the mean
cycle (not shown), this may partly be down to greater
variability between cycles in the reanalysis. The equiva-
lent multimodel mean cycle in temperature (Figure 7f)
also reaches a maximum on the Equator, with the highest
temperatures at the westward to eastward crossing and the
lowest occurring slightly after the eastward to westward
wind transition, with some indication of a delay of the pos-
itive temperature anomaly relative to that of ERA-Interim.
The out-of-phase pattern of warm and cold anomalies in
the subtropics is a consequence of the vertical component
of the QBO-induced meridional circulation (Plumb and
Bell, 1982) changing from upward to downward motion
and vice versa roughly 20◦ poleward of the Equator.

4 COMPARISON OF EXP 1 AND
EXP 2

4.1 Periods

Distributions of QBO periods from both Exp 1 and Exp 2
for each model are shown in Figure 8. All available Exp 1
data between 1979 and 2009 are used in order to pro-
vide the most accurate estimate of the period distribution
for each individual model. In the distribution of all avail-
able periods from all ensemble members and all models
(Figure 8a), models that provide more cycles, either by
having more ensemble members or shorter mean periods,
carry more weight. Exp 2 uses all ensemble members from
models that repeat the 30-year format of Exp 1 but only
uses the first 1×100 years ensemble member from models
that choose an extended simulation length option allowed
by the QBOi protocol. This limits only MIROC-ESM (for
which 3×100 years of data are available whereas other
models provide up to 100 years – Table 1) to prevent results
from this model skewing the multimodel distribution. The
period distributions are presented as percentages of the
total number of QBO cycles in each histogram, and the
multimodel distributions are repeated as outlines on each
individual model plot for comparison. Also indicated on
each panel are the mean period for each histogram (T)
and the period derived from identifying QBO peaks in the
Fourier spectrum (Tf) (as in Table 2). The difference in

means of the multimodel distributions for Exp 1 and Exp 2
is not significant and much smaller than the bias of the
Exp 1 mean against that of ERA-Interim, which is signifi-
cant at the 5% level. However, intercycle variability in the
periods for all models and for ERA-Interim is considerable
to the extent that each individual model distribution has
an overlap with that of ERA-Interim, and the ERA-Interim
distribution lies within the multimodel distribution for
Exp 1 (Figure 8a).

Models in the left column of Figure 8 either have no
parametrized NOGWs (MIROC-AGCM-LL) or have vari-
able sources of parametrized NOGWs, and these models
all indicate a shorter mean QBO period in Exp 2 (grey)
than in Exp 1 (orange): Table 4 shows that these dif-
ferences are significant at the 5% level for all five vari-
able source models. In contrast, no consistent difference
is seen between Exp 1 and Exp 2 for the models with
fixed sources of parametrized NOGWs (right column in
Figure 8): MIROC-ESM, MRI-ESM2 and UMGA7 show lit-
tle difference and, although ECHAM5sh and EMAC have
longer mean periods in Exp 2 and AGCM3-CMAM has
shorter mean period, these changes are not significant
at the 5% level (Table 4). Of the eleven models that per-
formed both Exp 1 and Exp 2, two models (UMGA7 and
UMGA7gws) differ only in their specification of the source
of parametrized NOGWs. With a fixed-source UMGA7
shows essentially no sensitivity of mean QBO period to
the different boundary conditions and forcings in Exp 1
and Exp 2, while the variable-source UMGA7gws has a
significantly shorter mean period in Exp 2.

The box–whisker plot (Figure 9a) shows that
QBO periods in the models are mostly biased low
compared to ERA-Interim: only AGCM3-CMAM,
CESM1(WACCM5-110L) and LMDz6 have longer mean
periods and then only for Exp 1. These negative biases
are significant at the 5% level in both Exp 1 and Exp 2
for MIROC-AGCM-LL, MIROC-ESM, MRI-ESM2, and
UMGA7gws, in Exp 1 for HadGEM2-A and UMGA7, and
in Exp 2 for 60LCAM5 (Table 2). In contrast, no clear
conclusions could be drawn for the variability of the QBO
periods between models and experiments at least in terms
of overall and 25–75% ranges, although many models
have smaller 25–75%ile ranges than ERA-Interim. For
the two pairs of models (HadGEM2-A, HadGEM2-AC
and UMGA7, UMGA7gws) that differed only in their
sources of parametrized NOGWs, only HadGEM2-AC
showed increased QBO variability when variable sources
were used (Table 2). For the other variable-source mod-
els, more QBO variability in Exp 1 than in Exp 2 is
only seen in 60LCAM5 and CESM1(WACCM5-110L)
(Table 4). All three of these models (60LCAM5,
CESM1(WACCM5-110L) and HadGEM2-AC) use source
parametrizations that are coupled directly to the model's
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F I G U R E 8 Histograms showing the distribution of QBO periods as a percentage of the total number of cycles in the distribution. The
top left panel shows all periods simulated by all the model ensembles for Exp 1 (light blue), Exp 2 (dark blue) and ERA-Interim (black, scaled
as Exp 1 ×5). Remaining panels show histograms for each individual model ensemble in Exp 1 (orange) and Exp 2 (grey) with the combined
distributions from Exp 1 and Exp 2 models repeated as light and dark blue curves, respectively. Coloured vertical lines and horizontal bars
indicate the mean, T, and standard deviation associated with the histogram of matching colour. Mean periods, T, and those inferred from the
peak in the Fourier transform power spectrum, Tf, are indicated at top right on each panel
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T A B L E 4 Percentage differences between Exp 1 and Exp 2 for QBO period (Section 2.2.2) and amplitude (Section 2.2.3, TTeq)
metrics evaluated at the 10 hPa reference level using the QBO transitions method (Section 2.2.1)

Period mean Period variability Amplitude mean Amplitude variability

Model Full Ewd Wwd Full Ewd Wwd Full Ewd Wwd Full Ewd Wwd

60LCAM5 8 17 0 142 79 96 1 –3 3 –15 44 –23

AGCM3-CMAM 3 5 3 8 16 28 3 8 1 17 –14 29

CESM1(WACCM5-110L) 7 8 6 68 37 64 -0 –3 1 1 –1 6

ECHAM5sh –2 –0 -6 39 –4 16 -0 –2 1 –21 79 –36

EMAC -4 –4 –5 19 7 –4 1 2 1 –18 24 10

LMDz6 7 16 –2 –31 –14 –24 -0 3 –2 71 51 39

MIROC-AGCM-LL 4 6 1 18 27 –1 –1 1 –2 –1 –1 –2

MIROC-ESM 1 1 2 7 23 4 0 3 –1 20 26 13

MRI-ESM2 –1 9 –7 3 –3 2 15 19 12 –37 –42 –21

UMGA7 –1 (–8) 4 –12 1 –3 –1 –3 1 65 59 –15

UMGA7gws 8 1 12 4 7 5 0 2 –1 16 37 20

Multimodel 2 –1 5 16 3 18 –0 –1 1 –5 –5 –1

Note: Percentage difference is defined as 100 × (x1 − x2)∕x2 where x1, x2 are the values of metric x (means, standard deviations of periods and amplitudes) for
Exp 1 and Exp 2 respectively. Values in bold indicate that mean (x1 − x2) values are significant at the 5% level, with (..) identifying negative differences.

convective heating. The other two variable-source models
(LMDz6 and UMGA7gws) use precipitation as a proxy
for convective heating and show no significant change
in QBO variability between Exp 1 and Exp 2. Likewise
UMGA7 and UMGA7gws exhibit little difference in QBO
variability when variable source (UMGA7gws) is used
in place of fixed source (UMGA7). Thus it appears from
these limited results that the impact of NOGW source
parametrizations on QBO period is likely to depend on
details of the source parametrization employed. Note that
in Table 4 the larger standard deviation of QBO periods
in Exp 1 than in Exp 2 in all but two models is consistent
with the additional variability in SSTs leading to added
variability in the QBO periods.

A complication in interpreting differences between
Exp 1 and Exp 2 is that the sea-surface temperatures
(SSTs) recommended for each experiment have different
climatologies. As described in Butchart et al., 2018 (2018,
appendix A), climatological SSTs provided for Exp 1 cover
the period 1979–2009, but those used when calculating
the climatological annual cycle of SST for Exp 2 cover
1988–2007. Hence, Exp 2 has a slightly warmer SST cli-
matology than the climatology for Exp 1 due to exclusion
of the cooler 1979–1987 period (not shown). A warmer
SST climatology could lead to increased tropical wave
activity impacting the tropical stratosphere and increased
parametrized wave activity in the variable-source models,
which might be expected to reduce mean QBO periods in
Exp 2 relative to Exp 1. However, the earlier result that

all models with variable sources have shorter mean QBO
periods in Exp 2 than in Exp 1 was unaffected by recal-
culation of the Exp 1 period histograms using only the
1989–2009 period (not shown). This suggests that shorter
Exp 2 mean QBO periods in variable-source models result
instead from differences in SST variability between Exp 1
and Exp 2, although the mechanism for this is unclear.

4.2 Amplitudes

QBO amplitudes obtained at 10 hPa from individual QBO
cycles (as described in Section 2.2.3) are summarized in
Figure 9b. In contrast to the overall negative bias seen in
QBO period, there is no clear systematic bias relative to
ERA-Interim in the amplitudes, though amplitude vari-
ability is smaller in many models than that in ERA-Interim
(Table 3). Across the models there is no systematic dif-
ference between Exp 1 and Exp 2 in either the mean or
standard deviation of 10 hPa cycle amplitudes (Table 4),
and for all but two models the mean differences are not
statistically significant.

To check for QBO amplitude differences between Exp 1
and Exp 2 at other altitudes besides 10 hPa, Figure 10c
displays (Exp 1 – Exp 2) differences in the vertical struc-
ture of QBO amplitude and compares these differences
to the Exp 1 bias from ERA-Interim (Figure 10b). To
test how robust the results are to choice of amplitude
metric, Figure 10a shows amplitudes calculated from
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(a)

(b)

F I G U R E 9 Summary of 10 hPa equatorial (5◦S–5◦N)
monthly and zonal mean zonal wind QBO (a) period and (b) total
amplitude distribution statistics, with maximum–minimum range
(whisker) and 25th to 75th percentile range (box) for ERA-Interim
(blue-green), Exp 1 models (orange) and Exp 2 models (grey).
Periods are ranked in order of increasing Exp 1-Exp 2 mean (dot)
values, and amplitudes are ranked in order of increasing Exp 1
mean values. Also indicated are the distribution medians
(horizontal lines)

deseasonalised timeseries (method DD: Section 2.2.3).
These are very similar to the standard deviation of the
full timeseries (Figure 1b), confirming that QBO variabil-
ity in zonal mean zonal wind dominates over the seasonal
cycle in the equatorial middle stratosphere, with relatively
small additional contributions from the annual oscilla-
tion (AO) and semiannual oscillation (SAO), though the
latter starts to dominate toward the stratopause, consis-
tent with current knowledge (figure 30 in Baldwin et al.,
2001).

As already noted in Section 3 for the TTmceq ampli-
tude method (Figure 5b), the DD metric peak amplitudes
(Figure 10a) occur near 10 hPa for the models and at
15 hPa for ERA-Interim, with similar spread between mod-
els. The DD amplitude peak for ERA-Interim (at 15 hPa)
is enhanced by 11% relative to its amplitude at 10 hPa.
This is around double the difference between the equiv-
alent ERA-Interim peak (20 hPa) amplitude from Schen-
zinger et al. (2017) and the ERA-Interim 10 hPa TTeq
amplitude here, which suggests that level choices may
be the biggest factor separating the two metrics. The
choice of amplitude method does not affect the verti-
cal structure of Exp 1 biases: most models have low
amplitude relative to ERA-Interim below 10 hPa and rel-
atively high amplitude above, although 60LCAM5 and
CESM1(WACCM5-110L) are exceptions displaying the
opposite pattern (Figure 10b). Dashed lines in the figure
suggest that models with variable sources of parametrized
NOGWs have smaller biases overall, though given the
small ensemble size this result is not conclusive. Exp 1
- Exp 2 differences for individual models (Figure 10c)
are much smaller than the Exp 1 biases throughout the
lower stratosphere (also for the TTmceq method metric,
not shown). At altitudes below 10 hPa, amplitudes in Exp 1
are slightly larger than in Exp 2, though typically by less
than 2 m⋅s−1 (Figure 10c).

5 GRADING OF QBO METRICS

In order to provide a holistic assessment of model per-
formance across a range of metrics, Waugh and Eyring
(2008) proposed a measure of skill or “grading” of a metric
based on the model bias against observations scaled by an
estimate of the observed variability (typically taken as the
standard deviation). For a metric from a model with mean
m and standard deviation 𝜎, this non-dimensional grade is

g = 1 − |m − mobs|
3𝜎obs

.

Grades vary from 1 when there is perfect agreement
between model and observations, down to an imposed
cut-off at zero when the magnitude of the bias exceeds
3𝜎obs (i.e., the model mean m lies outside 99.7% of a normal
distribution about the observed mean).

Grades for a range of metrics representing the period,
amplitude and structure of the QBO in Exp 1 are pre-
sented in Figure 11. Each box depicts the grade (num-
ber and shading) for a metric (column) evaluated for a
given model (row). Numbers in white indicate agreement
between model and ERA-Interim within the 95% confi-
dence level, based on Student's t-test. A metric can have
the same grade from two models but different statistical
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(a) (b) (c)

F I G U R E 10 QBO amplitude versus pressure (300 hPa to 3 hPa) vertical profiles for (a) Exp 1 model first ensemble members and
ERA-Interim, (b) Exp 1 models minus ERA-Interim, (c) Exp 1 minus respective Exp 2 models, where amplitudes are calculated using method
DD (Section 2.2.3). Solid and dashed lines indicate models using fixed and variable parametrized NOGW sources, respectively.
(MIROC-AGCM-LL, which has no parametrized NOGW, is shown in solid.)

significance because the t-test takes account of intercy-
cle spread in the simulated metric, which is absent in the
grades. Hence some grades in a fairly narrow range may
show agreement despite better performing grades (i.e.,
closer to one) showing significant bias, or viceversa. For
the multimodel mean, statistical significance is based on a
single sample t-test for the difference of the ERA-Interim
mean metric (i.e., the value obtained by averaging over
QBO cycles) from the mean of the multimodel distribution
of mean metrics. Only the 50 hPa metrics showed more
intermodel variability (i.e., larger standard deviation) in
the mean metrics than the intercycle variability in the
corresponding ERA-Interim metric (not shown).

With few exceptions, Figure 11 demonstrates a clear
tendency for model performance to polarize when simu-
lating the selected metrics, with most columns dominated
either by blue or by red. Where metrics are generally well
simulated by the majority of models (blue), on average
the multimodel mean performs better than the individual
models (i.e., the grade for the multimodel mean is higher
than the average grade for the models, suggesting random
biases). Likewise, where some work needs to be done to
improve a metric (red), this applies to a majority of the
models. The greatest spread in skill across the models is in
the simulation of the 10 hPa widths and to a lesser extent
in the individual phase durations and 10 hPa amplitudes
for the westward phase.

Good grades (≥ 0.5) would be expected for the
QBO period if modellers have adjusted the total launch

momentum flux in their NOGW parametrizations to
obtain realistic QBO periods. The fact that the only model
with no NOGW parametrization (MIROC-AGCM-LL)
has the poorest period grade is consistent with this
assumption. Based on metrics (Period; Amplitude (hmax)
easterly, westerly and total) presented in table 5 of Schen-
zinger et al. (2017) for a subset of CMIP5 models that
excluded the worst performers, we estimate a four-grade
mean of 0.84. Grades for corresponding 10 hPa metrics
from the multimodel mean data in Figure 11 give a mean
grade of 0.79, indicating that on average QBOi AGCMs
have comparable performance with the better CMIP5
models for this somewhat selective subset of grades. Why
models tend to perform similarly across the rest of the
metrics is less clear, though it strongly suggests that poor
performance (e.g., for 50 hPa amplitude and width) is
due to models sharing similar deficiencies. Given gener-
ally good grades for 10 hPa amplitudes, but grades for the
50 hPa amplitudes that are zero or very close to zero in all
but four models, a challenging question for future activ-
ity is whether more than simple parameter adjustments
in the participating models would be needed to improve
performance at 50 hPa without simultaneously degrad-
ing the good performance at 10 hPa. One issue might be
an over-reliance in nearly all models on parametrized
NOGWs which, in turn, may deposit momentum too high
up (Section 6 gives a breakdown of wave driving between
resolved and parametrized waves.). Approximately half
the models have a mean grade greater than 0.5 and half
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F I G U R E 11 Quantitative
measure of performance or grade for
the comparison of QBO metrics
between models and ERA-Interim
for Exp 1. Values of the normalized
grade, defined in Section 5, are given
by numbers in the boxes and
corresponding shading. A value of 1
and dark dark blue shading for a
specific metric (column) indicates
exact agreement of a given model
(row) with ERA-Interim, while
numbers in white indicate
agreement between the model and
ERA-Interim within the 95%
confidence level. Numbers close to
zero and red shading indicate poor
agreement between a model and
ERA-Interim: zero indicates that the
magnitude of the model bias with
respect to ERA-Interim is more than
three times the standard deviation
obtained from ERA-Interim for that
metric. For the bottom row, the
multimodel mean shows the grades
for the mean of mean metrics from
individual models: white indicates
that the multimodel mean of the
mean metrics agrees with the
ERA-Interim mean metric with 95%
confidence according to a
single-sample two-sided t-test.

have a mean grade less than 0.5, while the correspond-
ing mean of grades for the multimodel mean is 0.61.
This variation in mean grades mostly reflects the mod-
els' gradings for the most variable metric, QBO width
at 10 hPa.

High grades for attenuation depth suggest that mod-
els are better at representing the QBO's vertical structure
than its latitudinal structure. However, this is only partly
true: although the vertical attenuation of QBO amplitude
is realistic, QBOs in the models are mostly shifted upward
compared to reanalysis. Hence, in Figure 5b the agree-
ment between models and reanalysis for 10 hPa amplitude
appears to be improved because, although the models'
peak amplitudes are typically smaller than the reanaly-
sis peak amplitude, they mostly occur at higher altitudes
where the reanalysis off-peak amplitude happens to have
a similar value to the models' peak amplitudes. Thus, even
with realistic vertical attenuation of amplitude, a model
can have a good grade for 10 hPa amplitude but a poor one
for 50 hPa amplitude.

In general, models are better at simulating the
eastward phase than the westward phase (Figure 11,
right-hand columns). The multimodel mean grades (bot-
tom row) show that partial period durations of both east-
ward and westward phases are represented well, albeit
slightly better for the eastward phase. Overall, 10 hPa
amplitudes for both phases are well represented, though
for the westward phase several models have grades less
than 0.5, all of which had low grades for 10 hPa widths
and the strongest correlation of 10 hPa width with other
metrics (0.64) is with the westward phase amplitude.
This suggests that deficiencies in simulating 10 hPa width
may be due to deficiencies in simulating the westward
phase, which possibly relate to poor representation of
mixed Rossby-gravity waves by the models (Holt et al.,
2020). Interestingly the multimodel mean does rather well
at simulating the eastward phase amplitude at 50 hPa,
despite over half the models having grades below 0.4
for this metric, which is due to a range of both pos-
itive and negative model biases against ERA-Interim.
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The corresponding 50 hPa westward phase amplitudes
are poorly simulated across the ensemble, apart from
three models, two of which – CESM1(WACCM5-110L) and
HadGEM2-A – reproduced the amplitudes rather well,
while the remainder have amplitudes biased systemati-
cally low relative to ERA-Interim.

In summary, the models have a lot in common in
terms of performance in representing the QBO with shared
strengths and weaknesses across a majority of models.
While the range of metrics used here is clearly not exhaus-
tive, the common deficiencies already identified for this
current choice of metrics provide compelling motivation
for further investigation and model development in these
areas.

6 QBO WAVE FORCING

As the results of Sections 4 and 5 suggest the need
for a more detailed investigation into the differences in
wave driving between models, the relative contributions
of resolved and parametrized wave forcing to the QBO are
briefly explored. Vertical structure and relative contribu-
tions of resolved and parametrized wave forcing are exam-
ined in Section 6.1, followed in Section 6.2 by a comparison
between models using parametrized NOGWs against the
single model in the ensemble (MIROC-AGCM-LL) that
does not use parametrized NOGWs.

6.1 Relative contributions by resolved
and parametrized wave forcing

Figure 12 shows for Exp 1 composite zonal wind and wave
forcing profiles for the first month in each QBO cycle
when the phase is eastward (a,b,c) and westward (d,e,f). As
described in Section 2.2.1, the phases are defined by tran-
sitions of the mean zonal wind ūeq at the 10 hPa reference
level. Accelerations due to resolved waves, that is, diver-
gence of the Eliassen–Palm (EP) flux, and parametrized
NOGWs are shown in Figure 12(b,e) and (c,f), respectively.
Westward acceleration near the tropopause in Figure 12b,e
almost certainly results from the horizontal component
of the EP flux (e.g., Yoshida et al., 2018) and not the ver-
tically propagating waves that contribute to driving the
QBO. However, this persistent westward forcing through-
out the QBO cycles affects the climatological background
zonal wind, which in turn can impact on the vertically
propagating waves and also the parametrized NOGWs.

Accelerations from both the resolved and parametrized
forcing peak, on average, at roughly the level of zero
zonal wind for the eastward onsets (Figure 12b,c), and
just above the level of zero wind for westward onsets

(Figure 12e,f). The most likely cause of this effect is dif-
ferent filtering of eastward and westward waves below
10 hPa due to the phase asymmetry in QBO winds noted
in Section 3. In particular, in the mid-stratosphere the
westward winds in Figure 12a peak at 30 m⋅s−1, roughly
three times the peak eastward wind speed in Figure 12d,
while near the tropopause winds are, on average, westward
in both panels (indicative of divergence of the horizon-
tal EP-flux component noted above). A consequence of
these differences is that more westward waves with low
phase speeds are filtered or damped below 10 hPa, dur-
ing the onset of the westward phase, than is the case for
eastward waves during the onset of the eastward phase.
Hence, during the westward onset, westward waves with
higher zonal phase speeds are more dominant. As criti-
cal levels for these faster-moving waves are where their
westward phase speeds match the zonal wind, this will
tend to shift wave forcing to above 10 hPa, further into
the region of westward winds (Figure 12d). A similar con-
trast between westward and eastward peak forcing was
found when the models' NOGW parametrizations were
used offline to calculate forcings for opposing QBO phases
(Butchart et al., 2018, figures 7b,e). Again the peak forc-
ing for the westward onset occurred, on average, above the
zero zonal wind level, whereas for the eastward QBO phase
the peak forcing was closer to the level of zero wind. The
offline calculations all specified the same momentum flux
at 100 hPa and, as their background wind profiles did not
evolve, the contrasting behaviour can be directly attributed
to differences in the filtering by the two wind profiles.

In general, the peak accelerations due to NOGWs are
larger than those due to resolved waves, for both QBO
phases. The one model without parametrized NOGWs,
MIROC-AGCM-LL, has peak values of resolved wave forc-
ing much larger than those in the other models, and simi-
lar in magnitude to the peak NOGW forcing seen in most
models (≈ 0.4 m⋅s−1⋅day−1; Figure 12). There are large vari-
ations in NOGW forcing across models, with peak values
ranging from 0.2 to 0.6 m⋅s−1⋅day−1 for eastward onsets
and from –0.4 to –0.9 m⋅s−1⋅day−1 for westward onsets.
This intermodel spread is similar to that obtained from
the offline calculations with specified momentum fluxes
at 100 hPa that were the same for each parametrization
(figures 7b,e of Butchart et al., 2018), though overall peak
values are roughly a factor of two smaller in Figure 12b,c,
which show zonal and monthly averages. When the
launch fluxes and launch altitudes from their respective
GCMs were used in the offline calculations, larger inter-
model spread was seen (figure 7c,f of Butchart et al.,
2018). Differences between Exp 1 models in the wind pro-
files through which the NOGWs propagate (Figure 12a,d)
are also likely to contribute to intermodel variations in
NOGW forcing. Conversely, adjusting NOGW schemes to



24 BUSHELL et al.

(a) (b) (c)

(d) (e) (f)

F I G U R E 12 Composited equatorial (5◦S–5◦N) monthly and zonal mean zonal wind and wave forcing profiles (100 hPa to 3 hPa) from
Exp 1 model first ensemble members and ERA-Interim for the first month after (a, b, c) 10 hPa westward to eastward QBO wind transitions
and (d, e, f) eastward to westward transitions. (a, d) zonal wind, (b, e) mean-flow accelerations due to resolved waves, and (c, f) mean-flow
accelerations due to parametrized NOGWs. Due to data availability issues, (b, e) are missing the 60LCAM5 model and (c, f) are missing
HadGEM2-A and HadGEM2-AC. Solid and dashed lines indicate fixed and variable NOGW sources as in Figure 10. (Note the different
horizontal scales in the panels.)

drive more realistic QBOs in models can lead to an arti-
ficial reduction of intermodel spread (i.e., models may be
overtuned) which most likely accounts for the absence of
stronger differences between models in Figure 12c,f.

The same method that was applied to create Figure 5b
amplitude profiles of ūeq from Figure 3 mean QBO cycles
defined by westward to eastward phase transitions (TTm-
ceq from Section 2.2.3) was used to process the forcings
by resolved waves and NOGWs. Forcing by NOGWs is
larger than forcing by resolved waves at all QBO alti-
tudes (Figure 13a,b) and both are weaker in the mul-
timodel mean than individual models, consistent with
spread among models in timing of forcing events relative

to the QBO cycle. For most models the relative contri-
bution to the total forcing from NOGWs (Figure 13c)
exceeds 50% above ≈70 hPa, and does not vary strongly
with altitude. Below 70 hPa the small relative size of
NOGW forcing is due to large resolved wave forcing near
the tropopause (Figure 13a) which, as noted above, is
unlikely to result from vertically propagating waves. The
amplitude of both resolved and parametrized wave forc-
ing increases rapidly with altitude (Figure 13a,b) with
the NOGW forcing growing slightly more rapidly in most
models. On average 80% of the total forcing at 10 hPa
is from NOGWs compared to 70% at 70 hPa, though in
some models, such as MIROC-ESM, the change in relative
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(a) (b) (c)

(d) (e) (f)

F I G U R E 13 Vertical profiles (100 hPa to 3 hPa) of QBO mean cycles of equatorial (5◦S–5◦N) monthly and zonal mean accelerations for
Exp 1 ensembles. (a) TTmceq amplitude of resolved wave acceleration (dotted lines are for models with variable source for parametrized
NOGW; solid lines are for the remaining models). (b) is as (a) but for NOGW acceleration. (c) shows percentage of NOGW to the sum of
resolved and NOGW acceleration amplitudes. (d–f) are as (a–c), but for separate eastward (solid) and westward (dashed) QBO phases.
Models included are as in Figure 12

forcing with altitude is greater (Figure 13c). An increase
with altitude in the proportion of forcing that comes
from NOGWs suggests that these are depositing their
momentum at too high an altitude, which would lead
to a poorly simulated vertical distribution of momentum
deposition and might explain why most simulated QBOs
are too strong above 10 hPa and too weak lower down
(Section 3.2).

Insufficient wave forcing at lower altitudes could
also be due to problems with resolved waves which
can result, for example, from coarse vertical resolu-
tion (Anstey et al., 2016). Using a wave-213 spectral
truncation, 256-level (T213L256) AGCM, Kawatani et al.

(2010) found that small-scale gravity waves with zonal
wavenumber greater than 107 (≲180 km) were crucial for
driving the westward phase in the lower-middle strato-
sphere. With the exception of MRI-ESM2, 60LCAM5 and
CESM1(WACCM5-110L), models used here have horizon-
tal resolution that is similar to or coarser than this limit
(figure 5 of Butchart et al., 2018) and cannot resolve
these smaller-scale waves. Nonetheless, Figure 13f shows
that the relative contributions of NOGWs to the forcing
of the westward and eastward phases are quite similar,
though the relative contribution to the westward phase
is more constant with altitude. The growing importance
with altitude of the eastward forcing from NOGWs would
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(a) (b)

(c) (d)

F I G U R E 14 Pressure (100 hPa to 3 hPa) versus time mean QBO cycle, defined by westward to eastward wind transitions at 10 hPa and
normalized to the multimodel mean period, for Exp 1 equatorial (5◦S–5◦N) monthly and zonal mean accelerations of the mean flow (colour
shading, thin black contours) with corresponding zonal wind for reference (thick red contours, every 0.2 m⋅s−1⋅day−1) due to (a) sum of
resolved and subgrid NOGWs for all model ensembles except MIROC-AGCM-LL, (b) resolved waves for MIROC-AGCM-LL model only, (c)
resolved waves for all models except MIROC-AGCM-LL, (d) subgrid NOGWs for all models except MIROC-AGCM-LL. Models included are
as in Figure 12

be expected in models that poorly represent the eastward
forcing from large-scale Kelvin waves (Holt et al., 2020)
though it is also consistent with a simple overestimate of
parametrized fluxes in models with substantial eastward
biases.

6.2 Comparison with resolved gravity
waves

Unlike for diagnostics shown in Sections 3 and 4, eval-
uating the forcings from NOGWs is complicated by a
lack of observations. An alternative is to compare the
parametrized results with those from models, ideally with
much finer resolution, which explicitly resolve all the QBO
wave forcings. However in QBOi to date there is only
one model, MIROC-AGCM-LL, that is configured without
parametrized NOGWs and it lacks the resolution to resolve
the small-scale gravity waves identified in Section 6.1. As
there is an interest in improving understanding of these
contrasting modelling strategies, wave forcings over the
depth and width (at 10 hPa) of the mean QBO cycle in
MIROC-AGCM-LL are briefly compared below to the mul-
timodel means of available forcings from models with

parametrized NOGWs. Nonetheless, more robust conclu-
sions will clearly depend on more results becoming avail-
able from models with better resolution that can explic-
itly represent the QBO wave forcings; this is an area for
future work.

The change in wave forcing over the QBO cycle at each
altitude is shown in Figure 14 averaged over all cycles and
model ensembles for Exp 1. As in Figure 7, the averaging
was achieved by scaling the time dependence of each QBO
cycle such that its duration maps onto the Exp 1 multi-
model mean period (i.e., all cycles are of the same duration
and can be averaged). Shading in Figure 14a,c,d shows the
total wave forcing as well as forcing from resolved and
parametrized NOGWs averaged over models that include
parametrized NOGWs (i.e., excluding MIROC-AGCM-LL).
Contours denote the corresponding zonal mean zonal
wind. As MIROC-AGCM-LL is able to simulate a realis-
tic QBO, its wave forcing (Figure 14b) at most levels and
throughout the QBO cycle is, as expected, very similar to
the total wave forcing averaged for the models that include
parametrized NOGWs (Figure 14a). This shows that the
NOGW parametrizations used in these models are able
to compensate for the shortfall in resolved wave forcing,
which is weaker than the forcing by parametrized NOGW
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(compare Figure 14c,d). However, MIROC-AGCM-LL is
still expected to underestimate resolved wave forcing as
its resolution is too coarse to capture the aforementioned
NOGWs with zonal wavenumber greater than 107. It is also
notable that the occurrence of peak westward forcing at a
higher altitude relative to the zero-wind line than eastward
forcing, which was evident earlier, is clearly seen in both
the MIROC-AGCM-LL and multimodel NOGW results
and extends down to about 50 hPa where the descent of
the westward shear zones terminate (Figure 14d). This
again indicates realistic behaviour of the parametrized
NOGWs, at least as judged by comparison with waves
that are resolved in MIROC-AGCM-LL. Furthermore, it
suggests that westward winds just above the tropopause
(100–70 hPa) play an important role in filtering westward
waves throughout the QBO cycle (not only during 10 hPa
onsets as were shown in Figure 12).

Figure 15 is similar to Figure 14 except that it dis-
plays the latitudinal structure of the mean QBO cycle at
10 hPa rather than vertical structure at the Equator. As in
Figure 14, the MIROC-AGCM-LL resolved wave forcing
(Figure 15b) is seen to resemble total forcing in the mean
of other models in most respects (Figure 15a). However a
difference between them is seen at the QBO edges (10◦–15◦
poleward of the Equator) where the eastward forcing per-
sists somewhat farther past the peak in the eastward winds
in MIROC-AGCM-LL than it does for total forcing in the
mean of the remaining models. A similar latitudinal struc-
ture appears, weakly, in the multimodel resolved wave
forcing (Figure 15c). The multimodel parametrized wave
forcing, in contrast, shows a more uniform latitudinal dis-
tribution at about six months (Figure 15d) than is seen
in MIROC-AGCM-LL, despite substantial intermodel vari-
ability (not shown) in the amplitude of the latitudinal
structure earlier in the mean cycle. This suggests that
parametrized eastward NOGWs may be too strong at the
Equator, as would be consistent with the eastward biases
seen in many models (Figure 5a) and narrow latitudinal
extents (Figure 5f). However, as noted above, more robust
conclusions will require further comparison against other
models that include a spectrum of resolved small-scale
NOGWs.

7 CONCLUSIONS

In this paper, simulations of the QBO by thirteen AGCMs
that performed two present-day experiments have been
compared and evaluated against a widely used reanal-
ysis product, ERA-Interim. The first experiment used
observed SSTs for 1979–2009 while the second was a
time-slice simulation with repeated annual cycle for
the SSTs. Model configurations were kept the same as

in the first experiment (i.e., only the external forcings
differ). Comparison of the two experiments indicates
only a small impact on the QBO due to these differ-
ences in interannual variability of the SSTs. Given this
similarity, the focus of this study has been primarily on
the simulations forced with observed SSTs in order to
obtain the best possible validation of model QBOs against
ERA-Interim. When observed SSTs are used, QBO mean
periods range from 20 to 30 months, or −29% to +7% of
the 28-month ERA-Interim mean period. One change in
behaviour between the two experiments is that models
using variable-source parametrized NOGWs have shorter
QBO periods in the time-slice simulations. Despite differ-
ences in the climatology of observed SSTs compared to that
used for the repeated annual cycle, this change appears
to be an outcome of the reduced interannual variability.
Although this sensitivity in models with variable-source
parametrized NOGWs merits more detailed investigation,
the differences are sufficiently small that an absence of
interannual variability in the SSTs is unlikely to compro-
mise time-slice projections of future QBO behaviour using
these models (e.g., Richter et al., 2020).

For CMIP5, a couple of metrics (e.g., mean period,
amplitude) were sufficient to distinguish the few mod-
els capable of producing internally generated QBOs from
the overwhelming majority that could not. The prospect
of data becoming available (e.g., under CMIP6) from
many more models with QBOs brings both the promise
of improved statistical significance and a need to expand
the range of metrics routinely deployed for characterizing
QBO performance, in order to identify common traits that
might be associated with predicting QBO impacts beyond
the equatorial stratosphere. Such considerations moti-
vated previous work to define a suite of metrics (Schen-
zinger et al., 2017), which this paper has extended by also
evaluating grades for a selection of metrics, based on the
QBO zonal mean zonal wind, which summarize perfor-
mance of the QBOi multimodel ensemble relative to recent
QBO observations. A subset of these grades indicates that
QBOi models on average simulate QBO periods and 10 hPa
amplitudes at least as well as those CMIP5 models with the
most realistic QBOs.

However, model grades for other metrics show that
most perform poorly at 50 hPa and in representing widths
(where meridional structure is generally too narrow) at
both 10 and 50 hPa, indicating a need for further model
development. Better grades for a metric based on ampli-
tude attenuation suggest that the vertical profile of ampli-
tude relative to an individual model's peak amplitude
tends to be well represented, though the the peak ampli-
tude (and hence profile scale) tends to be somewhat
underestimated relative to ERA-Interim and its location
translated upward. For both experiments, QBO amplitudes
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(a) (b)

(c) (d)

F I G U R E 15 Subtropical latitude versus time mean QBO cycle, defined by westward to eastward wind transitions at 10 hPa and
normalized to the multimodel mean period, for 10 hPa monthly and zonal mean Exp 1 accelerations of the mean flow (colour shading, thin
black contours) with corresponding zonal wind (thick red contours, every 0.2 m⋅s−1⋅day−1) due to (a) sum of resolved and subgrid NOGWs
for all model ensembles except MIROC-AGCM-LL, (b) resolved waves for MIROC-AGCM-LL model only, (c) resolved waves for all models
except MIROC-AGCM-LL, (d) subgrid NOGWs for all models except MIROC-AGCM-LL. Models included are as in Figure 12

reach their maximum in the vertical at or about 10 hPa
in most models, where their amplitudes agree best with
reanalysis, though the peak for ERA-Interim lies near
15 hPa. As is consistent with the weaker zonal wind shear,
the QBO in temperature is weaker than in ERA-Interim,
but penetrates down to the tropopause in the multimodel
mean. A challenge for future model development is to
improve the QBO simulation as assessed not just against
individual (e.g., period) metrics, but across a range of
metrics such as those used in Figure 11.

Forcing by parametrized NOGWs exceeds that by
resolved waves at all altitudes, indicating that the
simulated QBOs are strongly dependent on parametrized
forcing for both eastward and westward phases of the QBO.
The relative strength of resolved and parametrized forcing
does not vary strongly with altitude, but the slight increase
with altitude in the relative contribution of NOGWs could
play a role in the overestimate of QBO amplitude at high
altitudes by most models. However, given a lack of obser-
vational constraints on reanalysis winds at altitudes above
10 hPa in the Tropics, it is possible that ERA-Interim
underestimates the amplitude above 10 hPa. MERRA
and MERRA-2 reanalyses (not shown), which unlike

ERA-Interim include parametrized NOGW (Fujiwara
et al., 2017), have by comparison larger QBO ampli-
tudes above 10 hPa. If true, this would imply a smaller
overestimate by QBOi models than ERA-Interim suggests.

Comparison between MIROC-AGCM-LL, the sole
model configured without a NOGW parametrization, and
the other models suggests that parametrized NOGWs suc-
cessfully compensate for low resolved wave forcing in
many respects, allowing these other models to simulate the
QBO in a physically plausible way. This comparison also
suggests that the parametrized NOGWs may produce east-
ward forcing that is too strong at the Equator. However, any
conclusions regarding the realism of parametrized gravity
waves based on a comparison with the single model with-
out parametrized NOGWs (MIROC-AGCM-LL) are strictly
tentative, as that model lacks the resolution believed nec-
essary to represent explicitly a full spectrum of grav-
ity waves. Moreover, MIROC-AGCM-LL shows similar
QBO biases to the other models and has resolved grav-
ity waves that are not necessarily realistic (e.g., they are
likely to depend on the model's parametrized deep con-
vection). Nevertheless, as climate model resolutions move
into territory previously occupied by numerical weather
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prediction, where more of the GW spectrum is explicitly
represented, QBOs are likely to be less dependent on
NOGW parametrizations and there is continued interest
in exploring the development potential of both modelling
strategies. In these present-day experiments, parametrized
forcing by NOGWs remains a major uncertainty under-
lying QBO simulation, as it does for future projections
of the QBO (Richter et al., 2020). One aspect that might
be explored in more detail is vertical resolution, which
can influence wave propagation through the QBO region
due to its impact on dissipation processes in the strato-
sphere. Other topics relevant for future work include the
representation of the temperature QBO and its associated
meridional mean circulation, especially near the tropical
tropopause; the QBO in ozone and ozone feedbacks on
the dynamical QBO (e.g., Butchart et al., 2003; Naoe et al.,
2017); and synchronization of the QBO with ENSO or the
annual cycle (e.g., Christiansen et al., 2016).

In summary, all thirteen QBOi models simulate rea-
sonable QBOs, though the graded metric portrait of model
performance indicated that this success centres on selected
metrics that are most commonly associated with the tun-
ing of NOGW parametrization schemes. Further analysis
is thus needed to better understand the origin of common
model deficiencies that have been identified, in particu-
lar around the characterization of width and amplitude
at 50 hPa which may be important for teleconnections
with the Extratropics. With improved understanding of
the strength and weakness of simulated QBOs, the choice
of graded metrics used to quantify model performance
will likewise evolve. However, this evolution will need to
be balanced with a measure of continuity to allow for a
comparison between different generations of models.
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