Search for a Narrow Resonance Lighter than 200 GeV Decaying to a Pair of Muons in Proton-Proton Collisions at \( \sqrt{s} = 13 \) TeV
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A search is presented for a narrow resonance decaying to a pair of oppositely charged muons using \( \sqrt{s} = 13 \) TeV proton-proton collision data recorded at the LHC. In the 45–75 and 110–200 GeV resonance mass ranges, the search is based on conventional triggering and event reconstruction techniques. In the 11.5–45 GeV mass range, the search uses data collected with dimuon triggers with low transverse momentum thresholds, recorded at high rate by storing a reduced amount of trigger-level information. The data correspond to integrated luminosities of 137 and 96.6 fb\(^{-1}\) for conventional and high-rate triggering, respectively. No significant resonant peaks are observed in the probed mass ranges. The search sets the most stringent constraints to date on a dark photon in the \( \sim 30–75 \) and 110–200 GeV mass ranges.
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A large body of cosmological evidence points to the existence of dark matter [1–4]. Unraveling its origin remains one of the outstanding problems of particle physics and cosmology. Dark matter is expected to interact very weakly, if at all, with standard model (SM) particles. This raises the possibility of a hidden, dark sector of particles whose interaction with SM particles may be mediated by a hypothetical dark photon \((Z_D)\) [5].

We present a search for a narrow resonance decaying to a pair of oppositely charged muons using \( \sqrt{s} = 13 \) TeV proton-proton (\( pp \)) collision data recorded by the CMS experiment at the CERN LHC. The search looks for a narrow resonance in the 11.5–200 GeV mass range, omitting the 75–110 GeV range where Z boson production dominates. The results of this search are interpreted in the context of a \( Z_D \) that interacts with SM particles through the kinetic mixing of its \( U(1)_D \) gauge field with the \( U(1)_Y \) hypercharge field of the SM [6–8]. The degree of mixing and the strength of the coupling of \( Z_D \) to SM particles is determined by the kinetic mixing coefficient \( \epsilon \). A discussion of the theory of kinetic mixing and its impact on electroweak symmetry breaking and on the electroweak precision variables can be found in Ref. [9]. Constraints have been placed on visible \( Z_D \) decays in direct searches by beam dump [10], fixed-target [11], rare meson decay [12], and collider [13–16] experiments.

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator hadron calorimeter, each composed of a barrel and two end cap sections. Forward calorimeters extend the pseudorapidity \((\eta)\) coverage provided by the barrel and end cap detectors. Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid. A detailed description of the CMS detector, together with a definition of the coordinate system used and the relevant kinematic variables, can be found in Ref. [17].

Events of interest are selected using a two-tiered trigger system [18]. The first level (L1), composed of custom hardware processors, uses information from the calorimeters and muon detectors to select events at a rate of around 100 kHz within a time interval of 4 \( \mu s \). The second level, known as the high-level trigger (HLT), consists of a farm of processors running a version of the full event reconstruction software optimized for fast processing. A set of triggers in the HLT system reduces the event rate to around 1 kHz, allowing data containing all the information necessary for complete event reconstruction, \( \sim 1 \) MB/event, to be transferred to storage. These triggers are termed “standard triggers” in this Letter. The standard dimuon triggers have transverse momentum \((p_T)\) requirements of 12–15 GeV on the highest \( p_T \) muon, and 5–7 GeV on the second-highest \( p_T \) muon reconstructed at L1. Requirements of \( p_T > 17 \) and 8 GeV are imposed at the HLT on the highest and second-highest \( p_T \) muons, respectively. The standard dimuon triggers collect data at a rate of around 30 Hz at the peak instantaneous luminosity of \( 2 \times 10^{34} \) cm\(^{-2}\) s\(^{-1}\). These data are then fully reconstructed and used in the
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search for dimuon resonance masses greater than 45 GeV. Dimuon events that do not pass the standard dimuon triggers, but are selected by certain single-muon triggers are also included. These required $p_T > 24$ GeV in the 2016 and 2018 data taking periods, and $p_T > 27$ GeV in 2017. The data collected during the years 2016–2018 correspond to an integrated luminosity of 137 fb$^{-1}$.

For dimuon resonance masses below $\sim 40$ GeV, the $p_T$ thresholds in the standard dimuon triggers significantly reduce the signal acceptance, thereby adversely affecting the search sensitivity. Therefore, a dedicated set of triggers with significantly lower muon $p_T$ thresholds were implemented. Events selected with these triggers contain a very limited amount of information about muons reconstructed at the HLT. This includes the muon four momenta, the number of hits left by each muon track in the tracking system, the normalized $\chi^2$ of the muon track, and the isolation around the muon computed as the scalar sum of the $p_T$ of all additional tracks in a $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.3$ cone around the muon. The resulting event size is $\sim 4(8)$ KB for data taken in 2017 (2018). Consequently, these triggers can operate at significantly higher rates compared to the standard triggers. We refer to this approach as “data scouting” [19], and the high-rate triggers are termed “scouting triggers.”

The scouting triggers include an L1 trigger requiring two muons with opposite charge and $p_T > 4(4.5)$ GeV for data collected in 2017 (2018). An additional requirement of $\Delta R < 1.2$ is imposed on the two muons to reduce the trigger rate. Furthermore, an L1 trigger requiring a pair of oppositely charged muons with $p_T > 4.5$ GeV and $|\eta| < 2.0$, forming an invariant mass between 7 and 18 GeV, is added. These two L1 triggers collect most of the events of interest in the dimuon mass range below $\sim 20$ GeV. Events passing the standard L1 dimuon triggers are also included, and collect a large fraction of events in the dimuon mass range above $\sim 20$ GeV. The two muons are required to have $p_T > 3$ GeV at the HLT. Lower muon thresholds are used for the HLT to maximize efficiency for events accepted by the L1 Trigger. The scouting dimuon triggers were fully commissioned for 2017 and recorded events at a rate of $\sim 2$ kHz at the peak instantaneous luminosity of $2 \times 10^{34}$ cm$^{-2}$ s$^{-1}$. Data corresponding to an integrated luminosity of 96.6 fb$^{-1}$ were collected with these triggers in 2017 and 2018.

The $Z_D$ signal is simulated at leading order (LO) using the hidden Abelian Higgs model (HAHM v3) [9,20] implemented with the MadGraph5_aMC@NLO2.2.2 (2.4.2) generator [21] for the 2016 (2017, 2018) data period. The width and cross section of the signal process are directly proportional to $e^2$. The analysis does not rely on simulation for background estimation. However, simulations of certain SM processes are used to evaluate data-to-simulation corrections and corresponding uncertainties in the signal prediction. The process involving the production of the $\Upsilon$(1S) resonance and its decay to a pair of muons is simulated at LO with PYTHIA8.230 [22]. The Drell-Yan (DY) background is simulated at LO and next-to-LO (NLO) using MadGraph5_aMC@NLO, with up to four and two additional partons in the matrix element calculations, respectively.

Events simulated at the matrix element level for the signal and background processes are then interfaced with PYTHIA in order to simulate the fragmentation, parton shower, and hadronization of partons in the initial and final states, along with the underlying event. This is done using the CUETP8M1 (CP5) tune [23,24] in the simulation for the 2016 (2017, 2018) data period. Jets from LO (NLO) simulations obtained with MadGraph5_aMC@NLO are matched to the parton shower produced by PYTHIA following the MLM [25] (FXFX [26]) prescription. The 2016 (2017, 2018) era simulations use the NNPDF 3.0 (3.1) parton distribution functions (PDFs) [27,28]. The interactions of all final-state particles with the CMS detector are simulated using GEANT4 [29]. Simulated events include the contribution of particles from additional $pp$ interactions within the same or nearby bunch crossings (pileup), with the multiplicity of reconstructed primary vertices adjusted to match that in data.

Events selected with the standard muon triggers are reconstructed using a particle-flow (PF) algorithm [30] that aims to reconstruct and identify individual particles in an event, with an optimized combination of information from the various elements of the CMS detector. Muons are reconstructed by associating a track reconstructed in the tracking detectors with a track in the muon system. The muon momentum is obtained from the curvature of the corresponding track. The candidate vertex with the largest value of summed physics-object $p_T^2$ is taken to be the primary $pp$ interaction vertex (PV). The physics objects in this case are the jets, clustered using the jet finding algorithm [31,32] with a distance parameter of 0.4, with the tracks assigned to the candidate vertices as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the $p_T$ of those jets. Jets arising from $b$ quark hadronization and decay ($b$ jets) are identified using a deep neural network algorithm termed “deepCSV,” which takes as input tracks that are displaced from the PV, secondary vertices, and jet kinematic variables [33]. A working point on the output of the deepCSV algorithm is chosen such that the efficiency of identifying a $b$ jet is $\sim 65$–75% and the probability of misidentifying a light-flavor jet as a $b$ jet is about 1%.

In the search performed using the standard triggers, events are required to contain at least one well-reconstructed PV and two oppositely charged muons that are geometrically matched to the HLT muon candidates within a cone of $\Delta R = 0.1$. The highest and second-highest $p_T$ muons are required to have $p_T > 20$ and 10 GeV, respectively, and $|\eta| < 1.9$. The restriction on $\eta$ is imposed
to ensure optimal dimuon mass resolution without incurring a significant loss in acceptance. In events selected with the single-muon triggers, the muon $p_T$ threshold is set to 26 (29) GeV for data collected in 2016 (2017, 2018). The muons are required to pass certain selection requirements based on the quality of their reconstructed tracks. The absolute values of the transverse and longitudinal impact parameters of the muon tracks are required to be less than 0.2 and 0.5 cm, respectively. The muon isolation, computed as the scalar sum of the $p_T$ of PF candidates (photons, charged hadrons, neutral hadrons) within a cone $\Delta R = 0.4$ around the direction of the muon momentum, is required to be less than $15\%$ of the muon $p_T$. Charged PF hadrons not associated with the PV are ignored in this sum. The contribution of neutral particles from pileup, estimated to be one half of the scalar sum of the $p_T$ of charged PF hadrons from pileup in the cone, is subtracted from this sum. Events containing one or more $b$ jets with $p_T > 30$ GeV and $|\eta| < 2.4$ are rejected to suppress most of the background from single and pair-produced top quarks.

In the search performed using the scouting triggers, events are required to contain two muons of opposite charge, with $p_T > 4$ GeV and $|\eta| < 1.9$, that are consistent with originating from the same vertex. The muons are required to pass selection requirements based on the track quality information available in the event. The muon isolation is required to be less than $15\%$ of the muon $p_T$. In order to suppress the background involving muons from heavy flavor decays that typically have low $p_T$, the (second-) highest $p_T$ muon is required to have $p_T > m_{\mu\mu}/4$, where $m_{\mu\mu}$ is the dimuon invariant mass.

Figure 1 shows the $m_{\mu\mu}$ distributions obtained with data collected using the standard and scouting triggers. The $m_{\mu\mu}$ distribution of fully reconstructed events collected using the standard triggers suffers from a significant acceptance loss resulting in the structure visible for $m_{\mu\mu} < 40$ GeV. The loss of acceptance is due to the $p_T$ thresholds of 20 and 10 GeV on the two muons. The $m_{\mu\mu}$ distribution of events collected using the scouting triggers, however, continues to rise steadily for masses lower than 40 GeV. For masses lower than 20 GeV, an even steeper rise is observed. This is the region where the L1 trigger with a requirement for $m_{\mu\mu}$ to be in the range 7–18 GeV contributes significantly.

The $m_{\mu\mu}$ resolution depends strongly on the $|\eta|$ of the two muons. The $p_T$ resolution of muons with $p_T < 50$ GeV is $\sim1\%$ in the central barrel region of the detector ($|\eta| < 0.9$), and $\sim3\%$ in the end caps of the muon system ($|\eta| > 1.2$) [34]. Therefore, events are divided in two categories. The barrel category consists of events in which both muons have $|\eta| < 0.9$, and the forward category contains events in which at least one of the two muons has $0.9 < |\eta| < 1.9$.

The intrinsic width of the signal resonance considered in this search is assumed to be much narrower than the detector resolution. The signal line shape is modeled using a parametric shape called the double-sided crystal ball (DCB) function [35]. The core of this function consists of a Gaussian distribution of mean $s$ and standard deviation $\sigma$. The $s$ and $\sigma$ parameters represent the peak position and resolution of the resonance, and are allowed to vary using constrained nuisance parameters corresponding to the muon momentum scale and resolution uncertainties. The uncertainty in the $m_{\mu\mu}$ resolution is estimated to be $10\%$ of $\sigma$. The uncertainty in the mass scale is $0.1\%$ of the resonance mass in the search performed using data from standard triggers, while it varies in the range 0.06–0.1% for the search performed using data from the scouting triggers.

There are several experimental sources of systematic uncertainty in the estimation of the signal yield. The measured integrated luminosity has an uncertainty of 2.3 (2.5)% for data collected in 2017 (2016, 2018) [36–38]. In the search performed using the standard muon triggers, uncertainties of 0.2 and 1.5–3.0% are ascribed to the measurement of the trigger and muon selection efficiencies, respectively. The uncertainty in the inefficiency caused by the $b$ jet rejection is $1\%$. In the search performed using scouting data, the uncertainty in the muon selection efficiency varies in the range 3–10%. The efficiency of the scouting triggers is measured with respect to fully reconstructed muons using events selected with independent standard triggers. The average uncertainty in the trigger efficiency is of order $5\%$, a value that takes into account a small uncertainty associated with the requirement that the muons be fully reconstructed, and a potential effect arising from background contamination.
of the pseudodata sets. A signal-plus-background fit is used to generate 2000 sets of alternative test functions to model the shape of the background. An parametric function is used to model the shape of the background. The parameters of this function and the background yield are allowed to float freely in the fit, and are uncorrelated between the two event categories. In the search using the standard triggers, the fit is performed in a range of ±7σ around the probed resonance mass, where σ is the mass resolution parameter of the DCB function used to model the signal. The background, which is dominated by DY events, is modeled in both event categories using the product of a modified form of the Breit-Wigner function [39] and a second-order Bernstein polynomial. In the search using the scouting triggers, the fit is performed in a range of ±5σ around the probed resonance mass. The background mass distribution is modeled using a fourth-order Bernstein polynomial. The chosen background functions, and the sizes of the mass windows maximize the expected sensitivity while introducing only a small bias in the measured signal yield. Figure 1 (inset) shows, as an example, the m_{\mu\mu} distribution of events in the barrel category in the 23.9–26.1 GeV window that is used to search for a 25 GeV resonance. A fit performed to these data assuming no signal is also shown along with the expected signal contribution for a 25 GeV Z_{D} with \epsilon^2 = 2 \times 10^{-5}.

In order to assess the possible bias in the measurement of a signal due to the choice of the function used to model the background distribution, we consider several alternative functions to model the shape of the background. An alternative test function is fit to the data in each event category, and is then used to generate 2000 sets of pseudodata. A certain amount of signal is injected in each of the pseudodata sets. A signal-plus-background fit is performed using the chosen background function to each of the pseudodata sets with the signal yield allowed to float freely. The bias is quantified as the ratio of the difference between the measured and injected signals, and the statistical uncertainty in the measured signal yield. The bias is found to be less than 10\% of the statistical uncertainty in the measured signal yield for resonance masses greater than 20 GeV, in both event categories. For masses below 20 GeV, the bias is estimated to be less than 20 (30)\% of the statistical uncertainty for the barrel (forward) category. In order to account for this uncertainty, we introduce an additional background in the fit. The shape of the background is taken to be the same as that of the signal, and its normalization is treated as a nuisance parameter with mean value zero, whose variations are constrained by a Gaussian distribution with standard deviation equal to the bias found in the tests.

The statistical analysis is performed using a profile likelihood ratio test statistic in which systematic uncertainties are modeled as constrained nuisance parameters. The nuisance parameters for the m_{\mu\mu} scale and resolution uncertainties, and the bias due to the choice of the background fit function are modeled using the Gaussian probability density function. All other sources of systematic uncertainty affect the signal yield, and are modeled with nuisance parameters that are constrained using the log-normal probability density function.

The data are found to be consistent with the background expectation. Figure 2 shows the upper limits at 95\% confidence level (C.L.) on the product of the signal cross section, branching fraction to a pair of muons, and the kinematic and geometrical acceptance for a narrow resonance using an asymptotic CL_s criterion [40–42].
The results of this search are interpreted in the context of a dark photon model. The signal is kinematically similar to the SM DY process. Therefore, an NLO $K$ factor has been computed for the LO signal simulation by comparing the NLO and LO DY cross sections, and is found to be 1.09 over the entire mass range under consideration. Uncertainties due to the choice of the renormalization and factorization scales ($4.5\%$), and the modeling of the PDFs ($1\%$) are ascribed to the signal cross section. We set upper limits at $90\%$ C.L. on $\epsilon_s^2$ as a function of the $Z_D$ mass, as shown in Fig. 3. These are compared with recent results from the LHCb Collaboration [16,43] and indirect constraints at $95\%$ C.L. from measurements of the electroweak observables [9]. This search sets the most stringent limits to date in the $\sim 30$–75 and 110–200 GeV mass ranges. Furthermore, limits from this search are competitive with those obtained in Ref. [16] at lower masses.

In summary, a search has been presented for a narrow resonance decaying to a pair of muons using proton-proton collision data recorded by the CMS experiment at $\sqrt{s} = 13$ TeV. The search in the 45–75 and 110–200 GeV resonance mass ranges uses fully reconstructed data containing a pair of muons with transverse momenta greater than 20 and 10 GeV, corresponding to an integrated luminosity of 137 fb$^{-1}$. The search in the resonance mass range of 11.5–45.0 GeV is performed using data collected with high-rate dimuon triggers, corresponding to an integrated luminosity of 96.6 fb$^{-1}$. This is the first search that uses data with reduced trigger-level muon information, collected with dimuon triggers that have transverse momentum thresholds of 3 GeV. The data are found to be consistent with the background prediction. The search sets the lowest upper limits to date on the kinetic mixing coefficient of a dark photon in the $\sim 30$–75 and 110–200 GeV mass ranges.

We congratulate our colleagues in the CERN accelerator departments for the excellent performance of the LHC and thank the technical and administrative staffs at CERN and at other CMS institutes for their contributions to the success of the CMS effort. In addition, we gratefully acknowledge the computing centers and personnel of the Worldwide LHC Computing Grid for delivering so effectively the computing infrastructure essential to our analyses. Finally, we acknowledge the enduring support for the construction and operation of the LHC and the CMS detector provided by the following funding agencies: BMBWF and FWF (Austria); FNRS and FWO (Belgium); CNPq, CAPES, FAPERJ, FAPERGS, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC (China); COLCIENCIAS (Colombia); MSES and CSF (Croatia); RPF (Cyprus); SENESCYT (Ecuador); MoER, ERC IUT, PUT and ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France); BMBF, DFG, and HGF (Germany); GSRT (Greece); RFO (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland); INFN (Italy); MSIP and NRF (Republic of Korea); MES (Latvia); LAS (Lithuania); MOE and UM (Malaysia); BUAP, CINVESTAV, CONACYT, LNS, SEP, and UASLP-FAI (Mexico); MOS (Montenegro); MBIE (New Zealand); PAEC (Pakistan); MSHE and NSC (Poland); FCT (Portugal); JINR (Dubna); MON, RosAtom, RAS, RFBR, and NRC Ki (Russia); MESTD (Serbia); SEIDI, CPAN, PCTI, and FEDER (Spain); MOSTR (Sri Lanka); Swiss Funding Agencies (Switzerland); MST (Taipei); ThEPCenter, IPST, STAR, and NSTDA (Thailand); TUBITAK and TAEK (Turkey); NASU (Ukraine); STFC (United Kingdom); DOE and NSF (USA).

University of California, San Diego, La Jolla, California, USA

University of California, Santa Barbara—Department of Physics, Santa Barbara, California, USA

California Institute of Technology, Pasadena, California, USA

Carnegie Mellon University, Pittsburgh, Pennsylvania, USA

University of Colorado Boulder, Boulder, Colorado, USA

Cornell University, Ithaca, New York, USA

Fermi National Accelerator Laboratory, Batavia, Illinois, USA

University of Florida, Gainesville, Florida, USA

Florida International University, Miami, Florida, USA

Florida State University, Tallahassee, Florida, USA

Florida Institute of Technology, Melbourne, Florida, USA

University of Illinois at Chicago (UIC), Chicago, Illinois, USA

The University of Iowa, Iowa City, Iowa, USA

Johns Hopkins University, Baltimore, Maryland, USA

The University of Kansas, Lawrence, Kansas, USA

Kansas State University, Manhattan, Kansas, USA

Lawrence Livermore National Laboratory, Livermore, California, USA

University of Maryland, College Park, Maryland, USA

Massachusetts Institute of Technology, Cambridge, Massachusetts, USA

University of Minnesota, Minneapolis, Minnesota, USA

University of Mississippi, Oxford, Mississippi, USA

University of Nebraska-Lincoln, Lincoln, Nebraska, USA

State University of New York at Buffalo, Buffalo, New York, USA

Northeastern University, Boston, Massachusetts, USA

Northwestern University, Evanston, Illinois, USA

University of Notre Dame, Notre Dame, Indiana, USA

The Ohio State University, Columbus, Ohio, USA

Princeton University, Princeton, New Jersey, USA

University of Puerto Rico, Mayaguez, Puerto Rico, USA

Purdue University, West Lafayette, Indiana, USA

Purdue University Northwest, Hammond, Indiana, USA

Rice University, Houston, Texas, USA

University of Rochester, Rochester, New York, USA

Rutgers, The State University of New Jersey, Piscataway, New Jersey, USA

University of Tennessee, Knoxville, Tennessee, USA

Texas A&M University, College Station, Texas, USA

Texas Tech University, Lubbock, Texas, USA

Vanderbilt University, Nashville, Tennessee, USA

University of Virginia, Charlottesville, Virginia, USA

Wayne State University, Detroit, Michigan, USA

University of Wisconsin—Madison, Madison, WI, Wisconsin, USA

Deceased.

Also at Vienna University of Technology, Vienna, Austria.

Also at IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France.

Also at Universidade Estadual de Campinas, Campinas, Brazil.

Also at Federal University of Rio Grande do Sul, Porto Alegre, Brazil.

Also at UFMS.

Also at Universidade Federal de Pelotas, Pelotas, Brazil.

Also at Université Libre de Bruxelles, Bruxelles, Belgium.

Also at University of Chinese Academy of Sciences.

Also at Institute for Theoretical and Experimental Physics named by A.I. Alikhanov of NRC ‘Kurchatov Institute’, Moscow, Russia.

Also at Joint Institute for Nuclear Research, Dubna, Russia.

Also at British University in Egypt, Cairo, Egypt.

Also at Suez University, Suez, Egypt.

Also at Purdue University, West Lafayette, Indiana, USA.

Also at Université de Haute Alsace, Mulhouse, France.

Also at Erzincan Binali Yildirim University, Erzincan, Turkey.

Also at CERN, European Organization for Nuclear Research, Geneva, Switzerland.

Also at RWTH Aachen University, III. Physikalisches Institut A, Aachen, Germany.