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## 1 Introduction

This thesis deals with distribution function estimation, which is a very important topic in statistics. In the following, distribution function estimation is defined and the importance of the topic is explained. After that, a short overview of the thesis is given.

What is distribution function estimation? The setting is that we have an infinite sequence of independent and identically distributed (i.i.d.) random variables $X_{1}, X_{2}, \ldots$ that have an underlying unknown distribution function $F$. Now, the task is to estimate $F$, given a finite random sample $X_{1}, \ldots, X_{n}, n \in \mathbb{N}$.

In the case of parametric distribution function estimation, the model structure is already defined before knowing the data. It is for example known that the distribution will be of the form $\mathcal{N}\left(\mu, \sigma^{2}\right)$. The only goal is to estimate the parameters, here $\mu$ and $\sigma^{2}$.

Compared to this, in the nonparametric setting, the model structure is not specified a priori but is determined only by the sample. In this thesis, all the considered estimators are of nonparametric type.


Figure 1: Illustration of the Inverse Transform Sampling.

Why is distribution function estimation important? The goal is to investigate properties of a random sample and its underlying distribution. As the random variables are i.i.d., we here consider the properties of $X_{1}$ without loss of generality. One property of the distribution is the probability $\mathbb{P}\left(a \leq X_{1} \leq b\right)=F(b)-F(a)$, which can directly be estimated without the need to integrate as in the density estimation setting. By taking the inverse of $F$, it is also possible to calculate quantiles

$$
x_{p}=\inf \{x \in \mathbb{R}: p \leq F(x)\}=F^{-1}(p) .
$$

Another application of the inverse of $F$ is the so-called Inverse Transform Sampling (ITS). It can be used to generate more samples than already given. The idea is to use the expression

$$
Y \sim U[0,1] \Rightarrow F_{X_{1}}^{-1}(Y) \sim X_{1} .
$$

The intuition of ITS is shown in Figure 1. Given a random number $r \in[0,1]$ that corresponds to $Y$, the number $F_{X_{1}}^{-1}(r)$, corresponding to $F_{X_{1}}^{-1}(Y)$, is the new sample.


Figure 2: The different intervals of the estimators on the real line.


#### Abstract

About this thesis Two very famous distribution function estimators are the empirical density function (EDF) and the kernel estimator. However, there are many other estimators that perform better than these two. Some of them are discussed in this thesis. The goal is to derive properties of the considered estimators and compare them theoretically and in simulation.

One contribution of this thesis is the Szasz estimator that, to the best of my knowledge, is a new way to estimate distribution functions on $[0, \infty)$. Another contribution is that several properties of the estimators in this thesis were not proven before, such as the asymptotic normality of the Hermite estimators.

In Section 2 and Section 3, the EDF and the kernel estimator are introduced. A short summary of the most important definitions and properties is given. In Section 4, the background on function estimation with Bernstein polynomials is explained and in Section 5, the Bernstein distribution function estimator is defined. The Szasz estimator that is derived in Section 6 uses the ideas of the Bernstein estimator but can estimate functions on the real half line. Section 7 on the Hermite estimator is split up into two parts - one for the real half line and the other one for the real line. In Section 8, a theoretical comparison of the estimators is given and in Section 9, the estimators are compared in simulation. In Section 10, the most important findings of the thesis are summarized.

The proofs for each estimator can always be found at the end of the respective section, whereas the proofs for the EDF and the kernel estimator are omitted as the results are well known.

We now give a quick overview of the estimators compared in this thesis.


### 1.1 The Different Estimators

The first and most obvious difference between the estimators is that all of them are defined on different domains. This is illustrated in Figure 2. The Bernstein estimator for example can only estimate distributions that are supported on $[0,1]$, while the Szasz estimator and the Hermite estimator on the real half line can estimate distributions supported on $[0, \infty)$. These domains are of course normalized. A distribution on $[a, b], a<b$, can easily be transformed to the unit interval so that the Bernstein estimator can be applied. Furthermore, a distribution on $[-a, \infty), a>0$, can be shifted to the positive line. However, it is not possible to transform a distribution on $[0, \infty)$ to the unit interval without losing some important properties. This is explained in the beginning of Section 5 .

The Bernstein, Szasz, and both Hermite estimators are specifically designed for their respective intervals. The EDF and the kernel estimator serve as a comparison.

It holds that
$\{$ Distributions on $[0,1]\} \subset\{$ Distributions on $[0, \infty)\} \subset\{$ Distributions on $(-\infty, \infty)\}$,
which means that the distributions where the Bernstein estimator can be applied are a subset of those where the Szasz estimator can be applied and so on. More explanations about the resulting estimates and their properties can be found in Section 8.

All the estimators use different approaches to estimate the distribution function.


Figure 3: Illustration of the EDF with $n=20$ and $n=50$.

## 2 Empirical Distribution Function

The empirical distribution function (EDF) is the simplest way to estimate the underlying true distribution function, given a finite random sample $X_{1}, \ldots, X_{n}, n \in \mathbb{N}$. The idea is to use the strong law of large numbers. Then, the estimator is defined by

$$
F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}\left(X_{i} \leq x\right),
$$

where $\mathbb{I}$ is the indicator function. The estimator is illustrated in Figure 3 for $n=20$ and $n=50$. The Glivenko-Cantelli theorem assures the uniform, almost sure convergence of this estimator. In the sequel, some important properties of the EDF are stated. The following theorem follows directly from the central limit theorem.

Theorem 2.1. For the empirical distribution function it holds for $x$ with $0<F(x)<1$ that

$$
n^{1 / 2}\left(F_{n}(x)-\mathbb{E}\left[F_{n}(x)\right]\right)=n^{1 / 2}\left(F_{n}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right)
$$

for $n \rightarrow \infty$, where $\sigma^{2}(x)=F(x)(1-F(x))$.
End Theorem
The next theorem gives the mean squared error (MSE) and the mean integrated squared error (MISE) of the empirical distribution function, which are defined by

$$
\operatorname{MSE}\left[F_{n}(x)\right]=\mathbb{E}\left[\left(F_{n}(x)-F(x)\right)^{2}\right]
$$

and

$$
\operatorname{MISE}\left[F_{n}\right]=\mathbb{E}\left[\int_{\mathcal{D}}\left(F_{n}(x)-F(x)\right)^{2} \mathrm{~d} x\right],
$$

where we integrate over the considered domain $\mathcal{D}$.
Theorem 2.2. In [1], it can be seen that the MSE of the empirical distribution function is given by

$$
\begin{equation*}
\operatorname{MSE}\left[F_{n}(x)\right]=\operatorname{Var}\left[F_{n}(x)\right]=n^{-1} \sigma^{2}(x) . \tag{2.1}
\end{equation*}
$$

The MISE of the empirical distribution function is given by

$$
\operatorname{MISE}\left[F_{n}(x)\right]=n^{-1} \int_{\mathcal{D}} \sigma^{2}(x) \mathrm{d} x
$$

where $\sigma^{2}(x)$ is defined as in Theorem 2.1.


Figure 4: Illustration of the kernel density estimator.

## 3 Kernel Estimation

One of the most popular density estimators is the kernel density estimator. This estimator is also called the Parzen-Rosenblatt estimator after the two inventors Emanuel Parzen and Murray Rosenblatt who independently came up with the idea, see [2, 3]. It uses a kernel $K: \mathbb{R} \rightarrow \mathbb{R}$ that has to fulfill the properties

- $\int K(x) \mathrm{d} x=1$,
- $K(x) \geq 0$ for all $x$,
- $K(x)=K(-x)$ for all $x$,
- $\int x K(x) \mathrm{d} x=0$, and
- $\int x^{2} K(x) \mathrm{d} x<\infty$,
following [4]. This means that the kernel is a symmetric density function with zero mean and bounded variance. Some popular kernels are
- the Normal/Gaussian kernel: $K(x)=(2 \pi)^{-1 / 2} \exp \left(-\frac{1}{2} x^{2}\right)$,
- and the Epanechnikov kernel: $K(x)=\frac{3}{4}\left(1-x^{2}\right) \mathbb{I}(|x| \leq 1)$.

Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables that have an underlying unknown distribution function $F$ and unknown density function $f$. Given a finite random sample $X_{1}, \ldots, X_{n}, n \in \mathbb{N}$, the univariate kernel density estimator is defined by

$$
f_{h, n}(x)=\frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{x-X_{i}}{h}\right), x \in \mathbb{R}
$$

where the parameter $h \in \mathbb{R}_{>0}$ is called the bandwidth. In Figure 4, the estimator is illustrated. The idea is that the number of kernels is higher in regions with many samples, which leads to a higher density. The width and height of each kernel is determined by the bandwidth $h$. In this case, the bandwidth is the same for all kernels.


Figure 5: Illustration of the kernel distribution estimator for $n=20$.

To estimate the distribution function, the kernel density estimator is integrated. This means that if the distribution function is of the form

$$
F(x)=\int_{-\infty}^{x} f(u) \mathrm{d} u
$$

for a density function $f$, the kernel distribution estimator is of the form

$$
\begin{equation*}
F_{h, n}(x)=\int_{-\infty}^{x} f_{h, n}(u) \mathrm{d} u=\int_{-\infty}^{x} \frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{u-X_{i}}{h}\right) \mathrm{d} u=\frac{1}{n} \sum_{i=1}^{n} \mathbb{K}\left(\frac{x-X_{i}}{h}\right) \tag{3.1}
\end{equation*}
$$

where

$$
\mathbb{K}(t)=\int_{-\infty}^{t} K(u) \mathrm{d} u
$$

is a cumulative kernel function. This estimator was first introduced in [5]. In Figure 5, the integrated kernels $\frac{1}{n} \mathbb{K}\left(\frac{x-X_{i}}{h}\right)$ that sum up to the estimator (red) are illustrated in blue.

For both the kernel distribution estimator and the kernel density estimator, it is stated in [6, p. 592] and [7, Eq. (27), Eq. (33)] respectively that the mean and the bias are $o\left(h^{2}\right)$. The variance of the density estimator is $O(1 /(n h))$ and of the distribution estimator $O\left(n^{-1}\right)+O(h / n)=O\left(n^{-1}\right)$.

The kernel distribution estimator works well when the density is supported on $(-\infty, \infty)$. When the support is finite, problems at the boundaries can arise. In [8], it is shown that the bias at the boundary is $O(h)$, which is worse than $O\left(h^{2}\right)$. This is the reason why other approaches such as the Bernstein estimator are used to estimate distribution functions on bounded intervals.

We now state the most important properties of the kernel estimator. The first property is the asymptotic behavior.

### 3.1 Asymptotic Behavior

The next result follows from [9, Theorem 6]. It actually even holds for a more general case than kernel estimators.

Theorem 3.1. It holds for $x$ with $0<F(x)<1$ that

$$
n^{1 / 2}\left(F_{h, n}(x)-\mathbb{E}\left[F_{h, n}(x)\right]\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right)
$$

for $n \rightarrow \infty$, where $\sigma^{2}(x)$ is defined as in Theorem 2.1.

It is also possible to consider the asymptotic behavior of $n^{1 / 2}\left(F_{h, n}(x)-F(x)\right)$. As shown in [8], it holds that

$$
\begin{aligned}
n^{1 / 2}\left(F_{h, n}(x)-F(x)\right) & =n^{1 / 2}\left(F_{h, n}(x)-\mathbb{E}\left[F_{h, n}(x)\right]\right)+n^{1 / 2}\left(\mathbb{E}\left[F_{h, n}(x)\right]-F(x)\right) \\
& =n^{1 / 2}\left(F_{h, n}(x)-\mathbb{E}\left[F_{h, n}(x)\right]\right)+n^{1 / 2}\left(\frac{1}{2} h^{2} f^{\prime}(x) \mu_{2}+o\left(h^{2}\right)\right) \\
& =n^{1 / 2}\left(F_{h, n}(x)-\mathbb{E}\left[F_{h, n}(x)\right]\right)+\frac{1}{2} h^{2} n^{1 / 2} f^{\prime}(x) \mu_{2}+o\left(h^{2} n^{1 / 2}\right),
\end{aligned}
$$

where

$$
\mu_{2}=\int_{\mathcal{D}} t^{2} K(t) \mathrm{d} t
$$

and the necessary properties of $K$ are defined as in the beginning of this section. Again, we integrate over the considered domain $\mathcal{D}$. Using this equation, the next corollary follows directly.

Corollary 3.1. Let $n \rightarrow \infty$ and $h \rightarrow 0$. Then, for $x$ with $0<F(x)<1$ and support $[-1,1]$ of $K$ it holds that
(a) if $h^{-2} n^{-1 / 2} \rightarrow \infty$, then

$$
n^{1 / 2}\left(F_{h, n}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
$$

(b) if $h^{-2} n^{-1 / 2} \rightarrow c$, where $c$ is a positive constant, then

$$
n^{1 / 2}\left(F_{h, n}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(\frac{\mu_{2}}{2 c} f^{\prime}(x), \sigma^{2}(x)\right),
$$

where $\sigma^{2}(x)$ is defined as in Theorem 2.1.
End Corollary
For the asymptotic normality of the difference to the mean, no restrictions on the bandwidth $h$ are required, while for the behavior with respect to $F$ there are restrictions on $h$.

Next, the asymptotically optimal $h$ with respect to the MSE is calculated.

### 3.2 Asymptotically Optimal $h$ with Respect to MSE

The next result follows from [8] and gives the MSE of the kernel distribution estimator.
Theorem 3.2. The MSE of the kernel distribution estimator is of the form

$$
\operatorname{MSE}\left[F_{h, n}(x)\right]=n^{-1} \sigma^{2}(x)-h n^{-1} \eta f(x)+h^{4} v(x)+o\left(h^{4}\right)+O\left(\frac{h}{n}\right),
$$

where

$$
\eta=2 \int_{\mathcal{D}} x K(x) \mathbb{K}(x) \mathrm{d} x, v(x)=\left[\frac{1}{2} f^{\prime}(x) \int_{\mathcal{D}} t^{2} K(t) \mathrm{d} t\right]^{2},
$$

$K$ and $\mathbb{K}$ are defined as in Section 3.
In order to minimize the MSE, we take the derivative with respect to $h$ and asymptotically get

$$
\frac{\partial}{\partial h} \operatorname{MSE}\left[F_{h, n}(x)\right]=4 v(x) h^{3}-n^{-1} \eta f(x)
$$

Setting this to zero, we obtain

$$
\begin{aligned}
& 4 v(x) h^{3}-n^{-1} \eta f(x)=0 \\
\Leftrightarrow & 4 v(x) h^{3}=n^{-1} \eta f(x) \\
\Leftrightarrow & h=n^{-1 / 3}\left[\frac{\eta f(x)}{4 v(x)}\right]^{1 / 3} .
\end{aligned}
$$

This leads to the following corollary.
Corollary 3.2. Assuming that $f(x) \neq 0$ and $f^{\prime}(x) \neq 0$, the asymptotically optimal $h$ for estimating $F(x)$ with respect to MSE is

$$
\begin{equation*}
h_{\text {opt }}=n^{-1 / 3}\left[\frac{\eta f(x)}{4 v(x)}\right]^{1 / 3} . \tag{3.2}
\end{equation*}
$$

This gives

$$
\begin{equation*}
\operatorname{MSE}\left[\hat{F}_{h_{o p t}, n}(x)\right]=n^{-1} \sigma^{2}(x)-\frac{3}{4} n^{-4 / 3}\left[\frac{(\eta f(x))^{4}}{4 v(x)}\right]^{1 / 3}+O\left(n^{-4 / 3}\right) \tag{3.3}
\end{equation*}
$$

the optimal MSE.
The same is done in the next section for the MISE instead of the MSE.

### 3.3 Asymptotically Optimal $h$ with Respect to MISE

For the kernel distribution estimator $F_{h, n}$, the MISE is defined as

$$
\operatorname{MISE}\left[F_{h, n}\right]=\mathbb{E}\left[\int_{\mathcal{D}}\left(F_{h, n}(x)-F(x)\right)^{2} \mathrm{~d} x\right]
$$

where we integrate over the considered domain $\mathcal{D}$. The following result about the MISE of a kernel estimator can be found in [8, 10, 11].

Theorem 3.3. It holds that

$$
\operatorname{MISE}\left[F_{h, n}\right]=n^{-1} \int_{\mathcal{D}} \sigma^{2}(x) \mathrm{d} x-n^{-1} h \eta+\frac{1}{4} h^{4} \mu_{2}^{2} r_{F}+o\left(h^{4}\right)+O\left(\frac{h}{n}\right),
$$

where

$$
\eta=2 \int_{\mathcal{D}} x K(x) \mathbb{K}(x) \mathrm{d} x, \quad r_{F}=\int_{\mathcal{D}}\left(f^{\prime}(x)\right)^{2} \mathrm{~d} x, \quad \mu_{2}=\int_{\mathcal{D}} t^{2} K(t) \mathrm{d} t,
$$

and $\sigma^{2}(x)$ is defined as in Theorem 2.1.
As before, in order to minimize the MISE, we take the derivative with respect to $h$ and asymptotically get

$$
\frac{\partial}{\partial h} \operatorname{MISE}\left[F_{h, n}\right]=h^{3} \mu_{2}^{2} r_{F}-n^{-1} \eta
$$

Setting this to zero leads to

$$
\begin{aligned}
& h^{3} \mu_{2}^{2} r_{F}-n^{-1} \eta=0 \\
& \Leftrightarrow h^{3} \mu_{2}^{2} r_{F}=n^{-1} \eta \\
& \Leftrightarrow h=n^{-1 / 3}\left[\frac{\eta}{r_{F} \mu_{2}^{2}}\right]^{1 / 3} .
\end{aligned}
$$

With this result, the following corollary is trivial.

Corollary 3.3. It follows that the asymptotically optimal $h$ for estimating $F$ with respect to MISE is

$$
h_{o p t}=n^{-1 / 3}\left[\frac{\eta}{r_{F} \mu_{2}^{2}}\right]^{1 / 3}
$$

which leads to the asymptotic expression

$$
\begin{equation*}
\operatorname{MISE}\left[\hat{F}_{h_{o p t}, n}\right]=n^{-1} \int_{\mathcal{D}} \sigma^{2}(x) \mathrm{d} x-\frac{3}{4} n^{-4 / 3}\left(\frac{\alpha^{4}}{r_{F}}\right)^{1 / 3}+O\left(n^{-4 / 3}\right), \tag{3.4}
\end{equation*}
$$

where $\alpha=\frac{\eta}{\mu_{2}^{1 / 2}}$ and $\sigma^{2}(x)$ is defined as in Theorem 2.1.

## 4 Function Estimation With Bernstein Polynomials

In 1912 (see [12]), Sergei Natanowitsch Bernstein introduced the Bernstein polynomial of order $m$ of $u$

$$
\begin{equation*}
B_{m}(x)=B_{m}(u ; x)=\sum_{k=0}^{m} u\left(\frac{k}{m}\right) P_{k, m}(x) \tag{4.1}
\end{equation*}
$$

for a continuous function $u$ on $[0,1]$, where $P_{k, m}$ are the Bernstein basis polynomials

$$
P_{k, m}(x)=\binom{m}{k} x^{k}(1-x)^{m-k}
$$

(see Section 12.1 for more information). The following theorem that can be found in [13, Theorem 1] shows that this function uniformly converges to $u$.

Theorem 4.1. If $u$ is a continuous function on $[0,1]$, then as $m \rightarrow \infty$,

$$
B_{m}(u ; x)=\sum_{k=0}^{m} u\left(\frac{k}{m}\right) P_{k, m}(x) \rightarrow u(x)
$$

uniformly for $x \in[0,1]$.
At a Congress in Khar'kov in 1930 (see [14]), the three mathematicians Kantorovich, Vronskaya, and Khlodovskii introduced a new way to approximate functions $v \in L[0,1]$ with

$$
K_{m}(x)=K_{m}(v, x)=(m+1) \sum_{k=0}^{m} P_{k, m}(x) \int_{\frac{k}{m+1}}^{\frac{k+1}{m+1}} v(t) \mathrm{d} t
$$

the so-called Kantorovich polynomials. The connection between the Kantorovich polynomials and the Bernstein polynomials is

$$
B_{m+1}^{\prime}(u ; x)=(m+1) \sum_{k=0}^{m}\left(u\left(\frac{k+1}{m+1}\right)-u\left(\frac{k}{m+1}\right)\right) P_{k, m}(x)=K_{m}(v ; x)
$$

for functions $u$ and $v$ with

$$
u(x)=\int_{-\infty}^{x} v(t) \mathrm{d} t
$$

Of course, this relation calls to mind the density and distribution functions. The aforementioned approximations seem to be a good way to estimate these functions. This was done in 1975 when Vitale was the first to introduce an estimation of density functions with Bernstein polynomials based on the Kantorovich polynomials, see [15]. For a finite random sample $X_{1}, \ldots, X_{n}, n \in \mathbb{N}$, with unknown density function $f$ supported on $[0,1]$, define

$$
A_{k, m}^{(n)}=\text { Number of } X_{i} \text { in }\left(\frac{k}{m+1}, \frac{k+1}{m+1}\right]
$$

for $k \in\{0, \ldots, m\}$,

[^0]Using this result, Vitale approximates $f$ with

$$
f_{m, n}^{V}(x)=\frac{m+1}{n} \sum_{k=0}^{m} A_{k, m}^{(n)} P_{k, m}(x) .
$$

Vitale replaces the unknown distribution function $F$ by the EDF $F_{n}$ to estimate the density. This can easily be shown by

$$
\begin{aligned}
K_{m}(f ; x) & =(m+1) \sum_{k=0}^{m} P_{k, m}(x) \int_{\frac{k}{m+1}}^{\frac{k+1}{m+1}} f(t) \mathrm{d} t \\
& =(m+1) \sum_{k=0}^{m}\left(F\left(\frac{k+1}{m+1}\right)-F\left(\frac{k}{m+1}\right)\right) P_{k, m} \\
& \approx(m+1) \sum_{k=0}^{m}\left(F_{n}\left(\frac{k+1}{m+1}\right)-F_{n}\left(\frac{k}{m+1}\right)\right) P_{k, m} \\
& =\frac{m+1}{n} \sum_{k=0}^{m} \sum_{i=1}^{n} \mathbb{I}\left(\frac{k}{m+1}<X_{i} \leq \frac{k+1}{m+1}\right) P_{k, m} \\
& =\frac{m+1}{n} \sum_{k=0}^{m} A_{k, m}^{(n)} P_{k, m}=f_{m, n}^{V}(x) .
\end{aligned}
$$

The next section deals with the estimation of distribution functions based on the Bernstein polynomials.


Figure 6: Illustration of the Bernstein estimator for different parameters.

## 5 Bernstein Distribution Function Estimation on [0, 1]

In this section, let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random variables with unknown distribution function $F$ and unknown density function $f$ supported on the unit interval $[0,1]$.

We now talk about when it is possible to transform distributions to the unit interval without any disadvantages.

In the case where a random variable $Y$ is supported on the compact interval $[a, b], a<b$, it can easily be restricted to $[0,1]$ by transforming $Y$ to $(Y-a) /(b-a)$. The back-transformation can be done without worrying about optimality or convergence rates.

If a random variable $Z$ occupies the real line $(-\infty, \infty)$, one transformation that changes the support to $(0,1)$ is $1 / 2+(1 / \pi) \tan ^{-1} Z$. In the case that $Z$ is supported on $[0, \infty)$, a possible approach is $Z /(1+Z)$, which leads to concentration on $(0,1)$. Although the resulting random variable is supported on $(0,1)$ in the last two cases, it is not clear what happens to optimality conditions and convergence rates after the back-transformation.

Another argument against nonlinear transformations is the loss of interpretability. Imagine having two random variables $Z_{1}$ and $Z_{2}$ on $[0, \infty)$ and transforming them to $Z_{1} /\left(1+Z_{1}\right)$ and $Z_{2} /\left(1+Z_{2}\right)$. If $Z_{1} /\left(1+Z_{1}\right)$ is statistically less than $Z_{2} /\left(1+Z_{2}\right)$, it is not directly apparent if this also holds for $Z_{1}$ and $Z_{2}$. Hence, these transformations have to be treated with care.

The case of the real half line $[0, \infty)$ without the need to transform the random variable is considered in Section 6 and Section 7 deals with both the real half line $[0, \infty)$ and the real line $(-\infty, \infty)$.

Throughout the entire Section 5, we assume the following.
Assumption 5.1. The distribution function $F$ is continuous and has two continuous and bounded derivatives on $[0,1]$.

End Assumption
The continuity is to be understood as right and left continuity at the boundaries, as appropriate. The same holds for the differentiability.

Note that the restrictions at the boundary are only necessary to better derive the rates of convergence. For the convergence itself, the behavior at the boundary is not of importance as the estimator has zero bias and variance there. This insight was gained in [16].

The goal of this section is the estimation of a distribution function $F$ with density $f$ supported on $[0,1]$, given a finite random sample $X_{1}, \ldots, X_{n}, n \in \mathbb{N}$. As $F$ is continuous in our case, the use of a continuous estimator often makes much more sense than using the empirical distributon function (EDF) $F_{n}$. With Theorem 4.1 we know that $F$ can be represented by the expression

$$
B_{m}(F ; x)=\sum_{k=0}^{m} F\left(\frac{k}{m}\right) P_{k, m}(x),
$$

which converges to $F$ uniformly for $x \in[0,1]$. As the distribution function $F$ is unknown, the idea now is to replace $F$ with the EDF $F_{n}$. Following [17], this leads to the distribution function estimator

$$
\hat{F}_{m, n}(x)=\sum_{k=0}^{m} F_{n}\left(\frac{k}{m}\right) P_{k, m}(x),
$$

where $P_{k, m}=\binom{m}{k} x^{k}(1-x)^{m-k}$ are the Bernstein basis polynomials. We always assume that $m=m_{n}$ depends on $n$.

Figure 6 shows how the weighted Bernstein basis polynomials (blue) add up to estimate the distribution function.

We now state and prove some important properties of the Bernstein distribution estimator.

### 5.1 General Properties

One big advantage of the Bernstein distribution estimator is that it yields very smooth estimates with good behavior at the boundaries. Indeed, the estimator is unbiased with zero variance at the boundary because

$$
\begin{equation*}
\hat{F}_{m, n}(0)=0=F(0)=B_{m}(F ; 0) \text { and } \hat{F}_{m, n}(1)=1=F(1)=B_{m}(F ; 1) \tag{5.1}
\end{equation*}
$$

with probability one.
The expected value can easily be calculated as

$$
\begin{equation*}
\mathbb{E}\left[\hat{F}_{m, n}(x)\right]=B_{m}(F ; x)=\sum_{k=0}^{m} F\left(\frac{k}{m}\right) P_{k, m}(x) \tag{5.2}
\end{equation*}
$$

for $x \in[0,1], n \geq 1$, which is the Bernstein polynomial of order $m$ of $F$ introduced in Eq. (4.1).
Following [13], we now show that $\hat{F}_{m, n}(x)$ yields a proper continuous distribution function almost surely for all values of $m$. It is easy to see that $\hat{F}_{m, n}(x)$ is continuous. Furthermore, it holds that $0 \leq \hat{F}_{m, n}(x) \leq 1$ for $x \in[0,1]$ because of Eq. (5.1) and the fact that $\hat{F}_{m, n}(x)$ is increasing, which is shown now. The following statement can for example be found in [13].
Theorem 5.1. The function $\hat{F}_{m, n}(x)$ is increasing in $x$ on $[0,1]$.
Proof. It holds that

$$
\begin{equation*}
\hat{F}_{m, n}(x)=\sum_{k=0}^{m} g_{n}\left(\frac{k}{m}\right) U_{k}(m, x) \tag{5.3}
\end{equation*}
$$

where

$$
g_{n}(0)=0 \text { and } g_{n}\left(\frac{k}{m}\right)=F_{n}\left(\frac{k}{m}\right)-F_{n}\left(\frac{k-1}{m}\right), k=1, \ldots, m
$$

and

$$
U_{k}(m, x)=\sum_{j=k}^{m} P_{j, m}(x)=m\binom{m-1}{k-1} \int_{0}^{x} t^{k-1}(1-t)^{m-k} \mathrm{~d} t
$$

The last equation follows from the fact that

$$
\begin{aligned}
\sum_{j=k}^{m} P_{j, m}(x) & =\sum_{j=k}^{m}\binom{m}{j} x^{j}(1-x)^{m-j} \\
& =1-\sum_{j=0}^{k-1}\binom{m}{j} x^{j}(1-x)^{m-j} \\
& =1-m\binom{m-1}{k-1} \int_{x}^{1} t^{k-1}(1-t)^{m-k} \mathrm{~d} t \\
& =m\binom{m-1}{k-1}\left[\int_{0}^{1} t^{k-1}(1-t)^{m-k} \mathrm{~d} t-\int_{x}^{1} t^{k-1}(1-t)^{m-k} \mathrm{~d} t\right]
\end{aligned}
$$

where the connection between the binomial distribution and the beta function was used.
Eq. (5.3) holds because of

$$
\begin{aligned}
\sum_{k=0}^{m} g_{n}\left(\frac{k}{m}\right) U_{k}(m, x) & =\sum_{k=1}^{m}\left[F_{n}\left(\frac{k}{m}\right)-F_{n}\left(\frac{k-1}{m}\right)\right] \sum_{j=k}^{m} P_{j, m}(x) \\
& =\sum_{k=1}^{m} \sum_{j=k}^{m} F_{n}\left(\frac{k}{m}\right) P_{j, m}(x)-\sum_{k=0}^{m-1} \sum_{j=k}^{m} F_{n}\left(\frac{k}{m}\right) P_{j, m}(x)+\sum_{k=0}^{m-1} F_{n}\left(\frac{k}{m}\right) P_{k, m}(x) \\
& =F_{n}\left(\frac{m}{m}\right) P_{k, m}(x)+\sum_{k=0}^{m-1} F_{n}\left(\frac{k}{m}\right) P_{k, m}(x) \\
& =\hat{F}_{m, n}(x) .
\end{aligned}
$$

Now, $\hat{F}_{m, n}(x)$ is increasing since $g_{n}\left(\frac{k}{m}\right)$ is non-negative for at least one $k$ and $U_{k}(m, x)$ is increasing in $x$.

As mentioned in [13], another positive property of the Bernstein estimator is that it takes the knowledge of the support of the distribution into account, which is $[0,1]$ in this section. Other estimators do not have this property and assign positive probability to a region that is actually known to have zero probability. It is also worth noticing that $\hat{F}_{m, n}(x)$ is a polynomial in $x$ and therefore, all derivatives exist.

The next theorem follows from [13, Theorem 2.1] and shows that $\hat{F}_{m, n}(x)$ is uniformly strongly consistent.

Theorem 5.2. If $F$ is a continuous probability distribution function on $[0,1]$, then

$$
\left\|\hat{F}_{m, n}-F\right\| \rightarrow 0
$$

almost surely for $m, n \rightarrow \infty$. We use the notation $\|G\|=\sup _{x \in[0,1]}|G(x)|$ for a bounded function $G$ on $[0,1]$.

Proof. It holds that

$$
\left\|\hat{F}_{m, n}-F\right\| \leq\left\|\hat{F}_{m, n}-B_{m}\right\|+\left\|B_{m}-F\right\|
$$

and

$$
\begin{aligned}
\left\|\hat{F}_{m, n}-B_{m}\right\| & =\left\|\sum_{k=0}^{m}\left[F_{n}(k / m)-F(k / m)\right] P_{k, m}\right\| \\
& \leq \max _{0 \leq k \leq m}\left|F_{n}(k / m)-F(k / m)\right| \leq\left\|F_{n}-F\right\| .
\end{aligned}
$$

We know with the Glivenko-Cantelli theorem that $\left\|F_{n}-F\right\| \rightarrow 0$ a.s. for $n \rightarrow \infty$. The claim follows from Theorem 4.1.

In [18], it is shown that under certain conditions, the Chung-Smirnov property

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\frac{2 n}{\log \log n}\right)^{1 / 2} \sup _{x \in[0,1]}\left|\hat{F}_{m, n}(x)-F(x)\right| \leq 1, \text { a.s. } \tag{5.4}
\end{equation*}
$$

holds. This result is used in Section 5.7.
In the following, we turn our attention to the bias and the variance of the estimator.

### 5.1.1 Bias and Variance

We already know that the estimator is unbiased with zero variance at the boundaries. We now take a closer look at the inner interval ( 0,1 ). The following result can be found in [19, Section 1.6.1] and leads to the bias of $\hat{F}_{m, n}$.

Lemma 5.1. It holds for $x \in(0,1)$ that

$$
B_{m}(F ; x)=B_{m}(x)=F(x)+m^{-1} b(x)+o\left(m^{-1}\right),
$$

where $b(x)=\frac{x(1-x) f^{\prime}(x)}{2}$. For the uniform case, this equation simplifies to $B_{m}(x)=F(x)=x$ for all $m \geq 1, x \in[0,1]$.

Proof. Following the proof in [19, Section 1.6.1], it holds that

$$
F\left(\frac{k}{m}\right)=F(x)+\left(\frac{k}{m}-x\right) f(x)+\frac{1}{2}\left(\frac{k}{m}-x\right)^{2} f^{\prime}(x)+o\left(\left(\frac{k}{m}-x\right)^{2}\right)
$$

Using this result, it follows that

$$
\begin{aligned}
B_{m}(x) & =\sum_{k=0}^{m} F\left(\frac{k}{m}\right) P_{k, m}(x) \\
& =F(x)+\underbrace{f(x) \sum_{k=0}^{m}\left(\frac{k}{m}-x\right) P_{k, m}(x)}_{S_{2}}+\underbrace{\frac{1}{2} f^{\prime}(x) \sum_{k=0}^{m}\left(\frac{k}{m}-x\right)^{2} P_{k, m}(x)}_{S_{3}} \\
& +\underbrace{}_{S_{k=0}^{m} o\left(\left(\frac{k}{m}-x\right)^{2}\right) P_{k, m}(x)} .
\end{aligned}
$$

The second summand $S_{2}$ simplifies to zero as

$$
\begin{equation*}
\sum_{k=0}^{m}\left(\frac{k}{m}-x\right)\binom{m}{k} x^{k}(1-x)^{m-k}=\frac{1}{m} \mathbb{E}[Y]-x=x-x=0 \tag{5.5}
\end{equation*}
$$

for $x \in[0,1]$, where $Y \sim \operatorname{Bin}(m, x)$.
The third part $S_{3}$ can be calculated by using the variance

$$
\begin{equation*}
\sum_{k=0}^{m}\left(\frac{k}{m}-x\right)^{2} P_{k, m}(x)=\frac{1}{m^{2}} \sum_{k=0}^{m}(k-m x)^{2} P_{k, m}(x)=\frac{1}{m^{2}} \operatorname{Var}[Y]=\frac{x(1-x)}{m}, \tag{5.6}
\end{equation*}
$$

where $Y$ is again a random variable with distribution $\operatorname{Bin}(m, x)$.
Because of Eq. (5.6), for the last summand $S_{4}$, we obtain

$$
\begin{aligned}
& S_{4}=\sum_{k=0}^{m} o\left(\left(\frac{k}{m}-x\right)^{2}\right) P_{k, m}(x) \\
& =o\left(\sum_{k=0}^{m}\left(\frac{k}{m}-x\right)^{2} P_{k, m}(x)\right) \\
& =o\left(\frac{x(1-x)}{m}\right)=o\left(m^{-1}\right) .
\end{aligned}
$$

For the uniform case, it is of course well known that

$$
f(x)=\left\{\begin{array}{ll}
1, & x \in[0,1], \\
0, & \text { else },
\end{array} \text { and } F(x)= \begin{cases}0, & x<0 \\
x, & x \leq 0<1, \\
1, & x \geq 1\end{cases}\right.
$$

so that

$$
\begin{equation*}
b(x)=\frac{x(1-x) f^{\prime}(x)}{2}=0 \text { on }(0,1) . \tag{5.7}
\end{equation*}
$$

From Eq. (5.5) we know that

$$
\begin{aligned}
B_{m}(x) & =\sum_{k=0}^{m} F\left(\frac{k}{m}\right) P_{k, m}(x) \\
& =\sum_{k=0}^{m} \frac{k}{m} P_{k, m}(x)=x=F(x),
\end{aligned}
$$

which proves the claim.
We now turn our attention to the asymptotic expressions for bias and variance of the estimator $\hat{F}_{m, n}$ as $m, n \rightarrow \infty$. The theorem can be found in [17, Theorem 1].

Theorem 5.3. For $x \in(0,1)$, we have that

$$
\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]=\mathbb{E}\left[\hat{F}_{m, n}\right]-F(x)=m^{-1} b(x)+o\left(m^{-1}\right)
$$

where $b(x)$ is defined as in Lemma 5.1. For the variance it holds that

$$
\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]=n^{-1} \sigma^{2}(x)-m^{-1 / 2} n^{-1} V(x)+o_{x}\left(m^{-1 / 2} n^{-1}\right)
$$

where

$$
V(x)=f(x)\left[\frac{2 x(1-x)}{\pi}\right]^{1 / 2}
$$

and $\sigma^{2}(x)$ is defined as in Theorem 2.1.

Note that the bias of the Bernstein estimator $\hat{F}_{m, n}$ is $O\left(m^{-1}\right)=O(h)$ if setting the "bandwidth" as $h=1 / m$, which seems a natural step. This order is worse than that of the bias of a kernel distribution estimator that typically is $O\left(h^{2}\right)$ (see Section 3). The variance here is $O\left(n^{-1}\right)$, which is the same as the variance of the kernel distribution estimator (see Section 3).

Remembering the properties of the kernel distribution estimator, we know that the order of the bias is worse at the boundary. For the Bernstein estimator, the opposite holds true if $f^{\prime \prime}$ is also assumed to be bounded and continuous on [0, 1]. In [20, p. 2770], it is shown that the bias in the boundary area is of order $m^{-2}$. Under the extra assumption that $f^{\prime}(0)=f^{\prime}(1)=0$ (the so-called shoulder condition), the order even decreases to $m^{-3}$. In [20, p. 2770, p. 2771], it can be seen that the variance reduces from order $n^{-1}$ to order $m^{-1} n^{-1}$ at the boundary.

In the following, we turn our attention to the asymptotic behavior of the Bernstein estimator.

### 5.2 Asymptotic Behavior

We now show that the asymptotic distribution of the difference between the Bernstein estimator and its expected value is the same as for the EDF and the kernel estimator. The next theorem can be found in [17, Theorem 2].

Theorem 5.4. Let $x \in(0,1)$, such that $0<F(x)<1$. Then, for $m, n \rightarrow \infty$, it holds that

$$
n^{1 / 2}\left(\hat{F}_{m, n}(x)-\mathbb{E}\left[\hat{F}_{m, n}(x)\right]\right)=n^{1 / 2}\left(\hat{F}_{m, n}(x)-B_{m}(F ; x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right)
$$

where $\sigma^{2}(x)$ is defined as in Theorem 2.1.
The idea for the proof is to use the central limit theorem for double arrays, see Proofs Bernstein for more details.

Note that the asymptotic result holds for all $m$ with $m \rightarrow \infty$ in contrast to the density estimation. In the density setting, there are restrictions on the choice of $m$ as can be seen in [13, Proposition 1].

The next corollary deals with the asymptotic behavior of $\hat{F}_{m, n}(x)-F(x)$. This is of more interest than the one of $\hat{F}_{m, n}(x)-\mathbb{E}\left[\hat{F}_{m, n}(x)\right]$ as we want to know more about the behavior of the estimator with respect to the true function. With Lemma 5.1, it is easy to see that

$$
\begin{equation*}
n^{1 / 2}\left(\hat{F}_{m, n}(x)-F(x)\right)=n^{1 / 2}\left(\hat{F}_{m, n}(x)-B_{m}(F ; x)\right)+m^{-1} n^{1 / 2} b(x)+o\left(m^{-1} n^{1 / 2}\right) \tag{5.8}
\end{equation*}
$$

This directly leads to the following corollary from [17, Corollary 2].
Corollary 5.1. Let $m, n \rightarrow \infty$. Then, for $x \in(0,1)$ with $0<F(x)<1$, it holds that
(a) if $m n^{-1 / 2} \rightarrow \infty$, then

$$
n^{1 / 2}\left(\hat{F}_{m, n}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
$$

(b) if $m n^{-1 / 2} \rightarrow c$, where $c$ is a positive constant, then

$$
n^{1 / 2}\left(\hat{F}_{m, n}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(c^{-1} b(x), \sigma^{2}(x)\right)
$$

where $\sigma^{2}(x)$ and $b(x)$ are defined as in Theorem 5.3.
Part (b) can be seen as a border case. Note that for these properties to hold, there are restrictions on the asymptotic behavior of $m$, as in the kernel setting.

We now calculate the asymptotically optimal $m$ with respect to MSE.

### 5.3 Asymptotically Optimal $m$ with Respect to MSE

Here, we take a closer look at the mean squared error (MSE), defined by

$$
\operatorname{MSE}\left[\hat{F}_{m, n}(x)\right]=\mathbb{E}\left[\left(\hat{F}_{m, n}(x)-F(x)\right)^{2}\right]
$$

In the current setting, for $x \in\{0,1\}$, the Bernstein estimator and the EDF both have an MSE of zero.

We show that the optimal MSE of the Bernstein estimator and the kernel estimator are of a very similar form. They both asymptotically outperform the EDF.

The next theorem can be found in [17] and follows directly from Theorem 5.3.
Theorem 5.5. It holds that

$$
\begin{align*}
\operatorname{MSE}\left[\hat{F}_{m, n}(x)\right] & =\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]+\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]^{2} \\
& =n^{-1} \sigma^{2}(x)-m^{-1 / 2} n^{-1} V(x)+m^{-2} b^{2}(x)+o\left(m^{-2}\right)+o_{x}\left(m^{-1 / 2} n^{-1}\right) \tag{5.9}
\end{align*}
$$

for $x \in(0,1)$.
End Theorem
Note that we use the notation $o_{x}$ here, which means that the bound is pointwise. For a uniform bound, the notation $o$ is used.

Taking the derivative of Eq. (5.9) with respect to $m$, we asymptotically obtain

$$
\begin{align*}
\frac{\partial}{\partial m} \operatorname{MSE}\left[\hat{F}_{m, n}(x)\right] & =\frac{1}{2} m^{-3 / 2} n^{-1} V(x)-2 m^{-3} b^{2}(x)=0 \\
& \left.\Leftrightarrow m^{-3 / 2} n^{-1} V(x)\right)=4 m^{-3} b^{2}(x) \\
& \Leftrightarrow m^{3 / 2}=n \frac{4 b^{2}(x)}{V(x)} \\
& \Leftrightarrow m=n^{2 / 3}\left[\frac{4 b^{2}(x)}{V(x)}\right]^{2 / 3} \tag{5.10}
\end{align*}
$$

This leads to the following corollary, which can also be found in [17, Corollary 1].
Corollary 5.2. Assuming that $f(x) \neq 0$ and $f^{\prime}(x) \neq 0$, the asymptotically optimal choice of $m$ for estimating $F(x)$ with respect to MSE is

$$
\begin{equation*}
m_{o p t}=n^{2 / 3}\left[\frac{4 b^{2}(x)}{V(x)}\right]^{2 / 3} . \tag{5.11}
\end{equation*}
$$

Using this result, we get for $x \in(0,1)$ that

$$
\begin{equation*}
\operatorname{MSE}\left[\hat{F}_{m_{o p t}, n}(x)\right]=n^{-1} \sigma^{2}(x)-\underbrace{\frac{3}{4} n^{-4 / 3}\left[\frac{V^{4}(x)}{4 b^{2}(x)}\right]^{1 / 3}}_{S_{2}}+o_{x}\left(n^{-4 / 3}\right), \tag{5.12}
\end{equation*}
$$

where $\sigma^{2}(x), b(x)$, and $V(x)$ are defined as in Theorem 5.3.
By comparing this expression with Eq. (2.1), one can see that the Bernstein estimator asymptotically outperforms the EDF with respect to MSE as the second summand $S_{2}$ in Eq. (5.12) is always positive. More details can be found in Section 5.6. The same is true for the kernel estimator, see Eq. (3.3).

We now take a look at the optimal $m$ with respect to MISE.

### 5.4 Asymptotically Optimal $m$ with Respect to MISE

Similar to the section before we now focus on the mean integrated squared error (MISE), which is defined as

$$
\operatorname{MISE}\left[\hat{F}_{m, n}\right]=\mathbb{E}\left[\int_{0}^{1}\left(\hat{F}_{m, n}-F(x)\right)^{2} \mathrm{~d} x\right]
$$

for the Bernstein estimator.
Note that the MISE of the Bernstein estimator cannot be calculated by integrating the expression of MSE $\left[\hat{F}_{m, n}\right]$ given in Eq. (5.9) as the asymptotic expression $o_{x}\left(m^{-1 / 2} n^{-1}\right)$ for the variance of the Bernstein estimator depends on $x$.

We show that similar to the section before, the Bernstein and the kernel estimator asymptotically outperform the EDF with respect to MISE.

The next theorem can be found in [17, Theorem 3] and gives the MISE of the Bernstein estimator.
Theorem 5.6. It holds that

$$
\operatorname{MISE}\left[\hat{F}_{m, n}\right]=n^{-1} C_{1}-m^{-1 / 2} n^{-1} C_{2}+m^{-2} C_{3}+o\left(m^{-1 / 2} n^{-1}\right)+o\left(m^{-2}\right)
$$

with

$$
C_{1}=\int_{0}^{1} \sigma^{2}(x) \mathrm{d} x, C_{2}=\int_{0}^{1} V(x) \mathrm{d} x \text { and } C_{3}=\int_{0}^{1} b^{2}(x) \mathrm{d} x
$$

The definitions of $\sigma^{2}(x), b(x)$, and $V(x)$ can be found in Theorem 5.3.
For the proof, see Proofs Bernstein,
The three integrals $C_{1}, C_{2}$, and $C_{3}$ are positive, except in the special case of the uniform distribution, where $C_{3}=0$. This follows from Eq. (5.7).

As in the section for the MSE, it is also possible to compute the optimal $m$ with respect to MISE. The next corollary follows from [17, Corollary 4] and gives this optimal $m$.

Corollary 5.3. In the case $C_{3}>0$, it follows that the asymptotically optimal $m$ for estimating $F$ with respect to MISE is

$$
m_{\text {opt }}=n^{2 / 3}\left[\frac{4 C_{3}}{C_{2}}\right]^{2 / 3},
$$

which leads to

$$
\begin{equation*}
\operatorname{MISE}\left[\hat{F}_{m_{o p t}, n}\right]=n^{-1} C_{1}-\underbrace{\frac{3}{4} n^{-4 / 3}\left[\frac{C_{2}^{4}}{4 C_{3}}\right]^{1 / 3}}_{S_{2}}+o\left(n^{-4 / 3}\right) \tag{5.13}
\end{equation*}
$$

the optimal MISE.
End Corollary
The calculation of the optimal $m$ with respect to MISE is very similar to Eq. (5.10) so that we omit the proof here.

Similar to the MSE case one can compare the Bernstein estimator with the EDF. The fact that the second summand $S_{2}$ in Eq. (5.13) is always positive leads to the conclusion that the Bernstein estimator asymptotically outperforms the EDF. For more information on this, see Section 5.6. The same is again true for the kernel estimator, see Eq. (3.4).

We now talk about a property that holds for both the Bernstein estimator and the kernel estimator.

### 5.5 Difference of the Distribution Estimator to the Density Estimator

The phenomenon that we will talk about here was first observed by Hjort and Walker in 21 for the kernel estimator but can also be applied to the Bernstein estimator.

We first describe this phenomenon in the case of the kernel estimator.

## Kernel Distribution Estimator

The recommended bandwidth for estimating the density with a kernel estimator is $O\left(n^{-1 / 5}\right)$, see [17]. When using this bandwidth for the estimation of the distribution function, the following problem was observed by Hjort and Walker: the estimated function does not lie in any reasonable confidence band of $F$ based on $F_{n}$. This problem is solved by using the optimal bandwidth $o\left(n^{-1 / 4}\right)$ for estimating the distribution function, see [17].

## Bernstein Estimator

The same phenomenon as for the kernel distribution estimator is observed in [17] for Bernstein estimators. In density estimation, the optimal number $m$ of Bernstein polynomials with respect to MISE is $O\left(n^{2 / 5}\right)$, see [22]. For the estimation of the distribution, the optimal choice is $o\left(n^{2 / 3}\right)$ (see Corollary 5.3) and when using $O\left(n^{2 / 5}\right)$, the estimation lies outside of any confidence band of $F$. This holds because of the fact that from $m n^{-2 / 5} \rightarrow c$ it follows that $m n^{-1 / 2} \rightarrow 0$ and together with $f^{\prime}(x) \neq 0$ and Eq. (5.8), it holds that

$$
\mathbb{P}\left(n^{1 / 2}\left|\hat{F}_{m, n}(x)-F(x)\right|>\epsilon\right) \rightarrow 1
$$

for all $\epsilon>0$. This shows that for $m$ chosen as $O\left(n^{2 / 5}\right), \hat{F}_{m, n}(x)$ does not converge to a limiting distribution centred at $F(x)$ with proper rescaling. It follows that $\hat{F}_{m, n}$ lies outside of confidence bands based on $F_{n}$ with probability going to one.

### 5.6 Deficiency

It was already made clear in the Sections 5.3 and 5.4 that it is interesting to compare the performances of the Bernstein estimator and the EDF. Here, the comparison is done with the help of the so-called deficiency.

In [23], the defiency is defined as follows. Consider a statistical procedure $A$, which is based on $n$ observations and another procedure $B$ that is less effective than the first one. This means that the procedure $B$ needs a larger number $i(n)$ of observations to perform at least as well as procedure $A$. One way to compare the two procedures is to take a look at the ratio $\frac{i(n)}{n}$. Another way is to inspect the number of required additional observations $i(n)-n$, which is called deficiency. Taking the limit leads to the asymptotic deficiency.

In our case we measure the performance using the MSE and the MISE. The procedure $A$ is of course the Bernstein estimator $\hat{F}_{m, n}$ while the EDF $F_{n}$ is the procedure $B$. We define the local and the global number of observations that $F_{n}$ needs to perform at least as well as $\hat{F}_{m, n}$ as

$$
\begin{aligned}
i_{L}(n, x) & =\min \left\{k \in \mathbb{N}: \operatorname{MSE}\left[F_{k}(x)\right] \leq \operatorname{MSE}\left[\hat{F}_{m, n}(x)\right]\right\}, \text { and } \\
i_{G}(n) & =\min \left\{k \in \mathbb{N}: \operatorname{MiSE}\left[F_{k}\right] \leq \operatorname{MiSE}\left[\hat{F}_{m, n}\right]\right\} .
\end{aligned}
$$

Following from [17, Theorem 4], the next result gives conditions under which $F_{n}$ is asymptotically efficient. It also gives the asymptotic defiency in two cases.

Theorem 5.7. Let $x \in(0,1)$ and $m, n \rightarrow \infty$. If $m n^{-1 / 2} \rightarrow \infty$, it holds that

$$
i_{L}(n, x)=n\left[1+o_{x}(1)\right] \text { and } i_{G}(n)=n[1+o(1)] .
$$

In addition, the following is true.
(a) If $m n^{-2 / 3} \rightarrow \infty$ and $m n^{-2} \rightarrow 0$, then

$$
\begin{aligned}
i_{L}(n, x)-n & =m^{-1 / 2} n\left[\theta(x)+o_{x}(1)\right], \quad \text { and } \\
i_{G}(n)-n & =m^{-1 / 2} n\left[C_{2} / C_{1}+o(1)\right] .
\end{aligned}
$$

(b) If $m n^{-2 / 3} \rightarrow c$, where $c$ is a positive constant, then

$$
\begin{aligned}
i_{L}(n, x)-n & =n^{2 / 3}\left[c^{-1 / 2} \theta(x)-c^{-2} \gamma(x)+o_{x}(1)\right], \quad \text { and } \\
i_{G}(n)-n & =n^{2 / 3}\left[c^{-1 / 2} C_{2} / C_{1}-c^{-2} C_{3} / C_{1}+o(1)\right],
\end{aligned}
$$

where

$$
\theta(x)=\frac{V(x)}{\sigma^{2}(x)} \text { and } \gamma(x)=\frac{b^{2}(x)}{\sigma^{2}(x)} .
$$

$V(x), \sigma^{2}(x)$ and $b(x)$ are defined as in Theorem 5.3 and $C_{1}, C_{2}$ and $C_{3}$ are defined as in Theorem 5.6.
In the case where $x \in\{0,1\}$, it is easy to see that

$$
i_{L}(n, 0)=i_{L}(n, 1)=n
$$

for any choice of $m>0$.
For the proof, see Proofs Bernstein.
The theorem shows in which cases the Bernstein estimator outperforms the EDF. In the setups (a) and (b), the asymptotic deficiency goes to infinity as $n$ grows. This means that for increasing $n$, more and more extra observations are needed for the EDF to outperform the Bernstein estimator.

As mentioned before, it can be shown that the EDF is also outperformed by the kernel estimator with respect to MSE and MISE, see [24].

It seems natural that one can also base the selection of an optimal $m$ on the deficiency. Indeed, maximizing the deficiency seems a good way to make sure that the Bernstein estimator outperforms the EDF as much as possible.

With arguments from [17] the following statement holds.
Lemma 5.2. The optimal $m$ with respect to the global deficiency in the case $m n^{-2 / 3} \rightarrow c$ is of the same order as in Corollary 5.3.

Proof. Note that when $m n^{-2 / 3} \rightarrow c, i_{G}(n)-n$ is asymptotically positive only when

$$
c>\left[\frac{C_{3}}{C_{2}}\right]^{2 / 3}=c^{*}
$$

Now the goal is to choose $m$ so that $m n^{-2 / 3} \rightarrow c$ and $c>c^{*}$ is chosen to maximize

$$
g(c)=c^{-1 / 2} C_{2} / C_{1}-c^{-2} C_{3} / C_{1} .
$$

This is achieved by taking the derivative of $g$ with respect to $c$ and setting it to zero

$$
\begin{aligned}
& g^{\prime}(c)=2 c^{-3} \frac{C_{3}}{C_{1}}-\frac{1}{2} c^{-3 / 2} \frac{C_{2}}{C_{1}}=0 \\
& \Leftrightarrow 2 c^{-3} \frac{C_{3}}{C_{1}}=\frac{1}{2} c^{-3 / 2} \frac{C_{2}}{C_{1}} \\
& \Leftrightarrow c^{-3 / 2}=\frac{1}{4} \frac{C_{2}}{C_{3}} .
\end{aligned}
$$

This leads to

$$
c_{o p t}=\left[\frac{4 C_{3}}{C_{2}}\right]^{2 / 3}=2^{4 / 3} c^{*}
$$

Hence, the optimal order of the Bernstein estimator with respect to the deficiency satisfies

$$
m_{\text {opt }} n^{-2 / 3} \rightarrow c_{o p t} \Leftrightarrow m_{\text {opt }}=n^{2 / 3}\left[c_{o p t}+o(1)\right]
$$

which leads to the assertion.
The next section deals with a way to choose the optimal $m$ that is different to the approaches before.

### 5.7 Another Way to Choose the Optimal m

In Sections 5.3 and 5.4 , the asymptotically optimal $m$ is obtained by minimizing the MSE and the MISE. The resulting $m_{\text {opt }}$ depends on the unknown density. In the sequel, another approach to finding an optimal $m$ is discussed, following from [25]. We will distinguish between a local and a global optimum.

As already mentioned before, $1 / \mathrm{m}$ plays the same role in Bernstein estimation as the bandwidth does for kernel estimation. This means that a data-driven choice of $m$ seems to be of interest. This approach is used by Dutta in [25]. Such an $m$ depends on the random variables $X_{1}, \ldots, X_{n}, n \in \mathbb{N}$, and hence, is random.

In the entire Section 5.7, we assume that for the kernel density estimator the following assumption holds.

Assumption 5.2. $K$ is a density, which is differentiable in the interior of the support, where $K^{\prime}$ satisfies $\int K^{\prime}(x) \mathrm{d} x=0$ and $\int x K^{\prime}(x) \mathrm{d} x=-1$.

End Assumption
This assumption is satisfied by many well-known kernels such as the Gaussian and the Epanechnikov kernel that were defined in Section 3 .

We now calculate the locally optimal $m$.

### 5.7.1 Local Choice of $m$

The aim is to choose $m$ such that $F(x)$ is optimally estimated. In Corollary 5.2, the asymptotically optimal choice of $m$ for estimating $F(x)$ with respect to MSE was calculated. We now do something similar but in the end, $m$ will not depend on any unknown parameters.

With Eq. (5.2), it holds that

$$
\begin{equation*}
\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]=B_{m}(x)-F(x) \tag{5.14}
\end{equation*}
$$

and in Eq. (5.25), it was calculated that

$$
\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]=\frac{1}{n}\left[\sum_{k=0}^{m} F\left(\frac{k}{m}\right) P_{k, m}^{2}(x)+2 \sum_{0 \leq k<l \leq m} F\left(\frac{k}{m}\right) P_{k, m}(x) P_{l, m}(x)-B_{m}^{2}(x)\right] .
$$

Using these two equations, the MSE can be calculated by

$$
\operatorname{MSE}\left[\hat{F}_{m, n}(x)\right]=\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]+\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]^{2}
$$

The proposal in [25] is now to replace the unknown distribution function $F$ by the kernel estimator $F_{h, n}$ in the bias and by the EDF $F_{n}$ in the variance. This gives

$$
\begin{align*}
& \operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]=B_{h, m}(x)-F_{h, n}(x),  \tag{5.15}\\
& \operatorname{Var}^{*}\left[\hat{F}_{m, n}(x)\right]=\frac{1}{n}\left[\sum_{k=0}^{m} F_{n}\left(\frac{k}{m}\right) P_{k, m}^{2}(x)+2 \sum_{0 \leq k<l \leq m} \sum_{n} F_{n}\left(\frac{k}{m}\right) P_{k, m}(x) P_{l, m}(x)-\hat{F}_{m, n}^{2}(x)\right] \\
& \operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right]=\operatorname{Var}^{*}\left[\hat{F}_{m, n}(x)\right]+\operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]^{2}
\end{align*}
$$

where

$$
B_{h, m}(x)=\sum_{k=0}^{m} F_{h, n}\left(\frac{k}{m}\right) P_{k, m}(x)
$$

The question that arises now is, why the distribution function is replaced by two different terms in bias and variance. Following [25], the goal is to obtain

$$
\operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right]=\operatorname{MSE}\left[\hat{F}_{m, n}(x)\right]+o\left(r_{n}\right) \text { a.s. }
$$

where $r_{n} \rightarrow 0$ for $n \rightarrow \infty$ faster than $\operatorname{MSE}\left[\hat{F}_{m, n}(x)\right]$. In Theorem 5.3 , it was shown that the bias converges to zero in $o\left(m^{-1}\right)$. Replacing $F$ by $F_{n}$ in the bias would not lead to the same result as $F_{n}$ is discrete. Hence, $F$ is replaced by the continuous kernel estimator.

For the variance, simulations in [25] show that it is enough to use the EDF to replace $F$.
As can be seen later in the proof of Theorem 5.8, the goal in choosing the bandwidth $h$ for the kernel estimator is not that it optimally estimates $F$. Instead, the goal is to obtain the relation

$$
\operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]^{2}-\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]^{2}=o\left(\frac{1}{m^{2}}\right)
$$

In [25], it is stated that $h=n^{-1 / 9}$ fulfills this equation. Let $h$ satisfy this from now on in Section 5.7 . In Corollary 5.2, it is shown that

$$
\begin{equation*}
n \operatorname{MSE}\left[\hat{F}_{m_{o p t}, n}(x)\right] \rightarrow \sigma^{2}(x) \tag{5.16}
\end{equation*}
$$

if $m$ is a multiple of $n^{2 / 3}$.
In the next theorem, which follows [25, Theorem 1], the convergence of $\operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right]-$ $\operatorname{MSE}\left[\hat{F}_{m, n}(x)\right]$ is examined. The result can be expected from Eq. (5.16).
Theorem 5.8. Let $F$ fulfill Assumption 5.1 and additionally be absolutely continuous. Then

$$
\operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right]-\operatorname{MSE}\left[\hat{F}_{m, n}(x)\right]=o\left(\frac{1}{n}\right) \text { a.s. }
$$

for $c_{1} n^{2 / 3} \leq m \leq c_{2} n^{2 / 3}$, where $c_{1}$ and $c_{2}$ are two constants.
For the proof, see Proofs Bernstein.
Now, the proposal given in [25] is to choose $m$ so that it minimizes $\operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right]$ under the condition that $m \in I_{n}=\left[c_{1} n^{2 / 3}, c_{2} n^{2 / 3}\right]$, where $0<c_{1}<c_{2}$ are constants. We call the resulting number $\widehat{m}$, which is defined by

$$
\begin{equation*}
\widehat{m}=\left\lceil\operatorname{argmin}_{k \in I_{n}} \operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right]\right\rceil \tag{5.17}
\end{equation*}
$$

A simulation in [25] suggests that $\left[\frac{4 b^{2}(x)}{V(x)}\right]^{2 / 3}$, the coefficient in $m_{o p t}$, varies between 0 and 1500 so that $I_{n}=\left[\frac{1}{10} n^{2 / 3}, 1500 n^{2 / 3}\right]$.

### 5.7.2 Global Choice of $m$

Now, the goal is to find the global optimum of $m$. As in Section 5.4, this is done with the MISE. As the support of $F$ is on $[0,1]$, the MISE is defined by

$$
\operatorname{MISE}\left[\hat{F}_{m, n}\right]=\int_{0}^{1} \operatorname{MSE}\left[\hat{F}_{m, n}(x)\right] \mathrm{d} x
$$

and following [25], an estimator of the MISE is

$$
\operatorname{MISE}^{*}\left[\hat{F}_{m, n}\right]=\int_{0}^{1} \operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right] \mathrm{d} x
$$

Using $n \operatorname{MSE}\left[\hat{F}_{m_{\text {opt }, n}}(x)\right] \rightarrow \sigma^{2}(x)$ from Corollary 5.2 again together with Fatou's lemma, it holds that

$$
\liminf _{n \rightarrow \infty} n \operatorname{MISE}\left[\hat{F}_{m_{o p t}, n}\right] \geq \int_{0}^{1} \liminf _{n \rightarrow \infty} n \operatorname{MSE}\left[\hat{F}_{m_{o p t}, n}(x)\right] \mathrm{d} x>0
$$

Similar to the theorem above, the next theorem, which can be found in [25, Theorem 2] deals with the convergence rate of $\operatorname{MISE}^{*}\left[\hat{F}_{m, n}\right]$ - $\operatorname{MISE}\left[\hat{F}_{m, n}\right]$.
Theorem 5.9. Under the same conditions as in Theorem 5.8, it holds that

$$
\operatorname{MISE}^{*}\left[\hat{F}_{m, n}\right]-\operatorname{MISE}\left[\hat{F}_{m, n}\right]=o\left(\frac{1}{n}\right)
$$

for $n \rightarrow \infty$.
For the proof, see Proofs Bernstein.
The proposition in [25] is now very similar to the one for the local choice of $m$. The parameter is chosen to minimize the MISE and is called $\widehat{\widehat{m}}$, i.e.

$$
\begin{equation*}
\widehat{\widehat{m}}=\left\lceil\operatorname{argmin}_{k \in I_{n}} \operatorname{MISE}^{*}\left[\hat{F}_{m, n}\right]\right\rceil \tag{5.18}
\end{equation*}
$$

where $I_{n}$ is the interval as defined above.

### 5.7.3 Asymptotic Properties

Here, the asymptotic properties of the optimal parameters proposed above are stated. More precisely, the properties are stated for the degree $\tilde{m}$ of the Bernstein estimator chosen by a data-based algorithm. The parameters $\widehat{m}$ and $\widehat{\hat{m}}$ are special cases of $\tilde{m}$.

The following theorem gives the rates of pointwise and uniform convergence of $F_{\tilde{m}, n}$ to $F$ under i.i.d. assumption. It follows [25, Theorem 3].

Theorem 5.10. If $X_{1}, X_{2}, \ldots$ are i.i.d. as already assumed in the beginning of the section and $\tilde{m} \geq c n^{\delta+1 / 2}$ for $c, \delta>0$, then for all $0 \leq x \leq 1$ it holds for $n \rightarrow \infty$ that
(a) $\left\|\hat{F}_{\tilde{m}, n}-F\right\|=o\left(n^{-1 / 3}\right)$ a.s. and $\operatorname{Bias}\left[\hat{F}_{\tilde{m}, n}\right]=o\left(n^{-1 / 3}\right)$,
(b) $\lim \sup \left(\frac{2 n}{\log \log (n)}\right)^{1 / 2}\left\|\hat{F}_{\tilde{m}, n}-F\right\| \leq 1$ a.s., and
(c) $\frac{\left\|\hat{F}_{\tilde{m}, n}-F\right\|}{\left\|F_{n}-F\right\|} \leq 1+o_{P}(1)$ a.s.,
where $\|\cdot\|$ is the sup-norm defined in Theorem 5.2 and $X_{n}=o_{P}(1)$ means that $\lim _{n \rightarrow \infty}\left(\left|X_{n}\right| \geq \epsilon\right)=0$ for all $\epsilon>0$.

End Theorem
For the proof, see Proofs Bernstein.
Sup-norm convergence implies point-wise convergence. As the support of $F$ is on $[0,1]$, the sup-norm convergence of $\hat{F}_{\tilde{m}, n}$ also implies that $\int_{0}^{1}\left|\hat{F}_{\tilde{m}, n}(x)-F(x)\right| \mathrm{d} x$ and MISE $=\int_{0}^{1} \mathbb{E}\left[\hat{F}_{\tilde{m}, n}(x)-F(x)\right]^{2} \mathrm{~d} x$ converge to zero for $n \rightarrow \infty$.

Part (b) says that the Chung-Smirnov property that was shown for nonrandom $m$ in Eq. (5.4) still holds for random $m=\tilde{m}$.

In part (c), one can see that for large $n$, the probability that the EDF is more accurate than the estimator $F_{\tilde{m}, n}$, is very small.

### 5.7.4 Simulation

The simulation in [25] compares the Monte Carlo estimates of the MSE coming from different kernel and Bernstein estimators and the EDF. The bandwidths used for the kernel estimators are from [10], [26], [27], and $h_{\text {opt }}$ from Eq. (3.2) while the degrees for the Bernstein estimators are $\widehat{m}, \widehat{\widehat{m}}$ and $m_{\text {opt }}$ from Eq. (5.11).

The sample size is chosen to be $n=100$ and 12 different distributions are tested. Nine of them are beta distributions with different parameters and three are $A R(1)$-processes. The MSE is calculated for five points: the 5 th, 25 th, median, 75 th, and 95 th percentiles.

The main observations that were found in [25] are the following.
(a) Even in the case that the density is given, $m_{\text {opt }}$ and $h_{\text {opt }}$ are not always the best choices for $m$ and $h$.
(b) $\widehat{m}$ compares very well with $m_{\text {opt }}$ for the 5 th and 95 th percentile. In many cases it performs even better.
(c) $m_{\text {opt }}$ varies a lot depending on the underlying distribution, $\widehat{m}$ and $\widehat{\widehat{m}}$ not so much.
(d) In the tail region, i.e., the 5th and 95th percentile, [10], [26], and $\widehat{m}$ seem to outperform the empirical EDF or the other kernel estimators in almost all the examples. But none of them can be said to be the best of the three.
(e) In the interquartile region, [27], $\widehat{\widehat{m}}$ and $\widehat{m}$ seem to be better than the other estimators.
(f) In the tail regions of the $\mathrm{AR}(1)$-models, $\widehat{m}$ seems to be the most accurate estimator.

### 5.8 Properties of $\boldsymbol{P}_{\boldsymbol{k}, m}$

We now present a few properties of the Bernstein polynomials that are needed for some proofs in this thesis. The following lemma can be found in [17, Lemma 2 and Lemma 3].

Lemma 5.3. Define

$$
L_{m}(x)=\sum_{k=0}^{m} P_{k, m}^{2}(x)
$$

and

$$
R_{j, m}(x)=m^{-j} \sum_{0 \leq k<l \leq m}(k-m x)^{j} P_{k, m}(x) P_{l, m}(x)
$$

for $j \in\{0,1,2\}$. It trivially holds that

1. $L_{m}(0)=L_{m}(1)=1$,
2. $0 \leq L_{m}(x) \leq 1$ for $x \in[0,1]$, and
3. $R_{j, m}(0)=R_{j, m}(1)=0$ for $j \in\{0,1,2\}$.

In addition, defining $\phi_{1}(x)=[4 \pi x(1-x)]^{-1 / 2}$ and $\phi_{2}(x)=\left[\frac{x(1-x)}{2 \pi}\right]^{1 / 2}$ and letting $g$ be a continuous function on $[0,1]$ leads to the properties
(a) $0 \leq R_{2, m}(x) \leq(4 m)^{-1}$ for $x \in(0,1)$,
(b) $L_{m}(x)=m^{-1 / 2}\left[\phi_{1}(x)+o_{x}(1)\right]$ for $x \in(0,1)$,
(c) $R_{1, m}(x)=m^{-1 / 2}\left[-\phi_{2}(x)+o_{x}(1)\right]$ for $x \in(0,1)$,
(d) $m^{1 / 2} \int_{0}^{1} L_{m}(x) \mathrm{d} x=\int_{0}^{1} \phi_{1}(x) \mathrm{d} x+O\left(m^{-1}\right)=\frac{\sqrt{\pi}}{2}+O\left(m^{-1}\right)$, and
(e) $m^{1 / 2} \int_{0}^{1} g(x) R_{1, m}(x) \mathrm{d} x=-\int_{0}^{1} g(x) \phi_{2}(x) \mathrm{d} x+o(1)$.

Proof. This proof follows the proof of Theorem 1 in [17]. For part (d), [28] helps to understand some equations.
For the proof, define

$$
\begin{equation*}
T_{j, m}(x)=\sum_{k=0}^{m}(k-m x)^{j} P_{k, m}(x) \text { and } H_{j, m}(x)=\sum_{k=0}^{m}|k-m x|^{j} P_{k, m}(x) . \tag{5.19}
\end{equation*}
$$

Then it holds with [19, Section 1.5] that

$$
T_{j+1, m}(x)=x(1-x)\left[T_{j, m}^{\prime}(x)+m j T_{j-1, m}(x)\right] .
$$

With this, it is easy to see that

$$
\begin{align*}
& T_{1, m}(x)=0, T_{2, m}(x)=m x(1-x), T_{3, m}(x)=m x(1-x)(1-2 x), \\
& T_{4, m}(x)=3 m(m-2) x^{2}(1-x)^{2}+m x(1-x) . \tag{5.20}
\end{align*}
$$

Now, we proof the lemma.
(a) The positivity of $R_{2, m}(x)$ is clear. For the second inequality, note that

$$
\begin{aligned}
R_{2, m}(x) & =m^{-2} \sum_{0 \leq k<l \leq m}(k-m x)^{2} P_{k, m}(x) P_{l, m}(x) \\
& \leq m^{-2} \sum_{k=0}^{m} \sum_{l=0}^{m}(k-m x)^{2} P_{k, m}(x) P_{l, m}(x) \\
& =m^{-2} T_{2, m}(x) \\
& =\frac{x(1-x)}{m} \leq \frac{1}{4 m} .
\end{aligned}
$$

(b) Let $U_{i}, W_{j}, i, j \in\{1, . ., m\}$ be i.i.d. Bernoulli random variables with $\mathbb{P}\left(U_{1}=1\right)=x$ and

$$
R_{i}=\frac{U_{i}-W_{i}}{\sqrt{2 x(1-x)}}
$$

Then it holds that $\mathbb{E}\left[R_{i}\right]=0, \operatorname{Var}\left[R_{i}\right]=1$ and $R_{i}$ has a lattice distribution with span

$$
h=\frac{1}{\sqrt{2 x(1-x)}}
$$

Note that

$$
\begin{aligned}
\mathbb{P}\left(\sum_{i=1}^{m} R_{i}=0\right) & =\mathbb{P}\left(\sum_{i=1}^{m} U_{i}=\sum_{i=1}^{m} W_{i}\right) \\
& =\mathbb{P}\left(\sum_{i=1}^{m} U_{i}=\sum_{i=1}^{m} W_{i}=0\right)+\ldots+\mathbb{P}\left(\sum_{i=1}^{m} U_{i}=\sum_{i=1}^{m} W_{i}=m\right) \\
& =\sum_{k=0}^{m} P_{k, m}(x)^{2} .
\end{aligned}
$$

With [29, XV.5, p. 517, Theorem 3], it holds that

$$
\frac{\sqrt{m}}{h} \sum_{k=0}^{m} P_{k, m}^{2}(x)-\frac{1}{\sqrt{2 \pi}} \rightarrow 0
$$

and it follows that

$$
\sqrt{4 \pi m x(1-x)} \sum_{k=0}^{m} P_{k, m}^{2}(x) \rightarrow 1
$$

from which the claim follows.
(c) In [30, Theorem 1], it was shown that

$$
\sum_{l=k}^{m} P_{l, m}(x)=1-\Phi\left(\delta_{k}-G_{x}\left(\delta_{k-1 / 2}\right)\right)+O_{x}\left(m^{-1}\right)
$$

where $O_{x}\left(\mathrm{~m}^{-1}\right)$ is independent of $k, \Phi$ is the standard normal distribution function,

$$
\delta_{k}=(k-m x)[m x(1-x)]^{-1 / 2}
$$

and

$$
G_{x}(t)=\left[\frac{1}{2}+\frac{1}{6}(1-2 x)\left(t^{2}-1\right)\right][m x(1-x)]^{-1 / 2}
$$

Expanding $\Phi(t)$ about $t=0$ leads to

$$
\Phi(t)=\frac{1}{2}+\frac{t}{\sqrt{2 \pi}}+o(|t|)
$$

from where we get that

$$
\sum_{l=k+1}^{m} P_{l, m}(x)=\frac{1}{2}-\frac{\delta_{k+1}-G_{x}\left(\delta_{k+1 / 2}\right)}{\sqrt{2 \pi}}+o_{x}\left(\left|\delta_{k+1}-G_{x}\left(\delta_{k+1 / 2}\right)\right|\right)+O_{x}\left(m^{-1}\right)
$$

where $O_{x}\left(m^{-1}\right)$ is again independent of $k$.
Now, note that

$$
\begin{aligned}
\delta_{k+1}-G_{x}\left(\delta_{k+1 / 2}\right) & =(k+1-m x) A-\left[\frac{1}{2}+\frac{1}{6}(1-2 x)\left(\delta_{k+1 / 2}^{2}-1\right)\right] A \\
& =\delta_{k}+A-\left[\frac{1}{2}+\frac{1}{6}(1-2 x)\left(\delta_{k}^{2}+\delta_{k} A+\frac{1}{4} A^{2}-1\right)\right] A \\
& =\frac{1}{3}(2-x) A+\left[1-\frac{1}{6}(1-2 x) A^{2}\right] \delta_{k}-\frac{1}{6}(1-2 x) A \delta_{k}^{2}+\frac{1}{24}(1-2 x) A^{3} \\
& =\frac{1}{3}(2-x)[m x(1-x)]^{-1 / 2}+\left[1-\frac{1}{6}(1-2 x)[m x(1-x)]^{-1}\right] \delta_{k} \\
& -\frac{1}{6}(1-2 x)[m x(1-x)]^{-1 / 2} \delta_{k}^{2}+O_{x}\left(m^{-3 / 2}\right),
\end{aligned}
$$

where $A=[m x(1-x)]^{-1 / 2}$.
From this it follows that

$$
\begin{aligned}
R_{1, m}(x) & =m^{-1} \sum_{k=0}^{m}(k-m x) P_{k, m}(x)\left[\sum_{l=k+1}^{m} P_{l, m}(x)\right] \\
& =\left[\frac{1}{2}-\frac{1}{3}(2-x)[2 \pi m x(1-x)]^{-1 / 2}\right] m^{-1} T_{1, m}(x) \\
& -[2 \pi m x(1-x)]^{-1 / 2} m^{-1} T_{2, m}(x) \\
& +o_{x}\left(m^{-3 / 2} H_{1, m}(x)\right)+o_{x}\left(m^{-3 / 2} H_{2, m}(x)\right)+O_{x}\left(m^{-5 / 2} H_{3, m}(x)\right) .
\end{aligned}
$$

Inserting Eq. (5.20), it holds that

$$
\begin{align*}
R_{1, m}(x) & =-x(1-x)[2 \pi m x(1-x)]^{-1 / 2}+o_{x}\left(m^{-1 / 2}\right) \\
& +o_{x}\left(m^{-3 / 2} H_{1, m}(x)\right)+O_{x}\left(m^{-5 / 2} H_{3, m}(x)\right) \tag{5.21}
\end{align*}
$$

The Cauchy-Schwarz inequality implies that

$$
\begin{align*}
m^{-3 / 2} H_{1, m}(x) & \leq m^{-3 / 2}\left[T_{2, m}(x)\right]^{1 / 2} \\
& =m^{-3 / 2}[m x(1-x)]^{1 / 2} \leq \frac{1}{2 m}=O\left(m^{-1}\right) \tag{5.22}
\end{align*}
$$

and

$$
\begin{aligned}
m^{-5 / 2} H_{3, m}(x) & \leq m^{-5 / 2}\left[T_{2, m}(x) T_{4, m}(x)\right]^{1 / 2} \\
& =m^{-5 / 2}\left[3 m^{2}(m-2) x^{3}(1-x)^{3}+m^{2} x^{2}(1-x)^{2}\right]^{1 / 2}=O\left(m^{-1}\right)
\end{aligned}
$$

Inserting this into Eq. (5.21), it follows that

$$
\begin{aligned}
R_{1, m}(x) & =-x(1-x)[2 \pi m x(1-x)]^{-1 / 2}+o_{x}\left(m^{-1 / 2}\right)+O_{x}\left(m^{-1}\right) \\
& =m^{-1 / 2}\left[-\frac{\sqrt{x(1-x)}}{\sqrt{2 \pi}}+o_{x}(1)\right] .
\end{aligned}
$$

(d) It holds that

$$
\begin{aligned}
\sum_{k=0}^{m} \int_{0}^{1} P_{k, m}^{2}(x) & =\sum_{k=0}^{m}\left(\frac{\Gamma(m+1)}{\Gamma(k+1) \Gamma(m-k+1)}\right)^{2} \int_{0}^{1} x^{2 k}(1-x)^{2(m-k)} \mathrm{d} x \\
& =\sum_{k=0}^{m}\left(\frac{\Gamma(m+1)}{\Gamma(k+1) \Gamma(m-k+1)}\right)^{2} \frac{\Gamma(2 k+1) \Gamma(2(m-k)+1)}{\Gamma(2 m+2)} \\
& =\frac{\Gamma(m+1)^{2}}{\Gamma(2 m+2)} \sum_{k=0}^{m}\binom{2 k}{k}\binom{2(m-k)}{m-k} \\
& =\frac{\Gamma(m+1)^{2}}{\Gamma(2 m+2)} 4^{m} \\
& =\frac{\sqrt{\pi}}{2 m+1} \frac{\Gamma(m+1)}{\Gamma(m+1 / 2)},
\end{aligned}
$$

where the second equality uses the Betafunction and the last equality follows from the fact that

$$
4^{m}=\frac{\Gamma(2 m) 2 \sqrt{\pi}}{\Gamma(m) \Gamma(m+1 / 2)},
$$

that can be found in [31, p. 256, 6.1.18]. It follows with [31, p. 257] that

$$
\begin{aligned}
m^{1 / 2} \int_{0}^{1} L_{m}(x) \mathrm{d} x & =\frac{\sqrt{\pi m}}{2 m+1} \frac{\Gamma(m+1)}{\Gamma(m+1 / 2)} \\
& =\frac{\sqrt{\pi m}}{2 m+1}\left[1+\frac{1}{8 m}+O\left(m^{-2}\right)\right]=\frac{\sqrt{\pi}}{2}+O\left(m^{-1}\right) \\
& =\int_{0}^{1} \phi_{1}(x) \mathrm{d} x+O\left(m^{-1}\right)
\end{aligned}
$$

This concludes the proof.
(e) With part (c) we know that $G_{m}(x):=m^{1 / 2} R_{1, m} \rightarrow-\phi_{2}(x)=: G(x)$ on the unit interval. It also holds that

$$
\begin{aligned}
\left|G_{m}(x)\right| & =m^{-1 / 2}\left|\sum_{k=0}^{m}(k-m x) P_{k, m}(x)\left[\sum_{l=k+1}^{m} P_{l, m}(x)\right]\right| \\
& \leq m^{-1 / 2} \sum_{k=0}^{m}|k-m x| P_{k, m}(x)\left[\sum_{l=k+1}^{m} P_{l, m}(x)\right] \\
& \leq m^{-1 / 2} H_{1, m}(x) \leq \frac{1}{2}
\end{aligned}
$$

for $x \in[0,1]$, where the last inequality comes from Eq. (5.22). Hence, the sequence is uniformly bounded on the unit interval and with this also uniformly integrable. With [32, Thm 16.14 on pp. 217-218], it holds that

$$
\int_{0}^{1}\left|G_{m}(x)-G(x)\right| \mathrm{d} x=o(1)
$$

which implies that

$$
\left|\int_{0}^{1} g(x) G_{m}(x) \mathrm{d} x-\int_{0}^{1} g(x) G(x) \mathrm{d} x\right| \leq \sup _{x \in[0,1]}|g(x)| \int_{0}^{1}\left|G_{m}(x)-G(x)\right| \mathrm{d} x=o(1) .
$$

### 5.9 Proofs Bernstein

Proof of Theorem 5.3. This proof follows the proof of Theorem 1 in [17]. The first part follows directly from Lemma 5.1 because of $\mathbb{E}\left[\hat{F}_{m, n}(x)\right]=B_{m}(x)$.

For the second part, define

$$
\Delta_{i}(x)=\mathbb{I}\left(X_{i} \leq x\right)-F(x)
$$

for $x \in[0,1]$, where $\mathbb{I}$ is the indicator function. It follows that the sequence of random variables $\Delta_{1}, \ldots, \Delta_{n}, n \in \mathbb{N}$, are i.i.d. with mean zero. Defining

$$
Y_{i, m}=\sum_{k=0}^{m} \Delta_{i}\left(\frac{k}{m}\right) P_{k, m}(x)
$$

it is easy to see that

$$
\begin{align*}
\hat{F}_{m, n}(x)-B_{m}(x) & =\sum_{k=0}^{m}\left[F_{n}\left(\frac{k}{m}\right)-F\left(\frac{k}{m}\right)\right] P_{k, m}(x) \\
& =\frac{1}{n} \sum_{k=0}^{m} \sum_{i=1}^{n}\left[\mathbb{I}\left(X_{i} \leq \frac{k}{m}\right)-F\left(\frac{k}{m}\right)\right] P_{k, m}(x) \\
& =\frac{1}{n} \sum_{i=1}^{n} Y_{i, m} \tag{5.23}
\end{align*}
$$

The random variables $Y_{1, m}, \ldots, Y_{n, m}$ are also i.i.d. with mean zero for given $m$. This means that the variance can be calculated by

$$
\begin{align*}
\operatorname{Var}\left[\hat{F}_{m, n}(x)\right] & =\operatorname{Var}\left[\hat{F}_{m, n}(x)-B_{m}(x)\right] \\
& =\frac{1}{n^{2}} \sum_{i=1}^{n} \operatorname{Var}\left[Y_{i, m}\right] \\
& =\frac{1}{n} \operatorname{Var}\left[Y_{1, m}\right] \\
& =\frac{1}{n} \mathbb{E}\left[Y_{1, m}^{2}\right] \tag{5.24}
\end{align*}
$$

It also holds for $x, y \in[0,1]$ that

$$
\begin{aligned}
\mathbb{E}\left[\Delta_{1}(x) \Delta_{1}(y)\right] & =\mathbb{E}\left[\left(\mathbb{I}\left(X_{1} \leq x\right)-F(x)\right)\left(\mathbb{I}\left(X_{1} \leq y\right)-F(y)\right)\right] \\
& =\mathbb{E}\left[\mathbb{I}\left(X_{1} \leq x\right) \mathbb{I}\left(X_{1} \leq y\right)\right]-F(x) F(y) \\
& =\mathbb{E}\left[\mathbb{I}\left(X_{1} \leq \min (x, y)\right)\right]-F(x) F(y) \\
& =\min (F(x), F(y))-F(x) F(y),
\end{aligned}
$$

which implies

$$
\begin{align*}
\mathbb{E}\left[Y_{1, m}^{2}\right] & =\sum_{k=0}^{m} \sum_{l=0}^{m} \mathbb{E}\left[\Delta_{1}\left(\frac{k}{m}\right) \Delta_{1}\left(\frac{l}{m}\right)\right] P_{k, m}(x) P_{l, m}(x) \\
& =\sum_{k=0}^{m} \sum_{l=0}^{m} \min \left(F\left(\frac{k}{m}\right), F\left(\frac{l}{m}\right)\right) P_{k, m}(x) P_{l, m}(x)-\sum_{k=0}^{m} \sum_{l=0}^{m} F\left(\frac{k}{m}\right) F\left(\frac{l}{m}\right) P_{k, m}(x) P_{l, m}(x) \\
& =\sum_{k=0}^{m} F\left(\frac{k}{m}\right) P_{k, m}^{2}(x)+2 \sum_{0 \leq k<l \leq m} F\left(\frac{k}{m}\right) P_{k, m}(x) P_{l, m}(x)-B_{m}^{2}(x) . \tag{5.25}
\end{align*}
$$

Now the goal is to find an asymptotic expression of this formula. Using Taylor's theorem we get

$$
F\left(\frac{k}{m}\right)=F(x)+O\left(\left|\frac{k}{m}-x\right|\right)
$$

Hence, the first term of Eq. (5.25) can be written as

$$
\begin{equation*}
\sum_{k=0}^{m} F\left(\frac{k}{m}\right) P_{k, m}^{2}(x)=F(x) L_{m}(x)+O\left(I_{m}(x)\right) \tag{5.26}
\end{equation*}
$$

where

$$
I_{m}(x)=\sum_{k=0}^{m}\left|\frac{k}{m}-x\right| P_{k, m}^{2}(x)
$$

and $L_{m}$ is defined as in Lemma 5.3. We use Taylor's theorem again to obtain

$$
F\left(\frac{k}{m}\right)=F(x)+\left(\frac{k}{m}-x\right) f(x)+O\left(\left(\frac{k}{m}-x\right)^{2}\right)
$$

Note that

$$
1=\sum_{k=0}^{m} \sum_{l=0}^{m} P_{k, m}(x) P_{l, m}(x)=2 \sum_{0 \leq k<l \leq m} \sum_{k, m}(x) P_{l, m}(x)+\sum_{k=0}^{m} P_{k, m}^{2}(x)=2 R_{0, m}(x)+L_{m}(x),
$$

from which we get that

$$
R_{0, m}=\frac{1}{2}\left[1-L_{m}(x)\right] .
$$

Using this result, the Taylor expansion and the fact that $R_{2, m} \leq(4 m)^{-1}$ (see Lemma 5.3) leads to the transformation

$$
\begin{align*}
\sum_{0 \leq k<l \leq m} \sum_{m} F\left(\frac{k}{m}\right) P_{k, m}(x) P_{l, m}(x) & =F(x) R_{0, m}(x)+f(x) R_{1, m}(x)+O\left(R_{2, m}(x)\right) \\
& =\frac{1}{2} F(x)\left(1-L_{m}(x)\right)+f(x) R_{1, m}(x)+O\left(m^{-1}\right) \tag{5.27}
\end{align*}
$$

of the second term of Eq. (5.25). We are now applying Lemma 5.1 to get

$$
\begin{aligned}
F(x)-B_{m}^{2}(x) & =F(x)-\left(F(x)+m^{-1} b(x)+O\left(m^{-1}\right)\right)^{2} \\
& =F(x)-\left(F(x)+O\left(m^{-1}\right)\right)^{2} \\
& =F(x)-F(x)^{2}-2 F(x) O\left(m^{-1}\right)-O\left(m^{-1}\right)^{2} \\
& =\sigma^{2}(x)+O\left(m^{-1}\right)
\end{aligned}
$$

and plugging Eq. (5.26) and Eq. (5.27) into Eq. (5.25) leads to

$$
\begin{align*}
\mathbb{E}\left[Y_{1, m}^{2}\right] & =F(x) L_{m}(x)+O\left(I_{m}(x)\right)+F(x)\left(1-L_{m}(x)\right)+2 f(x) R_{1, m}(x)+O\left(m^{-1}\right)-B_{m}^{2}(x) \\
& =\sigma^{2}(x)+2 f(x) R_{1, m}(x)+O\left(I_{m}(x)\right)+O\left(m^{-1}\right) . \tag{5.28}
\end{align*}
$$

Now, using the fact that $0 \leq P_{k, m}(x) \leq 1$ and applying the Cauchy-Schwarz inequality gives

$$
\begin{align*}
I_{m}(x) & \leq\left[\sum_{k=0}^{m}\left(\frac{k}{m}-x\right)^{2} P_{k, m}(x)\right]^{1 / 2}\left[\sum_{k=0}^{m} P_{k, m}^{3}(x)\right]^{1 / 2} \\
& \leq\left[\frac{T_{2, m}}{m^{2}} L_{m}(x)\right]^{1 / 2} \\
& \leq\left[\frac{L_{m}(x)}{4 m}\right]^{1 / 2} \tag{5.29}
\end{align*}
$$

where $T_{2, m}(x)=\sum_{k=0}^{m}(k-m x)^{2} P_{k, m}(x)=m x(1-x) \leq \frac{m}{4}$ for $x \in[0,1]$. With Lemma 5.3 (b), this leads to

$$
\begin{equation*}
I_{m}(x) \leq\left(\frac{1}{4 m^{3 / 2}}\left[\phi_{1}(x)+o_{x}(1)\right]\right)^{1 / 2}=o_{x}\left(m^{-3 / 4}\right)=O_{x}\left(m^{-3 / 4}\right) \tag{5.30}
\end{equation*}
$$

Finally we can calculate with Lemma 5.3 (c) that

$$
\begin{align*}
\mathbb{E}\left[Y_{1, m}^{2}\right] & =\sigma^{2}(x)+2 f(x) R_{1, m}(x)+O\left(I_{m}(x)\right)+O\left(m^{-1}\right) \\
& =\sigma^{2}(x)+2 f(x) m^{-1 / 2}\left[-\phi_{2}(x)+o_{x}(1)\right]+O\left(I_{m}(x)\right)+O\left(m^{-1}\right) \\
& =\sigma^{2}(x)-m^{-1 / 2} V(x)+o_{x}\left(m^{-1 / 2}\right), \tag{5.31}
\end{align*}
$$

where the last part comes from Eq. (5.30). With Eq. (5.24) this leads to the desired asymptotic expression

$$
\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]=n^{-1} \sigma^{2}(x)-m^{-1 / 2} n^{-1} V(x)+o_{x}\left(m^{-1 / 2} n^{-1}\right)
$$

for the variance.
Proof of Theorem 5.4. This proof follows the proof of Theorem 2 in [17. For fixed $m$ we know from the proof of Theorem 5.3 that

$$
\hat{F}_{m, n}(x)-B_{m}(x)=\frac{1}{n} \sum_{i=1}^{n} Y_{i, m},
$$

where the $Y_{i, m}$ are i.i.d. random variables with mean 0 . Define $\gamma_{m}^{2}=\mathbb{E}\left[Y_{1, m}^{2}\right]$. We use the central limit theorem for double arrays (see [33], Section 1.9.3) to show the claim.

Defining

$$
A_{n}=\mathbb{E}\left[\sum_{i=1}^{n} Y_{i, m}\right]=0 \text { and } B_{n}^{2}=\operatorname{Var}\left[\sum_{i=1}^{n} Y_{i, m}\right]=n \gamma_{m}^{2}
$$

it says that

$$
\frac{\sum_{i=1}^{n} Y_{i, m}-A_{n}}{B_{n}} \xrightarrow{D} \mathcal{N}(0,1)
$$

if and only if the Lindeberg condition

$$
\frac{n \mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, m}\right|>\epsilon B_{n}\right) Y_{1, m}^{2}\right]}{B_{n}^{2}} \rightarrow 0 \text { for } n \rightarrow \infty \text { and all } \epsilon>0
$$

is satisfied. With Eq. (5.31) we know that $\gamma_{m} \rightarrow \sigma(x)$ for $m \rightarrow \infty$ (which follows from $n \rightarrow \infty$ ) and it holds for $n \rightarrow \infty$ that

$$
\begin{array}{r}
\frac{\sum_{i=1}^{n} Y_{i, m}-A_{n}}{B_{n}} \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \frac{\sum_{i=1}^{n} Y_{i, m}}{\sqrt{n} \cdot \gamma_{m}} \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \frac{\sqrt{n}}{\gamma_{m}}\left(\hat{F}_{m, n}(x)-B_{m}(x)\right) \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \sqrt{n}\left(\hat{F}_{m, n}(x)-B_{m}(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
\end{array}
$$

which is the claim of Theorem 5.4. In our case the Lindeberg condition has the form

$$
\frac{\mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, m}\right|>\epsilon \sqrt{n} \gamma_{m}\right) Y_{1, m}^{2}\right]}{\gamma_{m}^{2}} \rightarrow 0 \text { for } n \rightarrow \infty \text { and all } \epsilon>0
$$

This is what has to be shown to proof the theorem. Using the fact that

$$
\left|Y_{1, m}\right| \leq \sum_{k=0}^{m}\left|\Delta_{1}\left(\frac{k}{m}\right)\right| P_{k, m}(x) \leq \sum_{k=0}^{m} P_{k, m}(x)=1
$$

leads to

$$
\mathbb{I}\left(\left|Y_{1, m}\right|>\epsilon \sqrt{n} \gamma_{m}\right) \leq \mathbb{I}\left(1>\epsilon \sqrt{n} \gamma_{m}\right) \rightarrow 0
$$

which gives the desired result.
Proof of Theorem 5.6. This proof follows the proof of Theorem 3 in [17]. Using a part of Eq. (5.29). Jensen's inequality, and Lemma 5.3 (d) leads to

$$
\int_{0}^{1} I_{m}(x) \mathrm{d} x \leq\left[\frac{1}{4 m} \int_{0}^{1} L_{m}(x) \mathrm{d} x\right]^{1 / 2}=\left[\frac{1}{4 m^{3 / 2}}\left(\frac{\sqrt{\pi}}{2}+O\left(m^{-1}\right)\right)\right]^{1 / 2}=O\left(m^{-3 / 4}\right)
$$

Using Eq. (5.23) Lemma 5.1, and Eq. (5.28)

$$
\begin{aligned}
\operatorname{MISE}\left[\hat{F}_{m, n}\right] & =\int_{0}^{1} \operatorname{Var}\left[\hat{F}_{m, n}(x)\right]+\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]^{2} \mathrm{~d} x \\
& =\frac{1}{n} \int_{0}^{1} \sigma^{2}(x)+2 f(x) R_{1, m}(x)+O\left(I_{m}(x)\right)+O\left(m^{-1}\right) \mathrm{d} x+\frac{1}{m^{2}} \int_{0}^{1} b^{2}(x)+o(1) \mathrm{d} x \\
& =\frac{1}{n} \int_{0}^{1} \sigma^{2}(x)+2 f(x) R_{1, m}(x) \mathrm{d} x+\frac{1}{m^{2}} \int_{0}^{1} b^{2}(x) \mathrm{d} x+O\left(m^{-3 / 4} n^{-1}\right)+o\left(m^{-2}\right)
\end{aligned}
$$

because of [34, Section 4.2.1] and the fact that $I_{m}$ is positive. Now, we get

$$
\operatorname{MISE}\left[\hat{F}_{m, n}\right]=n^{-1} C_{1}-n^{-1} m^{-1 / 2} C_{2}+m^{-2} C_{3}+o\left(m^{-2}\right)+o\left(m^{-1 / 2} n^{-1}\right)
$$

with $2 f(x) \phi_{2}(x)=V(x)$ and Lemma 5.3 (e).
Proof of Theorem 5.7. This proof follows the proof of Theorem 4 in [17].
We only show the claims for the global variable $i_{G}(n)$ because the local part can be shown almost analogously using $\theta(x)=\frac{V(x)}{\sigma^{2}(x)}$ and $\gamma(x)=\frac{b^{2}(x)}{\sigma^{2}(x)}$ instead of $\tilde{\theta}$ and $\tilde{\gamma}$. With the dependency on $x$, the error terms are $x$-dependent as well.

For simplicity we write $i(n)=i_{G}(n)$. By the definition of $i(n)$ we know that $\lim _{n \rightarrow \infty} i(n)=\infty$ and

$$
\begin{align*}
& \operatorname{MISE}\left[F_{i(n)}\right] \leq \operatorname{MISE}\left[\hat{F}_{m, n}\right] \leq \operatorname{MISE}\left[F_{i(n)-1}\right] \\
\Leftrightarrow & i(n)^{-1} C_{1} \leq n^{-1} C_{1}-m^{-1 / 2} n^{-1} C_{2}+m^{-2} C_{3}+o\left(m^{-1 / 2} n^{-1}\right)+o\left(m^{-2}\right) \leq(i(n)-1)^{-1} C_{1} \\
\Leftrightarrow & 1 \leq \frac{i(n)}{n}\left[1-m^{-1 / 2} \tilde{\theta}+m^{-2} n \tilde{\gamma}+o\left(m^{-1 / 2}\right)+o\left(m^{-2} n\right)\right] \leq \frac{i(n)}{i(n)-1}, \tag{5.32}
\end{align*}
$$

where $\tilde{\theta}=\frac{C_{2}}{C_{1}}$ and $\tilde{\gamma}=\frac{C_{3}}{C_{1}}$. Now, if $m n^{-1 / 2} \rightarrow \infty\left(\Leftrightarrow m^{-2} n \rightarrow 0\right)$, taking the limit $n \rightarrow \infty$ leads to

$$
\frac{i(n)}{n} \rightarrow 1
$$

so that

$$
i(n)=n+o(n)=n(1+o(1))
$$

(a) We assume that that $m n^{-2 / 3} \rightarrow \infty$ and $m n^{-2} \rightarrow 0$. Rewrite Eq. (5.32) as

$$
\begin{align*}
& m^{-1 / 2} n^{-1} \tilde{\theta} \leq A_{1, n}+m^{-2} \tilde{\gamma}+o\left(m^{-1 / 2} n^{-1}\right)+o\left(m^{-2}\right) \leq m^{-1 / 2} n^{-1} \tilde{\theta}+A_{2, n} \\
\Leftrightarrow & \tilde{\theta} \leq m^{1 / 2} n A_{1, n}+m^{-3 / 2} n \tilde{\gamma}+o(1)+o\left(m^{-3 / 2} n\right) \leq \tilde{\theta}+m^{1 / 2} n A_{2, n}, \tag{5.33}
\end{align*}
$$

where

$$
A_{1, n}=\frac{1}{n}-\frac{1}{i(n)} \text { and } A_{2, n}=\frac{1}{i(n)-1}-\frac{1}{i(n)}
$$

It holds that

$$
\lim _{n \rightarrow \infty} m^{1 / 2} n A_{1, n}=\left(\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n}\right)\left(\lim _{n \rightarrow \infty} \frac{n}{i(n)}\right)=\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n},
$$

and because $m^{1 / 2} n^{-1}=\left(m n^{-2}\right)^{1 / 2} \rightarrow 0$

$$
\lim _{n \rightarrow \infty} m^{1 / 2} n A_{2, n}=\left(\lim _{n \rightarrow \infty} m^{1 / 2} n^{-1}\right)\left(\lim _{n \rightarrow \infty} \frac{n}{i(n)}\right)\left(\lim _{n \rightarrow \infty} \frac{n}{i(n)-1}\right)=0 .
$$

We also know that $m^{-3 / 2} n=\left(m n^{-2 / 3}\right)^{-3 / 2} \rightarrow 0$ so that

$$
\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n}=\tilde{\theta} \Rightarrow \frac{i(n)-n}{m^{-1 / 2} n}=\tilde{\theta}+o(1)
$$

follows from Eq. (5.33).
(b) The second part can be proven with very similar arguments. If $m n^{-2 / 3} \rightarrow c$ it also holds that $m^{-2} n=\left(m n^{-2 / 3}\right)^{-3 / 2} m^{-1 / 2} \rightarrow 0$ and $m^{1 / 2} n^{-1}=\left(m n^{-2 / 3}\right)^{1 / 2} n^{-2 / 3} \rightarrow 0$ so that

$$
\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n}=\tilde{\theta}-c^{-3 / 2} \tilde{\gamma}
$$

and with

$$
\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n}=\left(\lim _{n \rightarrow \infty} \frac{i(n)-n}{n^{2 / 3}}\right)\left(\lim _{n \rightarrow \infty} m^{1 / 2} n^{-1 / 3}\right)=c^{1 / 2} \lim _{n \rightarrow \infty} \frac{i(n)-n}{n^{2 / 3}}
$$

the claim

$$
c^{1 / 2} \frac{i(n)-n}{n^{2 / 3}}=\tilde{\theta}-c^{-3 / 2} \tilde{\gamma}+o(1)
$$

holds.

Proof of Theorem 5.8. This proof follows the proof of Theorem 1 in [25]. It holds that

$$
\begin{aligned}
\left|\operatorname{Var}^{*}\left[\hat{F}_{m, n}(x)\right]-\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]\right| & \leq \frac{1}{n}\left[\sum_{k=0}^{m}\left|F_{n}\left(\frac{k}{m}\right)-F\left(\frac{k}{m}\right)\right| P_{k, m}^{2}(x)\right. \\
& +2 \sum_{0 \leq k<l \leq m} \sum_{n}\left|F_{n}\left(\frac{k}{m}\right)-F\left(\frac{k}{m}\right)\right| P_{k, m}(x) P_{l, m}(x) \\
& \left.+\sum_{k=0}^{m}\left|F_{n}\left(\frac{k}{m}\right)-F\left(\frac{k}{m}\right)\right| P_{k, m}(x)\right] \\
& \leq \frac{4}{n}\left\|F_{n}-F\right\| .
\end{aligned}
$$

This means that $\left|\operatorname{Var}^{*}\left[\hat{F}_{m, n}(x)\right]-\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]\right|=o\left(n^{-1}\right)$. For the bias it follows with Lemma 5.1 that

$$
\begin{aligned}
\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]^{2} & =\left[\frac{x(1-x)}{2 m} f^{\prime}(x)+o\left(m^{-1}\right)\right]^{2} \\
& =\left[\frac{x(1-x)}{2 m} f^{\prime}(x)\right]^{2}+\frac{x(1-x)}{2 m} f^{\prime}(x) o\left(m^{-1}\right)+o\left(m^{-2}\right) \\
& =\left[\frac{x(1-x)}{2 m} f^{\prime}(x)\right]^{2}+o\left(m^{-2}\right)
\end{aligned}
$$

and it holds with very similar arguments as in the proof of Lemma 5.1 and as in the equation before with $F_{h, n}^{\prime \prime}(x)=f_{n}^{\prime}(x)$ that

$$
\operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]^{2}=\left[\frac{x(1-x)}{2 m} f_{n}^{\prime}(x)\right]^{2}+o\left(m^{-2}\right) \text { a.s. }
$$

where

$$
f_{n}^{\prime}(x)=\frac{1}{n h^{2}} \sum_{i=1}^{n} K^{\prime}\left(\frac{x-X_{i}}{h}\right) .
$$

Under the assumption that $h$ is a multiple of $n^{-1 / 9}$ it holds that

$$
\begin{equation*}
f_{n}^{\prime}(x) \rightarrow f^{\prime}(x) \text { a.s. } \tag{5.34}
\end{equation*}
$$

for $n \rightarrow \infty$ which is shown at the end of the proof. With this, it holds that

$$
\operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]^{2}-\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]^{2}=o\left(m^{-2}\right)
$$

for $m \rightarrow \infty$. The claim follows with

$$
\begin{aligned}
& \operatorname{MSE}^{*}\left[\hat{F}_{m_{o p t}, n}(x)\right]-\operatorname{MSE}\left[\hat{F}_{m_{o p t}, n}(x)\right] \\
& =\operatorname{Var}^{*}\left[\hat{F}_{m, n}(x)\right]-\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]+\operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]^{2}-\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]^{2} \\
& =o\left(n^{-1}\right)+o\left(m^{-2}\right)=o\left(n^{-2}\right)
\end{aligned}
$$

for $n \rightarrow \infty$, where the last step holds because of the conditions on $m$.
Now, we show Eq. (5.34). It holds that

$$
\mathbb{E}\left[f_{n}^{\prime}(x)\right]=\mathbb{E}\left[F_{h, n}^{\prime \prime}(x)\right]=\mathbb{E}\left[f_{h, n}^{\prime}(x)\right]=f^{\prime}(x)+o(1)
$$

for $n \rightarrow \infty$ and hence, for all $\epsilon>0$ there exists an $N$ so that for all $n>N$, we get

$$
\left|\mathbb{E}\left[f_{n}^{\prime}(x)\right]-f^{\prime}(x)\right|<\frac{\epsilon}{2} .
$$

Then the triangle inequality yields for $n>N$ that

$$
\mathbb{P}\left(\left|f_{n}^{\prime}(x)-f^{\prime}(x)\right|>\epsilon\right) \leq \mathbb{P}\left(\left|\mathbb{E}\left[f_{n}^{\prime}(x)\right]-f_{n}^{\prime}(x)\right|>\frac{\epsilon}{2}\right)=\mathbb{P}\left(\frac{1}{n}\left|\sum_{i=1}^{n} Y_{n i}\right|>\frac{\epsilon h^{2}}{2}\right)
$$

where $Y_{n i}=K^{\prime}\left(\frac{x-X_{i}}{h}\right)-\mathbb{E}\left[K^{\prime}\left(\frac{x-X_{i}}{h}\right)\right], i \in\{1, \ldots, n\}$, are independent mean-zero random variables. It holds that $\sup _{i}\left\|Y_{n i}\right\|_{\infty} \leq\left\|K^{\prime}\right\|$ where constants are omitted. Now, using [35], it holds for $n \geq 4$ that

$$
\mathbb{P}\left(\left|f_{n}^{\prime}(x)-f^{\prime}(x)\right|>\epsilon\right) \leq \exp \left(-\frac{C \epsilon^{2} h^{4} n}{\left\|K^{\prime}\right\|^{2}+\epsilon h^{2}\left\|K^{\prime}\right\| \log (n) \log (\log (n))}\right)
$$

where some constants are omitted again and for $h$ being a multiple of $n^{-1 / 9}$ we know that

$$
\mathbb{P}\left(\left|f_{n}^{\prime}(x)-f^{\prime}(x)\right|>\epsilon\right) \leq \exp \left(-\frac{C_{1} \epsilon^{2} n^{5 / 9}}{\log (n) \log (\log (n))}\right), C_{1}>0
$$

This can be used to show with the Borel-Cantelli theorem that $f_{n}^{\prime}(x) \rightarrow f^{\prime}(x)$ a.s. for $n \rightarrow \infty$.

Proof of Theorem 5.9, This proof follows the proof of Theorem 2 in [25].
It is enough to show that $\left|\operatorname{MSE}^{*}\left[\hat{F}_{m_{o p t}, n}(x)\right]-\operatorname{MSE}\left[\hat{F}_{m_{\text {opt }, n}}(x)\right]\right|$ can be bounded by a constant free of $n$ and $x$ because then it follows that the integral exists and hence

$$
\begin{aligned}
\operatorname{MISE}^{*}\left[\hat{F}_{m_{o p t}, n}\right]-\operatorname{MISE}\left[\hat{F}_{m_{o p t}, n}\right] & =\int_{0}^{1} \operatorname{MSE}^{*}\left[\hat{F}_{m_{o p t}, n}(x)\right]-\operatorname{MSE}\left[\hat{F}_{m_{o p t}, n}(x)\right] \mathrm{d} x \\
& =\int_{0}^{1} o\left(n^{-1}\right) \mathrm{d} x=o\left(n^{-1}\right) .
\end{aligned}
$$

We know from the proof before that

$$
\left|\operatorname{Var}^{*}\left[\hat{F}_{m, n}(x)\right]-\operatorname{Var}\left[\hat{F}_{m, n}(x)\right]\right| \leq \frac{4}{n}\left\|F_{n}-F\right\| \leq \frac{4}{n} \leq 4
$$

With Eq. (5.15) and Eq. (5.14) we know that the absolute values of $\operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]$ and $\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]$ are both bounded by 1. Summarizing the former results leads to

$$
\left|\operatorname{MSE}^{*}\left[\hat{F}_{m_{o p t}, n}(x)\right]-\operatorname{MSE}\left[\hat{F}_{m_{o p t}, n}(x)\right]\right| \leq 4+2=6
$$

which is a constant boundary.
Proof of Theorem 5.10. As the proofs before, this one follows from [25, Theorem 3].
(a) With the Dvoretzky, Kiefer and Wolfowitz inequality that can be found in [33, p. 59], there exists a finite positive constant C not depending on F such that

$$
\mathbb{P}\left(\left\|F_{n}-F\right\|>d\right) \leq C e^{-2 n d^{2}}, d>0
$$

for all $n=1,2, \ldots$. It follows that

$$
\mathbb{P}\left(n^{1 / 3}\left\|F_{n}-F\right\|>d\right) \leq C e^{-2 d^{2} n^{1 / 3}}
$$

for all $d>0$ and with the Borel-Cantelli theorem, it follows that

$$
\left\|F_{n}-F\right\|=o\left(n^{-1 / 3}\right) \text { a.s.. }
$$

It holds that

$$
\begin{aligned}
\left|\hat{F}_{\tilde{m}, n}(x)-B_{\tilde{m}}(x)\right| & =\left|\sum_{k=0}^{\tilde{m}} F_{n}\left(\frac{k}{\tilde{m}}\right) P_{k, \tilde{m}}(x)-\sum_{k=0}^{\tilde{m}} F\left(\frac{k}{\tilde{m}}\right) P_{k, \tilde{m}}(x)\right| \\
& \leq \sum_{k=0}^{\tilde{m}}\left|F_{n}\left(\frac{k}{\tilde{m}}\right)-F\left(\frac{k}{\tilde{m}}\right)\right| P_{k, \tilde{m}}(x) \leq\left\|F_{n}-F\right\|
\end{aligned}
$$

and with this

$$
\left\|\hat{F}_{\tilde{m}, n}-B_{\tilde{m}}\right\| \leq\left\|F_{n}-F\right\| \text { a.s. }
$$

as the right side does not depend on $x$.
It is easy to see that

$$
B_{\tilde{m}}(x)=\sum_{k=0}^{\tilde{m}} F\left(\frac{k}{\tilde{m}}\right) P_{k, \tilde{m}}(x)=\mathbb{E}\left[\left.F\left(\frac{Z}{\tilde{m}}\right) \right\rvert\, A_{n}\right],
$$

where $A_{n}=\sigma\left(X_{1}, \ldots X_{n}\right)$ and $Z$ has the conditional distribution $\operatorname{Bin}(\tilde{m}, x)$. Using the Taylor Theorem it holds that

$$
\begin{aligned}
\left|B_{\tilde{m}}(x)-F(x)\right| & =\left|\mathbb{E}\left[\left.F\left(\frac{Z}{\tilde{m}}\right) \right\rvert\, A_{n}\right]-F(x)\right| \\
& =\left|\mathbb{E}\left[\left.F(x)+\left(\frac{Z}{\tilde{m}}-x\right) f(x)+\frac{1}{2}\left(\frac{Z}{\tilde{m}}-x\right)^{2} f^{\prime}(x) \right\rvert\, A_{n}\right]-F(x)\right| \\
& =\left|f(x) \mathbb{E}\left[\left.\frac{Z}{\tilde{m}}-x \right\rvert\, A_{n}\right]+\frac{1}{2} f^{\prime}(x) \mathbb{E}\left[\left.\left(\frac{Z}{\tilde{m}}-x\right)^{2} \right\rvert\, A_{n}\right]\right| \\
& \leq \frac{1}{2}\left\|f^{\prime}\right\| \operatorname{Var}\left[\left.\frac{Z}{\tilde{m}}-x \right\rvert\, A_{n}\right]=\frac{1}{2}\left\|f^{\prime}\right\| \frac{1}{\tilde{m}^{2}} \tilde{m} x(1-x) \leq \frac{\left\|f^{\prime}\right\|}{2 c n^{\delta+1 / 2}} .
\end{aligned}
$$

It follows that

$$
\left\|B_{\tilde{m}}(x)-F(x)\right\| \leq \frac{\left\|f^{\prime}\right\|}{2 c n^{\delta+1 / 2}}
$$

and in total

$$
\begin{align*}
\left\|\hat{F}_{\tilde{m}, n}-F\right\| & \leq\left\|\hat{F}_{\tilde{m}, n}-B_{\tilde{m}}\right\|+\left\|B_{\tilde{m}}-F\right\| \\
& \leq\left\|F_{n}-F\right\|+\frac{\left\|f^{\prime}\right\|}{2 c n^{\delta+1 / 2}}=o\left(n^{-1 / 3}\right)+o\left(n^{-\delta-1 / 2}\right)=o\left(n^{-1 / 3}\right) \text { a.s. } \tag{5.35}
\end{align*}
$$

which proves the first claim of the first part.
For the second claim, note that $\left\|\hat{F}_{\tilde{m}, n}-F\right\| \leq 1$ and with the same arguments as in the proof of Theorem 5.9,

$$
\mathbb{E}\left\|\hat{F}_{\tilde{m}, n}-F\right\|=o\left(n^{-1 / 3}\right)
$$

From this, the claim follows because

$$
\mathbb{E}\left[\sup _{x \in[0,1]}\left|\hat{F}_{\tilde{m}, n}(x)-F(x)\right|\right] \geq \mathbb{E}\left[\hat{F}_{\tilde{m}, n}(x)-F(x)\right]=\operatorname{Bias}\left[\hat{F}_{m, n}(x)\right]
$$

(b) Note that with Eq. (5.35,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty}\left(\frac{2 n}{\log \log n}\right)^{1 / 2}\left\|\hat{F}_{\tilde{m}, n}-F\right\| \\
& \leq \limsup _{n \rightarrow \infty}\left(\frac{2 n}{\log \log n}\right)^{1 / 2}\left\|F_{n}-F\right\|+\limsup _{n \rightarrow \infty}\left(\frac{2 n}{\log \log n}\right)^{1 / 2} \frac{\left\|f^{\prime}\right\|}{2 c n^{\delta+1 / 2}}
\end{aligned}
$$

where the first part can be bounded by one because of Eq. (5.4) and the second part converges to 0 .
(c) Again with Eq. 5.35), it is easy to see that

$$
\frac{\left\|\hat{F}_{\tilde{m}, n}-F\right\|}{\left\|F_{n}-F\right\|} \leq 1+\frac{\left\|f^{\prime}\right\|}{2 c n^{\delta+1 / 2}\left\|F_{n}-F\right\|} \text { a.s.. }
$$

With Theorem 2.1, we know that

$$
n^{1 / 2}\left(F_{n}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right)
$$

and with the continuous mapping theorem, it is easy to see that $n^{1 / 2}\left\|F_{n}-F\right\|$ converges in distribution to a positive-valued random variable. With this, $\frac{\left\|f^{\prime}\right\|}{2 c n^{\delta+1 / 2}\left\|F_{n}-F\right\|}$ converges in distribution to 0 which is a constant so that it also converges in probability. This proves the claim.


Figure 7: Illustration of the Szasz estimator for $n=20$.

## 6 Szasz Distribution Function Estimation on Half Line

As already mentioned in Section 5 , it is not enough to consider distribution functions on $[0,1]$. This is the reason why in this section, we deal with distributions on $[0, \infty)$.

Similar to Section 55 let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random variables with unknown distribution function $F$ and unknown density function $f$ supported on the interval $[0, \infty)$. We assume that a finite random sample $X_{1}, \ldots, X_{n}, n \in \mathbb{N}$, is available.

In order to estimate a distribution function on $[0, \infty)$, a very similar technique to the Bernstein estimator is used. Instead of the Bernstein basis polynomials, we here use the functions

$$
V_{k, m}(x)=e^{-m x} \frac{(m x)^{k}}{k!}
$$

The first person to do so was Mirakyan in 1941. In 1950, Szasz wrote the famous paper [36], where he expanded the Bernstein polynomials to the Szasz-Mirakyan operator

$$
S_{m}(x)=S_{m}(u ; x)=\sum_{k=0}^{\infty} u\left(\frac{k}{m}\right) e^{-m x} \frac{(m x)^{k}}{k!}=\sum_{k=0}^{\infty} u\left(\frac{k}{m}\right) V_{k, m}(x)
$$

for a function $u$ being continuous on $(0, \infty)$.
He proved the following theorem, which can be found in [36].
Theorem 6.1. If $u$ is a continuous function on $(0, \infty)$ with a finite limit at infinity, then as $m \rightarrow \infty$,

$$
S_{m}(u ; x)=\sum_{k=0}^{\infty} u\left(\frac{k}{m}\right) e^{-m x} \frac{(m x)^{k}}{k!} \rightarrow u(x)
$$

uniformly for $x \in(0, \infty)$.
End Theorem
One can expand Theorem 6.1 to a function $u$ being continuous on $[0, \infty)$ with $u(0)=0$. Then, $S_{m}(u ; 0)=0$ and with the continuity it holds that $S_{m}(u ; x) \rightarrow u(x)$ for $x \in[0, \infty)$.

Similar to Vitale, this is used to estimate a density function $f$ in [37] with

$$
\hat{f}_{m, n}^{S}(x)=\frac{m}{n} \sum_{m=0}^{\infty} B_{k, m}^{(n)} e^{-m x} \frac{(m x)^{k}}{k!},
$$

where $f$ is supported on $[0, \infty)$ and

$$
B_{k, m}^{(n)}=\text { Number of } X_{i} \text { in }\left[\frac{k}{m}, \frac{k+1}{m}\right), k \in \mathbb{N}_{0} .
$$

Now, we turn our attention to the distribution function. With Theorem 6.1 we know that a distribution function $F$ on $[0, \infty)$ can be represented by

$$
\begin{equation*}
S_{m}(F ; x)=\sum_{k=0}^{\infty} F\left(\frac{k}{m}\right) e^{-m x} \frac{(m x)^{k}}{k!}, \tag{6.1}
\end{equation*}
$$

which converges to $F$ uniformly for $x \in[0, \infty)$. This follows from $F(0)=0$ and the remark after the theorem. An idea to estimate this distribution function $F$ on $[0, \infty)$ is

$$
\hat{F}_{m, n}^{S}(x)=\sum_{k=0}^{\infty} F_{n}\left(\frac{k}{m}\right) e^{-m x} \frac{(m x)^{k}}{k!} .
$$

The intuition is that we replace the unknown distribution function $F$ in the Szasz-Mirakyan operator Eq. (6.1) by the empirical distribution function (EDF) $F_{n}$. We call this estimator $\hat{F}_{m, n}^{S}$ the Szasz estimator. As before, we assume that $m=m_{n}$ depends on $n$.

Note here that the sum is infinite, which is not a desirable property. The sum cannot be truncated because then the poisson probabilities do not add up to one anymore. This yields an estimator not approaching one for $x \rightarrow \infty$. However, later on we will see that the estimator can easily be rewritten, so that the sum is finite.

In order to work with this estimator we assume the following.
Assumption 6.1. The distribution function $F$ is continuous. The derivatives $f$ and $f^{\prime}$ are continuous and bounded on $[0, \infty)$.

End Assumption
Note that if only the convergence itself is important and we are not interested in deriving the convergence rate, it is enough to assume these properties on $(0, \infty)$.

In the following, we state and prove some important properties of the Szasz estimator.

### 6.1 General Properties

Here, some important properties of the Szasz estimator $\hat{F}_{m, n}^{S}(x)$ are shown. The behavior at the boundary is very good as can be seen now. We know that

$$
\begin{equation*}
\hat{F}_{m, n}^{S}(0)=0=F(0)=S_{m}(F ; 0) \text { and } \lim _{x \rightarrow \infty} \hat{F}_{m, n}^{S}(x)=1=\lim _{x \rightarrow \infty} F(x)=\lim _{x \rightarrow \infty} S_{m}(F ; x) \tag{6.2}
\end{equation*}
$$

with probability one for all $m$. This means that bias and variance in the point $x=0$ are zero.
To show that the limit is one, the following functions are needed. The gamma function is defined as

$$
\Gamma(z)=\int_{0}^{\infty} x^{z-1} e^{-x} d x
$$

The upper and lower incomplete gamma functions are defined by

$$
\begin{aligned}
& \Gamma(z, s)=\int_{s}^{\infty} x^{z-1} e^{-x} d x \\
& \gamma(z, s)=\int_{0}^{s} x^{z-1} e^{-x} d x
\end{aligned}
$$

respectively. The limit is one since

$$
\begin{aligned}
\hat{F}_{m, n}^{S}(x) & =\sum_{k=0}^{\infty} F_{n}\left(\frac{k}{m}\right) e^{-m x} \frac{(m x)^{k}}{k!} \\
& =\frac{1}{n} \sum_{i=1}^{n} \sum_{k=0}^{\infty} \mathbb{I}\left\{k \geq m X_{i}\right\} e^{-m x} \frac{(m x)^{k}}{k!} \\
& =\frac{1}{n} \sum_{i=1}^{n} \sum_{k=\left\lceil m X_{i}\right\rceil}^{\infty} e^{-m x} \frac{(m x)^{k}}{k!} \\
& =\frac{1}{n} \sum_{i=1}^{n} \mathbb{P}\left(Y \geq\left\lceil m X_{i}\right\rceil\right) \\
& =\frac{1}{n} \sum_{i=1}^{n} \frac{\gamma\left(\left\lceil m X_{i}\right\rceil, m x\right)}{\Gamma\left(\left\lceil m X_{i}\right\rceil\right)} \xrightarrow{x \rightarrow \infty} 1,
\end{aligned}
$$

where $Y \sim \operatorname{Poi}(m x)$ is a random variable. Since the above representation only contains a finite number of summands, it can be used to simulate the estimator. Now, it is also possible to illustrate the estimator, see Figure 7 .

The expectation of the Szasz operator is of course given by the expression $\mathbb{E}\left[F_{m, n}^{S}(x)\right]=S_{m}(F ; x)$ for $x \in[0, \infty)$.

It holds that $\hat{F}_{m, n}(x)$ yields a proper continuous distribution function with probability one and for all values of $m$. The continuity of $\hat{F}_{m, n}(x)$ is obvious. Moreover, it follows from Eq. (6.2) and the next theorem that $0 \leq \hat{F}_{m, n}(x) \leq 1$ for $x \in[0, \infty)$.
Theorem 6.2. The function $\hat{F}_{m, n}^{S}(x)$ is increasing in $x$ on $[0, \infty)$.
End Theorem
Proof. This proof is similar to the one of Theorem 5.1. Let

$$
g_{n}(0)=0 \text { and } g_{n}\left(\frac{k}{m}\right)=F_{n}\left(\frac{k}{m}\right)-F_{n}\left(\frac{k-1}{m}\right), k=1,2, \ldots,
$$

and

$$
U_{k}(m, x)=\sum_{j=k}^{\infty} V_{j, m}(x)=\frac{1}{\Gamma(k)} \int_{0}^{m x} t^{k-1} e^{-t} \mathrm{~d} t .
$$

The last equation holds because

$$
U_{k}(m, x)=1-\sum_{j=0}^{k-1} V_{j, m}(x)=1-\frac{\Gamma(k, m x)}{\Gamma(k)}=\frac{\gamma(k, m x)}{\Gamma(k)} .
$$

It follows that $\hat{F}_{m, n}^{S}$ can be written as

$$
\hat{F}_{m, n}^{S}(x)=\sum_{k=0}^{\infty} g_{n}\left(\frac{k}{m}\right) U_{k}(m, x)
$$

because

$$
\begin{aligned}
\sum_{k=0}^{\infty} g_{n}\left(\frac{k}{m}\right) U_{k}(m, x) & =\sum_{k=1}^{\infty}\left[F_{n}\left(\frac{k}{m}\right)-F_{n}\left(\frac{k-1}{m}\right)\right] \sum_{j=k}^{\infty} V_{j, m}(x) \\
& =\sum_{k=1}^{\infty} \sum_{j=k}^{\infty} F_{n}\left(\frac{k}{m}\right) V_{j, m}(x)-\sum_{k=0}^{\infty} \sum_{j=k}^{\infty} F_{n}\left(\frac{k}{m}\right) V_{j, m}(x)+\sum_{k=0}^{\infty} F_{n}\left(\frac{k}{m}\right) V_{k, m}(x) \\
& =\hat{F}_{m, n}^{S}(x) .
\end{aligned}
$$

The claim follows since $g_{n}\left(\frac{k}{m}\right)$ is non-negative for at least one $k$ and $U_{k}(m, x)$ is increasing. End Proof

The next theorem shows that $\hat{F}_{m, n}^{S}(x)$ is uniformly strongly consistent.
Theorem 6.3. If $F$ is a continuous probability distribution function on $[0, \infty)$, then

$$
\left\|\hat{F}_{m, n}^{S}-F\right\| \rightarrow 0 \text { a.s. }
$$

for $m, n \rightarrow \infty$. We use the notation $\|G\|=\sup _{x \in[0, \infty)}|G(x)|$ for a bounded function $G$ on $[0, \infty)$.
End Theorem
Proof. The proof follows the proof of Theorem 5.2, It holds that

$$
\left\|\hat{F}_{m, n}^{S}-F\right\| \leq\left\|\hat{F}_{m, n}^{S}-S_{m}\right\|+\left\|S_{m}-F\right\|
$$

and

$$
\left\|\hat{F}_{m, n}^{S}-S_{m}\right\|=\left\|\sum_{k=0}^{\infty}\left[F_{n}(k / m)-F(k / m)\right] V_{k, m}\right\| \leq\left\|F_{n}-F\right\| \cdot\left\|\sum_{k=0}^{\infty} V_{k, m}\right\|=\left\|F_{n}-F\right\| .
$$

We know with the Glivenko-Cantelli theorem that $\left\|F_{n}-F\right\| \rightarrow 0$ a.s. for $n \rightarrow \infty$ so that the claim follows with Theorem 6.1.

In the sequel, the bias and the variance of the estimator are calculated.

### 6.1.1 Bias and Variance

We now calculate the bias and the variance of the Szasz estimator $\hat{F}_{m, n}^{S}$ on the inner interval $(0, \infty)$, as we already know that bias and variance are zero for $x=0$. In the following lemma, we first find a different expression of $S_{m}$ that is similar to Lemma 5.1.

Lemma 6.1. It holds for $x \in(0, \infty)$ that

$$
S_{m}(F ; x)=S_{m}(x)=F(x)+m^{-1} b^{S}(x)+o_{x}\left(m^{-1}\right),
$$

where $b^{S}(x)=\frac{x f^{\prime}(x)}{2}$.
Proof. Following the proof of Lemma 5.1, Taylor's theorem gives

$$
\begin{aligned}
S_{m}(x) & =\sum_{k=0}^{\infty} F\left(\frac{k}{m}\right) V_{k, m}(x) \\
& =F(x)+\underbrace{\sum_{k=0}^{\infty}\left(\frac{k}{m}-x\right) f(x) V_{k, m}(x)}_{S_{2}}+\underbrace{\frac{1}{2} f^{\prime}(x) \sum_{k=0}^{\infty}\left(\frac{k}{m}-x\right)^{2} V_{k, m}(x)}_{S_{3}} \\
& +\underbrace{\sum_{k=0}^{\infty} o\left(\left(\frac{k}{m}-x\right)^{2}\right) V_{k, m}(x)}_{S_{4}} .
\end{aligned}
$$

The second summand $S_{2}$ simplifies to $S_{2}=x f(x)-x f(x)=0$ because for $x \in[0, \infty)$, it holds that

$$
\sum_{k=0}^{\infty} \frac{k}{m} V_{k, m}(x)=\frac{1}{m} \mathbb{E}[Y]=x,
$$

where $Y \sim \operatorname{Poi}(m x)$.
The third part $S_{3}$ can be written as

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left(\frac{k}{m}-x\right)^{2} V_{k, m}(x)=\frac{1}{m^{2}} \operatorname{Var}[Y]=\frac{x}{m} \tag{6.3}
\end{equation*}
$$

For the last summand $S_{4}$ we know that

$$
\begin{aligned}
& S_{4}=\sum_{k=0}^{\infty} o\left(\left(\frac{k}{m}-x\right)^{2}\right) V_{k, m}(x) \\
& =o\left(\sum_{k=0}^{\infty}\left(\frac{k}{m}-x\right)^{2} V_{k, m}(x)\right) \\
& =o\left(\frac{x}{m}\right)=o_{x}\left(m^{-1}\right)
\end{aligned}
$$

with Eq. (6.3).
The following theorem establishes asymptotic expressions for the bias and the variance of the Szasz estimator $\hat{F}_{m, n}^{S}$ as $m, n \rightarrow \infty$ are established. The statement is similar to Theorem 5.3.
Theorem 6.4. For each $x \in(0, \infty)$, the bias has the representation

$$
\begin{aligned}
\operatorname{Bias}\left[\hat{F}_{m, n}^{S}(x)\right] & =\mathbb{E}\left[\hat{F}_{m, n}\right]-F(x)=m^{-1} \frac{x f^{\prime}(x)}{2}+o_{x}\left(m^{-1}\right) \\
& =m^{-1} b^{S}(x)+o_{x}\left(m^{-1}\right)
\end{aligned}
$$

For the variance it holds that

$$
\operatorname{Var}\left[\hat{F}_{m, n}^{S}(x)\right]=n^{-1} \sigma^{2}(x)-m^{-1 / 2} n^{-1} V^{S}(x)+o_{x}\left(m^{-1 / 2} n^{-1}\right)
$$

where

$$
\sigma^{2}(x)=F(x)(1-F(x)), V^{S}(x)=f(x)\left[\frac{2 x}{\pi}\right]^{1 / 2}
$$

and $b^{S}(x)$ is defined as in Lemma 6.1.
For the proof, see Proofs Szasz
In the following, we talk about the asymptotic behavior of the Szasz estimator.

### 6.2 Asymptotic Behavior

Here, we turn our attention to the asymptotic behavior of the Szasz estimator. The next theorem is similar to Theorem 5.4 and shows the asymptotic normality of this estimator.

Theorem 6.5. Let $x \in(0, \infty)$, such that $0<F(x)<1$. Then, for $m, n \rightarrow \infty$ it holds that

$$
n^{1 / 2}\left(\hat{F}_{m, n}^{S}(x)-\mathbb{E}\left[\hat{F}_{m, n}^{S}(x)\right]\right)=n^{1 / 2}\left(\hat{F}_{m, n}^{S}(x)-S_{m}(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
$$

where $\sigma^{2}(x)=F(x)(1-F(x))$.

The idea for the proof is to use the central limit theorem for double arrays, see Proofs Szasz for more details.

Note that as in the settings before, this result holds for all choices of $m$ with $m \rightarrow \infty$ without any restrictions.

We now take a closer look at the asymptotic behavior of $\hat{F}_{m, n}^{S}(x)-F(x)$, where the behavior of $m$ is restricted. With Lemma 6.1, it is easy to see that

$$
\begin{equation*}
n^{1 / 2}\left(\hat{F}_{m, n}^{S}(x)-F(x)\right)=n^{1 / 2}\left(\hat{F}_{m, n}^{S}(x)-S_{m}(x)\right)+m^{-1} n^{1 / 2} b^{S}(x)+o_{x}\left(m^{-1} n^{1 / 2}\right) . \tag{6.4}
\end{equation*}
$$

This leads directly to the following corollary, which is similar Corollary 5.1 but on $(0, \infty)$.
Corollary 6.1. Let $m, n \rightarrow \infty$. Then, for $x \in(0, \infty)$ with $0<F(x)<1$, it holds that
(a) if $m n^{-1 / 2} \rightarrow \infty$, then

$$
n^{1 / 2}\left(\hat{F}_{m, n}^{S}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
$$

(b) if $m n^{-1 / 2} \rightarrow c$, where $c$ is a positive constant, then

$$
\begin{equation*}
n^{1 / 2}\left(\hat{F}_{m, n}^{S}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(c^{-1} b^{S}(x), \sigma^{2}(x)\right), \tag{6.5}
\end{equation*}
$$

where $\sigma^{2}(x)$ and $b^{S}(x)$ are defined as in Theorem 6.4.
Next, we derive the asymptotically optimal $m$ with respect to MSE.

### 6.3 Asymptotically Optimal $m$ with Respect to MSE

For the estimator $\hat{F}_{m, n}^{S}$, it is also interesting to calculate the MSE

$$
\operatorname{MSE}\left[\hat{F}_{m, n}^{S}(x)\right]=\mathbb{E}\left[\left(\hat{F}_{m, n}^{S}(x)-F(x)\right)^{2}\right]
$$

and the asymptotically optimal $m$ with respect to MSE. In the point $x=0$, the MSE is zero. For $(0, \infty)$, the next theorem shows the MSE.

Theorem 6.6. The MSE of the Szasz estimator is of the form

$$
\begin{align*}
\operatorname{MSE}\left[\hat{F}_{m, n}^{S}(x)\right] & =\operatorname{Var}\left[\hat{F}_{m, n}^{S}(x)\right]+\operatorname{Bias}\left[\hat{F}_{m, n}^{S}(x)\right]^{2} \\
& =n^{-1} \sigma^{2}(x)-m^{-1 / 2} n^{-1} V^{S}(x)+m^{-2}\left(b^{S}(x)\right)^{2}+o_{x}\left(m^{-2}\right)+o_{x}\left(m^{-1 / 2} n^{-1}\right) \tag{6.6}
\end{align*}
$$

for $x \in(0, \infty)$.
End Theorem
Proof. This follows directly from Theorem 6.4.
To calculate the optimal $m$ with respect to the MSE, one has to take the derivative with respect to $m$ of the above equation and set it to zero. This can be done analogously to Eq. (5.10). The next corollary, which is similar to Corollary 5.2, follows.

Corollary 6.2. Assuming that $f(x) \neq 0$ and $f^{\prime}(x) \neq 0$, the asymptotically optimal choice of $m$ for estimating $F(x)$ with respect to MSE is

$$
\begin{equation*}
m_{o p t}=n^{2 / 3}\left[\frac{4\left(b^{S}(x)\right)^{2}}{V^{S}(x)}\right]^{2 / 3} \tag{6.7}
\end{equation*}
$$

Therefore, the associated MSE can be written as

$$
\begin{equation*}
\operatorname{MSE}\left[\hat{F}_{m_{o p t}, n}^{S}(x)\right]=n^{-1} \sigma^{2}(x)-\underbrace{\frac{3}{4} n^{-4 / 3}\left[\frac{\left(V^{S}(x)\right)^{4}}{4\left(b^{S}(x)\right)^{2}}\right]^{1 / 3}}_{S_{2}}+o_{x}\left(n^{-4 / 3}\right) \tag{6.8}
\end{equation*}
$$

for $x \in(0, \infty)$, where $\sigma^{2}(x), b^{S}(x)$, and $V^{S}(x)$ are defined as in Theorem 6.4.
End Corollary
In [37], it is stated that the optimal $m$ to estimate the density function with respect to the MSE is $O\left(n^{2 / 5}\right)$. We just established that for the distribution function, $m \in O\left(n^{2 / 3}\right)$. The same phenomenon as in Section 5.5 can be observed here. When using $m \in O\left(n^{2 / 5}\right)$ for the distribution estimation, it lies outside of any confidence band of $F$. This holds because of the fact that from $m n^{-2 / 5} \rightarrow c$ it follows that $m n^{-1 / 2} \rightarrow 0$. Together with $f^{\prime}(x) \neq 0$ and Eq. (6.4), it holds that

$$
\mathbb{P}\left(n^{1 / 2}\left|\hat{F}_{m, n}^{S}(x)-F(x)\right|>\epsilon\right) \rightarrow 1
$$

for all $\epsilon>0$. This shows that for this choice of $m, \hat{F}_{m, n}^{S}(x)$ does not converge to a limiting distribution centred at $F(x)$ with proper rescaling. Therefore, $\hat{F}_{m, n}^{S}$ lies outside of any confidence band based on $F_{n}$ with probability going to one.

As before, we now take a closer look at the asymptotically optimal $m$ with respect to MISE.

### 6.4 Asymptotically Optimal $m$ with Respect to MISE

We now focus on the MISE, using a different definition than before. As we deal with an infinite integral, we use a non-negative weight function $\omega$. Here, the weight function is chosen as $\omega(x)=e^{-a x} f(x)$. Following [27], the MISE is defined as

$$
\operatorname{MiSE}\left[\hat{F}_{m, n}^{S}\right]=\mathbb{E}\left[\int_{0}^{\infty}\left(\hat{F}_{m, n}^{S}(x)-F(x)\right)^{2} e^{-a x} f(x) \mathrm{d} x\right]
$$

Note that MISE $\left[\hat{F}_{m, n}^{S}\right]$ cannot be calculated by integrating the expression of MSE $\left[\hat{F}_{m, n}^{S}\right]$ obtained in Eq. (6.6) as the asymptotic expressions depend on $x$.

The next theorem gives the MISE of the Szasz operator and is similar to Theorem 5.6.
Theorem 6.7. It holds that

$$
\operatorname{MISE}\left[\hat{F}_{m, n}^{S}\right]=n^{-1} C_{1}^{S}-m^{-1 / 2} n^{-1} C_{2}^{S}+m^{-2} C_{3}^{S}+o\left(m^{-1 / 2} n^{-1}\right)+o\left(m^{-2}\right)
$$

with

$$
C_{1}^{S}=\int_{0}^{\infty} \sigma^{2} e^{-a x} f(x) \mathrm{d} x, C_{2}^{S}=\int_{0}^{\infty} V^{S}(x) e^{-a x} f(x) \mathrm{d} x \text { and } C_{3}^{S}=\int_{0}^{\infty}\left(b^{S}(x)\right)^{2} e^{-a x} f(x) \mathrm{d} x .
$$

The definitions of $\sigma^{2}(x), b^{S}(x)$, and $V^{S}(x)$ can be found in Theorem 6.4.
For the proof, see Proofs Szasz,
Very similar to Corollary 5.3 , the next corollary gives the asymptotically optimal $m$ for estimating $F$ with respect to MISE.

Corollary 6.3. It follows that the asymptotically optimal $m$ for estimating $F$ with respect to MISE is

$$
m_{o p t}=n^{2 / 3}\left[\frac{4 C_{3}^{S}}{C_{2}^{S}}\right]^{2 / 3},
$$

which leads to

$$
\begin{equation*}
\operatorname{MISE}\left[\hat{F}_{m_{o p t}, n}^{S}\right]=n^{-1} C_{1}^{S}-\underbrace{\frac{3}{4} n^{-4 / 3}\left[\frac{\left(C_{2}^{S}\right)^{4}}{4 C_{3}^{S}}\right]^{1 / 3}}_{S_{2}}+o\left(n^{-4 / 3}\right), \tag{6.9}
\end{equation*}
$$

the optimal MISE.
If we compare the optimal MSE and optimal MISE of the Szasz estimator with those of the EDF, we observe the same behavior as for the Bernstein estimator. The second summand $S_{2}$ in Eq. (6.8) and Eq. (6.9) is always positive so that the Szasz estimator seems to outperform the EDF. This is proven in the following.

### 6.5 Deficiency

We now measure the local and global performance of the Szasz estimator with the help of the deficiency. Let

$$
\begin{aligned}
i_{L}^{S}(n, x) & =\min \left\{k \in \mathbb{N}: \operatorname{MSE}\left[F_{k}(x)\right] \leq \operatorname{MSE}\left[\hat{F}_{m, n}^{S}(x)\right]\right\}, \text { and } \\
i_{G}^{S}(n) & =\min \left\{k \in \mathbb{N}: \operatorname{MISE}\left[F_{k}\right] \leq \operatorname{MiSE}\left[\hat{F}_{m, n}^{S}\right]\right\}
\end{aligned}
$$

be the local and global numbers of observations that $F_{n}$ needs to perform at least as well as $\hat{F}_{m, n}^{S}$. The next theorem deals with these quantities and is similar to Theorem 5.7.

Theorem 6.8. Let $x \in(0, \infty)$ and $m, n \rightarrow \infty$. If $m n^{-1 / 2} \rightarrow \infty$ it holds that

$$
i_{L}^{S}(n, x)=n\left[1+o_{x}(1)\right] \text { and } i_{G}^{S}(n)=n[1+o(1)] .
$$

In addition, the following statements are true.
(a) If $m n^{-2 / 3} \rightarrow \infty$ and $m n^{-2} \rightarrow 0$, then

$$
\begin{aligned}
i_{L}^{S}(n, x)-n & =m^{-1 / 2} n\left[\theta^{S}(x)+o_{x}(1)\right], \text { and } \\
i_{G}^{S}(n)-n & =m^{-1 / 2} n\left[C_{2}^{S} / C_{1}^{S}+o(1)\right] .
\end{aligned}
$$

(b) If $m n^{-2 / 3} \rightarrow c$, where $c$ is a positive constant, then

$$
\begin{aligned}
i_{L}^{S}(n, x)-n & =n^{2 / 3}\left[c^{-1 / 2} \theta^{S}(x)-c^{-2} \gamma^{S}(x)+o_{x}(1)\right], \text { and } \\
i_{G}^{S}(n)-n & =n^{2 / 3}\left[c^{-1 / 2} C_{2}^{S} / C_{1}^{S}-c^{-2} C_{3}^{S} / C_{1}^{S}+o(1)\right],
\end{aligned}
$$

where

$$
\theta^{S}(x)=\frac{V^{S}(x)}{\sigma^{2}(x)} \text { and } \gamma^{S}(x)=\frac{\left(b^{S}(x)\right)^{2}}{\sigma^{2}(x)}
$$

Here, $V^{S}(x), \sigma^{2}(x)$, and $b^{S}(x)$ are defined as in Theorem 6.4 and $C_{1}^{S}, C_{2}^{S}$, and $C_{3}^{S}$ are defined as in Theorem 6.7.

This theorem shows under which conditions the Szasz estimator outperforms the EDF. The asymptotic deficiency goes to infinity as $n$ grows. This means that for increasing $n$, the number of extra observations has to increase so that the EDF outperforms the Szasz estimator. Hence, the EDF is asymptotically deficient to the Szasz estimator.

It is again possible to maximize the deficiency to get an optimal $m$. The following statement is similar to Lemma 5.2.

Lemma 6.2. The optimal $m$ with respect to the global deficiency in the case $m n^{-2 / 3} \rightarrow c$ is of the same order as in Corollary 6.3.

Proof. The proof is the same as for Lemma 5.2. In the case $m n^{-2 / 3} \rightarrow c$, the deficiency $i_{G}(n)-n$ is asymptotically positive only when

$$
c>\left[\frac{C_{3}^{S}}{C_{2}^{S}}\right]^{2 / 3}=c^{*}
$$

Then, the optimal $c$ maximizing $g(c)=c^{-1 / 2} C_{2}^{S} / C_{1}^{S}-c^{-2} C_{3}^{S} / C_{1}^{S}$ is

$$
c_{o p t}=\left[\frac{4 C_{3}^{S}}{C_{2}^{S}}\right]^{2 / 3}=2^{4 / 3} c^{*}
$$

Hence, the optimal order of the Szasz estimator with respect to the deficiency satisfies

$$
m_{o p t} n^{-2 / 3} \rightarrow c_{o p t} \Leftrightarrow m_{o p t}=n^{2 / 3}\left[c_{o p t}+o(1)\right],
$$

which shows the claim.

### 6.6 Properties of $\boldsymbol{V}_{\boldsymbol{k}, \boldsymbol{m}}$

We now present a few properties of $V_{k, m}$ that are needed for the proofs. The following lemma is similar to Lemma 5.3.
Lemma 6.3. Define

$$
L_{m}^{S}(x)=\sum_{k=0}^{\infty} V_{k, m}^{2}(x)
$$

and

$$
R_{j, m}^{S}(x)=m^{-j} \sum_{0 \leq k<l \leq \infty}(k-m x)^{j} V_{k, m}(x) V_{l, m}(x)
$$

for $j \in\{0,1,2\}$, and $V_{k, m}(x)=e^{-m x} \frac{(m x)^{k}}{k!}$. It trivially holds that $0 \leq L_{m}^{S}(x) \leq 1$ for $x \in[0, \infty)$. In addition, the following properties hold. Let $g$ be a continuous and bounded function on $[0, \infty)$. This leads to
(a) $L_{m}^{S}(0)=1$ and $\lim _{x \rightarrow \infty} L_{m}^{S}(x)=0$,
(b) $R_{j, m}^{S}(0)=0$ for $j \in\{0,1,2\}$,
(c) $0 \leq R_{2, m}^{S}(x) \leq \frac{x}{m}$ for $x \in(0, \infty)$,
(d) $L_{m}^{S}(x)=m^{-1 / 2}\left[(4 \pi x)^{-1 / 2}+o_{x}(1)\right]$ for $x \in(0, \infty)$,
(e) $R_{1, m}^{S}(x)=m^{-1 / 2}\left[-\frac{\sqrt{x}}{\sqrt{2 \pi}}+o_{x}(1)\right]$ for $x \in(0, \infty)$,
(f) $m^{1 / 2} \int_{0}^{\infty} L_{m}^{S}(x) e^{-a x} \mathrm{~d} x=\int_{0}^{\infty}(4 \pi x)^{-1 / 2} e^{-a x} \mathrm{~d} x+o(1)=\frac{1}{2 \sqrt{a}}+o(1)$ for $a \in(0, \infty)$,
(g) $m^{1 / 2} \int_{0}^{\infty} x L_{m}^{S}(x) e^{-a x} \mathrm{~d} x=\int_{0}^{\infty} x^{1 / 2}(4 \pi)^{-1 / 2} e^{-a x} \mathrm{~d} x+o(1)=\frac{1}{4 a^{3 / 2}}+o(1)$ for $a \in(0, \infty)$,
(h) $m^{1 / 2} \int_{0}^{\infty} g(x) R_{1, m}^{S}(x) e^{-a x} \mathrm{~d} x=-\int_{0}^{\infty} g(x) \frac{\sqrt{x}}{\sqrt{2 \pi}} e^{-a x} \mathrm{~d} x+o(1)$ for $a \in(0, \infty)$.

Proof. The proof is similar to the proof of Lemma 5.3.
(a) $L_{m}^{S}(0)=1$ is clear. Using the mode of the poisson distribution it holds for the limit that

$$
\left.\lim _{x \rightarrow \infty} L_{m}^{S}(x) \leq \lim _{x \rightarrow \infty} \max _{k} V_{k, m} \sum_{k=0}^{\infty} V_{k, m}=\lim _{x \rightarrow \infty} P(Y=\lfloor m x\rfloor)\right)=0
$$

where $Y \sim \operatorname{Poi}(m x)$.
(b) $R_{j, m}^{S}(0)=0$ holds trivially.
(c) The non-negativity is clear. For the other inequality, it holds that

$$
\begin{aligned}
R_{2, m}^{S}(x) & \leq m^{-2} \sum_{k=0}^{\infty} \sum_{l=0}^{\infty}(k-m x)^{2} V_{k, m}(x) V_{l, m}(x) \\
& =m^{-2} \sum_{k=0}^{\infty}(k-m x)^{2} V_{k, m}(x)=m^{-2} \operatorname{Var}[Y]=\frac{x}{m},
\end{aligned}
$$

where $Y \sim \operatorname{Poi}(m x)$.
(d) Let $U_{i}, W_{j}, i, j \in\{1, \ldots, m\}$, be i.i.d. random variables with distribution $\operatorname{Poi}(x)$, hence,

$$
\mathbb{P}\left(U_{1}=k\right)=e^{-x} \frac{x^{k}}{k!}
$$

Define

$$
R_{i}=\frac{U_{i}-W_{i}}{\sqrt{2 x}} .
$$

Then, we know that $\mathbb{E}\left[R_{i}\right]=0, \operatorname{Var}\left[R_{i}\right]=1$ and $R_{i}$ has a lattice distribution with span

$$
h=\frac{1}{\sqrt{2 x}} .
$$

Note that with the independence it holds that

$$
\begin{aligned}
\mathbb{P}\left(\sum_{i=1}^{m} R_{i}=0\right) & =\mathbb{P}\left(\sum_{i=1}^{m} U_{i}=\sum_{i=1}^{m} W_{i}\right) \\
& =\mathbb{P}\left(\sum_{i=1}^{m} U_{i}=\sum_{i=1}^{m} W_{i}=0\right)+\mathbb{P}\left(\sum_{i=1}^{m} U_{i}=\sum_{i=1}^{m} W_{i}=1\right)+\ldots \\
& =\sum_{k=0}^{\infty} V_{k, m}^{2}(x)
\end{aligned}
$$

With [29, XV.5, p. 517, Theorem 3], we get that

$$
\frac{\sqrt{m}}{h} \sum_{k=0}^{\infty} V_{k, m}^{2}(x)-\frac{1}{\sqrt{2 \pi}} \rightarrow 0
$$

and it follows that

$$
\sqrt{4 \pi m x} \sum_{k=0}^{\infty} V_{k, m}^{2}(x) \rightarrow 1
$$

from which the claim follows.
(e) With [38, Eq. (2.2), Example 2], we know that for a random variable $Y \sim \operatorname{Poi}(m x)$,

$$
\sum_{l=k+1}^{\infty} V_{l, m}(z)=1-\mathbb{P}(Y \leq k)=1-\Phi\left(z+\Delta_{2}(k)\right)+O\left((m x)^{-3 / 2}\right)
$$

where $z=(k-m x) / \sqrt{m x}$ and

$$
\Delta_{2}(k)=(m x)^{-1 / 2} \frac{1}{6}\left(4-z^{2}\right)+(m x)^{-1} \frac{1}{72} z\left(5 z^{2}-14\right) .
$$

Expandig $\Phi(t)$ about $t=0$ leads to

$$
\Phi(t)=\frac{1}{2}+\frac{t}{\sqrt{2 \pi}}+o(|t|)
$$

and therefore

$$
\sum_{l=k+1}^{\infty} V_{l, m}(z)=\frac{1}{2}-\frac{k-m x}{\sqrt{2 \pi m x}}-\frac{\Delta_{2}(k)}{\sqrt{2 \pi}}+o_{x}\left(\left|\frac{k-m x}{\sqrt{m x}}+\Delta_{2}(k)\right|\right)+O\left((m x)^{-3 / 2}\right)
$$

It holds that

$$
\Delta_{2}(k)=O_{x}\left(m^{1 / 2}\right)
$$

and hence,

$$
\begin{aligned}
R_{1, m}^{S}(x)= & m^{-1} \sum_{k=0}^{\infty}(k-m x) V_{k, m}(x)\left[\sum_{l=k+1}^{\infty} V_{l, m}(x)\right] \\
= & m^{-1} \sum_{k=0}^{\infty}(k-m x) V_{k, m}(x)\left[\frac{1}{2}-\frac{k-m x}{\sqrt{2 \pi m x}}+O_{x}\left(m^{1 / 2}\right)\right. \\
& \left.+o_{x}\left(\left|\frac{k-m x}{\sqrt{2 \pi m x}}+O_{x}\left(m^{1 / 2}\right)\right|\right)+O\left(m^{-3 / 2}\right)\right] \\
= & -m^{-1} \sum_{k=0}^{\infty}(k-m x)^{2} \frac{V_{k, m}(x)}{\sqrt{2 \pi m x}} \\
& +m^{-1} \sum_{k=0}^{\infty}(k-m x) V_{k, m}(x)\left[o_{x}\left(\left|\frac{k-m x}{\sqrt{2 \pi m x}}+O_{x}\left(m^{1 / 2}\right)\right|\right)\right] \\
= & -\frac{m x}{m \sqrt{2 \pi m x}}+o_{x}\left(\frac{1}{m \sqrt{2 \pi m x}} \sum_{k=0}^{\infty}(k-m x)^{2} V_{k, m}(x)\right) \\
= & m^{-1 / 2}\left(-\frac{\sqrt{x}}{\sqrt{2 \pi}}+o_{x}(1)\right),
\end{aligned}
$$

where we used that $\sum_{k=0}^{\infty}(k-m x) V_{k, m}(x)=0$.
(f) The goal is to calculate

$$
m^{1 / 2} \int_{0}^{\infty} L_{m}^{S}(x) e^{-a x} \mathrm{~d} x=m^{1 / 2} \int_{0}^{\infty} \sum_{k=0}^{\infty} V_{k, m}^{2}(x) e^{-a x} \mathrm{~d} x=m^{1 / 2} \sum_{k=0}^{\infty} \int_{0}^{\infty} V_{k, m}^{2}(x) e^{-a x} \mathrm{~d} x .
$$

For the integral we know that

$$
\begin{aligned}
\int_{0}^{\infty} V_{k, m}^{2}(x) e^{-a x} \mathrm{~d} x & =\int_{0}^{\infty}\left(e^{-m x} \frac{(m x)^{k}}{k!}\right)^{2} e^{-a x} \mathrm{~d} x \\
& =\frac{m^{2 k}}{(k!)^{2}} \int_{0}^{\infty} x^{2 k} e^{-(2 m+a) x} \mathrm{~d} x \\
& =\frac{m^{2 k}}{(k!)^{2}(2 m+a)^{2 k+1}} \int_{0}^{\infty} y^{2 k} e^{-y} d y=\frac{m^{2 k}}{(k!)^{2}(2 m+a)^{2 k+1}} \Gamma(2 k+1)
\end{aligned}
$$

Calculating the sum leads to

$$
\begin{aligned}
m^{1 / 2} \sum_{k=0}^{\infty} \frac{m^{2 k}}{(k!)^{2}(2 m+a)^{2 k+1}} \Gamma(2 k+1) & =m^{1 / 2} \sum_{k=0}^{\infty}\left(\frac{1}{2 m+a}\right)^{2 k+1} m^{2 k}\binom{2 k}{k} \\
& =\sqrt{\frac{m}{a(a+4 m)}} \\
& =\frac{1}{2 \sqrt{a}}+\frac{1}{\sqrt{a}}\left[\sqrt{\frac{m}{a+4 m}}-\frac{1}{2}\right]=\frac{1}{2 \sqrt{a}}+o(1) .
\end{aligned}
$$

It holds that

$$
\int_{0}^{\infty}(4 \pi x)^{-1 / 2} e^{-a x} \mathrm{~d} x=\frac{1}{2 \sqrt{a}}
$$

and hence,

$$
m^{1 / 2} \int_{0}^{\infty} L_{m}^{S}(x) e^{-a x} \mathrm{~d} x=\frac{1}{2 \sqrt{a}}+o(1)=\int_{0}^{\infty}(4 \pi x)^{-1 / 2} e^{-a x} \mathrm{~d} x+o(1)
$$

(g) Similar to (f), we get

$$
\int_{0}^{\infty} x V_{k, m}^{2}(x) e^{-a x} \mathrm{~d} x=\frac{m^{2 k}}{(k!)^{2}(2 m+a)^{2 k+2}} \Gamma(2 k+2)
$$

leading to

$$
\begin{aligned}
m^{1 / 2} \sum_{k=0}^{\infty} \frac{m^{2 k}}{(k!)^{2}(2 m+a)^{2 k+2}} \Gamma(2 k+2) & =\frac{\sqrt{m}(a+2 m)}{(a(a+4 m))^{3 / 2}} \\
& =\frac{1}{4 a^{3 / 2}}+\frac{1}{a^{3 / 2}}\left[\frac{\sqrt{m}(a+2 m)}{(a+4 m)^{3 / 2}}-\frac{1}{4}\right] \\
& =\frac{1}{4 a^{3 / 2}}+o(1) .
\end{aligned}
$$

(h) Define $G_{m}^{S}(x)=m^{1 / 2} R_{1, m}^{S}(x) e^{-a x}$ and $G^{S}(x)=-\frac{\sqrt{x}}{\sqrt{2 \pi}} e^{-a x}$. Then with part (e) we know that $G_{m}^{S}(x) \xrightarrow{m \rightarrow \infty} G^{S}(x)$.
Note that

$$
\begin{aligned}
R_{1, m}(x) & =m^{-1} e^{-2 m x} \sum_{0 \leq k<l \leq \infty}(k-m x) \frac{(m x)^{k+l}}{k!!!} \\
& =m^{-1} e^{-2 m x} \sum_{k=0}^{\infty}(k-m x) \frac{(m x)^{k}}{k!}\left[\sum_{l=k+1}^{\infty} \frac{(m x)^{l}}{l!}\right] \\
& =m^{-1} e^{-m x} \sum_{k=0}^{\infty}(k-m x) \frac{(m x)^{k}}{k!}\left(1-\frac{\Gamma(1+k, m x)}{\Gamma(1+k)}\right) \\
& =-m^{-1} e^{-m x} \sum_{k=0}^{\infty}(k-m x) \frac{(m x)^{k}}{k!} \frac{\Gamma(1+k, m x)}{\Gamma(1+k)} .
\end{aligned}
$$

Using $\frac{\Gamma(1+k, m x)}{\Gamma(1+k)}=\mathbb{P}(Y \leq k) \in[0,1]$ for $Y \sim \operatorname{Poi}(m x)$, the above calculation yields

$$
\begin{aligned}
\left|G_{m}^{S}(x)\right| & \leq m^{-1 / 2} e^{-(a+m) x} \sum_{k=0}^{\infty}|k-m x| \frac{(m x)^{k}}{k!} \frac{\Gamma(1+k, m x)}{\Gamma(1+k)} \\
& \leq m^{-1 / 2} e^{-a x} \sum_{k=0}^{\infty}|k-m x| V_{k, m}(x) \\
& \leq m^{-1 / 2} e^{-a x}\left(\sum_{k=0}^{\infty}(k-m x)^{2} V_{k, m}(x)\right)^{1 / 2} \\
& =m^{-1 / 2} e^{-a x} \sqrt{m x}=\sqrt{x} e^{-a x} .
\end{aligned}
$$

This is integrable since

$$
\int_{0}^{\infty} \sqrt{x} e^{-a x} \mathrm{~d} x=\frac{\sqrt{\pi}}{2 a^{3 / 2}}
$$

With the dominated convergence theorem it follows that

$$
\int_{0}^{\infty}\left|G_{m}^{S}(x)-G^{S}(x)\right| \mathrm{d} x=o(1)
$$

and

$$
\left|\int_{0}^{\infty} g(x) G_{m}^{S}(x) \mathrm{d} x-\int_{0}^{\infty} g(x) G^{S}(x) \mathrm{d} x\right| \leq \sup _{x \in[0, \infty)}|g(x)| \int_{0}^{\infty}\left|G_{m}^{S}(x)-G^{S}(x)\right| \mathrm{d} x=o(1),
$$

as $g$ is bounded.

### 6.7 Proofs Szasz

Proof of Theorem 6.4. This proof is similar to that of Theorem 5.3. The bias follows directly from Lemma 6.1. For the proof of the variance, let

$$
Y_{i, m}^{S}=\sum_{k=0}^{\infty} \Delta_{i}\left(\frac{k}{m}\right) V_{k, m}(x)
$$

where

$$
\Delta_{i}(x)=\mathbb{I}\left(X_{i} \leq x\right)-F(x)
$$

for $x \in[0, \infty)$. We know that $\Delta_{1}, \ldots, \Delta_{n}$ are i.i.d. with mean zero. Hence,

$$
\begin{align*}
\hat{F}_{m, n}^{S}(x)-S_{m}(x) & =\sum_{k=0}^{\infty}\left[F_{n}\left(\frac{k}{m}\right)-F\left(\frac{k}{m}\right)\right] V_{k, m}(x) \\
& =\frac{1}{n} \sum_{k=0}^{\infty} \sum_{i=1}^{n}\left[\mathbb{I}\left(X_{i} \leq \frac{k}{m}\right)-F\left(\frac{k}{m}\right)\right] V_{k, m}(x) \\
& =\frac{1}{n} \sum_{i=1}^{n} Y_{i, m}^{S} . \tag{6.10}
\end{align*}
$$

Note that $Y_{i, m}^{S}<\infty$ a.s. and that, for given $m, Y_{1, m}^{S}, \ldots, Y_{n, m}^{S}$ are i.i.d. with mean zero. It follows with the same arguments as in the proof of Theorem 5.3 that

$$
\begin{equation*}
\operatorname{Var}\left[\hat{F}_{m, n}^{S}(x)\right]=\frac{1}{n} \mathbb{E}\left[\left(Y_{1, m}^{S}\right)^{2}\right] \tag{6.11}
\end{equation*}
$$

and for $x, y \in[0, \infty)$ that

$$
\mathbb{E}\left[\Delta_{1}(x) \Delta_{1}(y)\right]=\min (F(x), F(y))-F(x) F(y)
$$

from which we get that

$$
\begin{equation*}
\mathbb{E}\left[\left(Y_{1, m}^{S}\right)^{2}\right]=\sum_{k=0}^{\infty} F\left(\frac{k}{m}\right) V_{k, m}^{2}(x)+2 \sum_{0 \leq k<l \leq \infty} \sum_{m} F\left(\frac{k}{m}\right) V_{k, m}(x) V_{l, m}(x)-S_{m}^{2}(x) . \tag{6.12}
\end{equation*}
$$

We want to find an asymptotic expression for the previous expression. For the first part of Eq. (6.12), write

$$
F\left(\frac{k}{m}\right)=F(x)+O\left(\left|\frac{k}{m}-x\right|\right)
$$

from which follows that

$$
\begin{equation*}
\sum_{k=0}^{\infty} F\left(\frac{k}{m}\right) V_{k, m}^{2}(x)=F(x) L_{m}^{S}(x)+O\left(I_{m}^{S}(x)\right) \tag{6.13}
\end{equation*}
$$

where

$$
I_{m}^{S}(x)=\sum_{k=0}^{\infty}\left|\frac{k}{m}-x\right| V_{k, m}^{2}(x)
$$

and $L_{m}^{S}$ is defined as in Lemma 6.3. For the second term of Eq. (6.12), use Taylor's theorem to get

$$
F\left(\frac{k}{m}\right)=F(x)+\left(\frac{k}{m}-x\right) f(x)+O\left(\left(\frac{k}{m}-x\right)^{2}\right) .
$$

We know that

$$
R_{0, m}^{S}=\frac{1}{2}\left[1-L_{m}^{S}(x)\right]
$$

because

$$
1=\sum_{k=0}^{\infty} \sum_{l=0}^{\infty} V_{k, m}(x) V_{l, m}(x)=2 \sum_{0 \leq k<l \leq \infty} \sum_{k, m}(x) V_{l, m}(x)+\sum_{k=0}^{\infty} V_{k, m}^{2}(x)=2 R_{0, m}^{S}(x)+L_{m}^{S}(x) .
$$

Now, Lemma 6.3. which states that $R_{2, m}^{S}(x) \leq \frac{x}{m}$, leads to

$$
\begin{align*}
\sum_{0 \leq k<l \leq \infty} \sum_{m} F\left(\frac{k}{m}\right) V_{k, m}(x) V_{l, m}(x) & =F(x) R_{0, m}^{S}(x)+f(x) R_{1, m}^{S}(x)+O\left(R_{2, m}^{S}(x)\right) \\
& =\frac{1}{2} F(x)\left(1-L_{m}^{S}(x)\right)+f(x) R_{1, m}^{S}(x)+O_{x}\left(m^{-1}\right) . \tag{6.14}
\end{align*}
$$

With Lemma 6.1, we get that

$$
\begin{aligned}
F(x)-S_{m}^{2}(x) & =F(x)-\left(F(x)+m^{-1} \frac{x f^{\prime}(x)}{2}+O_{x}\left(m^{-1}\right)\right)^{2} \\
& =F(x)-\left(F(x)+O_{x}\left(m^{-1}\right)\right)^{2} \\
& =F(x)-F(x)^{2}-2 F(x) O_{x}\left(m^{-1}\right)-O_{x}\left(m^{-1}\right)^{2} \\
& =\sigma^{2}(x)+O_{x}\left(m^{-1}\right)
\end{aligned}
$$

and using Eq. (6.13) and Eq. (6.14) for Eq. (6.12), it holds that

$$
\begin{align*}
\mathbb{E}\left[\left(Y_{1, m}^{S}\right)^{2}\right] & =F(x) L_{m}^{S}(x)+O\left(I_{m}^{S}(x)\right)+F(x)\left(1-L_{m}^{S}(x)\right)+2 f(x) R_{1, m}^{S}(x)+O_{x}\left(m^{-1}\right)-S_{m}^{2}(x) \\
& =\sigma^{2}(x)+2 f(x) R_{1, m}^{S}(x)+O\left(I_{m}^{S}(x)\right)+O_{x}\left(m^{-1}\right) . \tag{6.15}
\end{align*}
$$

Note that Cauchy-Schwarz can be applied here so that with Lemma 6.3 (d), we get that

$$
\begin{align*}
I_{m}^{S}(x) & \leq\left[\sum_{k=0}^{\infty}\left(\frac{k}{m}-x\right)^{2} V_{k, m}(x)\right]^{1 / 2}\left[\sum_{k=0}^{m} V_{k, m}^{3}(x)\right]^{1 / 2} \\
& \leq\left[\frac{T_{2, m}^{S}}{m^{2}} L_{m}^{S}(x)\right]^{1 / 2} \\
& \leq\left[\frac{x}{m} L_{m}^{S}(x)\right]^{1 / 2} \\
& \leq\left[\frac{x}{m} m^{-1 / 2}\left[(4 \pi x)^{-1 / 2}+o_{x}(1)\right]\right]^{1 / 2} \\
& =o_{x}\left(m^{-3 / 4}\right) \tag{6.16}
\end{align*}
$$

where $T_{2, m}^{S}(x)=\sum_{k=0}^{\infty}(k-m x)^{2} V_{k, m}(x)=m x$ for $x \in[0, \infty)$. Now with Lemma 6.3 (e), it holds that

$$
\begin{align*}
\mathbb{E}\left[\left(Y_{1, m}^{S}\right)^{2}\right] & =\sigma^{2}(x)+2 f(x) R_{1, m}^{S}(x)+O\left(I_{m}^{S}(x)\right)+O_{x}\left(m^{-1}\right) \\
& =\sigma^{2}(x)+2 f(x) m^{-1 / 2}\left[-\frac{\sqrt{x}}{\sqrt{2 \pi}}+o_{x}(1)\right]+O\left(I_{m}^{S}(x)\right)+O_{x}\left(m^{-1}\right) \\
& =\sigma^{2}(x)-m^{-1 / 2} \frac{\sqrt{2 x} f(x)}{\sqrt{\pi}}+o_{x}\left(m^{-1 / 2}\right) . \tag{6.17}
\end{align*}
$$

With Eq. (6.11), the desired claim

$$
\begin{equation*}
\operatorname{Var}\left[\hat{F}_{m, n}^{S}(x)\right]=n^{-1} \sigma^{2}(x)-m^{-1 / 2} n^{-1} \frac{\sqrt{2 x} f(x)}{\sqrt{\pi}}+o_{x}\left(m^{-1 / 2} n^{-1}\right) \tag{6.18}
\end{equation*}
$$

holds.
Proof of Theorem 6.5. This proof follows the proof of Theorem 5.4. For fixed $m$ we know from the proof of Theorem 5.3 that

$$
\hat{F}_{m, n}^{S}(x)-S_{m}(x)=\frac{1}{n} \sum_{i=1}^{n} Y_{i, m}^{S},
$$

where the $Y_{i, m}^{S}$ are i.i.d. random variables with mean 0 . Define $\left(\gamma_{m}^{S}\right)^{2}=\mathbb{E}\left[\left(Y_{1, m}^{S}\right)^{2}\right]$. We now use the central limit theorem for double arrays (see [33], Section 1.9.3) to show the claim. In the proof of Theorem 5.4, it was already explained why it is enough to show

$$
\frac{\mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, m}^{S}\right|>\epsilon \sqrt{n} \gamma_{m}^{S}\right)\left(Y_{1, m}^{S}\right)^{2}\right]}{\left(\gamma_{m}^{S}\right)^{2}} \rightarrow 0 \text { for } n \rightarrow \infty \text { and all } \epsilon>0,
$$

because with Eq. (6.17), it holds that $\gamma_{m}^{s} \rightarrow \sigma(x)$.
We know that

$$
\left|Y_{1, m}^{S}\right| \leq 1
$$

which leads with

$$
\mathbb{I}\left(\left|Y_{1, m}^{S}\right|>\epsilon \sqrt{n} \gamma_{m}^{S}\right) \leq \mathbb{I}\left(1>\epsilon \sqrt{n} \gamma_{m}^{S}\right) \rightarrow 0
$$

to the desired result.
Proof of Theorem 6.7. This proof follows the proof of Theorem 5.6. With a part of Eq. (6.16), Jensen's inequality for expected values, and Lemma 6.3 (g) leads to

$$
\begin{aligned}
\int_{0}^{\infty} I_{m}^{S}(x) e^{-a x} f(x) \mathrm{d} x & \leq\left[\frac{1}{m} \int_{0}^{\infty} x L_{m}^{S}(x) e^{-2 a x} f(x) \mathrm{d} x\right]^{1 / 2} \\
& \leq\left[\frac{\|f\|}{m} \int_{0}^{\infty} x L_{m}^{S}(x) e^{-2 a x} \mathrm{~d} x\right]^{1 / 2} \\
& =\left[\frac{\|f\|}{m^{3 / 2}}\left(\frac{1}{4(2 a)^{3 / 2}}+o(1)\right)\right]^{1 / 2}=O\left(m^{-3 / 4}\right)
\end{aligned}
$$

Using Eq. (6.10) Lemma 6.1, and Eq. (6.15) leads to

$$
\begin{aligned}
\operatorname{MISE}\left[\hat{F}_{m, n}^{S}\right] & =\int_{0}^{\infty}\left[\operatorname{Var}\left[\hat{F}_{m, n}^{S}(x)\right]+\operatorname{Bias}\left[\hat{F}_{m, n}^{S}(x)\right]^{2}\right] e^{-a x} f(x) \mathrm{d} x \\
& =\frac{1}{n} \int_{0}^{\infty}\left[\sigma^{2}(x)+2 f(x) R_{1, m}^{S}(x)+O\left(I_{m}^{S}(x)\right)+O\left(\frac{x}{m}\right)\right] e^{-a x} f(x) \mathrm{d} x \\
& +\int_{0}^{\infty}\left[m^{-1} b^{S}(x)+o\left(\frac{x}{m}\right)\right]^{2} e^{-a x} f(x) \mathrm{d} x \\
& =\frac{1}{n} \int_{0}^{\infty}\left[\sigma^{2}(x)+2 f(x) R_{1, m}^{S}(x)\right] e^{-a x} f(x) \mathrm{d} x+\int_{0}^{\infty} m^{-2}\left(b^{S}(x)\right)^{2} e^{-a x} f(x) \mathrm{d} x \\
& +O\left(m^{-3 / 4} n^{-1}\right)+o\left(m^{-2}\right) .
\end{aligned}
$$

Now, with $2 f(x) \frac{\sqrt{x}}{\sqrt{2 \pi}}=V^{S}(x)$ and Lemma 6.3 (h), we get

$$
\operatorname{MISE}\left[\hat{F}_{m, n}^{S}\right]=n^{-1} C_{1}^{S}-n^{-1} m^{-1 / 2} C_{2}^{S}+m^{-2} C_{3}^{S}+o\left(m^{-2}\right)+o\left(m^{-1 / 2} n^{-1}\right)
$$

The integrals $C_{i}^{S}$ exist for $i=1,2,3$ because $f$ and $\left(f^{\prime}\right)^{2}$ are positive and bounded on $[0, \infty)$. It follows that

$$
\begin{gathered}
C_{1}^{S}=\int_{0}^{\infty} F(x)(1-F(x)) e^{-a x} f(x) \mathrm{d} x \leq\|f\| \int_{0}^{\infty} e^{-a x} \mathrm{~d} x=\frac{\|f\|}{a}<\infty, \\
C_{2}^{S}=\int_{0}^{\infty} f(x)\left[\frac{2 x}{\pi}\right]^{1 / 2} e^{-a x} f(x) \mathrm{d} x \leq \frac{\sqrt{2}\|f\|^{2}}{\sqrt{\pi}} \int_{0}^{\infty} \sqrt{x} e^{-a x} \mathrm{~d} x=\frac{\|f\|^{2}}{\sqrt{2} a^{3 / 2}}<\infty,
\end{gathered}
$$

and

$$
C_{3}^{S}=\int_{0}^{\infty}\left(\frac{x f^{\prime}(x)}{2}\right)^{2} e^{-a x} f(x) \mathrm{d} x \leq \frac{\left\|\left(f^{\prime}\right)^{2}\right\| \cdot\|f\|}{4} \int_{0}^{\infty} x^{2} e^{-a x} \mathrm{~d} x=\frac{\left\|f^{\prime}\right\|^{2}\|f\|}{2 a^{3}}<\infty
$$

where the norm is again defined by $\|g\|=\sup _{x \in[0, \infty)}|g(x)|$ for a bounded $g:[0, \infty) \rightarrow \mathbb{R}$.
Proof of Theorem 6.8. This proof follows the proof of Theorem 5.7. We only present the proof for the local part. For simplicity, write $i(n)=i_{L}^{S}(n, x)$.

By the definition of $i(n)$ we know that $\lim _{n \rightarrow \infty} i(n)=\infty$ and

$$
\begin{align*}
& \quad \operatorname{MSE}\left[F_{i(n)}(x)\right] \leq \operatorname{MSE}\left[\hat{F}_{m, n}^{S}(x)\right] \leq \operatorname{MSE}\left[F_{i(n)-1}(x)\right] \\
& \Leftrightarrow \\
& \quad i(n)^{-1} \sigma^{2}(x) \leq n^{-1} \sigma^{2}(x)-m^{-1 / 2} n^{-1} V^{S}(x)+m^{-2}\left(b^{S}(x)\right)^{2} \\
& \quad+o_{x}\left(m^{-1 / 2} n^{-1}\right)+o_{x}\left(m^{-2}\right) \leq(i(n)-1)^{-1} \sigma^{2}(x)  \tag{6.19}\\
& \Leftrightarrow \\
& 1 \leq \frac{i(n)}{n}\left[1-m^{-1 / 2} \theta^{S}(x)+m^{-2} n \gamma^{S}(x)+o_{x}\left(m^{-1 / 2}\right)+o_{x}\left(m^{-2} n\right)\right] \leq \frac{i(n)}{i(n)-1},
\end{align*}
$$

where $\theta^{S}(x)=\frac{V^{S}(x)}{\sigma^{2}(x)}$ and $\gamma^{S}(x)=\frac{\left(b^{S}(x)\right)^{2}}{\sigma^{2}(x)}$. Now, if $m n^{-1 / 2} \rightarrow \infty\left(\Leftrightarrow m^{-2} n \rightarrow 0\right)$, taking the limit $n \rightarrow \infty$ leads to

$$
\begin{equation*}
\frac{i(n)}{n} \rightarrow 1, \tag{6.20}
\end{equation*}
$$

so that

$$
i(n)=n+o_{x}(n)=n\left(1+o_{x}(1)\right) .
$$

(a) We assume that $m n^{-2 / 3} \rightarrow \infty$ and $m n^{-2} \rightarrow 0$. Rewrite Eq. (6.19) as

$$
\begin{align*}
& m^{-1 / 2} n^{-1} \theta^{S}(x) \leq A_{1, n}+m^{-2} \gamma^{S}(x)+o_{x}\left(m^{-1 / 2} n^{-1}\right)+o_{x}\left(m^{-2}\right) \leq m^{-1 / 2} n^{-1} \theta^{S}(x)+A_{2, n} \\
\Leftrightarrow & \theta^{S}(x) \leq m^{1 / 2} n A_{1, n}+m^{-3 / 2} n \gamma^{S}(x)+o_{x}(1)+o_{x}\left(m^{-3 / 2} n\right) \leq \theta^{S}(x)+m^{1 / 2} n A_{2, n}, \tag{6.21}
\end{align*}
$$

where

$$
A_{1, n}=\frac{1}{n}-\frac{1}{i(n)} \text { and } A_{2, n}=\frac{1}{i(n)-1}-\frac{1}{i(n)} .
$$

It holds that

$$
\lim _{n \rightarrow \infty} m^{1 / 2} n A_{1, n}=\left(\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n}\right)\left(\lim _{n \rightarrow \infty} \frac{n}{i(n)}\right)=\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n},
$$

and because $m^{1 / 2} n^{-1}=\left(m n^{-2}\right)^{1 / 2} \rightarrow 0$,

$$
\lim _{n \rightarrow \infty} m^{1 / 2} n A_{2, n}=\left(\lim _{n \rightarrow \infty} m^{1 / 2} n^{-1}\right)\left(\lim _{n \rightarrow \infty} \frac{n}{i(n)}\right)\left(\lim _{n \rightarrow \infty} \frac{n}{i(n)-1}\right)=0 .
$$

We also know that $m^{-3 / 2} n=\left(m n^{-2 / 3}\right)^{-3 / 2} \rightarrow 0$, hence

$$
\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n}=\theta^{S}(x) \Rightarrow \frac{i(n)-n}{m^{-1 / 2} n}=\theta^{S}(x)+o_{x}(1)
$$

follows from Eq. (6.21).
(b) The second part can be proven with similar arguments. If $m n^{-2 / 3} \rightarrow c$ it also holds that $m^{-2} n=\left(m n^{-2 / 3}\right)^{-3 / 2} m^{-1 / 2} \rightarrow 0$ and $m^{1 / 2} n^{-1}=\left(m n^{-2 / 3}\right)^{1 / 2} n^{-2 / 3} \rightarrow 0$ so that we get that

$$
\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n}=\theta^{S}(x)-c^{-3 / 2} \gamma^{S}(x)
$$

and with

$$
\lim _{n \rightarrow \infty} \frac{i(n)-n}{m^{-1 / 2} n}=\left(\lim _{n \rightarrow \infty} \frac{i(n)-n}{n^{2 / 3}}\right)\left(\lim _{n \rightarrow \infty} m^{1 / 2} n^{-1 / 3}\right)=c^{1 / 2} \lim _{n \rightarrow \infty} \frac{i(n)-n}{n^{2 / 3}}
$$

the claim

$$
c^{1 / 2} \frac{i(n)-n}{n^{2 / 3}}=\theta^{S}(x)-c^{-3 / 2} \gamma^{S}(x)+o_{x}(1)
$$

holds.
The global part can be proved analogously to the proof of Theorem 5.7 with $\tilde{\theta}^{S}=\frac{C_{2}^{S}}{C_{1}^{S}}$ and $\tilde{\gamma}^{S}=\frac{C_{3}^{S}}{C_{1}^{S}}$.


Figure 8: The normalized Hermite functions for $k \in\{0, \ldots, 5\}$.

## 7 Hermite Distribution Function Estimation

In this section, let $X_{1}, X_{2}, \ldots$ again be a sequence of i.i.d. random variables with unknown distribution function $F$ and unknown density function $f$. We receive a finite random sample $X_{1}, \ldots, X_{n}, n \in \mathbb{N}$, to estimate the distribution function $F$ with the so-called Hermite polynomials that are introduced in Section 7.1 .

We first do this for $f$ supported on $[0, \infty)$ in Section 7.3, following [39] and then for $(-\infty, \infty)$ in Section 7.4 following [40].

During this section, we want the following assumption to hold.
Assumption 7.1. The density function $f$ is in $L_{2}$.
End Assumption
Note that for many results to hold, the additional assumption of $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ where $r>1$ needs to be fulfilled. This assures that the function $f$ is rapidly decreasing, which makes sense as the Hermite functions share this property, see [41].

One result will be that the proposed estimator is inferior to the kernel distribution estimator in terms of the asymptotic rate of convergence but there is one clear advantage. For the empirical distribution function (EDF) and the kernel estimator, the sequential (online) estimation (i.e., to process the observations sequentially so that the storage of all observations is not necessary) of the distribution function is only possible at a particular $x$ (see for example [42]). For the estimator introduced in this section, the sequential estimation is possible at an arbitrary $x$. In addition, the time that it takes to update the estimate is $O(1)$ and hence, does not grow with the number of samples.

Throughout this section we sometimes use the notation $a(x) \sim b(x), x \rightarrow \infty$, which means that

$$
\lim _{x \rightarrow \infty} \frac{a(x)}{b(x)}=1
$$

We now introduce the Hermite polynomials.

### 7.1 Hermite Polynomials

The so-called Hermite polynomials $H_{k}$ are defined by

$$
H_{k}(x)=(-1)^{k} e^{x^{2}} \frac{d^{k}}{\mathrm{~d} x^{k}} e^{-x^{2}}
$$

An explicit expression for the polynomials is

$$
H_{k}(x)=k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m}}{m!(k-2 m)!}(2 x)^{k-2 m}
$$

These polynomials are orthogonal under $e^{-x^{2}}$, which means that

$$
\int_{-\infty}^{\infty} e^{-x^{2}} H_{k}(x) H_{l}(x) \mathrm{d} x=\sqrt{\pi} 2^{k} k!\delta_{k l}
$$

where $\delta_{k l}$ is the Kronecker delta function. The normalized Hermite functions are defined by

$$
\begin{equation*}
h_{k}(x)=\left(2^{k} k!\sqrt{\pi}\right)^{-1 / 2} e^{\frac{-x^{2}}{2}} H_{k}(x) . \tag{7.1}
\end{equation*}
$$

They form an orthonormal basis for $L_{2}$ and hence, fulfill

$$
\int_{-\infty}^{\infty} h_{k}(x) h_{l}(x) \mathrm{d} x=\delta_{k l} .
$$

The normalized Hermite functions are illustrated in Figure 8 for $k \in\{0, \ldots, 5\}$.
The Hermite polynomials satisfy the inequality

$$
\left.\left(2^{k} k!\sqrt{\pi}\right)^{-1 / 2} \mid H_{k}(x)\right)\left|e^{\frac{-x^{2}}{2}} \leq c_{a}(k+1)^{-1 / 4},|x| \leq a\right.
$$

for some constant $c_{a}$ and non-negative $a$ and the inequality

$$
\left.\left(2^{k} k!\sqrt{\pi}\right)^{-1 / 2} \mid x^{-1 / 3} H_{k}(x)\right)\left|e^{\frac{-x^{2}}{2}} \leq d_{b}(k+1)^{-1 / 4},|x| \geq b\right.
$$

for some constant $d_{b}$ and positive $b$ (see [43, Theorem 8.91.3], used in [44, p. 176, p. 177]).
In this section, we use the Gauss-Hermite expansion to estimate the density function and the distribution function.

### 7.2 Gauss-Hermite Expansion

The Gauss-Hermite expansion is for example defined in [45]. It has good convergence properties and is robust to outliers, see [46]. In the following, we show the necessary steps to obtain this expansion. We define

$$
\begin{aligned}
Z(x) & =\frac{1}{\sqrt{2 \pi}} e^{\frac{-x^{2}}{2}}, \\
\alpha_{k} & =\frac{\sqrt{\pi}}{2^{k-1} k!},
\end{aligned}
$$

and

$$
a_{k}=\int_{-\infty}^{\infty} f(x) h_{k}(x) \mathrm{d} x .
$$

As already mentioned before, the normalized Hermite functions $h_{k}$, defined in Eq. (7.1), form an orthonormal basis for $L_{2}$. Using this result, it makes sense that for $f \in L_{2}$,

$$
\begin{align*}
f(x) & =\sum_{k=0}^{\infty} a_{k} h_{k}(x)  \tag{7.2}\\
& =\sum_{k=0}^{\infty} \sqrt{\alpha_{k}} \cdot a_{k} H_{k}(x) Z(x) . \tag{7.3}
\end{align*}
$$

From now on, the expressions in Eq. (7.2) and Eq. (7.3) are used interchangeably and are called the Gauss-Hermite expansion. The equality of the two expressions holds because of

$$
\begin{aligned}
\sum_{k=0}^{\infty} a_{k} h_{k}(x) & =\sum_{k=0}^{\infty} a_{k}\left(2^{k} k!\sqrt{\pi}\right)^{-1 / 2} e^{\frac{-x^{2}}{2}} H_{k}(x) \\
& =\sum_{k=0}^{\infty} \sqrt{\frac{\sqrt{\pi}}{2^{k-1} k!}} a_{k} \frac{1}{\sqrt{2 \pi}} e^{\frac{-x^{2}}{2}} H_{k}(x) \\
& =\sum_{k=0}^{\infty} \sqrt{\alpha_{k}} \cdot a_{k} \cdot H_{k}(x) Z(x)
\end{aligned}
$$

The expression Eq. (7.2) shows that the density of the normal distribution can be estimated with only the first summand $a_{0} h_{0}$. For the standard normal distribution, the first summand is of the form

$$
a_{0} h_{0}(x)=\frac{1}{\pi^{1 / 4}} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2 \pi}} e^{-x^{2}} \mathrm{~d} x \cdot \frac{1}{\pi^{1 / 4}} e^{-x^{2} / 2}=\frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2}
$$

All the other summands are zero in this case.
The infinite sum in Eq. (7.2) and Eq. (7.3) is not desirable. A truncation of the sum leads to the $N+1$ truncated expansion

$$
\begin{aligned}
f_{N}(x) & =\sum_{k=0}^{N} a_{k} h_{k}(x) \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \cdot a_{k} H_{k}(x) Z(x) .
\end{aligned}
$$

The coefficients $a_{k}$ are chosen so that the $L_{2}$-distance between $f$ and $f_{N}$ is minimized. A detailed explanation can be found in [47, 2.3 Orthogonal sequences].

In the following, if $N=N(n)$ depends on $n$, which is always the case unless explicitly mentioned, we assume that $N \rightarrow \infty$ for $n \rightarrow \infty$.

In the following, we deal with Hermite density estimation.


Figure 9: Illustration of the Hermite density estimator for different parameters.

### 7.2.1 Density Estimation

With the expressions defined above we now define a density estimator. The coefficients $a_{k}$ can also be written as $a_{k}=\mathbb{E}\left[h_{k}(Y)\right.$ ], where $Y$ is a random variable with density function $f$. Following [39, $a_{k}$ can be estimated by

$$
\begin{equation*}
\hat{a}_{k}=\frac{1}{n} \sum_{i=1}^{n} h_{k}\left(X_{i}\right) \tag{7.4}
\end{equation*}
$$

with the law of large numbers. Therefore, the above mentioned density estimator is defined as

$$
\begin{align*}
\hat{f}_{N, n}(x) & =\sum_{k=0}^{N} \hat{a}_{k} h_{k}(x) \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \cdot \hat{a}_{k} H_{k}(x) Z(x) . \tag{7.5}
\end{align*}
$$

This estimator is illustrated in Figure 9.
The next step is to calculate the MISE. With Parseval's identity and the fact that the functions $h_{k}$ form an orthonormal basis for $L_{2}$, we obtain

$$
\begin{align*}
\operatorname{MISE}\left[\hat{f}_{N, n}\right] & =\mathbb{E}\left[\int_{-\infty}^{\infty}\left(\hat{f}_{N, n}(x)-f(x)\right)^{2} \mathrm{~d} x\right] \\
& =\mathbb{E}\left[\left\|\hat{f}_{N, n}-f\right\|_{L^{2}}^{2}\right]=\mathbb{E}\left[\sum_{k=0}^{\infty}\left|<\hat{f}_{N, n}-f, h_{k}>\right|^{2}\right] \\
& =\underbrace{\mathbb{E}\left[\sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right)^{2}\right]}_{S_{1}}+\underbrace{\sum_{k=N+1}^{\infty} a_{k}^{2}}_{S_{2}} \tag{7.6}
\end{align*}
$$

because

$$
\begin{aligned}
<\hat{f}_{N, n}-f, h_{k}> & =\int_{-\infty}^{\infty}\left[\sum_{l=0}^{N} \hat{a}_{l} h_{l}(x)-\sum_{r=0}^{\infty} a_{r} h_{r}(x)\right] h_{k}(x) \mathrm{d} x \\
& =\sum_{l=0}^{N} \hat{a}_{l} \int_{-\infty}^{\infty} h_{l}(x) h_{k}(x) \mathrm{d} x-\sum_{r=0}^{\infty} a_{r} \int_{-\infty}^{\infty} h_{r}(x) h_{k}(x) \mathrm{d} x \\
& = \begin{cases}\hat{a}_{k}-a_{k}, & \text { if } k \leq N, \\
-a_{k}, & \text { if } k>N .\end{cases}
\end{aligned}
$$

The first term $S_{1}$ in Eq. (7.6) is the integrated variance term that gives the error that we get from using the estimates $\hat{a}_{k}$ instead of $a_{k}$. The second term $S_{2}$ in Eq. (7.6) is the integrated squared bias term that represents the error due to truncation. In [44, Theorem 1], the MISE consistency of the density estimator was proven under the condition $N^{5 / 6} / n \rightarrow 0$.

For many density functions, the Gauss-Hermite estimation yields good estimates, see [46, p. 208]. The downside is that through the truncation, the results can get negative for certain values of $x$. Furthermore, for distributions that deviate strongly from the Gaussian distribution, it might be necessary to choose large $N$ to get a satisfactory fit.

Note that it is not possible to estimate the distribution function in the same way as the density function because $F$ is not in $L_{2}$. This is easy to see with

$$
\int_{-\infty}^{\infty} F^{2}(x) \mathrm{d} x \leq \int_{-\infty}^{\infty} F(x) \mathrm{d} x
$$

which is not bounded. Hence, the distribution function has to be estimated in a different way that is explained in the next sections for the real half line and the real line.

Before doing so, the next section is a small excursion that deals with a way to estimate the distribution function with Hermite polynomials that is not the focus of this section. The approach is needed later in Lemma 7.9, It is similar to the Gauss-Hermite estimator.

### 7.2.2 Gram-Charlier Series of Type A

Here, we quickly define the Gram-Charlier Series of Type A that can be used to estimate the distribution function and the density function, following [40]. Afterwards, we turn our attention to the Gauss-Hermite expansion again that is the topic of the rest of Section 7.

We first need to define the Chebyshev-Hermite polynomials

$$
H_{e_{k}}(x)=2^{-\frac{k}{2}} H_{k}\left(\frac{x}{\sqrt{2}}\right)
$$

and the function

$$
Z(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}}
$$

Now, if a density function $f$ can formally be expanded as

$$
f(x)=\sum_{k=0}^{\infty} c_{k} H_{e_{k}}(x) Z(x)
$$

with

$$
c_{k}=\frac{1}{k!} \int_{-\infty}^{\infty} f(x) H_{e_{k}}(x) \mathrm{d} x
$$

this can be used to estimate the density function and hence, also the distribution function. The truncated version has the form

$$
f(x)=\sum_{k=0}^{N} c_{k} H_{e_{k}}(x) Z(x)
$$

and following [39], the distribution function can be estimated by

$$
\begin{equation*}
\hat{F}_{N, n}^{G C}(x)=\sum_{k=0}^{N} \hat{c}_{k} \int_{-\infty}^{x} H_{e_{k}}(x) Z(y) d y \tag{7.7}
\end{equation*}
$$

where

$$
\hat{c}_{k}=\frac{1}{k!\cdot n} \sum_{i=1}^{n} H_{e_{k}}\left(X_{i}\right) .
$$

This is the end of the excursion.
The next section deals with the Hermite distribution function estimator on the real half line.

### 7.3 The Distribution Function Estimator on the Real Half Line

We now consider distributions supported on $[0, \infty)$ and introduce the Gauss-Hermite distribution estimator on the real half line. Furthermore, we calculate the MSE and MISE of the Gauss-Hermite distribution estimator. Among other things, we will establish that they both directly depend on $\operatorname{MISE}\left[\hat{f}_{N, n}\right]$.

Two examples for distributions fitting here are the chi-squared distribution and the exponential distribution. They are both challenging for the Gauss-Hermite estimator as they considerably differ from the normal distribution for certain parameters. The exponential distribution is even more challenging as the mode is zero.

In the case of the real half line, following [39], the Gauss-Hermite distribution estimator is calculated by

$$
\hat{F}_{N, n}^{H}(x)=\int_{0}^{x} \hat{f}_{N, n}(t) \mathrm{d} t
$$

which leads to

$$
\begin{aligned}
\hat{F}_{N, n}^{H}(x) & =\int_{0}^{x} \hat{f}_{N, n}(t) \mathrm{d} t \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} \int_{0}^{x} H_{k}(t) Z(t) \mathrm{d} t \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-2 m}}{m!(k-2 m)!\sqrt{2 \pi}} \int_{0}^{x} t^{k-2 m} e^{\frac{-t^{2}}{2}} \mathrm{~d} t \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-2 m}}{m!(k-2 m)!\sqrt{2 \pi}} 2^{\frac{k}{2}-m-\frac{1}{2}} \gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{x^{2}}{2}\right),
\end{aligned}
$$

where $\gamma$ is the lower incomplete gamma function. To summarize, the Gauss-Hermite distribution function estimator on $[0, \infty)$ has the form

$$
\begin{equation*}
\hat{F}_{N, n}^{H}(x)=\sum_{k=0}^{N} \hat{a}_{k} \sqrt{k!} \sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-3 m-\frac{1}{2}} \gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{x^{2}}{2}\right)}{m!(k-2 m)!\pi^{\frac{1}{4}}}, x \geq 0 . \tag{7.8}
\end{equation*}
$$

We now give the asymptotic bias and variance of the Gauss-Hermite distribution estimator.

### 7.3.1 Bias and Variance

The next lemma gives the asymptotic behavior of the variance.
Lemma 7.1. Suppose $f$ is supported on $[0, \infty)$ and $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$ for a random variable $X$ with density function $f \in L_{2}$. Then, we have that

$$
\mathbb{E}\left[\left|\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right|^{2}\right]=O_{x}\left(\frac{N^{3 / 2}}{n}\right)
$$

uniformly in $x$ as $n \rightarrow \infty$. In addition,

$$
\mathbb{E}\left[\left|\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right|^{2}\right] \rightarrow 0
$$

for $\frac{N^{3 / 2}(n)}{n} \rightarrow 0$.
For the proof, see Proofs Hermite.
Now, the squared bias can be calculated.
Lemma 7.2. Suppose $f \in L_{2}$ is supported on $[0, \infty)$ and $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$ for a random variable $X$ with density function $f$. Then,

$$
\left|\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]-F(x)\right|^{2}=O_{x}\left(N^{-r+1 / 2}\right)
$$

if $r \geq 1$ derivatives of $f$ exist and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$.
For the proof, see Proofs Hermite.
It would be possible to calculate the MSE and MISE with Lemma 7.1 and Lemma 7.2 but this would lead to worse results than the following. In the next section, we focus on the MSE of the Gauss-Hermite distribution estimator. One result is that the estimator is MSE consistent.

### 7.3.2 MSE

The next lemma follows from [39, Proposition 1].
Lemma 7.3. If $f$ is supported on $[0, \infty)$ and $f \in L_{2}$, then

$$
\operatorname{MSE}\left[\hat{F}_{N, n}^{H}(x)\right]=\mathbb{E}\left|\hat{F}_{N, n}^{H}(x)-F(x)\right|^{2} \leq x \operatorname{MISE}\left[\hat{f}_{N, n}\right]
$$

for fixed $x$.
Proof. As we are on the real half line, it holds that

$$
\left|\hat{F}_{N, n}^{H}(x)-F(x)\right|=\left|\int_{0}^{x}\left[\hat{f}_{N, n}(y)-f(y)\right] d y\right|
$$

With the Cauchy-Schwarz inequality we know that

$$
\begin{aligned}
\left|\hat{F}_{N, n}^{H}(x)-F(x)\right|^{2} & \leq\left[\int_{0}^{x}\left|\hat{f}_{N, n}(y)-f(y)\right|^{2} d y\right]\left[\int_{0}^{x} 1 d y\right] \\
& =x\left[\int_{0}^{x}\left|\hat{f}_{N, n}(y)-f(y)\right|^{2} d y\right] \\
& \leq x\left[\int_{0}^{\infty}\left|\hat{f}_{N, n}(y)-f(y)\right|^{2} d y\right] .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\mathbb{E}\left[\left|\hat{F}_{N, n}^{H}(x)-F(x)\right|^{2}\right] & \leq x \mathbb{E}\left[\int_{0}^{\infty}\left|\hat{f}_{N, n}(y)-f(y)\right|^{2} d y\right] \\
& \leq x \mathbb{E}\left[\int_{-\infty}^{\infty}\left|\hat{f}_{N, n}(y)-f(y)\right|^{2} d y\right]=x \operatorname{MISE}\left[\hat{f}_{N, n}\right]
\end{aligned}
$$

holds.
With [40], we also know that in the case where $f$ has support $[a, b]$, the very similar result

$$
\mathbb{E}\left[\left|\hat{F}_{N, n}^{H}(x)-F(x)\right|^{2}\right] \leq(x-a) \operatorname{MISE}\left[\hat{f}_{N, n}\right]
$$

holds. The proof is the same as the proof for Lemma 7.3 with $\int_{a}^{x} 1 d y=x-a$.
The next theorem follows from [39, Theorem 1] and shows the consistency with respect to MSE.
Theorem 7.1. Suppose the support of $f$ is $[0, \infty)$ and $f \in L_{2}$. Then, we have that

$$
\mathbb{E}\left[\left|\hat{F}_{N, n}^{H}(x)-F(x)\right|^{2}\right] \rightarrow 0
$$

if $\frac{N^{1 / 2}(n)}{n} \rightarrow 0$ as $n \rightarrow \infty$ and $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$. Here, $X$ is a random variable with density function $f$.

End Theorem
Proof. With the proof of [44, Theorem 2], we know that MISE $\left[\hat{f}_{N, n}\right] \rightarrow 0$ under the given conditions. Hence, the desired result follows from Lemma 7.3.

End Proof
Following from [39, Theorem 2], the next result provides information about the asymptotic behavior of the MSE.

Theorem 7.2. Suppose $f$ is supported on $[0, \infty), f \in L_{2}, r \geq 1$ derivatives of $f$ exist, and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$. If $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$, we have

$$
\operatorname{MSE}\left[\hat{F}_{N, n}^{H}(x)\right]=x\left[O\left(\frac{N^{1 / 2}}{n}\right)+O\left(N^{-r}\right)\right]
$$

for $x \in[0, \infty)$.
End Theorem
Proof. Under the given conditions, we know with the proof of [44, Theorem 2] that

$$
\operatorname{MISE}\left[\hat{f}_{N, n}\right]=O\left(\frac{N^{1 / 2}}{n}\right)+O\left(N^{-r}\right)
$$

The theorem follows again with Lemma 7.3.
To find the asymptotically optimal $N(n)$ with respect to MSE, set $\frac{N^{1 / 2}}{n}=N^{-r}$ and solve this equation for $N$, which leads to $N(n) \sim n^{2 /(2 r+1)}$. This approach is motivated by the fact that $\operatorname{MISE}\left[\hat{f}_{N, n}\right]=O\left(\frac{N^{1 / 2}}{n}\right)+O\left(N^{-r}\right)=O\left(\max \left(\frac{N^{1 / 2}}{n}, N^{-r}\right)\right)$. Now, we have to find the minimum of this maximum (dark blue in Figure 10) which is found at the intersection (orange) of the two functions depending on $N$ because the squared bias (bright blue) decreases with growing $N$ while the variance increases (black). This leads to the following corollary.


Figure 10: How to find the optimal $N$.

Corollary 7.1. Suppose that $f$ is supported on $[0, \infty), f \in L_{2}, r \geq 1$ derivatives of $f$ exist, $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$, and $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$. The asymptotically optimal $N$ for estimating $F$ with respect to MSE is

$$
N_{\text {opt }} \sim n^{2 /(2 r+1)},
$$

which leads to

$$
\operatorname{MSE}\left[\hat{F}_{N, n}^{H}(x)\right]=x O\left(n^{-\frac{2 r}{2 r+1}}\right)
$$

for $x \in[0, \infty)$.
For $r=1$, the rate that is achieved here is $O\left(n^{-2 / 3}\right)$. Compared to the MSE rate $O\left(n^{-1}\right)$ of the kernel distribution estimator that can be found in Corollary 3.2, this is suboptimal. However, for $r \rightarrow \infty$, the rate approaches $O\left(n^{-1}\right)$ under the conditions that $r>1$ derivatives exist and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$. These conditions hold for the following examples that can be found in [39] and [40].

### 7.3.3 Examples

Power-Law Distribution An important class of distributions for which the Gauss-Hermite estimator can be used is the class of power-law distributions. The density function is given by

$$
f(x)=\frac{\alpha-1}{x_{\min }}\left(\frac{x}{x_{\min }}\right)^{-\alpha}
$$

where $\alpha>1$. As $x_{\text {min }}>0$ is assumed, $f$ is supported on $\left[x_{\min }, \infty\right) \subset[0, \infty), f \in L_{2}$ and all derivatives of $f$ exist for $x \geq x_{\min }$. In the case of $\alpha>2$, we have finite mean $\mathbb{E}[X]<\infty$.

With

$$
(x-D)^{r} f(x)=\frac{\alpha-1}{x_{\min }^{1-\alpha}}\left(x^{r}+\ldots+D^{r}\right) x^{-\alpha}=O\left(x^{-(\alpha-r)}\right)
$$

we know that $\left[(x-D)^{r} f(x)\right]^{2}=O\left(x^{-2(\alpha-r)}\right)$ and hence, we must have $2(\alpha-r)>1$ to assure integrability of $\left[(x-D)^{r} f(x)\right]^{2}$. It follows that $r<\alpha-\frac{1}{2}$ and hence, $r=\left\lceil\alpha-\frac{1}{2}\right\rceil-1$.

This means that with $\frac{N^{1 / 2}(n)}{n} \rightarrow 0$, Corollary 7.1 and Corollary 7.2 we get

$$
\operatorname{MSE}\left[\hat{F}_{N, n}^{H}(x)\right]=x O\left(n^{-\frac{2\left\lceil\alpha-\frac{1}{2}\right]-2}{2\left[\alpha-\frac{1}{2}\right]-1}}\right)
$$

and

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{H}\right]=O\left(n^{-\frac{2\left\lceil\alpha-\frac{1}{2}\right\rceil-2}{2\left[\alpha-\frac{1}{2}\right\rceil-1}}\right)
$$

Now, for finite mean, i.e., $\alpha>2$, the rate is $O\left(n^{-2 / 3}\right)$ or better. For finite variance, i.e., $\alpha>3$, the rate is $O\left(n^{-4 / 5}\right)$ or better. As $\alpha$ and hence, the number of finite moments goes to infinity, the rate approaches $O\left(n^{-1}\right)$.

Power Law distribution with exponential cutoff The density function of the power law distribution with exponential cutoff has the form

$$
f(x)=\frac{\lambda^{1-\alpha}}{\Gamma\left(1-\alpha, \lambda x_{\min }\right)} x^{-\alpha} e^{-\lambda x}
$$

where $\alpha, \lambda>0$. The function $f$ is supported on $\left[x_{\min }, \infty\right), x_{\min }>0$. This distribution has similar properties to a power law distribution before this behavior is overwhelmed by the exponential decay factor. It helps in modeling the inter-event waiting times of processes arising from human dynamics (for example waiting times between phone calls).

On $\left[x_{\min }, \infty\right)$, it is easy to see that $r \geq 1$ derivatives of $f$ exist and by induction,

$$
\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)=\frac{\lambda^{1-\alpha}}{\Gamma\left(1-\alpha, \lambda x_{\min }\right)} \sum_{k=-r}^{r} g_{k}(\alpha, \lambda) x^{-\alpha+k} e^{-\lambda x}
$$

where $g_{k}(\alpha, \lambda)$ are polynomial functions of $\alpha$ and $\gamma$. Then it holds that $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ because

$$
\begin{aligned}
& \int_{x_{\min }}^{\infty}\left[\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} \lambda e^{-\lambda x}\right]^{2} \mathrm{~d} x \\
& =\left(\frac{\lambda^{1-\alpha}}{\Gamma\left(1-\alpha, \lambda x_{\min }\right)}\right)^{2} \sum_{k=-r}^{r} g_{k}(\alpha, \lambda) g_{l}(\alpha, \lambda) \int_{x_{\min }}^{\infty} x^{-2 \alpha+k+l} e^{-2 \lambda x} \mathrm{~d} x \\
& =\left(\frac{\lambda^{1-\alpha}}{\Gamma\left(1-\alpha, \lambda x_{\min }\right)}\right)^{2} \sum_{k=-r}^{r} g_{k}(\alpha, \lambda) g_{l}(\alpha, \lambda) \frac{\Gamma\left(1-2 \alpha+k+l, 2 \lambda x_{\min }\right)}{(2 \lambda)^{1-2 \alpha+k+l}}<\infty
\end{aligned}
$$

for all $r \geq 1$. This shows that the conditions hold.
Exponential Distribution The density function of the exponential distribution supported on $[0, \infty)$ is given by

$$
f(x)=\lambda e^{-\lambda x}, \lambda>0
$$

On $[0, \infty)$, it is clear that $r \geq 1$ derivatives exist and it is easy to show by induction that

$$
\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)=\sum_{k=0}^{r} g_{k}(\lambda) x^{k} e^{-\lambda x},
$$

where $g_{k}(\lambda)$ are polynomial functions of $\lambda$. Then it follows that

$$
\begin{aligned}
& \int_{0}^{\infty}\left[\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} \lambda e^{-\lambda x}\right]^{2} \mathrm{~d} x \\
& =\int_{0}^{\infty} \sum_{k, l=0}^{r} g_{k}(\lambda) g_{l}(\lambda) x^{k+l} e^{-2 \lambda x} \mathrm{~d} x \\
& =\sum_{k, l=0}^{r} g_{k}(\lambda) g_{l}(\lambda) \int_{0}^{\infty} x^{k+l} e^{-2 \lambda x} \mathrm{~d} x \\
& =\sum_{k, l=0}^{r} g_{k}(\lambda) g_{l}(\lambda) \frac{(k+l)!}{(2 \lambda)^{k+l+1}}<\infty
\end{aligned}
$$

for all finite $r \geq 1$ and hence, $\left(x-\frac{d}{d x}\right)^{r} f \in L_{2}$ and the conditions hold. Thus, the rate of the MSE for the Hermite distribution estimator approaches $O\left(n^{-1}\right)$.

This distribution is especially interesting in a streaming scenario: If the given samples represent the inter-event waiting time of a Poisson process, this waiting time is exponentially distributed.

We now turn our attention to the MISE of the Hermite estimator on the real half line.

### 7.3.4 MISE

The MISE is defined by

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{H}\right]=\mathbb{E}\left[\int_{0}^{\infty}\left[\hat{F}_{N, n}^{H}(x)-F(x)\right]^{2} f(x) \mathrm{d} x\right]=\int_{0}^{\infty} \mathbb{E}\left[\hat{F}_{N, n}^{H}(x)-F(x)\right]^{2} f(x) \mathrm{d} x
$$

Note that we use the density function $f$ as a weighting factor. Then we obtain the following result that one finds in [39, Proposition 2], which bounds the MISE of the distribution estimator by the MISE of the density estimator.

Lemma 7.4. If $f \in L_{2}$ is supported on $[0, \infty)$, then

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{H}\right] \leq \mu \operatorname{MISE}\left[\hat{f}_{N, n}\right]
$$

for finite mean $\mu=\int_{0}^{\infty} x f(x) \mathrm{d} x$.
Proof. With Lemma 7.3, we have that

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{H}\right] \leq \operatorname{MISE}\left[\hat{f}_{N, n}\right] \int_{0}^{\infty} x f(x) \mathrm{d} x=\mu \operatorname{MISE}\left[\hat{f}_{N, n}\right]
$$

for $\mu<\infty$.
The next theorem shows that the Gauss-Hermite estimator on the real half line is MISE consistent. The theorem follows from [39, Theorem 3].

Theorem 7.3. For $f \in L_{2}$ supported on $[0, \infty)$ with mean $\mu<\infty$, we get

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{H}\right] \rightarrow 0
$$

for $\frac{N^{1 / 2}(n)}{n} \rightarrow 0$ as $n \rightarrow \infty$.
Proof. From [44, Theorem 1] we know again that MISE $\left[\hat{f}_{N, n}\right] \rightarrow 0$ and the desired result follows from Lemma 7.4. For positive random variables, the fact that $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$ follows from $\mathbb{E}[X]<\infty$ and the Lyapunov inequality

$$
\left(\mathbb{E}\left[|X|^{s}\right]\right)^{1 / s} \leq\left(\mathbb{E}\left[|X|^{t}\right]\right)^{1 / t}
$$

for $0<s<t$.
The next theorem, which follows from [39, Theorem 4], gives the asymptotic behavior of the MISE.

Theorem 7.4. Let $f$ be supported on $[0, \infty), f \in L_{2}, r \geq 1$ derivatives of $f$ exist, and $\left(x-\frac{d}{d x}\right)^{r} f \in$ $L_{2}$. Then

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{H}\right]=\mu\left[O\left(\frac{N^{1 / 2}}{n}\right)+O\left(N^{-r}\right)\right]
$$

for $\mu<\infty$.
Proof. This follows from Lemma 7.4 and the proof of [44, Theorem 2], which says that

$$
\operatorname{MISE}\left[\hat{f}_{N, n}\right]=O\left(\frac{N^{1 / 2}}{n}\right)+O\left(N^{-r}\right)
$$

under the given conditions that hold with the Lyapunov inequality.
As before, set $\frac{N^{1 / 2}}{2}=N^{-r}$ to find the asymptotically optimal $N(n)$ with respect to MISE, which leads to $N(n) \sim n^{2 /(2 r+1)}$. The next corollary follows.

Corollary 7.2. Let $f$ be supported on $[0, \infty), f \in L_{2}, r \geq 1$ derivatives of $f$ exist, and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in$ $L_{2}$. The asymptotically optimal $N$ for estimating $F$ with respect to MISE is

$$
N_{o p t} \sim n^{2 /(2 r+1)},
$$

which leads to

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{H}\right]=\mu O\left(n^{-\frac{2 r}{2 r+1}}\right)
$$

for $\mu<\infty$.
Also note here that the rate of the MISE is worse than for the kernel estimator, as can be seen in Corollary 3.3.

We now prove the almost sure convergence of the estimator.

### 7.3.5 Almost Sure Convergence

The next theorem gives the asymptotic behavior of the difference between the estimator and the real distribution function $F$.

Theorem 7.5. Suppose $f \in L_{2}$ is supported on $[0, \infty)$, is $r$ times continuously differentiable, and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ where $r \geq 1$. If $\mathbb{E}\left[|X|^{s}\right]<\infty, s>\frac{8(r+1)}{3(2 r+1)}$ and $N(n) \sim n^{\frac{2}{2 r+1}}$, we have

$$
\left|\hat{F}_{N, n}^{H}(x)-F(x)\right| \rightarrow 0 \text { a.s. }
$$

uniformly in $x$.
For the proof, see Proofs Hermite.
The condition $s>\frac{8(r+1)}{3(2 r+1)}$ that has to hold here is always satisfied for $s>\frac{16}{9}$ as stated in 44, Remark 2].

The next section deals with the asymptotic behavior of the Hermite estimator on the real half line.

### 7.3.6 Asymptotic Behavior

We now study the asymptotic behavior of the estimator and establish that the limit distribution is normal as for the estimators before.

Theorem 7.6. For $x \in(0, \infty)$ with $0<F(x)<1$ and if $f$ is differentiable in $x$, we obtain

$$
\sqrt{n}\left(\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
$$

for $n \rightarrow \infty$, where $\sigma^{2}(x)$ is defined as in Theorem 2.1.
End Theorem
For the proof, see Proofs Hermite.
The next corollary deals with the asymptotic behavior of $\hat{F}_{N, n}^{H}(x)-F(x)$. With Lemma 7.2 , it is easy to see that

$$
\begin{equation*}
n^{1 / 2}\left(\hat{F}_{N, n}^{H}(x)-F(x)\right)=n^{1 / 2}\left(\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right)+O_{x}\left(n^{1 / 2} N^{1 / 4-r / 2}\right) \tag{7.9}
\end{equation*}
$$

This leads directly to the following corollary.
Corollary 7.3. Let $m, n \rightarrow \infty$. Then, for $x \in(0, \infty)$ with $0<F(x)<1$ and with the assumptions from Lemma 7.2, it holds that

$$
n^{1 / 2}\left(\hat{F}_{N, n}^{H}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
$$

if $n^{-1 / 2} N^{r / 2-1 / 4} \rightarrow \infty$.
End Corollary
The results above hold in the setting where $N=N(n)$. This means that they are not applicable to the online estimator defined in Section 7.5. It is, however, possible to say something about the MSE of the estimator with fixed $N$. In the present case of support on $[0, \infty)$, the online estimators with fixed $N$ have MSE bounds determined by the integrated squared bias term of MISE $\left[\hat{f}_{N, n}\right]$ (see Eq. (7.6). This bias stays the same for fixed $N$ even as $n \rightarrow \infty$ but the simulation later shows that the online estimators are still useful.

With this knowledge, we now discuss what is important for the selection of $N$ and which algorithm can be used to determine it.

### 7.3.7 Selection of $N$

The quality of the distribution estimator Eq. (7.8) is related to MISE $\left[\hat{f}_{N, n}\right]$ as can for example be seen in Lemma 7.3 and Lemma 7.4. According to [39], it is reasonable to minimize the MISE even though the optimal $N$ is clearly different for the estimation of the density and the distribution function.

In Eq. (7.6), $N$ controls the trade-off between the integrated variance and the integrated squared bias of the estimated density. Under certain conditions (see [44, Theorem 1]), the integrated variance term vanishes as $n \rightarrow \infty$ for $N$ fixed. Hence, the bias term is now of interest. To minimize the bias, $N$ should intuitively be as large as possible. However, larger $N$ leads to an increase in both processing time and memory requirements. To find a balance here, one algorithm to find the optimal $N$ is the Kronmal-Tarter stopping algorithm.

However, in line with [39], the choice of $N$ does not really affect the effectiveness of the algorithm if $N$ exceeds a certain size.

The next section deals with distributions on the real line.

### 7.4 The Distribution Function Estimator on the Real Line

We now take a look at distributions supported on $(-\infty, \infty)$. Then, the Gauss-Hermite distribution function estimator, following [40], is

$$
\hat{F}_{N, n}^{F}(x)=\int_{-\infty}^{x} \hat{f}_{N, n}(t) \mathrm{d} t
$$

Using the definitions of $H_{k}$ and $Z$, it follows for $x<0$ that

$$
\begin{aligned}
\hat{F}_{N, n}^{F}(x) & =\int_{-\infty}^{x} \hat{f}_{N, n}(t) \mathrm{d} t \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} \int_{-\infty}^{x} H_{k}(t) Z(t) \mathrm{d} t \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-2 m}}{m!(k-2 m)!\sqrt{2 \pi}} \int_{-\infty}^{x} t^{k-2 m} e^{\frac{-t^{2}}{2}} \mathrm{~d} t \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-2 m}}{m!(k-2 m)!\sqrt{2 \pi}}(-1)^{k-2 m} 2^{\frac{k}{2}-m-\frac{1}{2}} \Gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{x^{2}}{2}\right) .
\end{aligned}
$$

We obtain the last equality through integration by substitution. Definining $z=\frac{t^{2}}{2}$, which means that $t=-\sqrt{2 z}$ because $x<0$, we get

$$
\begin{aligned}
& \int_{-\infty}^{x} t^{k-2 m} e^{\frac{-t^{2}}{2}} \mathrm{~d} t \\
& =\int_{\infty}^{\frac{x^{2}}{2}}(-\sqrt{2 z})^{k-2 m} e^{-z} \frac{1}{-\sqrt{2 z}} d z \\
& =(-1)^{k-2 m-1} 2^{\frac{k}{2}-m-\frac{1}{2}} \int_{\infty}^{\frac{x^{2}}{2}} z^{\frac{k}{2}-m-\frac{1}{2}} e^{-z} d z \\
& =(-1)^{k-2 m} 2^{\frac{k}{2}-m-\frac{1}{2}} \int_{\frac{x^{2}}{2}}^{\infty} z^{\frac{k}{2}-m-\frac{1}{2}} e^{-z} d z .
\end{aligned}
$$

For $x \geq 0$, it holds with similar arguments that

$$
\begin{aligned}
\hat{F}_{N, n}^{F}(x) & =\int_{-\infty}^{x} \hat{f}_{N, n}(t) \mathrm{d} t \\
& =\int_{-\infty}^{\infty} \hat{f}_{N, n}(t) \mathrm{d} t-\int_{x}^{\infty} \hat{f}_{N, n}(t) \mathrm{d} t \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-2 m}}{m!(k-2 m)!\sqrt{2 \pi}}\left[\int_{-\infty}^{\infty} t^{k-2 m} e^{\frac{-t^{2}}{2}} \mathrm{~d} t-\int_{x}^{\infty} t^{k-2 m} e^{\frac{-t^{2}}{2}} \mathrm{~d} t\right] \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{\frac{3}{2} k-3 m-\frac{1}{2}}}{m!(k-2 m)!\sqrt{2 \pi}}\left[\left[(-1)^{k-2 m}+1\right] \Gamma_{1}(k, m)-\Gamma_{2}(k, m)\right] \\
& =\sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{\frac{3}{2} k-3 m-\frac{1}{2}}}{m!(k-2 m)!\sqrt{2 \pi}}\left[(-1)^{k-2 m} \Gamma_{1}(k, m)-\gamma_{3}(k, m)\right],
\end{aligned}
$$

where

$$
\Gamma_{1}(k, m)=\Gamma\left(-m+\frac{k}{2}+\frac{1}{2}\right), \Gamma_{2}(k, m)=\Gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{x^{2}}{2}\right),
$$

and

$$
\gamma_{3}(k, m)=\gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{x^{2}}{2}\right) .
$$

Summarizing this, we get

$$
\hat{F}_{N, n}^{F}(x)= \begin{cases}\sum_{k=0}^{N} \hat{a}_{k} \sqrt{k!} \sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-3 m-\frac{1}{2}}\left[(-1)^{k-2 m} \Gamma_{1}(k, m)+\gamma_{3}(k, m)\right]}{m!(k-2 m)!\pi^{\frac{1}{4}}}, & x \geq 0  \tag{7.10}\\ \sum_{k=0}^{N} \hat{a}_{k} \sqrt{k!} \sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{-m+k} 2^{k-3 m-\frac{1}{2}} \Gamma_{2}(k, m)}{m!(k-2 m)!\pi^{\frac{1}{4}}}, & x<0\end{cases}
$$

Another possibility is to set $\int_{-\infty}^{\infty} \hat{f}_{N, n}(t) \mathrm{d} t=1$ and we achieve

$$
\hat{F}_{N, n}^{F}(x)= \begin{cases}1-\sum_{k=0}^{N} \hat{a}_{k} \sqrt{k!} \sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-3 m-\frac{1}{2}} \Gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{x^{2}}{2}\right)}{m!(k-2 m)!\pi^{\frac{1}{4}}}, & x \geq 0  \tag{7.11}\\ \sum_{k=0}^{N} \hat{a}_{k} \sqrt{k!} \sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{-m+k} 2^{k-3 m-\frac{1}{2}} \Gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{x^{2}}{2}\right)}{m!(k-2 m)!\pi^{\frac{1}{4}}}, & x<0\end{cases}
$$

In the case where the support of $f$ is $(-\infty, \infty)$, it is not possible to bound the MSE of the Gauss-Hermite distribution estimator by MISE $\left[\hat{f}_{N, n}\right]$. This is why the approach used in the section before for the real half line is not applicable. Hence, a new approach is pursued in [40], which is presented in the sequel.

We now take a closer look at the MSE and the MISE of the distribution estimator again. We will also present properties on the convergence behavior and the robustness.

### 7.4.1 MSE

For the squared bias, the next lemma holds. It follows from [40, Proposition 1].
Lemma 7.5. If $f \in L_{2}$ is $r$ times continuously differentiable and $\left(x-\frac{d}{d x}\right)^{r} f \in L_{2}$ where $r>2$, then

$$
\left|\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]-F(x)\right|^{2}=O\left(N^{2-r}\right)
$$

and

$$
\left|\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]-F(x)\right|^{2} \rightarrow 0
$$

for $N \rightarrow \infty$.
For the proof, see Proofs Hermite.
The asymptotic behavior of the variance is established in the next lemma, following from [40, Proposition 2].

Lemma 7.6. Suppose $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$ for a random variable $X$ with density function $f \in L_{2}$. Then, as $n \rightarrow \infty$,

$$
\mathbb{E}\left[\left|\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right|^{2}\right]=O\left(\frac{N^{5 / 2}}{n}\right)
$$

uniformly in $x$. In addition,

$$
\mathbb{E}\left[\left|\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right|^{2}\right] \rightarrow 0
$$

if $\frac{N^{5 / 2}(n)}{n} \rightarrow 0$.
End Lemma
For the proof, see Proofs Hermite,
Now, the two previous results are used to get the asymptotic behavior of the MSE. The theorem follows from [40, Theorem 1].

Theorem 7.7. If $f \in L_{2}$ is $r$ times continuously differentiable and $\left(x-\frac{d}{d x}\right)^{r} f \in L_{2}$ where $r>2$ with $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$, it holds that

$$
\operatorname{MSE}\left[\hat{F}_{N, n}^{F}(x)\right]=\mathbb{E}\left[\left|\hat{F}_{N, n}^{F}(x)-F(x)\right|^{2}\right]=O\left(N^{-r+2}\right)+O\left(\frac{N^{5 / 2}}{n}\right)
$$

uniformly in $x$.
Proof. With Lemma 7.5 and Lemma 7.6, we know that

$$
\begin{aligned}
\operatorname{MSE}\left[\hat{F}_{N, n}^{F}(x)\right] & =\left|\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]-F(x)\right|^{2}+\mathbb{E}\left[\left|\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right|^{2}\right] \\
& =O\left(N^{-r+2}\right)+O\left(\frac{N^{5 / 2}}{n}\right)
\end{aligned}
$$

holds.
Note that the squared bias decreases with growing $N$ while the variance increases. Hence, with the same explanation as for Corollary 7.1, the next corollary follows from setting $N^{-r+2}=\frac{N^{5 / 2}}{n}$.
Corollary 7.4. Suppose $f \in L_{2}$ is $r$ times continuously differentiable and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ where $r>2$ with $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$. The asymptotically optimal $N$ for estimating $F$ with respect to MSE is

$$
N_{o p t} \sim n^{2 /(2 r+1)},
$$

which leads to

$$
\operatorname{MSE}\left[\hat{F}_{N, n}^{F}(x)\right]=O\left(n^{-\frac{2(r-2)}{2 r+1}}\right)=o(1)
$$

uniformly in $x$, where $r>2$ was used.
Note that the convergence rate is worse compared to Corollary 7.1. On the other hand, the present rate is uniform. Furthermore, the rate is suboptimal compared to $O\left(n^{-1}\right)$ of the smooth kernel distribution estimator Corollary 3.2. However, for $r \gg 1$, the rate approaches optimal under the conditions that $r>2$ derivatives exist and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$.

We now take a look at the MISE of the Gauss-Hermite distribution estimator.

### 7.4.2 MISE

The MISE is defined by

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{F}\right]=\int_{-\infty}^{\infty} \mathbb{E}\left[\left|\hat{F}_{N, n}^{F}(x)-F(x)\right|^{2}\right] f(x) \mathrm{d} x
$$

where $f$ is again used as a weight function.
The next theorem gives the asymptotic behavior of the MISE and follows directly from Theorem 7.7.

Theorem 7.8. Suppose $f \in L_{2}$ is $r$ times continuously differentiable and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ where $r>2$. If additionally, $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$, we have

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{F}\right]=O\left(N^{-r+2}\right)+O\left(\frac{N^{5 / 2}}{n}\right)
$$

$X$ is again a random variable with density function $f$.
Setting $N^{-r+2}=\frac{N^{5 / 2}}{n}$ and solving the equation for $N$, the next corollary follows.
Corollary 7.5. Suppose $f \in L_{2}$ is $r$ times continuously differentiable and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ where $r>2$ with $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$. The asymptotically optimal $N$ for estimating $F$ with respect to MISE is

$$
N_{o p t} \sim n^{2 /(2 r+1)},
$$

which leads to

$$
\operatorname{MISE}\left[\hat{F}_{N, n}^{F}\right]=O\left(n^{-\frac{2(r-2)}{2 r+1}}\right)=o(1)
$$

uniformly in $x$.
End Corollary
As in the $[0, \infty)$ case, the $N$ in the theorems above depends on $n$. This is not the case in the algorithm in Section 7.5. Here, we cannot compare the MSE and the MISE of $\hat{F}_{N, n}^{F}$ to MISE $\left[\hat{f}_{N, n}\right]$. But Eq. (7.20) implies that for large and fixed $N$ and $r \gg 1$, the Gauss-Hermite distribution estimator is approximately unbiased with bias $O\left(N^{-r / 2+1}\right)$. Eq. (7.21) says that the variance is $O\left(\frac{N^{5 / 2}}{n}\right)$, which goes to zero for $n \rightarrow \infty$. Hence, for fixed and large $N$ and $r \gg 1$, the MSE approximately approaches zero for $n \rightarrow \infty$. The same follows for the MISE.

We now focus on the almost sure convergence of the estimator.

### 7.4.3 Almost Sure Convergence

The next theorem gives the asymptotic behavior of the difference between the estimator and the real distribution function $F$.

Theorem 7.9. Suppose $f \in L_{2}$ is $r$ times continuously differentiable and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ where $r>2$. If $\mathbb{E}\left[|X|^{s}\right]<\infty, s>\frac{8(r+1)}{3(2 r+1)}$ and $N(n) \sim n^{\frac{2}{2 r+1}}$, then we have

$$
\left|\hat{F}_{N, n}^{F}(x)-F(x)\right|=O\left(n^{-\frac{r-2}{2 r+1}} \log n\right) \quad \text { a.s. }
$$

uniformly in $x$ and

$$
\left|\hat{F}_{N, n}^{F}(x)-F(x)\right| \rightarrow 0 \text { a.s. }
$$

uniformly in $x$.
For the proof, see Proofs Hermite.
The condition $s>\frac{8(r+1)}{3(2 r+1)}$ that has to hold here is always satisfied for $s>\frac{16}{9}$ as stated in [44, Remark 2].

The next theorem shows the almost sure convergence when $N(n)$ is a random variable with values in $\mathbb{N}$. $N(n)$ could be a measurable function of $X_{i}, i=1, . ., n$, and thus the theorem could be applied for a data-driven estimator of $N(n)$ under certain conditions. One such condition is that $\frac{N(n)}{n^{2 r+1}} \rightarrow 0$ with $r>0$.

Theorem 7.10. Suppose $f \in L_{2}$ is $r$ times continuously differentiable and $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ where $r>2$. If $N(n) \rightarrow \infty$ a.s. and $\sum_{n=1}^{\infty} \mathbb{P}\left(\frac{N(n)}{n^{\gamma}}>\epsilon\right)<\infty, \epsilon>0$, i.e., $\frac{N(n)}{n^{\gamma}} \rightarrow 0$ a.s. with $0<\gamma<6 / 17$, we get

$$
\left|\hat{F}_{N, n}^{F}(x)-F(x)\right| \rightarrow 0 \text { a.s. }
$$

uniformly in $x$. This applies specifically if $\frac{N(n)}{n^{\frac{2}{2 r+1}}} \rightarrow 0$ a.s.
End Theorem
For the proof, see Proofs Hermite.
We now take a closer look at the asymptotic behavior of the estimator.

### 7.4.4 Asymptotic Behavior

As for the Hermite estimator on the real half line, we now study the asymptotic behavior of the estimator and establish that the limit distribution is normal again.

Theorem 7.11. For $x \in(-\infty, \infty)$ with $0<F(x)<1$, we get that

$$
\sqrt{n}\left(\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right)
$$

for $n \rightarrow \infty$ if $f$ is differentiable in $x$.
For the proof, see Proofs Hermite.
The next corollary deals with the asymptotic behavior of $\hat{F}_{N, n}^{F}(x)-F(x)$. With Lemma 7.5, it is easy to see that

$$
\begin{equation*}
n^{1 / 2}\left(\hat{F}_{N, n}^{F}(x)-F(x)\right)=n^{1 / 2}\left(\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right)+O_{x}\left(n^{1 / 2} N^{1-r / 2}\right) \tag{7.12}
\end{equation*}
$$

This leads directly to the following corollary.
Corollary 7.6. Let $m, n \rightarrow \infty$. Then, for $x \in(-\infty, \infty)$ with $0<F(x)<1$, it holds with the assumptions of Lemma 7.5 that

$$
n^{1 / 2}\left(\hat{F}_{N, n}^{F}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right)
$$

for $n^{-1 / 2} N^{r / 2-1} \rightarrow \infty$.
We now talk about the robustness of the estimator that can be measured with the so-called influence function.

### 7.4.5 Robustness

A very important aspect of an estimator is its performance if there exists contamination of the data, i.e., outlying observations. One way to measure this is the influence function (see [48]) that gives the effect of an infinitesimal contamination at a particular point, $x^{\prime}$, on the estimator, standardized by the mass of the contamination (see [49]).

Assume a functional $T(x, F)$, evaluated at a point $x$ and distribution $F$, is given. Then the influence function is defined by

$$
\operatorname{IF}\left(x, x^{\prime} ; T, F\right)=\lim _{\epsilon \rightarrow 0} \frac{T\left(x,(1-\epsilon) F+\epsilon \delta_{x^{\prime}}\right)-T(x, F)}{\epsilon} .
$$

The distribution $\delta_{x^{\prime}}$ is defined by $\mathbb{P}\left(Y=x^{\prime}\right)=1$ for a random variable $Y \sim \delta_{x^{\prime}}$.

The empirical influence function is defined by

$$
\operatorname{IF}\left(x, x^{\prime} ; T, F_{n}\right)=\lim _{\epsilon \rightarrow 0} \frac{T\left(x,(1-\epsilon) F_{n}+\epsilon \delta_{x^{\prime}}\right)-T\left(x, F_{n}\right)}{\epsilon}
$$

where $F_{n}$ is the EDF. For a linear functional, the equality

$$
\lim _{n \rightarrow \infty} \operatorname{IF}\left(x, x^{\prime} ; T, F_{n}\right)=\operatorname{IF}\left(x, x^{\prime} ; T, F\right) \text { a.s. }
$$

holds. This is not true in general.
Now, the gross-error sensitivity, defined by

$$
\sup _{x^{\prime}}\left|\operatorname{IF}\left(x, x^{\prime} ; T, F\right)\right|,
$$

gives an upper bound on the asymptotic bias of the estimator caused by contamination by outliers. If this number is finite, the maximal influence on the value of the estimator that an outlier at $x^{\prime}$ can have, is bounded. If the estimator is of the form $T\left(x, F_{n}\right)$, it is said to be bias-robust or B-robust if

$$
\sup _{x^{\prime}}\left|\operatorname{IF}\left(x, x^{\prime} ; T, F\right)\right|<\infty \text { and } \sup _{x^{\prime}}\left|\operatorname{IF}\left(x, x^{\prime} ; T, F_{n}\right)\right|<\infty
$$

for all $n \in \mathbb{N}$.
In the sequel, we give bias-robustness results for the Hermite estimator for finite $N$, the smooth kernel distribution function estimator, and the Gram-Charlier A distribution function estimator given in Eq. (7.7). The results can be found in [40].

Lemma 7.7. The Hermite distribution estimator Eq. (7.10) for fixed $N$ is bias-robust.
For the proof, see Proofs Hermite.
Lemma 7.8. The kernel distribution estimator $F_{h, n}(x)$ that is defined in Eq. (3.1) is bias-robust.
End Lemma
For the proof, see Proofs Hermite.
Lemma 7.9. The Gram-Charlier A distribution function estimator given in Eq. (7.7) is not biasrobust.

For the proof, see Proofs Hermite,
We now quickly interpret the last three lemmas. The bias-robustness of the Hermite estimator was only shown for finite $N$ and not for $N \rightarrow \infty$. Thus, the result here is weaker than that for the kernel estimator where we proved bias-robustness for all $h$ including $h \rightarrow 0$. The last lemma, however, shows for a closely related distribution estimator with a finite number of terms that the property shown in Lemma 7.7 is not trivial.

The next section gives an algorithm for sequential calculation. For the considered estimators, $N$ is fixed and constant.

### 7.5 Algorithm for Sequential Calculation

Following [39], we now give the definition of an algorithm that outputs the distribution functions in Eq. (7.8), Eq. (7.10) and Eq. (7.11) after getting a new sample without the need for recalculating the whole estimator. This is possible because the coefficients $\hat{a}_{k}$ in Eq. (7.4) can be updated with each new observation without recalculating the entire sum. The resulting algorithm has the following form.

1. For $k=0, \ldots, N$, initialize $\hat{a}_{k}^{(1)}=h_{k}\left(X_{1}\right)$, where $X_{1}$ is the first observation.
2. For a new observation $X_{i}$, update $\hat{a}_{0}^{(i-1)}, \ldots, \hat{a}_{N}^{(i-1)}$ with

$$
\hat{a}_{k}^{(i)}=\frac{1}{i}\left[(i-1) \hat{a}_{k}^{(i-1)}+h_{k}\left(X_{i}\right)\right] .
$$

3. Plug these updated coefficients into Eq. (7.5) Eq. (7.8), Eq. (7.10) and Eq. (7.11) to get the updated estimates.

The second step that updates the coefficients is constant $O(1)$ and does not depend on the number of previous observations. As both the density and the distribution function do not explicitly depend on the observations, updating them is also $O(1)$.

We used a fixed and constant $N$, which means that the density function estimator is biased. This leads to a biased distribution function estimator that is, however, sequential.

We now talk about a way to improve the Hermite estimator.

### 7.6 Standardizing

It is intuitive that the truncated Gauss-Hermite estimator yields better results if applied to standardized random variables. This means that we transform the random variable $X$ with mean $\mu$ and standard deviation $\sigma$ to

$$
\tilde{X}=\frac{X-\mu}{\sigma}
$$

There are two approaches to use the Hermite estimator on the standardized data. The first one is to change the data and adapt the distribution and density function. Then, this new distribution function is estimated. The second approach is to change the estimator. In this case, the true distribution function to be estimated stays the same. In the present case this means that the Hermite polynomials are shifted and scaled appropriately.

The idea for the following adaptions that are also used in the simulation was gained in 50].
The first approach is used for the Hermite estimator on the real line. The density function transforms to

$$
\tilde{f}(\tilde{x})=\sigma f(\sigma \tilde{x}+\mu)
$$

and the distribution function to

$$
\tilde{F}(\tilde{x})=F(\sigma \tilde{x}+\mu) .
$$

These are the new functions to be estimated.
For the Hermite estimator on the real half line we use the second approach. In this case we only scale and do not shift, i.e., $\tilde{X}=\frac{X-\mu}{\sigma}$ but set $\mu=0$ later on, to make sure that no negative data arises that the estimator could not deal with. Note that if the support is far away from zero, some shifting could still be necessary. This holds for example for the power-law distribution in Section 7.3.3. In most cases, $x_{\text {min }}$ is known so that the shifting can be done by setting $x_{\text {min }}$ to the desired value. The truncated density gets the form

$$
\tilde{f}(\tilde{x})=\sum_{k=0}^{N} a_{k} h_{k}(\tilde{x}),
$$

where

$$
a_{k}=\int_{-\infty}^{\infty} h_{k}(\tilde{x}) \tilde{f}(\tilde{x}) d \tilde{x}=\int_{-\infty}^{\infty} h_{k}(\tilde{x}) \cdot \sigma \cdot f(\sigma \tilde{x}+\mu) d \tilde{x}=\int_{-\infty}^{\infty} h_{k}\left(\frac{z-\mu}{\sigma}\right) \cdot f(z) d z
$$

Hence, the ideal estimated coefficient would be

$$
\hat{a}_{k}=\hat{a}_{k}(\mu, \sigma)=\frac{1}{n} \sum_{i=1}^{n} h_{k}\left(\frac{X_{i}-\mu}{\sigma}\right),
$$

but in general, mean, and variance are unknown. An alternative is to use estimators that lead to a biased coefficient $\hat{a}_{k}$. Still, standardizing improves the quality of the fit in many cases. Then, the original truncated density is of the form

$$
f(\tilde{x})=\frac{1}{\sigma} \tilde{f}\left(\frac{\tilde{x}-\mu}{\sigma}\right)=\frac{1}{\sigma} \sum_{k=0}^{N} a_{k} h_{k}\left(\frac{\tilde{x}-\mu}{\sigma}\right)
$$

and the estimator is

$$
\hat{f}_{N, n}(\tilde{x})=\frac{1}{\sigma} \sum_{k=0}^{N} \hat{a}_{k} h_{k}\left(\frac{\tilde{x}-\mu}{\sigma}\right) .
$$

Integrating this expression leads to

$$
\begin{aligned}
& \hat{F}_{N, n}^{H}(x) \\
= & \int_{0}^{x} \hat{f}_{N, n}(t) \mathrm{d} t \\
= & \frac{1}{\sigma} \sum_{k=0}^{N} \sqrt{\alpha_{k}} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m} 2^{k-2 m}}{m!(k-2 m)!\sqrt{2 \pi}} \int_{0}^{x}\left(\frac{\tilde{x}-\mu}{\sigma}\right)^{k-2 m} e^{\frac{-\left(\frac{\tilde{x}-\mu}{\sigma}\right)^{2}}{2}} d \tilde{x} \\
= & \begin{cases}\frac{1}{\sigma} \sum_{k=0}^{N} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} W_{1}(k, m)\left(\gamma_{1}(k, m)-\gamma_{2}(k, m)\right), & x \leq \mu, \\
\frac{1}{\sigma} \sum_{k=0}^{N} \hat{a}_{k} k!\sum_{m=0}^{\lfloor k / 2\rfloor} W_{2}(k, m)\left((-1)^{k-2 m} \gamma_{1}(k, m)+\gamma_{2}(k, m)\right), & x>\mu,\end{cases}
\end{aligned}
$$

where

$$
W_{1}(k, m)=\frac{(-1)^{k-m} 2^{k-3 m-\frac{1}{2}}}{m!(k-2 m)!\pi^{\frac{1}{4}}}, W_{2}(k, m)=\frac{(-1)^{m} 2^{k-3 m-\frac{1}{2}}}{m!(k-2 m)!\pi^{\frac{1}{4}}}
$$

and

$$
\gamma_{1}(k, m)=\gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{\left(\frac{\mu}{\sigma}\right)^{2}}{2}\right), \gamma_{2}(k, m)=\gamma\left(-m+\frac{k}{2}+\frac{1}{2}, \frac{\left(\frac{x-\mu}{\sigma}\right)^{2}}{2}\right) .
$$

We now show how it is possible to update estimates of the mean $\mu$ and the variance $\sigma^{2}$ with every new sample.

The mean can be calculated by

$$
\begin{aligned}
& \hat{\mu}_{1}=X_{1} \\
& \hat{\mu}_{k}=\frac{1}{k}\left((k-1) \hat{\mu}_{k-1}+X_{k}\right), k \geq 2
\end{aligned}
$$

With [51], the following algorithm can be used to estimate the standard deviation.

$$
\begin{aligned}
M_{1} & =X_{1} \\
S_{1} & =0 \\
M_{k} & =M_{k-1}+\frac{x_{k}-M_{k-1}}{k} \\
S_{k} & =S_{k-1}+\left(x_{k}-M_{k-1}\right)\left(x_{k}-M_{k}\right) \\
\hat{\sigma}_{k} & =\sqrt{\frac{S_{k}}{k-1}}, k \geq 2
\end{aligned}
$$

These are online algorithms, which means that the standardizing must not be seen as a preprocessing step but rather as a part of the online algorithm. The need of a preprocessing step would make the online use of the estimator impossible.

### 7.7 Proofs Hermite

We need the following lemmas for the proofs of Section 7.
Lemma 7.10. This lemma follows from [52, Lemma 1] which says that in every point $x$ where $f(x)$ is differentiable,

$$
\lim _{N \rightarrow \infty} \sum_{k=0}^{N} a_{k} h_{k}(x)=f(x)
$$

holds. For $f \in L_{p}, p>1$, this convergence holds for almost all $x \in \mathbb{R}$.
Lemma 7.11. With [44, Eq. (12)], it holds that

$$
\sum_{k=0}^{N} \mathbb{E}\left[\left(\hat{a}_{k}-a_{k}\right)^{2}\right]=O\left(\frac{N^{1 / 2}}{n}\right)
$$

for $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$.
Lemma 7.12. As can be found in the proof of [44. Theorem 4], it can be shown that

$$
\sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right)^{2}=O\left(n^{-2 r /(2 r+1)} \log n\right) \text { a.s. }
$$

for $\mathbb{E}\left[|X|^{s}\right]<\infty, s>8(r+1) / 3(2 r+1)$.
The next lemma follows from [40, Lemma 4] and is used a lot in the sequel.
Lemma 7.13. It holds that

$$
\int_{-\infty}^{x}\left|h_{k}(t)\right| \mathrm{d} t \leq 2 c_{1}(k+1)^{-1 / 4}+12 d_{1}(k+1)^{1 / 2}
$$

with positive constants $c_{1}$ and $d_{1}$.
Proof. This proof follows the proof of [40, Lemma 4]. We know with [43, Theorem 8.91.3] that

$$
\begin{aligned}
\max _{|x| \leq a} h_{k}(x) & \leq c_{a}(k+1)^{-1 / 4}, \\
\max _{|x| \geq a} x^{\lambda}\left|h_{k}(x)\right| & \leq d_{a}(k+1)^{s}
\end{aligned}
$$

for positive constants $c_{a}, d_{a}$ depending only on $a$ and $s=\max \left(\frac{\lambda}{2}-\frac{1}{12},-\frac{1}{4}\right)$, where $\lambda=1+b, b>0$. It follows that

$$
\begin{aligned}
\int_{-\infty}^{x}\left|h_{k}(t)\right| \mathrm{d} t & \leq \int_{-\infty}^{\infty}\left|h_{k}(t)\right| \mathrm{d} t \\
& =\int_{-\infty}^{-1}\left|h_{k}(t)\right| \mathrm{d} t+\int_{-1}^{1}\left|h_{k}(t)\right| \mathrm{d} t+\int_{1}^{\infty}\left|h_{k}(t)\right| \mathrm{d} t \\
& =\int_{-1}^{1}\left|h_{k}(t)\right| \mathrm{d} t+2 \int_{1}^{\infty}\left|h_{k}(t)\right| \mathrm{d} t \\
& \leq 2 c_{1}(k+1)^{-1 / 4}+2 d_{1}(k+1)^{5 / 12+b / 2} \int_{1}^{\infty} t^{-1-b} \mathrm{~d} t \\
& =2 c_{1}(k+1)^{-1 / 4}+2 \frac{d_{1}}{b}(k+1)^{5 / 12+b / 2}
\end{aligned}
$$

where the last equation follows from $\int_{1}^{\infty} t^{-1-b} \mathrm{~d} t=\frac{1}{b}, b>0$. To get the desired result, we set $b=\frac{1}{6}$.

A very similar lemma holds for the $[0, \infty)$ case.
Lemma 7.14. It holds that

$$
\int_{0}^{x}\left|h_{k}(t)\right| \mathrm{d} t \leq 2 x c_{x}(k+1)^{-1 / 4}
$$

with a positive constant $c_{x}$ depending on $x$.
Proof. With the inequalities from the lemma above we know that

$$
\begin{aligned}
\int_{0}^{x}\left|h_{k}(t)\right| \mathrm{d} t & \leq \int_{-x}^{x}\left|h_{k}(t)\right| \mathrm{d} t \\
& \leq \int_{-x}^{x} c_{x}(k+1)^{-1 / 4} \mathrm{~d} t \\
& =2 x c_{x}(k+1)^{-1 / 4}
\end{aligned}
$$

holds.
Now, we turn our attention to the proofs of this section.
Proof of Lemma 7.1. This proof is similar to the proof of [40, Proposition 2]. It holds with the Cauchy-Schwarz inequality that

$$
\begin{aligned}
\left|\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right|^{2} & =\left|\int_{0}^{x} \sum_{k=0}^{N} \hat{a}_{k} h_{k}(t) \mathrm{d} t-\int_{0}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right|^{2} \\
& \leq \sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right)^{2} \cdot \sum_{k=0}^{N}\left|\int_{0}^{x} h_{k}(t) \mathrm{d} t\right|^{2}
\end{aligned}
$$

For the second term we know with Lemma 7.14 that

$$
\begin{aligned}
\sum_{k=0}^{N}\left|\int_{0}^{x} h_{k}(t) \mathrm{d} t\right|^{2} & \leq \sum_{k=0}^{N}\left(\int_{-x}^{x}\left|h_{k}(t)\right| \mathrm{d} t\right)^{2} \\
& \leq \sum_{k=0}^{N}\left(2 x c_{x}(k+1)^{-1 / 4}\right)^{2} \\
& =O_{x}\left(\sum_{k=0}^{N}(k+1)^{-1 / 2}\right) \\
& =O_{x}(N)
\end{aligned}
$$

We get

$$
\begin{align*}
\mathbb{E}\left[\left|\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right|^{2}\right] & \leq O_{x}(N) \sum_{k=0}^{N} \mathbb{E}\left[\left(\hat{a}_{k}-a_{k}\right)^{2}\right]  \tag{7.13}\\
& =O_{x}\left(\frac{N^{3 / 2}}{n}\right) \tag{7.14}
\end{align*}
$$

with Lemma 7.11.

Proof of Lemma 7.2. This proof follows the proof of [40, Proposition 1]. We know with Lemma 7.10 and $\mathbb{E}\left[\hat{a}_{k}\right]=a_{k}$ that

$$
\begin{aligned}
\left|\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]-F(x)\right| & \left.=\mid \mathbb{E}\left[\int_{0}^{x} \sum_{k=0}^{N} \hat{a}_{k} h_{k}(t) \mathrm{d} t\right]-\int_{0}^{x} \sum_{k=0}^{\infty} a_{k} h_{k}(t)\right) \mathrm{d} t \mid \\
& \leq \int_{0}^{x} \sum_{k=N+1}^{\infty}\left|a_{k} h_{k}(t)\right| \mathrm{d} t \\
& =\sum_{k=N+1}^{\infty}\left|a_{k}\right| \int_{0}^{x}\left|h_{k}(t)\right| \mathrm{d} t .
\end{aligned}
$$

With Lemma 7.14, it holds that

$$
\begin{aligned}
\sum_{k=N+1}^{\infty}\left|a_{k}\right| \int_{0}^{x}\left|h_{k}(t)\right| \mathrm{d} t & \leq 2 x c_{x} \sum_{k=N+1}^{\infty}\left|a_{k}\right|(k+1)^{-1 / 4} \\
& \leq 2 x c_{x} \sum_{k=N+1}^{\infty}\left|b_{k+r}\right|(k+1)^{-1 / 4-r / 2}
\end{aligned}
$$

where $a_{k}^{2} \leq \frac{b_{k+r}^{2}}{(k+1)^{r}}$ follows from [41, Theorem 1] and $b_{k}$ is the k-th coefficient of the expansion of $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)$ which is in $L_{2}$ by assumption. Hence, $\left\|\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)\right\|^{2}=\sum_{k=0}^{\infty} b_{k}^{2}$ by Parseval's theorem. We know with the Cauchy-Schwarz inequality that

$$
\begin{aligned}
\sum_{k=N+1}^{\infty}\left|b_{k+r}\right|(k+1)^{-1 / 4-r / 2} & \leq \sqrt{\sum_{k=N+1}^{\infty} b_{k+r}^{2}} \cdot \sqrt{\sum_{k=N+1}^{\infty}(k+1)^{-1 / 2-r}} \\
& \leq\left\|\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)\right\| \cdot \sqrt{\sum_{k=N+1}^{\infty}(k+1)^{-1 / 2-r}}
\end{aligned}
$$

and it follows that

$$
\sum_{k=N+1}^{\infty}\left|a_{k}\right| \int_{-\infty}^{x}\left|h_{k}(t)\right| \mathrm{d} t \leq 2 x c_{x} \cdot\left\|\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)\right\| \cdot \sqrt{\sum_{k=N+1}^{\infty}(k+1)^{-1 / 2-r}}
$$

With [53, 25.11.43] we know with constants $e_{i}, i=1,2,3$, that

$$
\begin{aligned}
\sum_{k=N+1}^{\infty}(k+1)^{-1 / 2-r} & =\sum_{k=0}^{\infty}(k+N+2)^{-1 / 2-r}=\zeta\left(\frac{1}{2}+r, N+2\right) \\
& \leq \sum_{k=1}^{\infty} e_{1} N^{1 / 2-r-2 k}+e_{2} N^{1 / 2-r}+\frac{1}{2} N^{-1 / 2-r} \\
& =e_{1} \frac{N^{1 / 2-r}}{N^{2}-1}+e_{2} N^{1 / 2-r}+\frac{1}{2} N^{-1 / 2-r} \\
& \leq e_{3} N^{-r+1 / 2},
\end{aligned}
$$

where $\zeta$ is the Zeta-function and hence

$$
\begin{equation*}
\left|\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]-F(x)\right| \leq \sum_{k=N+1}^{\infty}\left|a_{k}\right| \int_{0}^{x}\left|h_{k}(t)\right| \mathrm{d} t=O_{x}\left(N^{-r / 2+1 / 4}\right), \tag{7.15}
\end{equation*}
$$

which completes the proof.

Proof of Theorem 7.5. We follow [40, Theorem 3]. Note that

$$
\left|\hat{F}_{N, n}^{H}(x)-F(x)\right| \leq\left|\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]-F(x)\right|+\left|\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right| .
$$

We use results from the full Hermite estimator here. They give asymptotic behavior that is worse than what we would get from the half Hermite estimator but are uniform in $x$. For the first part it holds with the proof of Lemma 7.5 and $N(n) \sim n^{\frac{2}{2 r+1}}$ that

$$
\left|\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]-F(x)\right| \leq \int_{0}^{x} \sum_{k=N+1}^{\infty}\left|a_{k} h_{k}(t)\right| \mathrm{d} t \leq \int_{-\infty}^{x} \sum_{k=N+1}^{\infty}\left|a_{k} h_{k}(t)\right| \mathrm{d} t=O\left(N^{-r / 2+1}\right)=O\left(n^{-\frac{r-2}{2 r+1}}\right) .
$$

The second term can be written as

$$
\left|\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right|^{2} \leq \sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right)^{2} \cdot \sum_{k=0}^{N}\left|\int_{0}^{x} h_{k}(t) \mathrm{d} t\right|^{2} \leq \sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right)^{2} \cdot \sum_{k=0}^{N}\left(\int_{-\infty}^{x}\left|h_{k}(t)\right| \mathrm{d} t\right)^{2}
$$

where we used part of the proof of Lemma 7.1. It follows that

$$
\left|\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right|=O(N) \sqrt{\sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right)^{2}}=O(N) \cdot O\left(n^{-r /(2 r+1)} \log n\right)=O\left(n^{-\frac{r-2}{2 r+1}} \log n\right) \text { a.s. }
$$

where we used a result from the proof of Lemma 7.6 and Lemma 7.12. The theorem follows directly.

End Proof
Proof of Theorem 7.6. This proof takes some ideas from the proofs of [17, Theorem 2]. For fixed $N$ it holds that

$$
\begin{aligned}
\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right] & =\int_{0}^{x} \sum_{k=0}^{N} \hat{a}_{k} h_{k}(t) \mathrm{d} t-\int_{0}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t \\
& =\int_{0}^{x} \sum_{k=0}^{N}\left[\frac{1}{n} \sum_{i=1}^{n} h_{k}\left(X_{i}\right)\right] h_{k}(t) \mathrm{d} t-\int_{0}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t \\
& =\frac{1}{n} \sum_{i=1}^{n}\left[\int_{0}^{x} T_{N}\left(X_{i}, t\right) \mathrm{d} t-\int_{0}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right] \\
& =\frac{1}{n} \sum_{i=1}^{n} Y_{i, N}
\end{aligned}
$$

where

$$
T_{N}(x, y)=\sum_{k=0}^{N} h_{k}(x) h_{k}(y)
$$

and

$$
Y_{i, N}=\int_{0}^{x}\left[T_{N}\left(X_{i}, t\right)-\sum_{k=0}^{N} a_{k} h_{k}(t)\right] \mathrm{d} t, i \in\{1, \ldots, n\} .
$$

The $Y_{i, N}$ are i.i.d. random variables with mean 0 . Define $\gamma_{N}^{2}=\mathbb{E}\left[Y_{1, N}^{2}\right]$. We use the central limit theorem for double arrays (see [33], Section 1.9.3) to show the claim.

Defining

$$
A_{n}=\mathbb{E}\left[\sum_{i=1}^{n} Y_{i, N}\right]=0 \text { and } B_{n}^{2}=\operatorname{Var}\left[\sum_{i=1}^{n} Y_{i, N}\right]=n \gamma_{N}^{2}
$$

it says that

$$
\frac{\sum_{i=1}^{n} Y_{i, N}-A_{n}}{B_{n}} \xrightarrow{D} \mathcal{N}(0,1)
$$

if and only if the Lindeberg condition

$$
\frac{n \mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, N}\right|>\epsilon B_{n}\right) Y_{1, N}^{2}\right]}{B_{n}^{2}} \rightarrow 0 \text { for } n \rightarrow \infty \text { and all } \epsilon>0
$$

is satisfied. It holds for $n \rightarrow \infty$ that

$$
\begin{array}{r}
\frac{\sum_{i=1}^{n} Y_{i, N}-A_{n}}{B_{n}} \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \frac{\sum_{i=1}^{n} Y_{i, N}}{\sqrt{n} \cdot \gamma_{N}} \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \frac{\sqrt{n}}{\gamma_{N}}\left(\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right) \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \sqrt{n}\left(\hat{F}_{N, n}^{H}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{H}(x)\right]\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
\end{array}
$$

which is the claim of Theorem 7.6. The last equivalence holds because of the following. We have to calculate $\gamma_{N}^{2}$ which is given by

$$
\begin{gather*}
\gamma_{N}^{2}=\mathbb{E}\left[\left(\int_{0}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t-\int_{0}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right)^{2}\right]  \tag{7.16}\\
=\mathbb{E}\left[\left(\int_{0}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right]-2 \int_{0}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t \cdot \mathbb{E}\left[\int_{0}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right]+\left(\int_{0}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right)^{2} .
\end{gather*}
$$

The first part is the only part where we do not know the asymptotic behavior. Hence, we now take a closer look at this part. With [54, Eq. (A8)], which only holds on compact sets, we know that

$$
\begin{gather*}
\mathbb{E}\left[\left(\int_{0}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right]=\lim _{P \rightarrow \infty} \int_{0}^{P}\left[\int_{0}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r \\
=\int_{0}^{\infty}\left[\int_{0}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r \\
=\int_{0}^{x}\left[\int_{0}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r+\int_{x}^{\infty}\left[\int_{0}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r, \tag{7.17}
\end{gather*}
$$

where $M=\frac{\sqrt{2 n+3}+\sqrt{2 n+1}}{2}$. The inner integral can be written as

$$
\int_{0}^{x} \frac{\sin (M(r-t))}{\pi(r-t)} \mathrm{d} t=\int_{M(r-x)}^{M r} \frac{\sin (l)}{\pi l} \mathrm{~d} l
$$

and with the fact that for $M \rightarrow \infty$, we get

$$
\int_{M a}^{M b} \frac{\sin (l)}{\pi l} d l \rightarrow \begin{cases}1, & a<0<b \\ 0, & 0<a<b \\ 0, & a<b<0\end{cases}
$$

it follows with Eq. (7.17) for $n \rightarrow \infty$ (which implies $M \rightarrow \infty$ ) that

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{0}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right] \rightarrow \int_{0}^{x} f(r) \mathrm{d} r=F(x) \tag{7.18}
\end{equation*}
$$

In Section 12.2, it is explained in detail why it is possible to move the limit $M \rightarrow \infty$ inside the integral. Then, plugging Eq. (7.18) in Eq. (7.16) and using the fact that we know limits of the other parts from Lemma 7.10, it holds for $n \rightarrow \infty$ that

$$
\begin{equation*}
\gamma_{N}^{2} \rightarrow F(x)-2 F(x)^{2}+F(x)^{2}=\sigma^{2}(x) \tag{7.19}
\end{equation*}
$$

Now, we have to show that asymptotic normality actually holds. In our case the Lindeberg condition has the form

$$
\frac{\mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, N}\right|>\epsilon \sqrt{n} \gamma_{N}\right) Y_{1, N}^{2}\right]}{\gamma_{N}^{2}} \rightarrow 0 \text { for } n \rightarrow \infty \text { and all } \epsilon>0
$$

This is what has to be shown to prove the theorem. Writing the expected value as an integral, we get

$$
\int_{0}^{\infty} \mathbb{I}\left(\left|\int_{0}^{x}\left[T_{N}(r, t)-\sum_{k=0}^{N} a_{k} h_{k}(t)\right] \mathrm{d} t\right|>\epsilon \sqrt{n} \gamma_{N}\right)\left(\int_{0}^{x}\left[T_{N}(r, t)-\sum_{k=0}^{N} a_{k} h_{k}(t)\right] \mathrm{d} t\right)^{2} f(r) \mathrm{d} r .
$$

With the arguments from above, the left side of the inequality in the indicator function is bounded by a constant, depending on $x$, for large $n$. Using this result, we get for large $n$ that

$$
\frac{\mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, N}\right|>\epsilon \sqrt{n} \gamma_{N}\right) Y_{1, N}^{2}\right]}{\gamma_{N}^{2}} \leq \mathbb{I}\left(c_{x}>\epsilon \sqrt{n} \gamma_{N}\right) \frac{\mathbb{E}\left[Y_{1, N}^{2}\right]}{\gamma_{N}^{2}}=\mathbb{I}\left(\frac{c_{x}}{\sqrt{n} \gamma_{N}}>\epsilon\right) \rightarrow 0
$$

where $c_{x}$ is a constant depending on $x$, which proves the claim.
End Proof
Proof of Lemma 7.5. This proof follows the proof of [40, Proposition 1]. We know with Lemma 7.10, $\mathbb{E}\left[\hat{a}_{k}\right]=a_{k}$ that

$$
\begin{aligned}
\left|\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]-F(x)\right| & \left.=\mid \mathbb{E}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} \hat{a}_{k} h_{k}(t) \mathrm{d} t\right]-\int_{-\infty}^{x} \sum_{k=0}^{\infty} a_{k} h_{k}(t)\right) \mathrm{d} t \mid \\
& \leq \int_{-\infty}^{x} \sum_{k=N+1}^{\infty}\left|a_{k} h_{k}(t)\right| \mathrm{d} t \\
& =\sum_{k=N+1}^{\infty}\left|a_{k}\right| \int_{-\infty}^{x}\left|h_{k}(t)\right| \mathrm{d} t
\end{aligned}
$$

With Lemma 7.13, it holds that

$$
\begin{aligned}
\sum_{k=N+1}^{\infty}\left|a_{k}\right| \int_{-\infty}^{x}\left|h_{k}(t)\right| \mathrm{d} t & \leq 2 c_{1} \sum_{k=N+1}^{\infty}\left|a_{k}\right|(k+1)^{-1 / 4}+12 d_{1} \sum_{k=N+1}^{\infty}\left|a_{k}\right|(k+1)^{1 / 2} \\
& \leq 2 c_{1} \sum_{k=N+1}^{\infty}\left|b_{k+r}\right|(k+1)^{-1 / 4-r / 2}+12 d_{1} \sum_{k=N+1}^{\infty}\left|b_{k+r}\right|(k+1)^{1 / 2-r / 2}
\end{aligned}
$$

where $a_{k}^{2} \leq \frac{b_{k+r}^{2}}{(k+1)^{r}}$ follows from [41, Theorem 1] and $b_{k}$ is the k-th coefficient of the expansion of $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)$ which is in $L_{2}$ by assumption. Hence, $\left\|\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)\right\|^{2}=\sum_{k=0}^{\infty} b_{k}^{2}$ by Parseval's theorem. We know with the Cauchy-Schwarz inequality that

$$
\begin{aligned}
\sum_{k=N+1}^{\infty}\left|b_{k+r}\right|(k+1)^{-1 / 4-r / 2} & \leq \sqrt{\sum_{k=N+1}^{\infty} b_{k+r}^{2}} \cdot \sqrt{\sum_{k=N+1}^{\infty}(k+1)^{-1 / 2-r}} \\
& \leq\left\|\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)\right\| \sqrt{\sum_{k=N+1}^{\infty}(k+1)^{-1 / 2-r}}
\end{aligned}
$$

and it follows that

$$
\begin{aligned}
\sum_{k=N+1}^{\infty}\left|a_{k}\right| \int_{-\infty}^{x}\left|h_{k}(t)\right| \mathrm{d} t & \leq 2 c_{1}\left\|\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)\right\| \sqrt{\sum_{k=N+1}^{\infty}(k+1)^{-1 / 2-r}} \\
& +12 d_{1}\left\|\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f(x)\right\| \sqrt{\sum_{k=N+1}^{\infty}(k+1)^{1-r}}
\end{aligned}
$$

With [53, 25.11.43] we know with constants $e_{i}, i=1, \ldots, 6$, that

$$
\begin{aligned}
\sum_{k=N+1}^{\infty}(k+1)^{-1 / 2-r} & =\sum_{k=0}^{\infty}(k+N+2)^{-1 / 2-r}=\zeta\left(\frac{1}{2}+r, N+2\right) \\
& \leq \sum_{k=1}^{\infty} e_{1} N^{1 / 2-r-2 k}+e_{2} N^{1 / 2-r}+\frac{1}{2} N^{-1 / 2-r} \\
& =e_{1} \frac{N^{1 / 2-r}}{N^{2}-1}+e_{2} N^{1 / 2-r}+\frac{1}{2} N^{-1 / 2-r} \\
& \leq e_{3} N^{-r+2}
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{k=N+1}^{\infty}(k+1)^{1-r} & =\sum_{k=0}^{\infty}(k+N+2)^{-1 / 2-r}=\zeta(r-1, N+2) \\
& \leq \sum_{k=1}^{\infty} e_{4} N^{2-r-2 k}+e_{5} N^{2-r}+\frac{1}{2} N^{1-r} \\
& =e_{4} \frac{N^{2-r}}{N^{2}-1}+e_{5} N^{2-r}+\frac{1}{2} N^{1-r} \\
& \leq e_{6} N^{-r+2},
\end{aligned}
$$

where $\zeta$ is the Zeta-function and hence

$$
\begin{equation*}
\left|\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]-F(x)\right| \leq \sum_{k=N+1}^{\infty}\left|a_{k}\right| \int_{-\infty}^{x}\left|h_{k}(t)\right| \mathrm{d} t \leq c N^{-r / 2+1}=O\left(N^{-r / 2+1}\right) \tag{7.20}
\end{equation*}
$$

which completes the proof.
Proof of Lemma 7.6. We follow the proof of [40, Proposition 2]. It holds with the Cauchy-Schwarz inequality that

$$
\begin{aligned}
\left|\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right|^{2} & =\left|\int_{-\infty}^{x} \sum_{k=0}^{N} \hat{a}_{k} h_{k}(t) \mathrm{d} t-\int_{-\infty}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right|^{2} \\
& \leq \sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right)^{2} \cdot \sum_{k=0}^{N}\left|\int_{-\infty}^{x} h_{k}(t) \mathrm{d} t\right|^{2}
\end{aligned}
$$

For the second term we know with Lemma 7.13 that

$$
\begin{aligned}
\sum_{k=0}^{N}\left|\int_{-\infty}^{x} h_{k}(t) \mathrm{d} t\right|^{2} & \leq \sum_{k=0}^{N}\left(2 c_{1}(k+1)^{-1 / 4}+12 d_{1}(k+1)^{1 / 2}\right)^{2} \\
& =O\left(\sum_{k=0}^{N}\left((k+1)^{-1 / 4}+(k+1)^{1 / 2}\right)^{2}\right) \\
& =O\left(\sum_{k=0}^{N} k+1\right)=O\left(N^{2}\right)
\end{aligned}
$$

We get

$$
\begin{align*}
\mathbb{E}\left[\left|\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right|^{2}\right] & \leq O\left(N^{2}\right) \sum_{k=0}^{N} \mathbb{E}\left[\left(\hat{a}_{k}-a_{k}\right)^{2}\right] \\
& =O\left(\frac{N^{5 / 2}}{n}\right) \tag{7.21}
\end{align*}
$$

with Lemma 7.11.
Proof of Theorem 7.9. We follow [40, Theorem 3]. Note that

$$
\left|\hat{F}_{N, n}^{F}(x)-F(x)\right| \leq\left|\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]-F(x)\right|+\left|\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right|
$$

For the first term it holds with Lemma 7.5 that

$$
\left|\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]-F(x)\right|=O\left(N^{-r / 2+1}\right)=O\left(n^{-\frac{r-2}{2 r+1}}\right)=O\left(n^{-\frac{r-2}{2 r+1}} \log n\right) .
$$

The second term can be written as

$$
\left|\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right| \leq O(N) \sqrt{\sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right)^{2}}=O(N) \cdot O\left(n^{-r /(2 r+1)} \log n\right)=O\left(n^{-\frac{(r-2)}{2 r+1}} \log n\right) \text { a.s. }
$$

where we used a result from the proof of Lemma 7.6 and Lemma 7.12. The theorem follows directly.

End Proof
Proof of Theorem 7.10. This proof follows the proof of [40, Theorem 4]. As we will use the lemma of Borel-Cantelli later, we first take a look at

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \mathbb{P}\left(\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon\right) \\
& =\sum_{n=1}^{\infty} \mathbb{P}\left(\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon: N(n)>c n^{\gamma}\right) \mathbb{P}\left(N(n)>c n^{\gamma}\right) \\
& +\sum_{n=1}^{\infty} \mathbb{P}\left(\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon: N(n) \leq c n^{\gamma}\right) \mathbb{P}\left(N(n) \leq c n^{\gamma}\right)
\end{aligned}
$$

with a constant $c$. With the assumption that $\sum_{n=1}^{\infty} \mathbb{P}\left(\frac{N(n)}{n^{\gamma}}>\epsilon\right)<\infty$, the first part is clearly finite. For the second part it holds with Markov's inequality for $p \in[1, \infty)$ that

$$
\mathbb{P}\left(\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon\right) \leq \epsilon^{-p} \mathbb{E}\left[\left|\int_{-\infty}^{x} \sum_{k=0}^{N}\left(\hat{a}_{k}-a_{k}\right) h_{k}(t) \mathrm{d} t-\int_{-\infty}^{x} \sum_{k=N+1}^{\infty} a_{k} h_{k}(t) \mathrm{d} t\right|^{p}\right]
$$

Now, with $|f+g|^{p} \leq 2^{p-1}\left(|f|^{p}+|g|^{p}\right)$, the Hölder inequality, Lemma 7.13 and the proof of Lemma 7.5, we get

$$
\begin{aligned}
& \mathbb{P}\left(\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon\right) \\
& \leq \epsilon^{-p} 2^{p-1}\left(\sum_{k=0}^{N} \mathbb{E}\left[\left|\hat{a}_{k}-a_{k}\right|^{p}\right]\right) \cdot\left(\sum_{k=0}^{N}\left|\int_{-\infty}^{x} h_{k}(t) \mathrm{d} t\right|^{\frac{p}{p-1}}\right)^{p-1}+\epsilon^{-p} 2^{p-1}\left|\int_{-\infty}^{x} \sum_{k=N+1}^{\infty} a_{k} h_{k}(t) \mathrm{d} t\right|^{p} \\
& \leq \epsilon^{-p} 2^{p-1} b_{1}\left(\sum_{k=0}^{N} \mathbb{E}\left[\left|\hat{a}_{k}-a_{k}\right|^{p}\right]\right) \cdot\left(\sum_{k=0}^{N}(k+1)^{\frac{p}{2(p-1)}}\right)^{p-1}+\epsilon^{-p} 2^{p-1} N^{-\frac{r p}{2}+p}
\end{aligned}
$$

with positive constants $b_{1}, b_{2}$. With [55, 1. Summary], it holds that

$$
\mathbb{E}\left[\left|\hat{a}_{k}-a_{k}\right|^{p}\right]=n^{-p} \mathbb{E}\left[\left|\sum_{i=1}^{n}\left(h_{k}\left(X_{i}\right)-a_{k}\right)\right|^{p}\right] \leq F_{p} n^{-p / 2-1} \sum_{i=1}^{n} \mathbb{E}\left[\left|h_{k}\left(X_{i}\right)-a_{k}\right|^{p}\right],
$$

where $F_{p}$ is only depending on $p$. Then, with $\max _{x}\left|h_{k}(x)\right| \leq C(k+1)^{-1 / 12}$,

$$
\begin{aligned}
\mathbb{E}\left[\left|\hat{a}_{k}-a_{k}\right|^{p}\right] & \leq F_{p} n^{-p / 2-1} \sum_{i=1}^{n} \mathbb{E}\left[\left|h_{k}\left(X_{i}\right)-a_{k}\right|^{p}\right] \\
& \leq F_{p} n^{-p / 2-1} \sum_{i=1}^{n} \mathbb{E}\left[\left(\left|h_{k}\left(X_{i}\right)\right|+\int_{-\infty}^{\infty}\left|h_{k}(x)\right| f(x) \mathrm{d} x\right)^{p}\right] \\
& \leq 2 F_{p} n^{-p / 2}(k+1)^{-p / 12}
\end{aligned}
$$

Using this result, we get

$$
\begin{aligned}
& \mathbb{P}\left(\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon\right) \\
& \leq \epsilon^{-p} 2^{p-1} b_{3}^{\prime \prime}\left(\sum_{k=0}^{N} n^{-p / 2-1} \sum_{i=1}^{n} \mathbb{E}\left[\left|h_{k}\left(X_{i}\right)-a_{k}\right|^{p}\right]\right) \cdot\left(\sum_{k=0}^{N}(k+1)^{\frac{p}{2(p-1)}}\right)^{p-1}+\epsilon^{-p} 2^{p-1} N^{-\frac{r p}{2}+p} \\
& \leq \epsilon^{-p} 2^{p-1} b_{3}^{\prime} n^{-p / 2} \sum_{k=0}^{N}(k+1)^{-p / 12}(N+1)^{\frac{3}{2} p-1}+\epsilon^{-p} 2^{p-1} N^{-\frac{r p}{2}+p} \\
& \leq \epsilon^{-p} 2^{p-1} b_{3} n^{-p / 2} N^{-p / 12+1} N^{\frac{3}{2} p-1}+\epsilon^{-p} 2^{p-1} N^{-\frac{r p}{2}+p} .
\end{aligned}
$$

Then, conditioning on $N(n) \leq c n^{\gamma}$, we get

$$
\begin{aligned}
& \sum_{n=1}^{\infty} \mathbb{P}\left(\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon \mid N(n) \leq c n^{\gamma}\right) \\
& \leq \epsilon^{-p} 2^{p-1} \sum_{n=1}^{\infty}\left[d_{1} n^{p\left(-\frac{1}{2}+\frac{17}{12} \gamma\right)}+d_{2} n^{p \gamma\left(1-\frac{r}{2}\right)}\right]
\end{aligned}
$$

and hence, for $0<\gamma<\frac{6}{17}$, $p$ can be chosen so that

$$
\sum_{n=1}^{\infty} \mathbb{P}\left(\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon: N(n) \leq c n^{\gamma}\right) \mathbb{P}\left(N(n) \leq c n^{\gamma}\right)<\infty .
$$

With the Borel-Cantelli theorem, we know that $\left|\hat{F}_{N(n)}-F(x)\right|>\epsilon$ only holds for finitely many $n$ so that $\left|\hat{F}_{N(n)}-F(x)\right| \rightarrow 0$.

Proof of Theorem 7.11. This proof is similar to the proof of Theorem 7.6. For fixed $N$ it holds that

$$
\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]=\frac{1}{n} \sum_{i=1}^{n} Y_{i, N},
$$

where

$$
T_{N}(x, y)=\sum_{k=0}^{N} h_{k}(x) h_{k}(y)
$$

and

$$
Y_{i, N}=\int_{-\infty}^{x}\left[T_{N}\left(X_{i}, t\right) \mathrm{d} t-\sum_{k=0}^{N} a_{k} h_{k}(t)\right] \mathrm{d} t, i \in\{1, \ldots, n\}
$$

The $Y_{i, N}$ are i.i.d. random variables with mean 0 . Define $\gamma_{N}^{2}=\mathbb{E}\left[Y_{1, N}^{2}\right]$. We use the central limit theorem for double arrays (see [33], Section 1.9.3) to show the claim.

Defining

$$
A_{n}=\mathbb{E}\left[\sum_{i=1}^{n} Y_{i, N}\right]=0 \text { and } B_{n}^{2}=\operatorname{Var}\left[\sum_{i=1}^{n} Y_{i, N}\right]=n \gamma_{N}^{2},
$$

it says that

$$
\frac{\sum_{i=1}^{n} Y_{i, N}-A_{n}}{B_{n}} \xrightarrow{D} \mathcal{N}(0,1)
$$

if and only if the Lindeberg condition

$$
\frac{n \mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, N}\right|>\epsilon B_{n}\right) Y_{1, N}^{2}\right]}{B_{n}^{2}} \rightarrow 0 \text { for } n \rightarrow \infty \text { and all } \epsilon>0
$$

is satisfied.
It holds for $n \rightarrow \infty$ that

$$
\begin{array}{r}
\frac{\sum_{i=1}^{n} Y_{i, N}-A_{n}}{B_{n}} \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \frac{\sum_{i=1}^{n} Y_{i, N}}{\sqrt{n} \cdot \gamma_{N}} \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \frac{\sqrt{n}}{\gamma_{N}}\left(\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right) \xrightarrow{D} \mathcal{N}(0,1) \\
\Leftrightarrow \sqrt{n}\left(\hat{F}_{N, n}^{F}(x)-\mathbb{E}\left[\hat{F}_{N, n}^{F}(x)\right]\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right),
\end{array}
$$

which is the claim of Theorem 7.6. The last equivalence holds because of the following. We have to calculate $\gamma_{N}^{2}$ which is given by

$$
\begin{gather*}
\gamma_{N}^{2}=\mathbb{E}\left[\left(\int_{-\infty}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t-\int_{-\infty}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right)^{2}\right] \\
=\mathbb{E}\left[\left(\int_{-\infty}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right]-2 \int_{-\infty}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t \cdot \mathbb{E}\left[\int_{-\infty}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right]+\left(\int_{-\infty}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right)^{2} . \tag{7.22}
\end{gather*}
$$

Again, the first part is the only part where we do not know the asymptotic behavior. Hence, we deal with this now. With [54, Eq. (A8)], which only holds on compact sets, we know that

$$
\mathbb{E}\left[\left(\int_{-\infty}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right]=\lim _{P \rightarrow \infty} \int_{-P}^{P}\left[\int_{-\infty}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r
$$

With similar arguments as in the proof of Theorem 7.6 we get for $n \rightarrow \infty$ (which implies $M \rightarrow \infty$ ) that

$$
\mathbb{E}\left[\left(\int_{-\infty}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right] \rightarrow \int_{-\infty}^{x} f(r) \mathrm{d} r=F(x)
$$

To maintain the reading flow, the proof for this has been moved to Section 12.3 .
Hence, plugging this in Eq. (7.22) and using the fact that we know the limits of the other parts from Lemma 7.10, it holds for $n \rightarrow \infty$ that

$$
\begin{equation*}
\gamma_{N}^{2} \rightarrow F(x)-2 F(x)^{2}+F(x)^{2}=\sigma^{2}(x) . \tag{7.23}
\end{equation*}
$$

Now, we have to show that asymptotic normality really holds. In our case the Lindeberg condition has the form

$$
\frac{\mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, N}\right|>\epsilon \sqrt{n} \gamma_{N}\right) Y_{1, N}^{2}\right]}{\gamma_{N}^{2}} \rightarrow 0 \text { for } n \rightarrow \infty \text { and all } \epsilon>0
$$

This is what has to be shown to prove the theorem. Writing the expected value as an integral, we get

$$
\int_{-\infty}^{\infty} \mathbb{I}\left(\left|\int_{-\infty}^{x} T_{N}(r, t) \mathrm{d} t-\int_{-\infty}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right|>\epsilon \sqrt{n} \gamma_{N}\right)\left(\int_{-\infty}^{x} T_{N}(r, t) \mathrm{d} t-\int_{-\infty}^{x} \sum_{k=0}^{N} a_{k} h_{k}(t) \mathrm{d} t\right)^{2} f(r) \mathrm{d} r
$$

The left side of the inequality in the indicator function is bounded and with the same arguments as in the proof of Theorem 7.6, we get

$$
\frac{\mathbb{E}\left[\mathbb{I}\left(\left|Y_{1, N}\right|>\epsilon \sqrt{n} \gamma_{N}\right) Y_{1, N}^{2}\right]}{\gamma_{N}^{2}} \rightarrow 0
$$

which proves the claim.
Proof of Lemma 7.7. We follow the proof of [40, Proposition 3] again. The Gauss-Hermite estimator with fixed $N$ can be represented as

$$
T\left(x, F_{n}\right)=\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(t) h_{k}(y) \mathrm{d} y\right] \mathrm{d} F_{n}(t)
$$

where $F_{n}$ is the EDF because

$$
\begin{aligned}
\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(t) h_{k}(y) \mathrm{d} y\right] \mathrm{d} F_{n}(t) & =\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(y) \int_{-\infty}^{-\infty} h_{k}(t) \mathrm{d} F_{n}(t) \mathrm{d} y \\
& =\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(y) \hat{a}_{k} \mathrm{~d} y=\hat{F}_{N, n}^{F}(x)
\end{aligned}
$$

With the same arguments it can be shown that

$$
T(x, F)=\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(t) h_{k}(y) \mathrm{d} y\right] \mathrm{d} F(t)=F(x)
$$

Define

$$
d_{N}(t, y)=\sum_{k=0}^{N} h_{k}(t) h_{k}(y)
$$

Now, the empirical influence function is

$$
\begin{aligned}
\operatorname{IF}\left(x, x^{\prime} ; T, F_{n}\right)= & \lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}\left[\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(t) h_{k}(y) \mathrm{d} y\right] \mathrm{d}\left((1-\epsilon) F_{n}+\epsilon \delta_{x^{\prime}}\right)(t)\right. \\
& \left.-\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(t) h_{k}(y) \mathrm{d} y\right] \mathrm{d} F_{n}(t)\right] \\
= & \lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}\left[(1-\epsilon) \int_{-\infty}^{\infty} \int_{-\infty}^{x} d_{N}(t, y) \mathrm{d} y \mathrm{~d} F_{n}(t)+\epsilon \int_{-\infty}^{x} d_{N}\left(x^{\prime}, y\right) \mathrm{d} y\right. \\
& \left.-\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} d_{N}(t, y) \mathrm{d} y\right] \mathrm{d} F_{n}(t)\right] \\
= & \int_{-\infty}^{x} d_{N}\left(x^{\prime}, y\right) \mathrm{d} y-\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} d_{N}(t, y) \mathrm{d} y\right] \mathrm{d} F_{n}(t) .
\end{aligned}
$$

With the same reasoning, it holds that

$$
\operatorname{IF}\left(x, x^{\prime} ; T, F\right)=\int_{-\infty}^{x} d_{N}\left(x^{\prime}, y\right) \mathrm{d} y-\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} d_{N}(t, y) \mathrm{d} y\right] \mathrm{d} F(t) .
$$

We know with Lemma 7.13 that

$$
\begin{aligned}
\left|\int_{-\infty}^{x} d_{N}(t, y) \mathrm{d} y\right| & =\left|\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(t) h_{k}(y) \mathrm{d} y\right| \\
& \leq \sum_{k=0}^{N}\left|h_{k}(t)\right| \int_{-\infty}^{x}\left|h_{k}(y)\right| \mathrm{d} x \\
& \leq \sum_{k=0}^{N} u_{1}(k+1)^{-1 / 12}(k+1)^{-1 / 4}+\sum_{k=0}^{N} v_{1}(k+1)^{-1 / 12}(k+1)^{1 / 2}
\end{aligned}
$$

where we used the inequality $\max _{x}\left|h_{k}(x)\right| \leq C(k+1)^{-1 / 12}$ for $C>0$ that can be found in [43, Theorem 8.91.3]. This shows that the gross-error sensitivities are finite and the lemma follows.

End Proof
Proof of Lemma 7.8. This proof follows the proof of [40, Proposition 4]. The kernel estimator can be written as

$$
T\left(x, F_{n}\right)=\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \frac{1}{h} K\left(\frac{t-y}{h}\right) \mathrm{d} y\right] \mathrm{d} F_{n}(t)
$$

and the distribution function as

$$
\begin{aligned}
T(x, F) & =\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \frac{1}{h} K\left(\frac{t-y}{h}\right) \mathrm{d} y\right] \mathrm{d} F(t) \\
& =\int_{-\infty}^{x}\left[\int_{-\infty}^{\infty} \frac{1}{h} K\left(\frac{t-y}{h}\right) \mathrm{d} y\right] f(t) \mathrm{d} t=F(t)
\end{aligned}
$$

because the integral over $K$ is one. With similar arguments as in the proof before we get

$$
\operatorname{IF}\left(x, x^{\prime} ; T, F_{n}\right)=\int_{-\infty}^{x} \frac{1}{h} K\left(\frac{x^{\prime}-y}{h}\right) \mathrm{d} y-\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \frac{1}{h} K\left(\frac{t-y}{h}\right) \mathrm{d} y\right] \mathrm{d} F_{n}(t)
$$

$$
\operatorname{IF}\left(x, x^{\prime} ; T, F\right)=\int_{-\infty}^{x} \frac{1}{h} K\left(\frac{x^{\prime}-y}{h}\right) \mathrm{d} y-\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \frac{1}{h} K\left(\frac{t-y}{h}\right) \mathrm{d} y\right] \mathrm{d} F(t)
$$

Now, with $\int_{-\infty}^{\infty} K(x) \mathrm{d} x=1$, both influence functions are bounded by two so that the kernel estimator is bias-robust.

Proof of Lemma 7.9. This proof follows [40, Proposition 5]. The Gram-Charlier distribution estimator Eq. (7.7) has the representation

$$
T\left(x, F_{n}\right)=\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} \frac{1}{k!} H_{e_{k}}(t) H_{e_{k}}(y) \Phi(y) \mathrm{d} y\right] \mathrm{d} F_{n}(t)
$$

as

$$
\begin{aligned}
\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} h_{k}(t) h_{k}(y) \mathrm{d} y\right] \mathrm{d} F_{n}(t) & =\int_{-\infty}^{x} \sum_{k=0}^{N} \int_{-\infty}^{-\infty} \frac{1}{k!} H_{e_{k}}(t) H_{e_{k}}(y) \Phi(y) \mathrm{d} F_{n}(t) \mathrm{d} y \\
& =\int_{-\infty}^{x} \sum_{k=0}^{N} \hat{c}_{k} H_{e_{k}}(y) \Phi(y) \mathrm{d} y=\hat{F}_{N, n}^{G C}(x)
\end{aligned}
$$

Analogously,

$$
T(x, F)=\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \sum_{k=0}^{N} \frac{1}{k!} H_{e_{k}}(t) H_{e_{k}}(y) \Phi(y) \mathrm{d} y\right] \mathrm{d} F(t)=F(x) .
$$

Then it holds with the same arguments as above that

$$
\operatorname{IF}\left(x, x^{\prime} ; T, F_{n}\right)=\sum_{k=0}^{N}\left[\frac{1}{k!} H_{e_{k}}\left(x^{\prime}\right) \int_{-\infty}^{x} H_{e_{k}}(y) \Phi(y) \mathrm{d} y-\int_{-\infty}^{\infty} \int_{-\infty}^{x} \frac{1}{k!} H_{e_{k}}(t) H_{e_{k}}(y) \Phi(y) \mathrm{d} y \mathrm{~d} F_{n}(t)\right]
$$

and

$$
\operatorname{IF}\left(x, x^{\prime} ; T, F\right)=\sum_{k=0}^{N}\left[\frac{1}{k!} H_{e_{k}}\left(x^{\prime}\right) \int_{-\infty}^{x} H_{e_{k}}(y) \Phi(y) \mathrm{d} y-\int_{-\infty}^{\infty} \int_{-\infty}^{x} \frac{1}{k!} H_{e_{k}}(t) H_{e_{k}}(y) \Phi(y) \mathrm{d} y \mathrm{~d} F(t)\right]
$$

The second term is bounded because of [43, Theorem 8.91.3] and

$$
\begin{aligned}
\int_{-\infty}^{x}\left|H_{e_{k}}(y) \Phi(y)\right| \mathrm{d} y & =\int_{-\infty}^{x} 2^{-\frac{k}{2}}\left|H_{k}\left(\frac{y}{\sqrt{2}}\right) \frac{e^{-\frac{y^{2}}{2}}}{\sqrt{2 \pi}}\right| \mathrm{d} y \\
& =\int_{-\infty}^{\frac{x}{\sqrt{2}}} 2^{-\frac{k}{2}}\left|H_{k}(z) \frac{e^{-z^{2}}}{\sqrt{\pi}}\right| d z \\
& \leq d_{1}(k+1)^{-1 / 12} \sqrt{k!} \pi^{-1 / 4} \int_{-\infty}^{\infty} e^{-\frac{z^{2}}{2}} d z=d_{2}<\infty
\end{aligned}
$$

Then,

$$
\left|\int_{-\infty}^{\infty} \int_{-\infty}^{x} \frac{1}{k!} H_{e_{k}}(t) H_{e_{k}}(y) \Phi(y) \mathrm{d} y \mathrm{~d} F(t)\right| \leq d_{2} \frac{1}{k!} \int_{-\infty}^{\infty}\left|H_{e_{k}}(t)\right| f(t) \mathrm{d} t<\infty
$$

and

$$
\left|\int_{-\infty}^{\infty} \int_{-\infty}^{x} \frac{1}{k!} H_{e_{k}}(t) H_{e_{k}}(y) \Phi(y) \mathrm{d} y \mathrm{~d} F_{n}(t)\right| \leq d_{2} \frac{1}{k!} \int_{-\infty}^{\infty}\left|H_{e_{k}}(t)\right| \mathrm{d} F_{n}(t)=d_{2} \frac{1}{k!} \sum_{i=1}^{n}\left|H_{e_{k}}\left(X_{i}\right)\right|<\infty
$$

Now, since $H_{e_{k}}\left(x^{\prime}\right)$ is unbounded, the gross-error sensitivities are not bounded and the proof is completed.

## 8 Comparison

In the following, the main results of this thesis are summarized and used to compare the different estimators.

The properties of the estimators are summarized in two tables on pages 98 and 99 . The assumptions in the third column of the first table have to be fulfilled for the theoretical results to hold. If there are extra assumptions for one specific result, they are written as a footnote. For more details, please take a look at the respective part in the thesis.

It is important to always make sure that the situation fits to compare different estimators. A comparison between the Bernstein estimator and the Szasz estimator for example only makes sense when the density function on $[0,1]$ can be continued to $[0, \infty)$ so that Assumption 6.1 holds. Of course it is also possible to use the Szasz estimator for distributions where $F$ is continuous on $[0, \infty)$ and $f$ is not. Then, the theoretical results do not hold anymore but convergence is still given. But we know that the Bernstein estimator is always better as it has zero bias and variance for $x=1$, while the Szasz estimator has the continuous derivative

$$
\frac{d}{\mathrm{~d} x} \hat{F}_{m, n}^{S}(x)=m \sum_{k=0}^{\infty}\left[F_{n}\left(\frac{k+1}{m}\right)-F_{n}\left(\frac{k}{m}\right)\right] e^{-m x} \frac{(m x)^{k}}{k!}
$$

and cannot approximate a non-continuous function that well. This can be seen in Figure 11. It is obvious that the behavior of the Szasz estimator in the point $x=1$ of the Beta(2,1)-distribution is worse. This can also be seen later in the simulation in Section 9,


Figure 11: The behavior of the Szasz estimator in the point $x=1$ for $n=500$.
For the Hermite estimators, the properties $f \in L_{2}$ and $\left(x-\frac{d}{\mathrm{~d} x} f\right)^{r} f \in L_{2}$ only have to hold on the considered interval (see for example Section 7.3.3). Hence, they can be used for smaller intervals than what they were designed for.

The EDF and the kernel distribution estimator can be used on arbitrary intervals. However, note that the asymptotic results for the kernel estimator hold under the assumption that the density occupies $(-\infty, \infty)$. Hence, if the support is bounded, the results do not hold for the points close to the boundary. For an approach to improve this boundary behavior, see [8] for example.

Some Observations In the following, some important observations regarding the theoretical comparison are listed. It is notable that for the asymptotic order, $h=1 / m$ for the Bernstein estimator is always replaced by $h^{2}$ for the Kernel estimator. Also, the results for the Szasz estimator are the same as for the Bernstein estimator with the exception that the orders are often not uniform.

There are some properties that some or all of the estimators have in common. Regarding the deficiency, we found out that the Bernstein estimator, the kernel estimator, and the Szasz estimator all outperform the EDF with respect to MSE and MISE. All of the estimators convergence a.s. uniformly to the true distribution function, and the asymptotic distribution of the scaled difference between estimator and the true value always coincide under different assumptions.

However, there are of course also many differences between the estimators that are addressed now. For the Bernstein estimator and the Szasz estimator, the order of the bias is worse than that of the kernel estimator. For the Szasz estimator, the order is not uniform. The order of the Hermite estimator on the real half line depends on $x$. This is not the case for the estimator on the real line. On the other hand, the order for the estimator on the real line is worse.

For the variance, the orders of the Bernstein estimator and the Szasz estimator are the same as for the EDF and the kernel estimator but are not uniform. The Hermite estimator on the real line is worse than the estimator for the real half line but uniform. Their orders are both worse than that of the other estimators.

The optimal rate of the MSE is $n^{-1}$ for the first four estimators in the table, two of them uniform and the others not. The rates of the Hermite estimators are worse but for $r \rightarrow \infty$, the rates also approach $n^{-1}$. This is very similar for the optimal rates of the MISE.

|  | Support | Assumptions | Convergence | Asymptotic distribution: $\left.n^{1 / 2}\left(\hat{F}_{n}(x)-F(x)\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right)\right)^{a}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { EDF } \\ & (\text { see } 2 \end{aligned}$ | Chosen Freely |  | a.s. uniform |  |
| Kernel (see 3 ) | Chosen Freely | Density $f$ exists, $f^{\prime}$ exists and is continuous | a.s. uniform | For $h^{-2} n^{-1 / 2} \rightarrow \infty$ |
| Bernstein $(\operatorname{see} 5$ | $[0,1]$ | $F$ continuous, two continuous and bounded derivatives on $[0,1]$ | a.s. uniform | For $m n^{-1 / 2} \rightarrow \infty$ |
| $\begin{aligned} & \text { Szasz } \\ & (\operatorname{see} 6) \end{aligned}$ | $[0, \infty)$ | ```F continuous, two continuous and bounded derivatives on [0, \infty)``` | a.s. uniform | For $m n^{-1 / 2} \rightarrow \infty$ |
| Hermite Half (see 7.3 ) | $[0, \infty)$ | $f \in L_{2}$ | a.s. uniform $\square^{b}$ | For $N^{r / 2-1 / 4} n^{-1 / 2} \rightarrow \infty \square^{c}$ |
| Hermite Full (see 7.4) | $(-\infty, \infty)$ | $f \in L_{2}$ | a.s. uniform ${ }^{\text {d }}$ | For $N^{r / 2-1} n^{-1 / 2} \rightarrow \infty$ |

[^1]|  | Bias | Variance | MSE (all consistent) | MISE (all consistent) |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { EDF } \\ & (\text { see } 2) \end{aligned}$ | Unbiased | $O\left(n^{-1}\right)$ | $O\left(n^{-1}\right)$ | $O\left(n^{-1}\right)$ |
| $\begin{aligned} & \text { Kernel } \\ & (\text { see } 3) \end{aligned}$ | $o\left(h^{2}\right)$ | $O\left(n^{-1}\right)+O(h / n)$ | $\begin{gathered} O\left(n^{-1}\right)+O\left(h^{4}\right)+O(h / n) \\ \text { Optimal: } O\left(n^{-1}\right) \end{gathered}$ | $\begin{gathered} O\left(n^{-1}\right)+O\left(h^{4}\right)+O(h / n) \\ \text { Optimal: } O\left(n^{-1}\right) \end{gathered}$ |
| Bernstein (see 5 ) | $\begin{aligned} & \text { Zero in }\{0,1\} \\ & O\left(m^{-1}\right)=O(h) \end{aligned}$ | $\begin{gathered} \text { Zero in }\{0,1\} \\ O\left(n^{-1}\right)+O_{x}\left(m^{-1 / 2} n^{-1}\right) \end{gathered}$ | $\begin{gathered} \text { Zero in }\{0,1\} \\ O\left(n^{-1}\right)+O\left(m^{-2}\right)+O_{x}\left(m^{-1 / 2} n^{-1}\right) \\ \text { Optimal: } O_{x}\left(n^{-1}\right) \\ \hline \end{gathered}$ | $\begin{gathered} O\left(n^{-1}\right)+O\left(m^{-2}\right)+O\left(m^{-1 / 2} n^{-1}\right) \\ \text { Optimal: } O\left(n^{-1}\right) \end{gathered}$ |
| $\begin{aligned} & \text { Szasz } \\ & \text { (see } 6 \end{aligned}$ | Zero in 0 $O_{x}\left(m^{-1}\right)=O_{x}(h)$ | Zero in 0 $O\left(n^{-1}\right)+O_{x}\left(m^{-1 / 2} n^{-1}\right)$ | $\begin{gathered} \text { Zero in 0 } \\ O\left(n^{-1}\right)+O_{x}\left(m^{-2}\right)+O_{x}\left(m^{-1 / 2} n^{-1}\right) \\ \text { Optimal: } O_{x}\left(n^{-1}\right) \end{gathered}$ | $\begin{gathered} O\left(n^{-1}\right)+O\left(m^{-2}\right)+O\left(m^{-1 / 2} n^{-1}\right) \\ \text { Optimal: } O\left(n^{-1}\right)^{a} \end{gathered}$ |
| Hermite Half (see 7.3) | $\begin{gathered} \text { Zero in 0 } \\ O_{x}\left(N^{-r / 2+1 / 4}\right) b^{b} \end{gathered}$ | $\begin{gathered} \text { Zero in } 0 \\ O_{x}\left(N^{3 / 2} / n\right)^{c} \end{gathered}$ | $\begin{gathered} \text { Zero in 0 } \\ x\left[O\left(\frac{N^{1 / 2}}{n}\right)+O\left(N^{-r}\right)\right] \\ \text { Optimal: } x O\left(n^{\frac{-2 r}{2 r+1}}\right) \end{gathered}$ | $\begin{aligned} & \mu\left[O\left(\frac{N^{1 / 2}}{n}\right)+O\left(N^{-r}\right)\right] \\ & \text { Optimal: } \mu O\left(n^{\left.-\frac{2 r}{2 r+1}\right)}\right] \end{aligned}$ |
| Hermite Full (see 7.4 ) | $O\left(N^{1-r / 2}\right)^{e}$ | $O\left(N^{5 / 2} / n\right)^{\text {a }}$ | $\begin{aligned} & O\left(\frac{N^{5 / 2}}{n}\right)+O\left(N^{-r+2}\right) \\ & \text { Optimal: } \left.O\left(n^{-\frac{2(r-2)}{2 r+1}}\right)\right]^{f} \end{aligned}$ | $\begin{aligned} & O\left(\frac{N^{5 / 2}}{n}\right)+O\left(N^{-r+2}\right) \\ & \text { Optimal: } O\left(n^{-\frac{2(r-2)}{2 r+1}}\right) \mathbb{D}^{( } \end{aligned}$ |

[^2]
## 9 Simulation

In this section, the estimators defined in this thesis are compared in a simulation study.
For the kernel distribution estimator, the Gaussian kernel is chosen. Let $\Phi$ be the standard normal distribution function. Then, the estimator is of the form

$$
\begin{equation*}
F_{h, n}(x)=\frac{1}{n} \sum_{i=1}^{n} \Phi\left(\frac{x-X_{i}}{h}\right) . \tag{9.1}
\end{equation*}
$$

The simulation consists of four parts. In the first three parts, the estimators are compared by their MISE on different intervals. To be specific, these three parts are:

1. Comparison on $[0,1], \operatorname{MISE}\left[\hat{F}_{n}\right]=\mathbb{E}\left[\int_{0}^{1}\left(\hat{F}_{n}(x)-F(x)\right)^{2} \mathrm{~d} x\right]$,
2. comparison on $[0, \infty), \operatorname{MISE}\left[\hat{F}_{n}\right]=\mathbb{E}\left[\int_{0}^{\infty}\left(\hat{F}_{n}(x)-F(x)\right)^{2} \cdot f(x) \mathrm{d} x\right]$,
3. comparison on $(-\infty, \infty)$, $\operatorname{MISE}\left[\hat{F}_{n}\right]=\mathbb{E}\left[\int_{-\infty}^{\infty}\left(\hat{F}_{n}(x)-F(x)\right)^{2} \cdot f(x) \mathrm{d} x\right]$,
where $\hat{F}_{n}$ can be any of the considered estimators. In the fourth part, the asymptotic normality of the estimators is illustrated for one distribution. The details for each part as well as the most important results are explained later.

All of the estimators except for the empirical distribution function (EDF) have a parameter in addition to $n$. For these estimators, the MISE is calculated for a range of the parameters, which are given in Table 1 .

| Estimator | Abbr. | Parameters |
| :---: | :---: | :---: |
| EDF | $F_{n}$ | - |
| Kernel | $F_{h, n}$ | $h=i / 1000, i \in[2,200]$ |
| Bernstein | $\hat{F}_{m, n}$ | $m \in[2,200]$ |
| Szasz | $\hat{F}_{m, n}^{S}$ | $m \in[2,200]$ |
| Hermite Half | $\hat{F}_{N, n}^{H}$ | $N \in[2,60]$ |
| Hermite Full | $\hat{F}_{N, n}^{F}$ | $N \in[2,60]$ |

Table 1: The range of the respective parameters.
We obtain a vector of MISE-values for each estimator. Searching for the minimum value in this vector provides the minimal MISE and the respective optimal parameter.

The different sample sizes that are used are $n=20,50,100$, and 500 .
Every MISE is calculated by a Monte-Carlo simulation with $M=10,000$ repetitions. To be specific, let

$$
\begin{equation*}
\operatorname{ISE}[\hat{F}]=\int[\hat{F}(x)-F(x)]^{2}(\cdot f(x)) \mathrm{d} x \tag{9.2}
\end{equation*}
$$

and with $M$ pseudo-random samples, the estimate of the MISE is calculated by

$$
\begin{equation*}
\operatorname{MISE}[\hat{F}] \simeq \frac{1}{M} \sum_{i=1}^{M} \mathrm{ISE}_{i}[\hat{F}] \tag{9.3}
\end{equation*}
$$

where $\mathrm{ISE}_{i}$ is the integrated squared error calculated from the $i$ th randomly generated sample.
For the Hermite estimators, the standardization explained in Section 7.6 is used. In this simulation, we do not estimate the parameters $\mu$ and $\sigma$ as we already know the true parameters.

We now explain the different parts and the results.


Figure 12: Plot of the considered estimators for $n=20$ and $n=500$.

### 9.1 Comparison on [0, 1]

For the comparison on the unit interval, all of the estimators except the Hermite estimator on the real line are compared while estimating a distribution function on $[0,1]$. This is the largest interval where all of the estimators are defined. For the Hermite estimator on the real half line, both the non-standardized and the standardized estimators are compared.

The distribution used here is the $\operatorname{Beta}(3,3)$-distribution. It fulfills all the assumptions for the different estimators: $F, f, f^{\prime}$ are continuous and bounded on $[0,1]$, it can be expanded so that the assumption for the Szasz estimator holds, and $f \in L_{2},\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}$ holds for the Hermite estimator.

In Figure 12, it is illustrated how the distribution function for $n=20$ and $n=500$ is estimated for all of the estimators. It is obvious that with more samples, the estimation quality increases. Note that the illustration only captures the result for one sample and cannot be seen as a general behavior of the estimators.


Figure 13: MISE over the respective parameters in $[2,200]$ for $n=20$ and $n=500$.

In Figure 13, the MISE of four of the estimators is plotted over the respective parameters in the interval $[2,200]$ for $n=20$ and $n=500$. The results are very similar for all of the four sample sizes: the Bernstein estimator is always better than the others. This makes sense as it is designed for the unit interval. The EDF has of course the worst MISE and the optimal MISE-values for the Szasz and Kernel estimator are very close.


Figure 14: MISE over the respective parameters in $[2,60]$ for $n=20$ and $n=500$.
Figure 14 shows the comparison of the other estimators to the Hermite estimators for $n=20$ and $n=500$. It is obvious that in this case, the standardization does not help for $n=20$. For more samples, the MISE of the normalized estimator decreases a lot quicker, which means that the sum can be truncated earlier.

|  | n | EDF | Kernel | Bernstein | Szasz | Hermite Half | Hermite Normalized |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Beta(3,3) | 20 | 5.45 | 3.66 | 3.37 | 3.79 | 3.48 | 7.08 |
|  | 50 | 2.15 | 1.59 | 1.49 | 1.64 | 1.68 | 2.82 |
|  | 100 | 1.07 | 0.83 | 0.79 | 0.85 | 0.83 | 1.4 |
|  | 500 | 0.21 | 0.18 | 0.18 | 0.2 | 0.18 | 0.29 |

Table 2: The MISE $\cdot 10^{-3}$-values for the interval $[0,1]$.
Table 2 shows the optimal MISE $\cdot 10^{-3}$-values for all of the estimators, depending on the number of samples. All of the properties that were explained above can also be seen here.

### 9.2 Comparison on $[0, \infty)$

Of course, the comparison of the estimators on $[0, \infty)$ means that the Bernstein estimator cannot be used anymore. As for the comparison on the unit interval, we omit the Hermite estimator on the real line.

For comparison, the exponential distribution with parameter $\lambda=2$ is chosen. This distribution fulfills the assumption for the Szasz estimator and the Hermite estimator, see Section 7.3.3.



Figure 15: Plot of the considered estimators for $n=20$ and $n=500$.
An example of the different estimators can be seen in Figure 15 for $n=20$ and $n=500$. It is obvious that the Hermite estimators do not approach one, which is due to the truncation.


Figure 16: MISE over the respective parameters in $[2,200]$ for $n=20$ and $n=500$.

As in the case of the unit interval, the Szasz estimator designed for the $[0, \infty)$-interval behaves best with respect to MISE. This can be seen in Figure 16. The minimal MISE-value of the Szasz estimator is always lower than that of the other estimators, also for the cases $n=50$ and $n=100$ that are not shown here.


Figure 17: MISE over the respective parameters in $[2,60]$ for $n=20$ and $n=500$.
Figure 17 makes clear that the standardization of the Hermite estimator works better here than in the part for the unit interval, even for small sample sizes. This could be due to the fact that scaling makes a bigger difference in this case than in the unit interval. Note that even though the estimator gets better through standardization, the Hermite estimator is still worse than all of the other estimators (except the EDF) with respect to MISE.

|  | n | EDF | Kernel | Szasz | Hermite Half | Hermite Normalized |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Exponential(2) | 20 | 8.29 | 6.09 | 5.3 | 8.68 | 7.57 |
|  | 50 | 3.3 | 2.71 | 2.41 | 5.61 | 3.58 |
|  | 100 | 1.68 | 1.47 | 1.32 | 4.6 | 2.26 |
|  | 500 | 0.34 | 0.32 | 0.3 | 3.73 | 1.15 |

Table 3: The MISE• $10^{-3}$-values for the interval $[0, \infty)$.
Table 3 shows all the MISE $\cdot 10^{-3}$-numbers of the optimal MISE for the considered estimators. The properties explained above can be found here as well.

### 9.3 Comparison on $(-\infty, \infty)$

Here, the most important task is to compare the two Hermite estimators Eq. (7.10) and Eq. (7.11) on the real line. They are called Hermite Full estimator and Hermite Full second estimator respectively in the sequel. Both of them are standardized as described in 7.6 .

The distribution used here is the Laplace distribution with parameters $\mu=3, b=2$.


Figure 18: Plot of the considered estimators for $n=20$ and $n=500$.
In Figure 18, the considered estimators are plotted again for $n=20$ and $n=500$ for one example.


Figure 19: MISE over the respective parameters in $[2,60]$ for $n=20$ and $n=500$.
In Figure 19, it can be seen that the second estimator works better, especially for large parameters, where the MISE curve increases less quickly. Both of them oscillate, particularly for smaller sample sizes, which is not a desirable property. Note, however, that for small parameter values, the Hermite estimator seems to achieve better MISE-values than the kernel estimator.

|  | n | EDF | Kernel | Hermite Second | Hermite Second |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Laplace(3,2) | 20 | 8.34 | 6.61 | 6.66 | 6.21 |
|  | 50 | 3.36 | 2.72 | 2.95 | 2.82 |
|  | 100 | 1.64 | 1.35 | 1.48 | 1.45 |
|  | 500 | 0.33 | 0.3 | 0.31 | 0.31 |

Table 4: The MISE $\cdot 10^{-3}$-values for the interval $(-\infty, \infty)$.
Table 4 shows the MISE $\cdot 10^{-3}$-values again. As before, the properties explained above can also be found in the table.

### 9.4 Illustration of the Asymptotic Normality

The goal here is to illustrate the asymptotic normality

$$
\sqrt{n}\left(\hat{F}_{n}(x)-\mathbb{E}\left[\hat{F}_{n}(x)\right]\right) \xrightarrow{D} \mathcal{N}\left(0, \sigma^{2}(x)\right)
$$

of the different estimators, where $\hat{F}_{n}$ can be any of the estimators. The expression can be rewritten as

$$
\hat{F}_{n}(x) \xrightarrow{D} \mathcal{N}\left(\mathbb{E}\left[\hat{F}_{n}(x)\right], \frac{\sigma^{2}(x)}{n}\right) .
$$

This representation is used in the plots below for a $\operatorname{Beta}(3,3)$-distribution in the point $x=0.4$ for $n=500$. The value is $F(0.4)=0.32$. In Figure 20, the result can be seen. The red line in the plot shows the distribution function of the normal distribution. Furthermore, the histogram of the value $p=\hat{F}_{n}(0.4)$ is illustrated. The parameters used for the estimators are derived from the optimal parameters calculated in the simulation.


Figure 20: Illustration of the asymptotic normal distribution.

## 10 Conclusions

In the introduction, it was explained why distribution function estimation is an important topic in statistics. Here, we give a short summary of the findings of this thesis and talk about practical applications as well as further research recommendations.

Findings and contributions In this thesis, many properties of the considered estimators such as the asymptotic behavior, MSE, MISE, and deficieny were explained and derived. It turned out that the estimators often have properties in common. But there are of course many differences as well. This was discussed in Section 8, where the estimators were compared theoretically and it was explained in which cases it makes sense to compare them. In Section 9, the results of a simulation study were presented. In the simulation, all of the estimators were compared on different intervals with respect to MISE. As expected, the estimator designed for a specific interval also had the best behavior there. Furthermore, the asymptotic normality that was proven before for all of the estimators was illustrated.

The most important contribution of this thesis is the Szasz estimator. While the idea is similar to the Bernstein estimator, it allows estimating distribution functions on the real half line. In the theoretical comparison as well as in the simulation study, the Szasz estimator compared very well to the other estimators. Especially on the matching interval $[0, \infty)$, the simulation study showed a clear advantage of the Szasz estimator with respect to the MISE-quality.

Another contribution of this thesis is that the asymptotic normality of the two Hermite distribution estimators was proven. To the best of my knowledge, this is the first proof of this property for the Hermite distribution estimators. Asymptotic normality is an important property that can make the handling of an estimator easier. This is due to the fact that the properties and the behavior of a gaussian variable are well understood.

Practical applications Distribution function estimation can be used everywhere, where data is collected and properties about the data are of interest. This is for example the case in the finance sector. Another example where data is collected is in the medical sector. A data set could give the number of days a treatment takes to heal patients. With distribution function estimation it would be possible to estimate the probability that the treatment takes less than a week.

With the inverse transform sampling that was explained in the introduction, it is even possible to produce more samples than the given ones. Hence, the sample set of the treatment days could be expanded without testing further patients.

The estimators are restricted to different intervals. The Bernstein estimator for example is restricted to $[0,1]$. It can be applied to all data sets that have an upper and a lower bound. An example is the temperature of water, which always lies between zero and 100 degrees under normal circumstances. The Szasz estimator is restricted $[0, \infty)$. Here, data that can be used has to have a lower bound. This could be the price of an expensive product. It can never be negative but it is not possible to set an upper bound. For estimators on $(-\infty, \infty)$, the data that can be used need not have any bounds at all. This holds for the rate at which the stock market changes. It can rise and fall arbitrarily.

Recommendations for further research As mentioned in Section 3, the kernel estimator shows undesired behavior at the boundary. For the Bernstein estimator, it was established on page 18 that the asymptotic behavior gets better the closer we get to the boundary. Hence, it would be interesting to study the behavior of the Szasz estimator and the Hermite estimator on the half line close to the boundary $x=0$. It would also be interesting to apply boundary correction techniques in the simulation and compare the MISE results with the non-corrected estimators.
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## 12 Appendix

### 12.1 Bernstein Basis Polynomials

The Bernstein basis polynomials of degree $m$ are defined by

$$
P_{k, m}(x)=\binom{m}{k} x^{k}(1-x)^{m-k}
$$

for $k=0, \ldots, m$. We set $P_{k, m}=0$ for $k<0$ or $k>m$.


Figure 21: Bernstein basis polynomials of degree one and two.


Figure 22: Bernstein basis polynomials of degree three.
The simple cases are the Bernstein basis polynomials of degree 1

$$
\begin{aligned}
& P_{0,1}(x)=1-x \\
& P_{1,1}(x)=x,
\end{aligned}
$$

degree 2

$$
\begin{aligned}
& P_{0,2}(x)=(1-x)^{2} \\
& P_{1,2}(x)=2 x(1-x) \\
& P_{2,2}(x)=x^{2},
\end{aligned}
$$

and degree 3

$$
\begin{aligned}
& P_{0,3}(x)=(1-x)^{3} \\
& P_{1,3}(x)=3 x(1-x)^{2} \\
& P_{2,3}(x)=3 x^{2}(1-x) \\
& P_{3,3}(x)=x^{3} .
\end{aligned}
$$

The following properties and their proofs can be found in [56].

## Recursive Definition

The polynomial $P_{k, m}$ can be written as a convex combination of $P_{k, m-1}$ and $P_{k-1, m-1}$

$$
P_{k, m}(x)=(1-x) P_{k, m-1}(x)-x P_{k-1, m-1}(x) .
$$

With this it can be shown that Bernstein Polynomials are non-negative.

## Partition of Unity

The $k+1$ Bernstein polynomials of degree $m$ form a partition of unity, i.e.,

$$
\sum_{k=0}^{m} P_{k, m}(x)=1
$$

## Power Basis

A Bernstein polynomial can be written as

$$
P_{k, m}(x)=\sum_{i=k}^{m}(-1)^{i-k}\binom{m}{i}\binom{i}{k} x^{i}
$$

from which it follows that

$$
x^{k}=\sum_{i=k-1}^{n-1} \frac{\binom{i}{k}}{\binom{m}{k}} P_{i, m}(x) .
$$

## Derivatives

The derivative of a Bernstein polynomial of degree $n$ can be written as

$$
\frac{\partial}{\partial x} P_{k, m}(x)=m\left(P_{k-1, m-1}(x)-P_{k, m-1}(x)\right)
$$

for $k=0, \ldots, m$.

### 12.2 Details for the Proof of Theorem 7.6

We explain here, why it is possible to exchange limit and integral in the proof of Theorem 7.6. We first observe that for $x \neq 0$,

$$
-\frac{1}{\pi|x|}-\frac{1}{2} \leq \int_{0}^{x} \frac{\sin (l)}{\pi l} \mathrm{~d} l \leq \frac{1}{\pi|x|}+\frac{1}{2}
$$

It follows that

$$
\left(\int_{0}^{x} \frac{\sin (l)}{\pi l} \mathrm{~d} l\right)^{2} \leq\left(\frac{1}{\pi|x|}+\frac{1}{2}\right)^{2}
$$

Hence, for $r \in\{0, x\}$,

$$
\left(\int_{M(r-x)}^{M r} \frac{\sin (l)}{\pi l} \mathrm{~d} l\right)^{2} \leq\left(\frac{1}{\pi|M x|}+\frac{1}{2}\right)^{2}
$$

and for the rest,

$$
\begin{aligned}
& \left(\int_{M(r-x)}^{M r} \frac{\sin (l)}{\pi l} \mathrm{~d} l\right)^{2}=\left(\int_{0}^{M r} \frac{\sin (l)}{\pi l} \mathrm{~d} l-\int_{0}^{M(r-x)} \frac{\sin (l)}{\pi l} \mathrm{~d} l\right)^{2} \\
& \leq\left(\frac{1}{\pi|M r|}+\frac{1}{2}\right)^{2}+2\left(\frac{1}{\pi|M r|}+\frac{1}{2}\right)\left(\frac{1}{\pi|M(r-x)|}+\frac{1}{2}\right)+\left(\frac{1}{\pi|M(r-x)|}+\frac{1}{2}\right)^{2}
\end{aligned}
$$



Figure 23: Illustration of the bounds for $M=300, x=1$.
In Figure 23, the two bounds calculated above are illustrated. The orange line is the bound for $r \in\{0, x\}$ and the green line is the bound for the rest. The only critical parts are close to $r=0$ and $r=x$, where the function attains its maximum. It is obvious that the maximum value is given by

$$
\left(\frac{1}{\pi\left|M r_{\max }\right|}+\frac{1}{2}\right)^{2}+2\left(\frac{1}{\pi\left|M r_{\max }\right|}+\frac{1}{2}\right)\left(\frac{1}{\pi\left|M\left(r_{\max }-x\right)\right|}+\frac{1}{2}\right)+\left(\frac{1}{\pi\left|M\left(r_{\max }-x\right)\right|}+\frac{1}{2}\right)^{2}
$$

where the function attains the maximum value in $r_{\max }$. Now, for $M \geq M_{0}$, this is bounded by

$$
\left(\frac{1}{\pi\left|M_{0} r_{\max }\right|}+\frac{1}{2}\right)^{2}+2\left(\frac{1}{\pi\left|M_{0} r_{\max }\right|}+\frac{1}{2}\right)\left(\frac{1}{\pi\left|M_{0}\left(r_{\max }-x\right)\right|}+\frac{1}{2}\right)+\left(\frac{1}{\pi\left|M_{0}\left(r_{\max }-x\right)\right|}+\frac{1}{2}\right)^{2}
$$

The part $O\left(N^{-\frac{1}{2}}\right)$ in Eq. (7.17) is very small for large $M \geq M_{0}$ and does not change the fact that the function is bounded. We call the bound $d_{x}$. This is a function that is integrable because

$$
\int_{0}^{\infty} d_{x} f(r) d r=d_{x}<\infty
$$

With the dominated convergence theorem, it is possible to move the limit over $M$ inside the integral.

### 12.3 Details for the Proof of Theorem 7.11

We show the fact that was omitted in the proof of Theorem 7.11. The task is to show

$$
\mathbb{E}\left[\left(\int_{-\infty}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right] \rightarrow \int_{-\infty}^{x} f(r) \mathrm{d} r=F(x)
$$

With [54, Eq. (A8)], which only holds on compact sets, we know that

$$
\begin{aligned}
& \mathbb{E}\left[\left(\int_{-\infty}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right]=\lim _{P \rightarrow \infty} \int_{-P}^{P}\left[\int_{-\infty}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r \\
& =\int_{-\infty}^{\infty}\left[\int_{-\infty}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r
\end{aligned}
$$

For the inner integral it holds that

$$
\int_{-\infty}^{x} \frac{\sin (M(r-t))}{\pi(r-t)} \mathrm{d} t=\int_{M(r-x)}^{\infty} \frac{\sin (l)}{\pi l} d l
$$

and similar to the proof of Theorem 7.6, it holds that

$$
\int_{M(r-x)}^{\infty} \frac{\sin (l)}{\pi l} d l \rightarrow \begin{cases}1, & r<x \\ 0, & r>x\end{cases}
$$

We get that

$$
\begin{aligned}
& \mathbb{E}\left[\left(\int_{-\infty}^{x} T_{N}\left(X_{1}, t\right) \mathrm{d} t\right)^{2}\right]=\int_{-\infty}^{x}[\underbrace{\left.\int_{-\infty}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r}_{\rightarrow 1} \\
& \quad+\int_{x}^{\infty}[\underbrace{\left.\int_{-\infty}^{x} \frac{\sin (M(r-t))}{\pi(r-t)}+O\left(N^{-1 / 2}\right) \mathrm{d} t\right]^{2} f(r) \mathrm{d} r \rightarrow F(x) .}_{\rightarrow 0} .
\end{aligned}
$$

It is again possible to exchange the limit and the integral here. The arguments are very similar to the arguments in Section 12.2 with

$$
-\frac{1}{\pi|x|} \leq \int_{-\infty}^{x} \frac{\sin (l)}{\pi l} \mathrm{~d} l \leq \frac{1}{\pi|x|}
$$

This shows the claim.

## 13 Notation

- $F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \mathbb{I}\left(X_{i} \leq x\right)$ empirical distribution function based on $n$ observations
- Bernstein estimator
- $P_{k, m}(x)=\binom{m}{k} x^{k}(1-x)^{m-k}$ Bernstein basis polynomial
- $L_{m}=L_{m}(x)=\sum_{k=0}^{m} P_{k, m}^{2}(x)$
$-R_{j, m}=m^{-j} \sum_{0 \leq k<l \leq m}(k-m x)^{j} P_{k, m}(x) P_{l, m}(x)$
- $f_{h, n}(x)=\frac{1}{n h} \sum_{i=1}^{n} K\left(\frac{x-X_{i}}{h}\right)$ Kernel density estimator with kernel K based on $n$ observations with bandwidth $h$
- $F_{h, n}(x)=\frac{1}{n h} \sum_{i=1}^{n} \mathbb{K}\left(\frac{x-X_{i}}{h}\right)$ Kernel distribution estimator with $\mathbb{K}(t)=\int_{-\infty}^{t} K(u) d u$ based on $n$ observations with bandwidth $h$
- $\hat{F}_{m, n}(x)=\sum_{k=0}^{m} F_{n}\left(\frac{k}{m}\right) P_{k, m}(x)$ Bernstein estimator with $m$ Bernstein polynomials based on $n$ observations
- $B_{m}(F ; x)=B_{m}(x)=\sum_{k=0}^{m} F\left(\frac{k}{m}\right) P_{k, m}(x)$ Bernstein polynomial of order $m$ of $F$
$-i_{L}(n, x)=\min \left\{k \in \mathbb{N}: \operatorname{MSE}\left[F_{k}(x)\right] \leq \operatorname{MSE}\left[\hat{F}_{m, n}(x)\right]\right\}$
$-i_{G}(n)=\min \left\{k \in \mathbb{N}: \operatorname{MISE}\left[F_{k}\right] \leq \operatorname{MISE}\left[\hat{F}_{m, n}\right]\right\}$
$-b(x)=\frac{x(1-x) f^{\prime}(x)}{2}$
$-\sigma^{2}(x)=F(x)(1-F(x))$
$-V(x)=f(x)\left[\frac{2 x(1-x)}{\pi}\right]^{1 / 2}$
$-C_{1}=\int_{0}^{1} \sigma^{2} \mathrm{~d} x$
$-C_{2}=\int_{0}^{1} V(x) \mathrm{d} x$
$-C_{3}=\int_{0}^{1} b^{2}(x) \mathrm{d} x$
- Notation used in Section 5.7
- $B_{h, m}(x)=\sum_{k=0}^{m} F_{h, n}\left(\frac{k}{m}\right) P_{k, m}(x)$
- $\operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]=B_{h, m}(x)-F_{h, n}(x)$
- $\operatorname{Var}^{*}\left[\hat{F}_{m, n}(x)\right]=\frac{1}{n}\left[\sum_{k=0}^{m} F_{n}\left(\frac{k}{m}\right) P_{k, m}^{2}(x)+2 \sum_{0 \leq k<l \leq m} F_{n}\left(\frac{k}{m}\right) P_{k, m}(x) P_{l, m}(x)-\hat{F}_{m, n}^{2}(x)\right]$
- $\operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right]=\operatorname{Var}^{*}\left[\hat{F}_{m, n}(x)\right]+\operatorname{Bias}^{*}\left[\hat{F}_{m, n}(x)\right]^{2}$
- $\widehat{m}=\left\lceil\operatorname{argmin}_{k \in I_{n}} \operatorname{MSE}^{*}\left[\hat{F}_{m, n}(x)\right]\right\rceil$ Locally optimal $m$ as calculated in Eq. (5.17)
- $\widehat{\widehat{m}}=\left\lceil\operatorname{argmin}_{k \in I_{n}} \operatorname{MISE}^{*}\left[\hat{F}_{m, n}\right]\right\rceil$ Globally optimal $m$ as calculated in Eq. (5.18)
- Szasz estimator
$-V_{k, m}(x)=e^{-m x} \frac{(m x)^{k}}{k!}$
$-L_{m}^{S}(x)=\sum_{k=0}^{\infty} V_{k, m}^{2}(x)$
$-R_{j, m}^{S}(x)=m^{-j} \sum_{0 \leq k<l \leq \infty}(k-m x)^{j} V_{k, m}(x) V_{l, m}(x)$
$-S_{m}(F ; x)=\sum_{k=0}^{\infty} F\left(\frac{k}{m}\right) e^{-m x} \frac{(m x)^{k}}{k!}=\sum_{k=0}^{\infty} F\left(\frac{k}{m}\right) V_{k, m}(x)$
$-\hat{f}_{m, n}^{S}(x)=\frac{m}{n} \sum_{m=0}^{\infty} B_{k, m}^{(n)} e^{-m x} \frac{(m x)^{k}}{k!}$
$-\hat{F}_{m, n}^{S}(x)=\sum_{k=0}^{\infty} F_{n}\left(\frac{k}{m}\right) e^{-m x} \frac{(m x)^{k}}{k!}$
$-b^{S}(x)=\frac{x f^{\prime}(x)}{2}$
$-V^{S}(x)=f(x)\left[\frac{x}{\pi}\right]^{1 / 2}$
$-C_{1}^{S}=\int_{0}^{\infty} \sigma^{2} e^{-a x} f(x) \mathrm{d} x$
$-C_{2}^{S}=\int_{0}^{\infty} V^{S}(x) e^{-a x} f(x) \mathrm{d} x$
$-C_{3}^{S}=\int_{0}^{\infty}\left(b^{S}(x)\right)^{2} e^{-a x} f(x) \mathrm{d} x$
$-i_{L}^{S}(n, x)=\min \left\{k \in \mathbb{N}: \operatorname{MSE}\left[F_{k}(x)\right] \leq \operatorname{MSE}\left[\hat{F}_{m, n}^{S}(x)\right]\right\}$
$-i_{G}^{S}(n, x)=\min \left\{k \in \mathbb{N}: \operatorname{MiSE}\left[F_{k}(x)\right] \leq \operatorname{MiSE}\left[\hat{F}_{m, n}^{S}(x)\right]\right\}$
- Hermite estimator
$-H_{k}(x)=(-1)^{k} e^{x^{2}} \frac{d^{k}}{\mathrm{~d} x^{k}} e^{-x^{2}}=k!\sum_{m=0}^{\lfloor k / 2\rfloor} \frac{(-1)^{m}}{m!(k-2 m)!}(2 x)^{k-2 m}$ Hermite polynomial
- $h_{k}=\left(2^{k} k!\sqrt{\pi}\right)^{-1 / 2} e^{\frac{-x^{2}}{2}} H_{k}(x)$ normalized Hermite function
- $H_{e_{k}}(x)=2^{-\frac{k}{2}} H_{k}\left(\frac{x}{\sqrt{2}}\right)$ Chebyshev-Hermite polynomials
$-Z(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}}$
$-\alpha_{k}=\frac{\sqrt{\pi}}{2^{k-1} k!}$
$-a_{k}=\int_{-\infty}^{\infty} f(x) h_{k}(x) \mathrm{d} x$
$-f_{N}(x)=\sum_{k=0}^{N} a_{k} h_{k}(x)=\sum_{k=0}^{N} \sqrt{\alpha_{k}} \cdot a_{k} H_{k}(x) Z(x)$
$-\hat{a}_{k}=\frac{1}{n} \sum_{i=1}^{n} h_{k}\left(X_{i}\right)$
- $\hat{f}_{N, n}(x)=\sum_{k=0}^{N} \hat{a}_{k} h_{k}(x)=\sum_{k=0}^{N} \sqrt{\alpha_{k}} \cdot \hat{a}_{k} H_{k}(x) Z(x)$ Gauss-Hermite density estimator
$-\hat{F}_{N, n}^{H}(x)=\int_{0}^{x} \hat{f}_{N, n}(t) \mathrm{d} t$ Gauss-Hermite distribution estimator on the real half line
$-\hat{F}_{N, n}^{F}(x)=\int_{-\infty}^{x} \hat{f}_{N, n}(t) \mathrm{d} t$ Gauss-Hermite distribution estimator on the real line
$-\operatorname{IF}\left(x, x^{\prime} ; T, F\right)=\lim _{\epsilon \rightarrow 0} \frac{T\left(x,(1-\epsilon) F+\epsilon \delta_{x^{\prime}}\right)-T(x, F)}{\epsilon}$ influence function evaluated at a point $x$ and distribution $F$
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Ort, den Datum


[^0]:    ${ }^{1}$ In the original work of Vitale, $A_{k, m}^{(n)}$ is defined as the number of $X_{i}$ in $\left[\frac{k}{m+1}, \frac{k+1}{m+1}\right]$. This definition counts many points twice, which is not very appealing even though the probability that $X_{i}$ falls into one of these points is zero because of the continuity of our distribution. In the definition given in this work, only the point $x=0$ is not defined. This could be avoided by defining a special interval $\left[0, \frac{1}{m+1}\right]$.

[^1]:    ${ }^{a} \hat{F}_{n}$ stands for all of the estimators, for $x: 0<F(x)<1$
    ${ }^{b}$ For $\left(x-\frac{d}{d x}\right)^{r} f \in L_{2}, r \geq 1, \mathbb{E}\left[|X|^{s}\right]<\infty, s>\frac{8(r+1)}{3(2 r+1)}, N \sim n^{\frac{2}{2 r+1}}$
    For $\left(x-\frac{d}{\mathrm{~d} x}\right) \quad f \in L_{2}, r \geq 1, \mathbb{E}\left[|X|^{2 / 3}\right]<\infty$
    ${ }^{d}$ For $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}, r>2, \mathbb{E}\left[|X|^{s}\right]<\infty, s>\frac{8(r+1)}{3(2 r+1)}$,
    ${ }^{e}$ For $\left(x-\frac{d}{\mathrm{~d} x}\right)^{r} f \in L_{2}, r>2$

[^2]:    ${ }^{a}$ Note that the MISE here is defined differently with weight function $e^{-a x}$
    ${ }^{b}$ For $\left(x-\frac{d}{d x}\right)^{r} f \in L_{2}, r \geq 1, \mathbb{E}\left[|X|^{2 / 3}\right]<\infty$
    ${ }^{c}$ For $\mathbb{E}\left[|X|^{2 / 3}\right]<\infty$
    ${ }^{d}$ For $\left(x-\frac{d}{d x}\right)^{r} f \in L_{2}, r \geq 1, \mu<\infty$
    ${ }^{e}$ For $\left(x-\frac{d}{d x}\right)^{r} f \in L_{2}, r>2$
    ${ }^{f}$ For $\left(x-\frac{d}{d x}\right)^{r} f \in L_{2}, r>2, \mathbb{E}\left[|X|^{2 / 3}\right]<\infty$

