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A series of drop tests was implemented in the present study in order to allow the reproduction of a single
impact identical to the high frequency mechanical impact (HFMI) under monitored conditions in the
laboratory. Therewith, characterization of the investigated material�s mechanical behavior by explicitly
considering possible irregularities concerning the present deformation modes would be enabled. Main goal
was the determination of the investigated material�s dynamic yield stress for various strain rates inside the
spectrum of interest, so that the Cowper–Symonds viscous material model would be calibrated for the
subsequent HFMI simulation. The values of the dynamic yield stress extracted by the present drop tests
show good agreement with other experimental methods regarding the investigated material S355. The
introduction of the calibrated material behavior on the present drop tests in the finite element (FE) analysis
of HFMI led to reduced preciseness though, in comparison with the FE analysis, which considered high
strain rate tensile tests found in literature. A series of conclusions was drawn from both the experimental
and numerical investigations, confirming most of the initial expectations. Further work is proposed, in
order to clarify an incompatibility met during the numerical investigations.
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1. Introduction

High frequency mechanical impact (Ref 1) is an efficient
mechanical post weld treatment that has been proven to
increase significantly, even more than 100%, the fatigue life of
welded steel structures. The method, up to the moment, has
been thoroughly investigated experimentally (Ref 2-10), etc.
Based on these experimental investigations of the last decades,
the method has been regulated (Ref 1, 11) for the most widely
applied welded connections. Nevertheless, it is a common
knowledge that the design codes in order to provide guidance
for all relative practical applications and still lie on the safe side
are usually quite conservative (see Ref 12 for instance).

On the contrary, modeling of HFMI with the finite element
(FE) method would enable the investigation of various
geometries and materials without the restricting cost of
experimental investigations. At the same time, it would allow
for the consideration of the HFMI effect in fracture mechanics

analyses. Therewith, the positive influence of the treatment on
each unique case could be estimated with preciseness, allowing
for a less conservative design, whenever this is desired.
Numerical investigations have been presented in the past as
well (Ref 13-17), etc., neglecting in most cases though
significant aspects of the simulation like the strain rate
dependency of steel during the impact treatment or the
preexistence of welding residual stresses (WRS) in the
component. Engineering knowledge dictates that the above
two factors would be crucial for the final residual stress (RS)
state of the component, and based on the present state of the art
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D, q Coefficients of the Cower–Symonds model with no
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Ff Friction force (N)
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both of them can be considered in a FE analysis. This was
validated in two recent studies (Ref 18, 19), which have shown
that the consideration of WRS and viscous material behavior
can significantly increase the accuracy of HFMI simulation.
Besides, simulation of the WRS has evolved rapidly in the last
decades and most of the practical and special aspects of the
method regarding metal arc welding have been covered in
previous studies of the authors (Ref 20-25). Similarly, the
viscoplastic nature of steel has as well been investigated
experimentally (Ref 26, 27), etc., and suitable material models
have been proposed over the years (Ref 28-30).

The viscoplastic material models are usually calibrated
based on either high strain rate tensile tests like in Ref 13 or
Split–Hopkinson tests (see Ref 26 for example). The dynamic
yielding behavior of steel has mostly been considered identical
same in both tension and compression, as for the static case.
Nonetheless, a recent study by Cadoni et al. (Ref 26) has shown
that significant deviation can be met for the two different types
of loading. Initial expectations suggest that in the case of HFMI
compressive behavior would be predominant. Of course, as the
physical phenomenon under investigation is that of an impact-
ing rigid spherical indenter on a semi-infinite plate, both
compressive and tensile stresses are introduced. Still, under-
neath the contact area and on the boundaries of the introduced
crater�s rim, compressive stresses arise. The tensile stresses are
introduced even deeper or wider as a counterbalance. This later
consideration would arise questions regarding the use of
material behavior, which was calibrated based on tensile tests,
for the simulation of HFMI.

For this reason, a series of drop tests was carried out in the
present study in order to reproduce a single impact similar to
that of the HFMI device under monitored conditions. It was
decided upon that the implemented experimental method
should be straightforward and reproducible. Final goal was
the calibration of a material model based on this experimental
results and its implementation to a FE simulation of HFMI. FE
commercial software LS-Dyna was applied for all subsequent
numerical investigations (Ref 31).

2. Methodology

During the drop tests, the HFMI pin should carry out a free
fall and impact on a specimen of the investigated material with
a known velocity, carrying a known mass. Impact velocity
during the experiment would be analytically calculated based
on trivial physics. Analytical calculations based on the inelastic
expansion of the Hertzian theory for impacts would enable the
calculation of the dynamic yield strength based on measure-
ments of the restitution coefficient. The plastic strain rate at
yielding would be defined during a FE analysis of the impact.
The obtained dynamic yield stress for the given strain rate
would be at first validated based on the results of previous
studies for the same material (see Ref 13, 27, etc.). The
calibrated, strain rate-dependent material model would then be
introduced to a FE simulation of HFMI. Comparison of this
later FE model with measured profiles of residual stresses
would act as a final validation step. A synopsis of the working
steps is provided by the flowchart of Fig. 1.

2.1 Experimental Setup

The experimental setup, which was built for the present drop
tests, is illustrated in Fig. 2(a). It consists of four columns that
carry rails. An impact assembly consisting of a cross, with two
wheels on each side so that excessive rotation would be
excluded, a sinker and the HFMI pin on its bottom, would run
along the rails and hit the tested component (Fig. 2b). A
negligible rotation of ± 0.5� was observed. The sinker was
used for increasing the mass of the impact assembly. Between
the wheels and the rails, a significant gap of 5 mm was held, so
that the friction would be minimized and the impact assembly
could be assumed to executing a free fall, without derailing
though. A high-speed camera, able to catch 180 fps, was set at
the same level with the upper surface of the tested component.
Placing a ruler vertically, behind the tested specimen and
knowing the distance between the camera�s lens, the specimen
surface and the ruler and their height from the ground level
enabled the calculation of the rebound height with a preciseness
of ± 1 mm and in extension of the restitution coefficient, based
on trivial Euclidian geometry. Three different sinkers with mass
of 3.06, 9.42 and 19.20 kg were manufactured. The rest of the
impact assembly had a total mass of 9.24 kg. The present
experimental setup allows drop tests from up to maximum
height of approximately 200 cm from the surface of the
specimen.

2.2 Analytical Estimation of Dynamic Yield Stress

The coefficient of restitution e of an impact was defined by
Johnson (Ref 32) as follows:

e2 ¼ V 02

V 2
; ðEq 1Þ

where V and V¢ are the impact and rebound velocities,
respectively. Johnson further proposed that this coefficient
can be related to the dynamic yield of a semi-infinite plate,
when it is hit by a sphere according to Eq 2,

e � 3:8 � r0Y
E�

� �1
2

�
1
2 � msp � V 02

r0Y � R3

� ��1
8

; ðEq 2Þ

where E* is given by the classical elastic Hertzian contact
theory:

1

E� ¼
1� m2sphere
Esphere

þ
1� m2plate
Eplate

: ðEq 3Þ

Under the assumption of a rigid sphere, Eq 3 becomes

1

E� ¼
1� m2plate
Eplate

: ðEq 4Þ

Equation 2 was proposed for the case, when perfect spheres are
investigated. The assumption regarding the intender�s rigidity is
based on the fact that it is manufactured by hard steel, which
does not deform plastically during the drop tests or the HFMI
treatment. In the present study, elastic deformation of the
indenter is considered negligible in comparison with the plastic
deformation of the treated surface. In the present experiments
though, additional mass in comparison with Eq 3 is added to
the impact assembly, on the bottom of which the HFMI pin is
mounted. Hence and in order to exclude mass from the
relationship, Eq 2 transforms as follows:
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e ¼ 3:46 � r0
5
8

� � E��1
2 � V 0�1

4 � q�1
8: ðEq 5Þ

Then, substituting E* from (4) and for v = 0.3 and
q = 7850 kg/m3, Eq 5 becomes:

r0� ¼ 0:90 � e � E1
2 � V 014: ðEq 6Þ

2.3 Numerical Investigations of Impacts

2.3.1 Analysis Type. In cases of impact simulation, the
deformation rate usually dictates if a full transient analysis has
to be deployed, or the problem can be downgraded to a quasi-
static analysis, whereby inertia effects are excluded. For the
case of HFMI, in which strain rates between 200 and 400 s�1

are reported (Ref 13), a full dynamic analysis for nonlinear
material behavior has to be considered. The known equation of
motion governs this proposed analysis:

m � €uþ c � _uþ fS uð Þ ¼ p tð Þ: ðEq 7Þ

Viscous damping models have been widely applied in dynamic
analyses, and they have as well been applied in previous
numerical investigations of HFMI (Ref 33) and similar cases
(Ref 34, 35 etc.), whereby the damping coefficient C of Eq 7 is
given as follows:

c ¼ 2 � f0 � n � m: ðEq 8Þ

n was set equal to 0.5 in all cases, which was proven
appropriate in similar, numerical investigations of shot peening
(Ref 34).

2.3.2 Modeling Material Behavior. Bilinear material
behavior is considered suitable for simulating the behavior of
steel (Ref 21), and it has been applied in previous studies of the
authors (Ref 33 for instance). Moreover, strain rate dependency
of the steel�s yield strength is expected to have a significant
effect on the modeled WRS as it was stated above. Therefore,
the Cowper–Symonds model (Ref 30) was applied for the
present study.

_epl ¼ D �
r0y
ry

� 1

� �q

: ðEq 9Þ

2.3.3 Modeling of Contact Conditions. The friction
between the pin and the treated surface has to be taken into
consideration as well, as it leads to consumption of the kinetic
energy of the pin. The Coulomb friction model was proposed in
Ref 33 for simulating the friction between metallic parts. The
model is described by Eq 10

Ff ¼ l � FN : ðEq 10Þ

Fig. 1 Flowchart for the calibration of the strain rate dependent material behavior through the implementation of the drop tests
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3. Experimental Investigations

A series of drop tests was carried out using the above-
described experimental setup. The plate of Fig. 2(c) made of
the investigated hot rolled, structural steel S355J2+N (Ref 36)
with dimensions 100 mm 9 100 mm 9 10 mm was tested.
Potentially, residual stresses and strain hardening on the surface
layer could have arisen during the rolling process. It was
assumed that if initial residual stresses were present, they were
relaxed due to cutting of the smaller tested plates. The upper
surface of the specimen, where the impacts would take place,
was grinded and polished prior to testing so that even small
craters would become easily apparent. Therewith, the surface
layer and in extension any local strain hardening effect were
removed. Further processing of the specimens, for instance by
annealing was excluded, as there is no such reference given for
the specimens of Ref 15, the measurements of which are
compared with the present simulation. Four impacts were
carried out on the investigated specimen, in a sufficient
horizontal distance from each other so that any interaction
could be excluded. The lighter sinker of 3.06 kg was deployed,
bringing the total mass of the impact assembly up to 12.3 kg, as
it was considered sufficient for the present goal. The drop tests
were carried out from 22.1, 47.4 cm and twice from 76.9 cm.
The drop height and the respective impact velocities for the
four implemented impacts along with the yield stress, which
was calculated analytically based on Eq 6, are given in Table 1.

It has to be underlined at this point that the reported typical
strains of 200 to 400 s�1 are theoretical values proposed in Ref
15 without further proof. The strain rates can be extracted from
a FE analysis, and they cannot be easily validated experimen-

tally. Numerical models could provide a valid estimation, if
force- or velocity-based modeling of the pin�s motion calibrated
on the real HFMI device takes place and under the perquisite
that the numerical model is very accurate. Therefore, these
early values should be applied with cautiousness. Due to this
uncertainty, the authors decided to test on higher strain rates in
the present study, where the separation of the two populations
responding to tensile and the compressive viscous behavior is
becoming evident (see Fig. 6). In other words, the tests at
higher strain rates lie on the safe side, when determination of
the material behavior�s nature under a certain deformation mode
is the goal. In any case, previous studies of steel�s viscosity (an
overview is found in Ref 37) validate the exponential
relationship between dynamic yield stress (dependent variable)
and strain rate (independent variable), which should stand
qualitatively in all cases. Therefore, tests at higher strain rates
than the investigated ones can provide a sufficient calibration of
the material model.

Fig. 2 (a) Experimental setup for the implementation of drop tests, (b) the impact assembly and (c) the investigated specimen, the craters from
the 4 impacts can be seen

Table 1 Calculation of the dynamic yield stress based on
restitution coefficient

Impact Drop height, cm V, m/s _e, s21 V¢, m/s rT¢, N/mm2

3A 22.1 2.082 6120 1.098 647
3B 47.4 2.991 6998 1.403 607
3C 76.9 3.882 8991 1.339 618
3D 76.9 3.882 8991 1.553 547
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4. Numerical Investigations

4.1 Simulation of the Drop Tests Strain Rates with the FE
Method

As it was described earlier, a FE analysis of the drop tests
was carried out in order to calculate the strain rate at yielding.
The same methodology as for the case of HFMI simulation was
applied, only that this time a single impact had to be modeled.
Mesh density requirements had already been clarified in Ref 33.
Therewith, a mesh with average dimension of 0.1 mm, but finer
near the contact surface and coarsening away from it, was
applied for the discretization of the component. The top layer of
the component had elements with dimensions smaller than
0.075 mm in the contact area and in each direction. Double
symmetry could be applied in this case, in order to further
increase the computational time. Rigid body properties of the
whole impact assembly, i.e., total mass, mass center and
moments of inertia, were assigned to the pin in order to
simulate precisely the impact force. The pin was modeled to hit
the simulated component under a steady velocity, equal to the
analytically calculated impact velocity for each drop test. Strain
rate dependency was excluded from the simulation at this part
in order to avoid an infinite loop, as the respective viscous
material model would be the output of the drop tests. The
average shear strain rate over the line AB at Fig. 3(b) was
considered, when the plastic spherical zone was introduced
beneath the contact surface (Fig. 3a). The estimated strain rates
are presented as well in Table 1 along with the respective
results from the experimental part.

4.2 Simulation of the HFMI

The 20 mm 9 20 mm 9 10 mm component of structural
steel S355, which is illustrated in Fig. 4 and it was modeled in
Ref 33, was investigated as well in the present study. Once
again, RS measurements, which were carried out in Ref 13 for
an identical component, were applied as a validation base for
the simulation. This time though, a force-based approach for
simulating the vertical movement of the HFMI was applied.
The force-based approach, vertical to its axis movement of the
pin, was calibrated based on measurements of the impact
velocity carried out in Ref 13. Longitudinal movement of the
pin remained displacement-based. In other words, the HFMI
pin was accelerated toward the component with an arbitrary
force until it reached its measured impact velocity prior to
impact. It was then free of restraints on its vertical axis when
contact with the component was initiated. After the end of
contact and during the rebound, the pin would be horizontally
displaced along the treatment line, and at the same time, the
accelerating force would be reapplied until the impact speed
would be reached again. The out-of-plane displacements and all
rotations were restrained at all times. An overview of this
modeling approach for the movement of the HFMI pin is
illustrated in Fig. 5.

Three passes of 10 mm treatment length each, the first and
last forwards and the second backwards, with an impact
velocity of 4 m/s (± 0.1 m/s) were modeled. The measure-
ments of the RS were carried out on a specimen hammered with
treatment velocity of 24 cm/min for a reported impact fre-
quency of 90 Hz (Ref 13), which corresponds to an average
step of 0.04 mm between consecutive impacts. Nevertheless, in
order to maintain a balance between computational time and

preciseness, a longitudinal displacement of 0.2 mm between
consecutive impacts was applied instead. Previous analyses
have shown that such a simplification does not compromise the
preciseness of the simulation (Ref 13, 16, 33).

Finally, the consideration of a force-based modeling of the
HFMI pin�s movement lifts the restrictions regarding the
application of strain rate-dependent material model, which were
previously discussed in Ref 33, when a displacement-based
approach is applied instead. During such a displacement-based
approach, the pin is forced into the treated material similarly
to a punching process with a pre-described, steady-velocity
displacement, which cannot simulate the deformation rate
realistically. Assumptions of a sinusoidal, vertical movement of
the pin could be made but validation measurements would be
very difficult in this case. Therefore, this method is appropriate
for non-viscous material behavior only. For the present case of
force-based modeling though, measurements of the contact
force and a correlation with an impact velocity were already
carried out in Ref 13. Therewith, a consideration of viscosity is
possible and the Cowper–Symonds model (Eq 9) was applied.
It was calibrated twice, in tension and in compression,
respectively. This was decided, in order to check the initial,
above-stated assumption that compressive deformation mode
and the respective strain rate dependency would be predom-
inant in this simulation. For the former case, experimental
results of high strain rate tensile test from Ref 13 were applied,
while for the latter the data from the present drop tests were
considered along with the experimental compressive results
from Ref 26, so that the statistical sample would be increased
(Table 1).

Calibration of the Cowper–Symonds model was carried out
with MATLAB statistic toolbox (Ref 38). The results of the

Fig. 3 Introduction of the plastic strain spherical zone underneath
the impact surface—(a) Von Mises strain rate and (b) maximum
shear strain rate
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correlation and the indices for the quality of the fit are presented
in Table 2. The two simulations including viscous material
behavior were compared with the classical strain rate indepen-
dent, elastic–plastic case. Bilinear material behavior with
kinematic or mixed hardening was applied in all cases, and
its calibration for the static case was based on static tensile tests
from another ongoing research project. Due to overlap of
consecutive impacts during the HFMI treatment, reversals of
plastic deformation take place. Material areas initially under
tension are subsequently deformed under compression and vice
versa. Therefore, the hardening behavior of material could be

predominant for the accuracy of the simulated RS. The
quantitative influence of altered hardening behavior has been
already investigated and presented in previous studies (see Ref
15 for instance), and it was suggested that the consideration of a
mixed hardening behavior provides better results than in the
case of kinematic hardening. Nonetheless, under the present
modeling approach, switching from kinematic to a mixed
hardening behavior did not produce such a significant deviation
of the simulated RS, and therefore, the respective results are
omitted for the sake of space. Kinematic hardening was applied
in all the presented cases.

Fig. 4 Investigated specimen of parent material with dimensions 20 mm 9 20 mm 9 10 mm with a symmetry plane at the middle and the
applied mesh—a HFMI pin with diameter of 4 mm is considered

Fig. 5 Diagram of accelerating force and longitudinal displacement of the pin over time, for 3 consecutive passes during a force-based
simulation
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5. Results and Discussion

The dynamic yield stress was extracted from the present
drop tests for various train rates and estimated based on the
above-presented analytical and numerical calculations. This
was compared with respective results from previous studies for
the same material, S355, in Fig. 6. Results of the present
investigations tend to create one separate population, along
with the compressive results from Ref 26. This group of values
seems to have lower strain rate sensitivity than the rest of the
results, which were extracted with high strain rate tensile
testing. Therewith, the previously stated assumption that during
the single spherical indentation the compressive viscous
behavior is predominant is further supported. Moreover, for
the last two drop tests and for same impact velocity and strain
rate, yield stresses of 618 and 547 MPa, respectively, are
calculated. This difference could be at first considered signif-
icant. Nonetheless, it is becoming evident from Fig. 6 that the
tests for the estimation of the dynamic yield stress exhibit in
general a severe scatter band. In some cases, the difference is
even up to 15% for tests at the same strain rate. Hence, the
above deviation is considered acceptable for the present tests.

The transverse and longitudinal HFMI RS profiles in depth
direction, modeled with two rate independent and two viscous
material models, are presented in Fig. 7 and 8, respectively,
along with the measured RS profiles found in Ref 13. In the
former case, all three material models produce RS profiles
qualitatively similar with each other and with the measured
ones. In all cases, the peak RS lie in a depth of approximately
0.5-0.8 mm. FE simulation seems to overestimate this trans-
verse RS peak though, especially in the case of the strain rate-
dependent material modeling. Nevertheless, this discrepancy
can be considered negligible and the agreement between
measured and simulated RS profiles is as well quantitatively
very good for the rest of the measurement locations. In the case
of the longitudinal RS though, the strain rate-independent
model is proven insufficient to simulate even qualitatively the
measured RS profile. It significantly underestimates RS near the
surface. On the contrary, the two viscous models simulated the
measured profiles both qualitatively and quantitatively with
high preciseness. This discrepancy between the strain rate-
independent and strain rate-dependent models is expected. The
area and the respective FE elements beneath and near the
contact surface are those who are strained under the highest
rate. Therefore, they exhibit the highest yield stress, and for this
reason, the RS in shallower depths are going to be higher than
in deeper locations. This effect cannot be caught by a
simulation, where strain rate dependency is neglected.

Nonetheless, a discrepancy is met when the two models are
compared; against initial expectations, the FE model calibrated
with the tensile test results provides better agreement, while the

Table 2 Calibration of the bilinear material behavior and the Cowper–Symonds model

Model
ry,
MPa

H,
GPa D, –

q,
– Calibrated based on

Goodness of fit

SSE,
–

R-square,
–

Adjusted R-
square, –

RMSE,
–

Tensile 450 0.9 353,500 5 Foehrenbach et al. (Ref 12) 3584 0.8197 0.8197 34.56
Compressive 450 0.9 613,500 4 Drop Tests and Cadoni et al. (Ref 21) 21,620 0.7126 0.7126 29.15

Fig. 6 The dynamic yield strength of S355 as a function of the
strain rate results from present drop tests and previous studies by
Foehrenbach et al. (Ref 12), Cadoni et al. (Ref 21) and Forni et al.
(Ref 22)

Fig. 7 Simulated and measured transverse RS-component of parent
material S355

Fig. 8 Simulated and measured longitudinal RS-component of
parent material S355
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compressive one tends to overestimate the magnitude of the
introduced RS. This does not necessarily overthrow the
assumption regarding the predominance of compressive vis-
cous behavior, but it can be attributed to various factors. For
instance, previous studies have shown that even different
batches from the same material can exhibit quite different strain
rate sensitivity due to differences in microstructure, such as the
grain size, as it is discussed in Ref 25. In the present case, both
the measurements and the tensile experimental data are adopted
from Ref 13, and they refer to the same batch of S355. This
could explain the better agreement of the tensile viscous model
in comparison with that calibrated on the present drop tests.
Furthermore, the results of the present single impact drop tests
indeed validated the assumption about the predominance of
compressive behavior. Still, the HFMI treatment consists of
multiple consecutive overlapping, but not coinciding impacts,
which introduce significant reversals of plasticity. In other
words, material areas, which were under tension during the first
impact, are deforming under compression in the next one and
vice versa. Thus, this predominance of the compressive
behavior could be reduced or eliminated. As it is becoming
evident from Fig. 6, the strain rate-dependent material testing
exhibits significant scatter. It is possible, that even a larger
sample would be needed for safer conclusions. Additional drop
tests and HFMI residual stress measurements on specimens
from the same batch and for a wider range of strain rates are
encouraged in future work. Finally, the present assumption that
the intender�s elastic deformation can be neglected should be
validated as well. Investigating the influence of the rigidity
assumption on the simulated strain rates or RS during
simulations of the drop tests or the HFMI treatment, respec-
tively, is proposed as well for future investigations.

6. Summary and Conclusions

To summarize, drop tests combined with FE analysis and
analytical calculations enabled the estimation of the dynamic
yield stress of the structural steel S355. Based upon, the
material model Cowper–Symonds was fitted with satisfying
goodness. This strain rate-dependent model was implemented
in a HFMI simulation model. The following major conclusions
were drawn:

• Strain rate dependency is according to initial expectations
predominant for the accurate modeling of the HFMI RS
profiles.

• Force-based modeling of the HFMI pin�s vertical move-
ment is confirmed to be appropriate for simulations con-
sidering strain rate dependency.

• Dynamic yield stress estimated with the drop tests shows
that for a single HFMI impact, lies closer to the ones ex-
tracted with compressive high strain rate testing, confirm-
ing as well initial expectations about the predominance of
compressive viscosity during a single impact.

• In contrast to the previous argument, FE analysis of HFMI
considering the tensile viscous material model provided
better agreement with the respective measurements.
Assumptions for this incompatibility were stated ,and
appropriate future investigations were proposed.
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