Modelling of tungsten erosion and deposition in the divertor of JET-ILW in comparison to experimental findings
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ABSTRACT

The erosion, transport and deposition of tungsten in the outer divertor of JET-ILW has been studied for an H-Mode discharge with low frequency ELMs. For this specific case with an inter-ELM electron temperature at the strikepoint of about 20 eV, tungsten sputtering between ELMs is almost exclusively due to beryllium impurity and self-sputtering. However, during ELMs tungsten sputtering due to deuterium becomes important and even dominates. The amount of simulated local deposition of tungsten relative to the amount of sputtered tungsten in between ELMs is very high and reaches values of 99% for an electron density of SE13 cm⁻³ at the strikepoint and electron temperatures between 10 and 30 eV. Smaller deposition values are simulated with reduced electron density. The direction of the B-field significantly influences the local deposition and leads to a reduction if the E×B drift directs towards the scrape-off-layer. Also, the thermal force can reduce the tungsten deposition, however, an ion temperature gradient of about 0.1 eV/mm or larger is needed for a significant effect. The tungsten deposition simulated during ELMs reaches values of about 98% assuming ELM parameters according to free-streaming model. The measured WI emission profiles in between and within ELMs have been reproduced by the simulation. The contribution to the overall net tungsten erosion during ELMs is about 5 times larger than the one in between ELMs for the studied case. However, this is due to the rather low electron temperature in between ELMs, which leads to deuterium impact energies below the sputtering threshold for tungsten.

1. Introduction

Tungsten (W) is used in present fusion devices and is foreseen for future ones as plasma-facing material as it has a high melting point and, compared to other wall material candidates, low sputtering yields and high threshold energy for sputtering. However, eroded tungsten particles will not be fully ionised within the core plasma and therefore even small amounts can lead to plasma dilution and radiation cooling, which finally can result in the termination of the discharge [1]. Thus, the processes determining the net erosion source from tungsten wall components have to be understood adequately to minimise the tungsten concentration in the core plasma.

As a high-Z material, the deposition of eroded tungsten is expected to be high [2, 3], which can lead to significantly smaller net erosion compared to the gross erosion. The measurement of the tungsten erosion source in fusion devices is typically done in-situ by spectroscopy of the tungsten emission. This primarily involves the observation of WI emission from W atoms to quantify the gross erosion. To extract the gross erosion particle flux from the WI emission, conversion factors (S/XB values) are needed [4]. The WI emission of ionised W⁺ can be used to approximate the deposition and thus the net erosion [5]. The exact net erosion only can be measured in most situations by post-mortem analysis, for instance using specific marker probes, and therefore typically involves campaign-integrated plasma conditions. The simulation of the gross erosion, the transport of eroded tungsten through the plasma, its deposition and related tungsten emission within the plasma is thus an essential part to interpret and understand the experimental observations.
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The present contribution focuses on the tungsten erosion of the bulk tungsten low field side plate in the outer divertor of JET-ILW during a specific discharge with low frequency ELMs. The gross erosion is observed spatially-resolved along the low field side plate in-between and within ELMs by means of monitoring the WI emission. According ERO simulations are performed to reproduce the measured profiles of WI emission and to simulate the amount of tungsten deposition at the low field side plate and finally the resulting net erosion and deposition profiles along the low field side plate. Plasma parameters according to Langmuir probe measurements are used for the simulations, however, parameter studies to analyse their influence will be presented. Finally, the effect of the thermal force and the direction of the magnetic field on the amount of local tungsten deposition on the low field side plate is investigated.

2. Tungsten erosion measurements in JET-ILW

Within the present work the erosion of tungsten along the low field side plate (outer divertor tile 5) in an H-Mode discharge is studied. A poloidal cross section of the JET-ILW divertor is shown in Fig. 1 with tile 5 labelled. The respective pulse #82237 from the first ITER-Like Wall campaign 2011–2012 (ILW1) has been operated with Neutral Beam Injection (NBI) of about 13 MW and exhibits ELMs with a rather low frequency of about 10 Hz. The tungsten gross erosion has been monitored with a spectroscopic system (KT3) [6] consisting of 20 lines of sight viewing from top of the vessel and covering 360 mm of the outer divertor and in particular the whole tile 5, see Fig. 1. The system has a time resolution of 40 ms and comprises a wavelength range from 395 – 409 nm for the pulse under question. The typical accuracy of the measurements is about 20%. Due to the low ELM frequency in pulse #82237, the time resolution of the system is sufficient to resolve and distinguish light emission originating from the intra- and the inter-ELM phases of that specific pulse. More information of W erosion measurements at JET-ILW can be found e.g. in [7–10].

Fig. 2 shows exemplarily a time trace of the measured WI emission at 400.9 nm between 14.5 and 16.5 s of the discharge taken at the major radial position R = 2.69 m. Also shown is the time trace of the BeII (527 nm) emission from the inner divertor, which typically is used to identify and discriminate the inter- and intra-ELM phases and which confirms the low frequency of 10 Hz for the ELMs. It is seen, that the maxima in the WI emission correlate well with the ones of the BeII emission, which demonstrates enhanced WI emission and thus tungsten gross erosion during ELMs. The WI intensities of the ELMs and of the inter-ELM phases result from averaging, i.e. according to the example of Fig. 2 the sum of the 18 maxima of WI emission divided by 18 corresponds to the average ELM emission and similarly the average inter-ELM emission is deduced from the data points between the maxima. This is done for each radial position from the line-of-sights along tile 5 resulting in the spatial profiles of WI emission presented in Fig. 3(a). The gross W erosion profiles are deduced from these emission profiles by multiplying with S/XB value and 4π (the latter is necessary as the intensity from the KT3 spectroscopy is given in photons per m²·sr). According to van Rooij et al. [8] S/XB values of 50 for the intra-ELM and 30 for the inter-ELM phase have been applied. These S/XB values result from an electron temperature dependent fit formula based on experiments in TEXTOR and other devices and using electron temperatures of 17 eV for inter- and 80 eV for intra-ELM conditions, see van Rooij et al. [8]. However, it has to be noted that according to van Rooij et al. [8] the intra-ELM temperature is only a rough estimate and more recent studies indicate that the electron temperatures are rather similar during and in between ELMs, see also Section 3.1. Finally, to compare the contribution of ELM and inter-ELM erosion within one second, the measured photon intensity during ELM is multiplied with 0.04 s (the time resolution of the KT3 spectroscopy, which is larger than the ELM duration) to get the erosion of one ELM, which is then multiplied with 10, the number of ELMs within one second. A correction (reduction by about 15%) at the maximum of the light emission profile) due to light collected by KT3 within the 0.04 s resolution originating from inter-ELM conditions has been neglected here. To receive the inter-ELM erosion within one second no further correction is needed as the intra-ELM phase is much smaller than the phase in-between ELMs. The resulting W gross erosion profiles along tile 5 are shown in Fig. 3(b). At the maximum, the gross erosion within ELMs is about 4 times larger than in-between ELMs.

3. Simulation of tungsten erosion in JET-ILW

The three dimensional Monte-Carlo impurity transport and plasma-wall interaction code ERO [11] is used for the simulations. Within a given background plasma the code calculates the gross tungsten erosion along the divertor tile due to deuterium and beryllium ions. The impinging deuterium flux $f_{D,\perp}$ is calculated from the density and temperature according to

$$I_{D,\perp} = n_e \cdot \frac{k \cdot (T_e + T_i)}{m_0} \cdot 0.5 \cdot \cos(\phi_0)$$

with $n_e$, $T_e$, the electron density and temperature, $T_i$ the ion temperature, $m_0$ the mass of deuterium, $\phi_0$ (88° assumed) the angle between the tile surface normal and the magnetic field lines and the assumption $T_e = T_i$. Within the current work the details of the electric sheath characteristics in the vicinity of the tile surface are not considered, and thus $n_e$, $T_e$ and $T_i$ from Eq. (1) are assumed to be the values present at the sheath entrance, which is assumed to be located at the surface. However, the sheath and pre-sheath electric fields are taken into account as described for instance in ref. [11]. The impinging beryllium flux is calculated as a percental amount of the deuterium flux assuming a typical value of 0.5% within the outer divertor of JET-ILW [12].

Sputtering yields for tungsten by the background species $D^+$ and $Be^{2+}$ (charge state two assumed for beryllium ions) are calculated by SDTrimSP [13]. For inter-ELM conditions an average impact angle of 60° relative to the surface normal and Maxwellian distributed projectiles are assumed. The assumption of 60° for the impact angle is based on dedicated ERO simulations, where background species have been followed until reaching a surface. These simulations result in mean impact angles of about 60° for typical plasma parameters used within the present work for inter-ELM conditions. Also, the sheath potential of 3kTe contributing to the impact energy is considered. According to the free streaming model in ref. [14, 10], mono-energetic projectiles with energies around 1 keV are assumed for intra-ELM conditions. An impact angle of 85° relative to the surface normal is used and thus movement nearly along the magnetic field lines. As for the inter-ELM conditions this impact angle is the outcome from dedicated ERO simulations. Fig. 4 summarises the resulting sputtering yields and...
shows that tungsten sputtering in-between ELMs is dominated or even exclusively by beryllium ions whereas deuterium can significantly sputter tungsten during ELMs. For instance, at 1 keV impact energy and 0.5% Be\(^{2+}\), the amount of sputtered W atoms due to D\(^+\) is about five times larger than due to Be\(^{2+}\).

The transport of sputtered W atoms is simulated taking into account ionisation, friction with the background plasma flow, thermal forces and Lorentz force in the electro-magnetic field [11]. Details about the calculations of the radial and parallel (to the magnetic field) electric fields and the background flow velocity profile along the magnetic field can be found in [11]. Ionisation rates for tungsten atoms are taken from [15] and photon emission coefficients for W(400.9 nm) light emission are based on calculations with the kinetic code GKI, see [16] and references therein. Sputtered W particles can return to the tile surface where they can sputter new atoms by self-sputtering, be deposited or reflected – the latter processes are determined by reflection coefficients from SDTrimSP. Also, beryllium background ions can be reflected at the tile surface and possibly return to the surface and thereby sputter additional tungsten atoms from the surface.
3.1. Plasma parameter and further assumptions for the simulations

The set-up used for the simulations is presented in Fig. 5. A magnetic field of 2 T is used with field lines lying within the flux surfaces and an angle of 88° between field line and normal of the surface. As indicated in Fig. 5 the plasma parameters (T_e, T_i and n_i) within a poloidal cross section above tile 5 are defined by their values at the strike point and decay exponentially towards the scrape-off-layer (SOL) and the private flux region (PFR). No variation of the plasma is considered along the toroidal direction and within the flux surfaces. The decay lengths are extracted from ELM-averaged Langmuir probe measurements, which have been fitted by exponential functions. The results are summarised in Table 1. The values of the temperature (with T_e and T_i assumed to be equal) and density at the strike points according to ELM-averaged conditions are 30 eV and 5E13 cm⁻³, however, some variations will be done for the simulations to study their influence. These data corresponding to ELM-averaged measurements are used for the inter-ELM phases. Following the free-streaming model and ELM-resolved plasma parameter measurements [14, 10], the temperature for intra-ELM conditions is similar as within the phases between ELMs. Thus, for the simulations of W erosion within ELMs the parameters T_e,i from the ELM-averaged conditions will be applied. The density within ELMs, however, is higher than in-between ELMs and therefore here a value of 1E14 cm⁻³ at the strike point is assumed. This is in line with the discussion in reference [10]. As mentioned before, the energy of impinging deuterium ions is assumed to be E_D+ = 1 keV at the strike point, which is in line with the free-streaming model and related to the high pedestal temperature. Beryllium ions are assumed to be thermalized with respect to the velocity of the deuterium ions and thus have an impact energy of E_B+ = m_B/e/m_D± E_D+. Also for the ELM phases exponential decays are assumed for the decay of plasma parameters towards PFR and SOL applying the same decay lengths as for the inter-ELM phases and, as a variation, 1.5 times larger ones according to the observed broadening of the plasma profiles during ELMs [17].

3.2. Tungsten erosion in between ELMs: simulation vs. experiment

The simulated profiles of tungsten gross erosion, deposition and self-sputtering along tile 5 for inter-ELM conditions (30 eV and 5E13 cm⁻³ at the strike point) are shown in Fig. 6. About 99.2% of the sputtered tungsten is deposited on tile 5, leading to maximum net erosion, which is about 25 times smaller than the gross erosion. The simulations also show that tungsten self-sputtering contributes with about 25% to the overall gross erosion.

The results of some parameter variations are summarised in Table 2. In general it is seen that for normal B field direction and applying a formula from literature for the ion temperature gradient \( \nabla T_i \) along the magnetic field [18] to calculate the thermal force \( F_{therm} \) (see equations (2)), the tungsten deposition on tile 5 increases with increasing electron density and temperature.

\[
\nabla T_i(l) = \frac{q_0 \kappa_e}{\kappa_e (T_i(0))^{3/2}} \left( 1 + \frac{7 q_i l}{2 \kappa_e T_i(0)^{1/2}} \right)^{3/7}
\]

(2a)

\[
F_{therm}(l) = \beta \nabla T_i(l)
\]

(2b)

\[
\beta = - \frac{1 - \mu - 5 \sqrt{2} Q^2 (1.1 \mu^{2.5} - 0.35 \mu^{1.5})}{2.6 - 2 \mu + 5.4 \mu^2}
\]

(2c)

where \( l \) is the distance to the target along the magnetic field, \( q_0 \) the parallel power flux density at the target, \( \kappa_e \) a parameter to describe the parallel heat conduction of electrons and \( \mu = m_i/(m_i + m_D) \) with \( m_i \) the mass of deuterium and \( m_D \) the mass of impurity atoms, i.e. tungsten or beryllium, and \( Q \) the charge state of impurity ions.

Reversal of the magnetic field direction usually leads to decreased tungsten deposition on the tile 5 as the Exb drift then drives tungsten particles, which are eroded at the right end of tile 5, towards the SOL. However, this decrease in the deposition is not seen in the case of low electron temperature (10 eV at the strike point) as in this case the exponential decay results in too low electron temperature at the right end of the target for significant tungsten sputtering. The influence of the thermal force \( F_{therm} \) on the tungsten deposition has been studied applying instead of the formula from literature a constant value of 0.1 eV/mm for the ion temperature gradient along the magnetic field for two of the studied cases (5E13 cm⁻³ and 30 or 20 eV). The simulations reveal that the fixed temperature gradient of 0.1 eV/mm leads in both cases

Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>PFR</th>
<th>SOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_i )</td>
<td>24 mm</td>
<td>59 mm</td>
</tr>
<tr>
<td>( T_e,i )</td>
<td>20 mm</td>
<td>500 mm</td>
</tr>
</tbody>
</table>
for both magnetic field directions to significant reductions of the tungsten deposition on tile 5.

From the simulated tungsten WI emission – Fig. 7(a) shows exemplarily the 2D WI distribution above tile 5 for the case of 30 eV and 5E13 cm−3 at the strike point – profiles along tile 5 have been generated and are compared to the experimental emission in Fig. 7(b). For this the WI emission from the 2D distribution has been integrated along the experimental line-of-sights shown in Fig. 1. Very good agreement (shape and absolute values) with the experimental profile is obtained for the case of 20 eV and 5E13 cm−3. It has to be noted that the ERO simulations do not need an S/XB value to produce the WI emission. In fact, the simulations can deliver an effective S/XB value by dividing the simulated gross erosion flux and the corresponding WI photon flux (and 4π as the photon flux is given per sr). Taking, for instance, the flux values at the strike point results in an effective S/XB value of 50 for the simulation case of 20 eV and 5E13 cm−3. This value is smaller than the “purely spectroscopic” S/XB of 69 resulting from the ratio of ionisation rate and photon emission coefficient at 20 eV and 5E13 cm−3. The reason for this deviation can be found in the reflection of W particles, which contribute additional photons and just reduce the S/XB. Moreover, the simulation is done in a spatially varying plasma in contrast to constant conditions for the “purely spectroscopic” value.

3.3. Tungsten erosion within ELMs: simulation vs. experiment

ELMs have typically strongly dynamic and thus time varying characteristics. However, no detailed description of the dynamics of the plasma parameters during ELMs is available. Therefore for the ERO simulations constant plasma parameters are assumed during ELMs. These plasma parameters are applied for a certain effective ELM duration t_{eff,ELM} which is chosen in such way that the resulting simulated WI emission in the maximum matches the experimental one. As the best match between simulation and experiment for the inter-ELM phase has been achieved for the case of T_e = 20 eV, this value is also used for the electron temperature within ELMs according to the references [14, 10] and the remarks in Section 3.1. As discussed before, the electron density is increased to 1E14 cm−3 and the deuterium ion impact energy is set to 1 keV. ERO simulations for ELMs with these plasma parameters have been performed applying the exponential plasma decay lengths λ from the inter-ELM phases (see Table 1) and also 1.5 times larger ones. Fig. 8 presents the resulting simulated profiles of WI emission. For this, an effective ELM duration t_{eff,ELM} = 200 µs (which is smaller than the real ELM duration of about 1 ms) has been applied. Also, to compare with the measured profile, the simulated profiles correspond to the WI emission of one ELM, which is then divided by 40 ms, the time resolution of the KT3 spectroscopic system. It is seen in Fig. 8 that the simulated profile even without broadened decay lengths is wider than the measured one. From the erosion and deposition results it is seen that about 98% of eroded tungsten is deposited on tile 5, particles which are not locally deposited are transported into the direction of the SOL. The simulated gross erosion, integrated over tile 5, during ELM is about two times larger than the one in-between ELMs.

Fig. 7. (a) Simulated WI emission distribution above tile 5 for the case of 30 eV and 5E13 cm−3 at the strike point. (b) Simulated profiles of WI emission along tile 5 for a density of 5E13 cm−3 and three different electron temperatures at the strike point.
The resulting net erosion profiles during and in-between ELMs are shown in Fig. 9 – for comparison the intra-ELM profile is related to the ELM erosion within 1 s and is thus related to 10 ELMs. The simulated net-erosion, again integrated over tile 5, is about 4 times larger for ELMs compared to the net erosion in-between ELMs.

4. Summary and conclusions

Simulations of tungsten erosion, transport of the eroded particles and deposition have been done with ERO for a specific pulse at JET-ILW. The measured profiles of WI emission along the outer divertor tile 5 could be reproduced for inter- and intra-ELM conditions. It has been found that in-between ELMs deuterium ions have too low energy for tungsten sputtering and thus only beryllium impurity ions lead to tungsten erosion. In contrast, during intra-ELM phases the sputtering is dominated by deuterium ions, which are assumed to have high impact energy due to the ELMs. Reflected beryllium from the background and tungsten self-sputtering largely contribute to the gross erosion during and in-between ELMs. Large fractions of up to 99% from the eroded tungsten are deposited on tile 5 for the cases studied. The resulting net erosion is about 4 times larger for intra-ELM compared to inter-ELM conditions.

Further dedicated experiments at JET-ILW are planned to be used for simulation benchmarking, which also will include plasma parameter variations. Also, the usage of updated ADAS data for tungsten ionisation and excitation, plasma backgrounds from edge codes as input for ERO and the consideration of WI emission is envisaged for future studies. Finally, the resolved sheath characteristics from PIC modelling will be applied in the simulations. First attempts for inter-ELM conditions indicate a reduction of the simulated tungsten deposition, see e.g. [19].
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