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Abstract

Water travelling through hydrological landscapes (such as catchments) can take a
variety of times before reaching a neighboring stream. In other words, water in
streamflow has a distribution of ages. Travel time distributions (TTDs) character-
ize the water ages in catchment outflows and are fundamental descriptions of how
catchments store and release water that entered days, months, and years ago as pre-
cipitation. TTDs are essential for a better management of water resources because
they give insights about water flow paths and velocity in hydrological systems, and
they are key to gear hydrological models towards water quality simulations. Stream-
flow TTDs have been estimated from hydrological tracers like stable isotopes of oxy-
gen (O) and hydrogen (H) for more than 50 years. Yet, the detailed characteristics
of the TTDs such as their shape, statistics, and their time variability are not fully
deciphered, and the factors controlling these characteristics are not clearly identi-
fied. In addition, no general agreement exists regarding the estimation of unsteady
streamflow TTDs from isotopic tracers or about their use to model the transport of
tracers. This incomplete understanding partly stems from the prevalence of sim-
ple steady-state TTD models deduced from low resolution tracer data in the last
decades. Most streamflow travel time studies relied on bi-weekly or monthly stable
isotope data generally sampled over less than two years. Accordingly, the time vari-
ance of streamflow TTDs mostly remained unacknowledged in the analytical TTD
models that were tested against the tracer time series. The overarching objective
of this thesis is to understand what controls the shape and time variability of the
streamflow TTD, and how it can be determined from tracer data.

This is achieved with a combination of theoretical investigations, experimental
(field and laboratory) work, and modeling efforts to go beyond previous limita-
tions. Isotopic tracers (2H, 18O, and 3H) were collected at high frequency (sub-daily)
in precipitation and streamflow of experimental catchments in Luxembourg over 2
years. Improved parameterizations of streamflow TTDs and novel analytical mod-
els were proposed based on theoretical and experimental grounds, notably using
the acquired isotopic data set in Luxembourg. A method to leverage water age in-
formation from a dual-isotopic approach (using both 2H and 3H) was suggested to
clarify an emerging misunderstanding about the limitations of the stable isotopes
of O and H compared to 3H. The work in this thesis shows that streamflow TTDs
can have more varied shapes and more intricate variability than hypothesized in
studies over the last decade. A Mediterranean climate can for example cause com-
plex patterns of water ages released to the stream during transitions from summer
to winter and vice versa. Superimposed streamflow generation processes associated
either with contrasting flow paths or contrasting water velocities may generate mul-
timodal TTDs containing several age peaks. It was also shown that only multiple
tracers used jointly such as 2H and 3H can help to decipher the multiple peaks in the
TTDs and their long tails associated with old water. Accurate streamflow TTDs will
soon be a vital concept for water policy makers in their efforts to curb water qual-
ity degradation. The more efficient and more accurate determination of unsteady



vi

streamflow TTDs from isotopic tracers, and their improved parameterization pro-
posed in this thesis pave the way for a holistic understanding of water flow paths
and water quality in catchments.
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Zusammenfassung

Wasser, das durch hydrologische Landschaften (wie Einzugsgebiete) fließt, benötigt
unterschiedlich lange, um den nächsten Fluss zu erreichen. In anderen Worten:
das Wasser im Fluss besteht aus einer Verteilung von Wasser verschiedenen Al-
ters. Transitzeitverteilungen (engl.: Travel Time Distributions (TTDs)) charakter-
isieren die Transitzeiten des Wassers bis zum Abfluss aus einem Einzugsgebiet und
beschreiben, wie Einzugsgebiete Wasser speichern und abgeben, das vor Tagen,
Monaten und Jahren als Niederschlag gefallen ist. Kenntnisse über Transitzeitverteilun-
gen sind entscheidend für ein besseres Wasserressourcenmanagement, weil sie Ein-
blicke in Fließwege und –geschwindigkeiten in hydrologischen Systemen gewähren.
Außerdem sind sie entscheidend bei der Steuerung hydrologischer Modelle zur Sim-
ulation von Wasserqualität. Transitzeitverteilungen in Flüssen werden über hydrol-
ogische Tracer, wie die stabilen Isotope von Sauerstoff (O) und Wasserstoff (H),
abgeschätzt. Detaillierte Eigenschaften der Transitzeitverteilungen, wie deren Form,
Statistik, und zeitliche Variabilität, sind nicht vollkommen entschlüsselt und die
Faktoren, die diese Eigenschaften beeinflussen, sind nicht klar identifiziert. Darüber
hinaus gibt es keine Rahmenvereinbarungen für die Schätzung instationärer Tran-
sitzeitverteilungen sowie deren Anwendung bei der Modellierung des Transports
von Isotopentracern. Diese Einschränkungen haben ihren Ursprung zum Teil in der
weit verbreiteten Verwendung einfacher stationärer Transitzeitverteilungsmodelle,
die aus niedrig aufgelösten Tracerdaten der letzten Jahrzehnte abgeleitet wurden.
Die meisten Transitzeit-Studien basieren auf zweiwöchentlichen oder monatlichen
Daten stabiler Isotope, die meist über einen Zeitraum von weniger als zwei Jahren
aufgenommen wurden. Dementsprechend wurde die zeitliche Varianz der Tran-
sitzeitverteilung in den meisten analytischen Transitzeitverteilungsmodellen, mit
denen die Tracer Zeitreihen verglichen wurden, nicht berücksichtigt. Das alles überspan-
nende Ziel dieser Arbeit ist es, zu verstehen, was die Form und zeitliche Variabilität
von Transitzeitverteilungen beeinflusst und wie sie aus Tracerdaten abgeleitet wer-
den können.

Dafür werden theoretische Untersuchungen, experimentelle Arbeit (Feld- und
Laborarbeit), sowie Modellierung auf eine Weise kombiniert, die weit über bish-
erige Arbeiten hinausgeht. In luxemburgischen Untersuchungsgebieten wurden
über zwei Jahre Isotopentracer (2H, 18O, 3H) im Niederschlag und Abfluss in hoher
Auflösung (mehrere Messungen pro Tag) gemessen. Basierend auf den theoretis-
chen und experimentellen Grundlagen, insbesondere unter Berücksichtigung des in
Luxemburg erhobenen Isotopendatensatzes, wurden verbesserte Parametrisierun-
gen von Transitzeitverteilungen und neue analytische Modelle vorgeschlagen. Es
wurde eine Methode zur Einschätzung von Informationen über das Alter des Wassers
über einen „dual-isotopischen“-Ansatz (unter Verwendung von 2H und 3H) vorgeschla-
gen, um aufkommende Missverständnisse über die Grenzen der stabilen Isotope
von O und H im Vergleich zu 3H aufzuklären. Die Arbeit dieser Dissertation zeigt,
dass die Transitverteilungen des Wassers vielfältigere Formen und komplexere Vari-
abilitäten haben können, als in Studien des letzten Jahrzehnts angenommen wurde.
Im mediterranen Klima kann es beispielsweise bei übergängen zwischen Sommer
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und Winter zu komplexen Mustern des Wasseralters kommen. überlagerte Abfluss-
bildungsprozesse unterschiedlicher Fließwege oder -geschwindigkeiten können mul-
timodale Transitzeitverteilungen generieren, die verschiedene Altersspitzen enthal-
ten. Darüber hinaus wird gezeigt, dass nur Tracer, die in Kombination verwendet
werden, so wie 2H und 3H, helfen können, um multiple Spitzen der Transitzeitverteilun-
gen und deren langen Auslaufkurven, die mit altem Wasser assoziiert werden, zu
entschlüsseln. Akkurate Transitzeitverteilungen des Abflusses werden bald zu einem
wesentlichen Konzept für die Bemühungen von Entscheidungsträgern im Wasser-
management werden, eine Minderung der Wasserqualität einzudämmen. Die ef-
fizientere und präzisere Bestimmung von instationären Transitzeitverteilungen des
Abflusses über Isotopentracer und ihre in dieser Arbeit vorgeschlagene verbesserte
Parametrisierung ebnen den Weg für ein ganzheitliches Verständnis von Wasser-
fließwegen und Wasserqualität in Einzugsgebieten.
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Introduction

Streams and rivers are ultimately made of water that originated as precipitation.
A droplet of water starting as precipitation and travelling to the stream can take
countless pathways and flow at various speeds, i.e. it can take more or less time
and have different ages when leaving the catchment via streamflow. The central
concept of this thesis is the distribution of water ages in the stream. Water ages are
an important concept in hydrology and a subject undergoing intense research.

General motivation on the use of water ages in hydrology

Population growth and increasing human activities are threatening water quality
worldwide (e.g. Zal et al. 2018). Hydrologists are needed now more than ever to
understand how hydrological systems (essentially catchments) determine the qual-
ity of water they store and release. The role of hydrologists has traditionally been
to estimate water quantity changes (e.g. floods and droughts). As a result, com-
putational hydrology has often focused on estimating how fast a water perturbation
(typically a storm) propagates through a catchment and how large the river response
is. Hydrological models have thus been often validated against observed hydro-
graphs, meaning that these models were accepted solely based on their ability to
simulate water "celerity" (McDonnell and Beven 2014). Water quality management
on the other hand requires an understanding of water "velocity" (McDonnell and
Beven 2014). Concretely, water velocity allows to know for example how fast a con-
taminant plume in groundwater reaches a drinking well (Oudijk and Schmitt 2000),
or the location of the contaminant source (Solomon et al. 1995), or how much con-
taminant is naturally degraded during its transport (Farlin et al. 2013). More useful
hydrological models representing accurately water celerity and water velocity are
therefore needed for better hydrological predictions and improved water manage-
ment.

Water age is directly related to water velocity and water quality (Aggarwal 2002).
Confronting water ages calculated by hydrological models against those deduced
from hydrological tracer data can overcome the challenge of simulating water veloc-
ity and water celerity in these models. In the last two decades, conservative hydro-
logical tracers measured in catchment outlets have thus been increasingly used to
validate hydrological models against tracer-derived water ages (Birkel and Soulsby
2015; Fenicia et al. 2008; Son and Sivapalan 2007; Vaché and McDonnell 2006) and to
gear these models towards water quality simulations. In catchments, water quality
is based on where it flows (i.e. its flow paths), how much time it spends in contact
with the surrounding media (i.e. its residence time), and how long it takes to reach
an outlet (i.e. its travel time). This is particularly true e.g. for weathering prod-
ucts such as silica, sodium, and calcium (Benettin et al. 2015a; Maher 2011; Rinaldo
and Marani 1987), and for nitrate and phosphorus (Darracq et al. 2008; Ehrhardt
et al. 2018; Erostate et al. 2018; van der Velde et al. 2012). Thus, is now clear that
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the distribution of water ages in catchment outlets has for long remained the miss-
ing component in hydrological models to simulate water quality (Ameli et al. 2017;
Hrachowitz et al. 2016, 2015).

Definitions and uses of the water ages distributions

Different distributions of water ages exist in catchments and have been used am-
biguously. Only recent studies started clearly distinguishing the distributions (Benet-
tin et al. 2015c; Rigon et al. 2016). The residence time distribution (RTD) describes
the ages of water still inside the catchment. It can be useful to indicate the time it
took for water to recharge a given system, giving an idea about water renewabil-
ity that can be easily communicated to non-specialists (Broad 2005; Kazemi et al.
2005). The travel time (or transit time) distribution (TTD) describes the water ages
in a given outlet (e.g. streamflow Q and evapotranspiration ET). Besides their fun-
damental link to water quality, TTDs have gained more attention in hydrological
research since ∼1950 (see Małoszewski and Zuber 1982; McGuire and McDonnell
2006; Stewart et al. 2010; Turner and Barnes 1998) for many reasons:

• TTDs are to conservative tracer fluxes what the Instantaneous Unit Hydro-
graph is to water fluxes, i.e. TTDs are the transfer function between tracer
inputs (typically concentrations in precipitation) and tracer outputs (typically
concentrations in the stream) (Heidbüchel et al. 2012). As such, TTDs can be
efficient lumped models of transport (Rinaldo and Marani 1987), with poten-
tially only about 1–4 parameters (Leray et al. 2016; Małoszewski and Zuber
1982; McGuire and McDonnell 2006).

• TTDs can summarize complex 3-dimensional flow paths in a single function
of water age, enabling intuitive interpretations and visual representations of
transport processes (e.g. Sayama and McDonnell 2009; van Huijgevoort et al.
2016).

• TTDs are excellent tools to extract information about catchments functions of
storage and release from tracer input-output relationships. This is evident in
the fact that TTDs are a common concept for various methods accessing this in-
formation from the tracers using different mathematical backgrounds (Cirpka
et al. 2007; Kirchner 2019; Kirchner et al. 2000; Massoudieh et al. 2012; McGuire
and McDonnell 2006; Turner and Macpherson 1990a). Catchment storage is
a very difficult information to access. Yet, it can been simply deduced from
TTDs because of the fundamental link between storage, and the mean travel
time and the total amount of water flowing through a catchment (Birkel et al.
2015; McGuire and McDonnell 2006; Pfister et al. 2017a; Soulsby et al. 2009).

• Travel time measures have been shown to correlate with various catchment
characteristics (Broxton et al. 2009; Capell et al. 2012; Dunn et al. 2007; Hra-
chowitz et al. 2009a, 2010) making them a potentially meaningful criteria to
use in a catchment classification system (Wagener et al. 2007).

• Travel times are now also used to understand water fluxes between hydrolog-
ical compartments (Sprenger et al. 2019), in particular the complex soil-plant-
atmosphere water interactions (Cain et al. 2019; Evaristo et al. 2019; Knighton
et al. 2019; Sprenger et al. 2018).
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• The research interest in TTDs is wider and is growing faster nowadays due to
the potential of travel times for connecting several research communities of the
critical zone (i.e. the permeable layer from the tops of the trees to the bottom
of the groundwater) (Hrachowitz et al. 2016; Sprenger et al. 2019).

Unlike TTDs, the catchment RTD cannot be simply deduced from hydrological
tracers because it is currently impossible to take tracer samples that represent all the
water stored in catchments. Similarly, the TTD of ET is difficult to estimate because
the absence of a single outlet means that representative tracer samples cannot be
easily gathered. Thus, the streamflow TTD has been more often investigated, and it
is the focus of this thesis.

Research needs on streamflow travel times tackled in this the-
sis

Research on streamflow travel times is needed because of the still incomplete under-
standing of the characteristics of the TTD (e.g. shape, statistics, variability) (Kirchner
et al. 2000; Leray et al. 2016; McDonnell et al. 2010; McGuire and McDonnell 2006;
Rinaldo et al. 2015) and of the factors (e.g. climate, catchment characteristics) con-
trolling them (Dunn et al. 2007; Hale and McDonnell 2016; Heidbüchel et al. 2013;
Hrachowitz et al. 2010; McGuire et al. 2005; Remondi et al. 2019; Tetzlaff et al. 2009;
von Freyberg et al. 2018). Moreover, there is no consensus on how to infer TTDs from
hydrological tracers nor on how to model the tracers with TTDs (McDonnell et al.
2010; Stewart et al. 2010). These research needs have been even more pronounced
since the seminal work of Botter et al. (2011) and van der Velde et al. (2012) showing
that streamflow TTDs are transient and can take a multitude of shapes at different
times. For instance, considering a catchment, determining its streamflow TTD will
require answering the following questions, for which no general solution is avail-
able: What is the expected shape of the TTD? Does it vary strongly with time? If yes,
how does it vary? What climatic or geographic factors influence this variability?
What tracers should be used and how should they be sampled to test hypotheses
about the TTD (e.g. shape, controls on its variability)? How can these hypotheses be
tested in a modelling framework taking into account unsteady flow conditions?

To answer this, three connected research avenues about streamflow travel times
are explored in this thesis: theoretical investigations on the mathematical proper-
ties (e.g. expected shape and time variance) of the distributions [chapters 1, 2 & 3];
experimental work to choose where, when, how, and what tracers to sample and
measure [chapters 2 & 4]; and modelling work to make the best joint use of the trac-
ers and models to infer the TTDs [all chapters]. The overarching question that my
thesis addresses is: "What controls the shape and time variability of the streamflow
TTD and how can it be determined from tracer data?"

Modeling streamflow travel time variability using catchment storage

One of the main steps forward in catchment travel time theory in the past decade
has been the acknowledgement of the time variance of TTDs. This has resulted in
a novel equation expressing the co-evolution of the distributions of water ages in
storage (RTD) and in outflows (TTDs) (Botter et al. 2011; van der Velde et al. 2012).
This breakthrough was motivated by observations of stream tracer concentrations
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that could not be explained by steady-state TTDs (Hrachowitz et al. 2009b; McGuire
et al. 2007; van der Velde et al. 2010), and by the long-standing need to consider the
time variance of hydrological fluxes in travel time theory (Botter et al. 2010; Duffy
2010; Rinaldo et al. 2011). StorAge Selection (SAS) functions were then proposed
to formally link TTDs and the RTD in catchments (Botter et al. 2011; Rinaldo et al.
2015). Subsequent studies showed a clear dependence of travel times on catchment
wetness often represented through the modelled catchment storage (Benettin et al.
2015a; Davies et al. 2013; Heidbüchel et al. 2012; Hrachowitz et al. 2013; Klaus et
al. 2015a; McMillan et al. 2012b; Soulsby et al. 2015a; van der Velde et al. 2012). It
was suggested that in general, a larger fraction of the younger stored water is re-
leased during wetter catchment conditions, a concept called "Inverse Storage Effect"
and formally defined using SAS functions (ISE, Benettin et al. 2017b; Harman 2015;
Kim et al. 2016; Pangle et al. 2017; Wilusz et al. 2017). This concept was proposed
and initially tested in sites with low seasonality of precipitation and evapotranspi-
ration and thus small storage changes through the year. The ISE has gained rapid
momentum because it allows modeling the streamflow TTD by simply parameter-
izing it with catchment modeled storage. However, it is unlikely that the variability
of the streamflow TTD is explained only by storage variations in all catchments. A
clear knowledge gap that needs to be addressed is therefore the validity of the ISE in
catchments with different hydrometeorological conditions than those where the ISE
was initially proposed and tested.

In the first chapter of this thesis, I present a study of the relationship between
catchment storage and travel times using SAS functions in a Mediterranean climate,
where storage changes are large because of the pronounced seasonality of hydro-
logical forcings. I examined the validity of the ISE in a well-investigated catchment
(WS10) of the H.J. Andrews forest in Oregon and discussed the consequences of
strong climate seasonality for the parameterization of the streamflow SAS function
hence for the modelling of the streamflow TTD in general. For this, I developed a
conceptual model of WS10 and I calibrated it against hydrographs and 18O data. The
streamflow TTD and SAS function were directly derived from the calibrated model.
I then juxtaposed the shapes (and variability) of the streamflow SAS function and
the previous findings on streamflow generation processes to show the relevance of
SAS functions for efficiently summarizing time-varying transport processes to the
stream in a lumped manner.

Expanding travel time theory towards water age multimodality

One of the most difficult aspects of modelling the transport of tracers or solutes
with travel times is matching a theoretical TTD with the transport processes in the
catchment (McGuire and McDonnell 2006). Considerable efforts are thus devoted in
travel time research to investigate the theoretical shapes of TTDs and relate them
to mechanisms of transport such as advection and dispersion in the subsurface,
groundwater level dynamics, and preferential flow (e.g. Davies et al. 2013; Kirch-
ner et al. 2001; Lindgren et al. 2004; Pangle et al. 2017). Most travel time studies
nevertheless assume a simple parametric form for the streamflow TTD and calibrate
its parameters using tracer data (McGuire and McDonnell 2006; Stewart et al. 2010).
Nonparametric approaches have been more rare (e.g. Cirpka et al. 2007; Kirchner
2019; Massoudieh et al. 2012). The probability distribution functions commonly used
for the TTDs were initially proposed for groundwater transport (Małoszewski and
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Zuber 1982) and represent various assumptions about the flow field and the bound-
ary conditions that are rarely true in catchments (Leray et al. 2016). Another analyt-
ical form, the gamma distribution, was suggested for TTDs in order to explain the
spectral slopes of stream chemistry deduced from recent high-frequency sampling
campaigns (Aubert et al. 2013; Godsey et al. 2010; Kirchner et al. 2001; Kirchner
and Neal 2013; Kirchner et al. 2000). These simple and often unimodal models of
TTD used to simulate tracers observations in the stream are however not consistent
with the various studies (e.g. Cirpka et al. 2007; Eberts et al. 2012; Goderniaux et al.
2013; Haggerty et al. 2002; Long and Putnam 2009; Stolp et al. 2010) suggesting that
true TTDs are more likely to have several peaks associated with different lengths
of transport and/or different transport velocities (see other examples in Leray et al.
2016, pp. 78–80). Recent studies showed more complex shapes of TTDs or SAS func-
tions (e.g. with many peaks) from catchment conceptual models calibrated to tracer
data (Benettin et al. 2015b, 2013b; Hrachowitz et al. 2013; McMillan et al. 2012b; Ro-
driguez et al. 2018; van der Velde et al. 2015) or from tracking particles in physically-
based distributed catchment models (Danesh-Yazdi et al. 2018; Davies et al. 2013;
Kaandorp et al. 2018; Maxwell et al. 2018; Yang et al. 2018). Further research is vi-
tally needed to understand the origin of water age multimodality and to propose
ways to account for it in theoretical TTD and SAS functions models. Moreover, we
still ignore the consequences of neglecting peaks in the TTDs or SAS functions used
for water chemistry simulations. This is particularly concerning since TTDs are seen
as the link between hydrology and biogeochemistry.

Thus, in the second and third chapters of this thesis, I present two studies ad-
dressing these issues related to representing at the catchment scale the relevant pro-
cesses for solute transport in a lumped manner with TTDs (or SAS functions). The
first study describes the theoretical development of composite SAS functions for an
experimental catchment in Luxembourg (Weierbach). Composite SAS functions are
written as a weighted sum of probability distribution functions. The following study
explores the origins of water age multimodality, and shows two additional examples
about the usefulness of composite SAS functions for tracer and especially for water
quality simulations in complex hydrological systems.

A dual-tracer experimental approach to determine the entire streamflow
TTD

Determining TTDs requires experimental work to collect and analyse tracer sam-
ples. Isotopic tracers have become the cornerstone to estimate TTDs in catchments.
Stable isotopes of O and H (18O and 2H) and tritium (3H) have been the most com-
monly used tracers because they are part of the water molecule itself and are thus
considered more ideal than other tracers (Kendall and McDonnell 1998). Nowadays,
18O and 2H are much more used than 3H because technological progress made their
sampling easier (e.g. Berman et al. 2009; Herbstritt et al. 2012; Koehler and Wasse-
naar 2011; Pangle et al. 2013) and analyses cheaper (Gupta et al. 2009; Lis et al. 2008).
Stewart et al. (2010) showed that mean travel times (MTT) estimated from stable iso-
topes and tritium differ and argued that this is because only tritium is able to detect
old water signatures in the stream thanks to its radioactive decay. The term "trun-
cation" of TTD tails with stable isotopes was then coined by Stewart et al. (2012)
to warn the research community that tritium is strictly required to infer the long
tails of TTDs and avoid a vision of TTDs generally biased towards young water.
However, a complete understanding of the underlying causes for such differences
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between MTTs deduced from (18O, 2H) and from 3H has been hindered by limita-
tions in tracer observations (e.g. baseflow sampling only), incoherent mathematical
frameworks, and incorrect modelling assumptions (e.g. steady state). Furthermore,
the true information contents of stable isotopes and tritium regarding stream water
ages are not well known and require further investigation.

In the last chapter of this thesis, I present study relying on the experimental
work in Luxembourg and describing how useful both stable isotopes and tritium
are to estimate the whole streamflow TTD. I collected samples for two years in three
Luxembourgish experimental catchments and analysed them for stable isotopes and
tritium in the laboratory. In this study I first tested the hypothesis of truncation of
streamflow TTD tails in the Weierbach catchment (one of the three experimental
catchments) by comparing TTDs obtained using only stable isotope measurements
and TTDs obtained using only tritium measurements. I deduced catchment stor-
age from the TTDs to test if the potential truncation of TTDs yields underestimates
of storage. I also calculated the age information contents of the isotopic tracers to
provide guidelines on their sampling for future experimental studies aiming at de-
ciphering the entire TTDs with both tracers.
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Chapter 1

Modeling streamflow travel time
variability using catchment storage

An edited version of this paper was published by Wiley1 as:

N. B. Rodriguez, K. J. McGuire, and J. Klaus (2018). “Time-Varying Storage-Water
Age Relationships in a Catchment With a Mediterranean Climate”. In: Water

Resources Research 54.6, pp. 3988–4008. DOI: 10.1029/2017wr021964

Key points

• Storage-water age relationships generally correspond to the inverse storage
effect in a catchment exposed to a Mediterranean climate.

• The marked seasonal climate at this study site caused short-term deviations
from the inverse storage effect.

• Streamflow SAS functions were a consistent lumped description of rainfall-
runoff processes

1Copyright (2018) The Authors. This contribution was made Open Access under the terms of the
Creative Commons Attribution-NonCommercial-NoDerivs License, which permits use and distribu-
tion in any medium, provided the original work is properly cited, the use is non-commercial and no
modifications or adaptations are made.

https://doi.org/10.1029/2017wr021964
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Abstract

Recent studies on the relationships between catchment storage and water ages using
Travel Time Distributions (TTDs), Residence Time Distributions (RTDs), and Stor-
Age Selection (SAS) functions have led to the hypothesis that streamflow prefer-
entially mobilizes younger water when catchment storage is high. This so-called
“Inverse Storage Effect” (ISE) needs further evaluation in more catchments with di-
verse climates and physiographical features. In this work, we assessed the validity
of the ISE in WS10 (H. J. Andrews forest, Oregon, USA), a forested headwater catch-
ment in a Mediterranean climate. A conceptual model of the catchment, developed
based on experimental observations of water flow paths in WS10, was calibrated to
streamflow and δ18O in streamflow. Based on the calibrated model results, we de-
termined RTDs, and streamflow TTDs and SAS functions by assuming that the soil
reservoir and the groundwater reservoir act as well-mixed systems. The streamflow
SAS functions and travel time dynamics medskip that the ISE generally applies in
WS10. Yet, during transitions from dry summer periods to wet winter periods and
vice versa, the marked seasonal climate caused rapid and strong storage variations
in the catchment, which led to deviations from the ISE. The seasonality of stream-
flow travel times in WS10 is the result of the seasonal contributions of younger water
from the hillslopes added to the rather constant groundwater contributions of older
water. The streamflow SAS functions were able to capture the relative importance
of contrasting flow paths in the soils and in the bedrock highlighted by previous
studies in WS10.

1.1 Introduction

The chemical composition of water in catchment storage and discharge is largely
governed by the contact times between water and catchment material, i.e., by the
age of water. The distributions of water ages in catchment storage (residence time
distributions, RTDs) and in catchment outflows (travel time distributions, TTDs)
have been used previously to describe how catchments store and release water and
solutes (Benettin et al. 2015a, 2017b; Godsey et al. 2010; Hrachowitz et al. 2016;
Kirchner et al. 2000; Maher 2010, 2011; McGuire and McDonnell 2006; Rinaldo and
Marani 1987; van der Velde et al. 2012). A recent study gathered stable isotope tracer
data from 254 catchments and suggested that, on a global scale, about a third of
the streamflow volume consists of young water from recent precipitation (Jasechko
et al. 2016). In contrast, the remaining two-thirds of the streamflow volume comes
from much older water mobilized from catchment storage (Jasechko et al. 2016).
Streamflow TTDs and catchment RTDs appear to be very different, which shows
that streamflow is not a uniform mixture of all the water stored in a catchment, but
represents only a fraction of the storage at any time. This perception is supported by
detailed investigations of tracer transport in catchments using lumped conceptual
models (e.g., Birkel et al. 2011b; Fenicia et al. 2010; Hrachowitz et al. 2013; Hra-
chowitz et al. 2015; McMillan et al. 2012b). In these studies, mixing coefficients were
used within conceptual control volumes to represent how incoming rainfall mixes
with the stored water and is eventually released by outflows. This suggested that
a complete mixing of the entire catchment volume is inadequate to simulate tracer
concentrations of outflows in many catchments. Furthermore, these studies medskip
that catchment TTDs and RTDs are highly time-variant.
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Other recent work used StorAge Selection (SAS) functions, defined as the ratio
of TTD and RTD, for relating water ages in storage and outflows without assuming
stationarity (Benettin et al. 2015c; Botter 2012; Botter et al. 2011; Rinaldo et al. 2015;
van der Velde et al. 2012). SAS functions are a lumped characterization of the mixing
of various water ages in storage when they are released as discharge or evapotran-
spiration. Thus, SAS functions provide a theoretically consistent lumped description
of water and solute transport in catchments, in which TTDs and RTDs are allowed to
differ from each other and vary individually in time (Rinaldo et al. 2015). Therefore,
SAS functions are seen as a promising tool to better understand the complexity of
streamflow generation processes, calculate time-varying TTDs and RTDs, and simu-
late water and solute transport in catchments (Benettin et al. 2015a, 2017b; Harman
2015; van der Velde et al. 2015).

Studies with SAS functions in catchments with strong oceanic climates, e.g., in
the Upper Hafren catchment in Wales (Benettin et al. 2015b; Harman 2015), and
in the Bruntland Burn catchment in Scotland (Benettin et al. 2017b), supported the
emerging perception that younger water stored in the catchments is preferentially
mobilized to generate streamflow when catchment storage is high. This was termed
“Inverse Storage Effect” (ISE) by Harman (2015). The ISE was also shown to be
relevant in a laboratory-scale experiment, where breakthrough curves of irrigation
water tagged with different tracers on a sloping lysimeter were used to examine
transport processes (Kim et al. 2016). SAS functions, calculated from tracking vir-
tual particles with a physically based model of the same sloping lysimeter, med-
skip a similar dependence on the system wetness (Pangle et al. 2017) to what was
found in the Upper Hafren and the Bruntland Burn catchments. Other studies have
shown that streamflow travel times tend to decrease for wetter catchment states,
which points to an ISE-like behavior (Botter et al. 2010; Heidbüchel et al. 2012; Hra-
chowitz et al. 2013; Hrachowitz et al. 2015; Klaus et al. 2015a; Rinaldo et al. 2011;
Segura et al. 2012; Soulsby et al. 2015a; van der Velde et al. 2015). Until now, the
ISE phenomenon has been observed mostly in systems with limited seasonality for
precipitation, evapotranspiration, and streamflow, and where evapotranspiration is
rather low. Calculating time-varying streamflow SAS functions and travel times in
catchments with diverse climates and physiographical features is essential for deter-
mining the generality of the ISE.

Physically based particle tracking approaches recently estimated nonparametric
SAS functions and linked them to flow paths on small scale (Pangle et al. 2017) and in
virtual media (Danesh-Yazdi et al. 2018). Yet, catchment scale approaches for tracer
transport and travel time estimates commonly rely on lumped representations based
on parameterized SAS functions. At the catchment scale, SAS functions are usually
assumed to be distinct functions of one-to-three parameters calibrated with tracer
data (e.g., gamma, beta, and power law functions) (Rinaldo et al. 2015). To be mean-
ingful, this assumption of the shape of SAS functions and their parameters needs to
be compared to observed runoff generation and solute transport processes in catch-
ments. Establishing a clearer link between time-varying SAS functions and travel
times at the catchment scale, and observed physical processes will help hydrolo-
gists develop and justify lumped modeling approaches based on travel times. This
is particularly important since lumped catchment models that employ time-varying
travel times are seen as a unifying modeling framework for the currently separate
catchment hydrology and water quality scientific communities (Hrachowitz et al.
2016). Well-researched experimental catchments provide the opportunity to link
travel time theory to hydrological processes.
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In this study, we designed and calibrated a conceptual catchment flow and trans-
port model that allowed us to solve the Master Equation (Botter et al. 2011) and
derive time-varying RTDs, and streamflow TTDs and SAS functions in the well-
studied catchment WS10 in the H. J. Andrews Experimental Forest in Oregon, USA.
We assumed that the modeled soil reservoir and groundwater reservoir act as well-
mixed systems. The novelty of this work lies in the pronounced seasonality of the
Mediterranean climate of the study site allowing the direct examination of the ISE.
Moreover, the large number of previous studies on rainfall-runoff in WS10 allows a
benchmarking of streamflow SAS functions against physical processes in the catch-
ment. The present study aims to shed light on the following research questions:

1. Is the inverse storage effect a characteristic feature in the Mediterranean cli-
mate?

2. Are time-varying streamflow SAS functions and travel times consistent with
previous detailed investigations of flow paths in an experimental catchment?

1.2 Materials and Methods

1.2.1 Study site

This study is carried out in WS10, a forested headwater catchment (10.2 ha) located
in the H. J. Andrews forest (HJA) in the central Western Cascades of Oregon, USA
(44.28°N, 122.258°W) (Figure 1.1). The climate is Mediterranean, with a strong con-
trast between the dry summers and the wet winters (Greenland 1994). Annual pre-
cipitation averages 2,200 mm (1990–2003), with 80% of precipitation falling predom-
inantly as rainfall between October and April. Minor snow accumulation (< 30 cm)
is not uncommon in winter at WS10, but it rarely lasts longer than a few weeks, and
on average melts within a few days (Harr and McCorison 1979; Sollins and McCori-
son 1981). During the isotopic sampling for this study, no major snow accumulation
was observed in WS10 (McGuire and McDonnell 2010; McGuire et al. 2007). We
therefore neglected snow processes for the purpose of this study, consistent with
previous studies using the same data set (Klaus et al. 2015a; McGuire et al. 2005;
McGuire et al. 2007). The mean annual runoff ratio in WS10 is 0.60 over February
2001–2003. Evapotranspiration varies seasonally between less than 1 mm/d in win-
ter and 5 mm/d in summer (Barnard et al. 2010; McGuire et al. 2007). This creates
a distinct seasonality in catchment streamflow with summer low flows commonly
below 0.01 mm/h and peak flows that can reach 6 mm/h during winter storms of
moderate intensity.

WS10 mostly consists of short (< 200 m) and steep (30–45°) hillslopes, with el-
evations ranging from 473 to 680 m.a.s.l. The catchment is covered by Douglas-fir
trees (Pseudotsuga menziesii), which regenerated naturally following a clearcut in
1975. Soil depth varies from 1.5 to 4.2 m, with an average of 3 m (Sayama and Mc-
Donnell 2009). Soils are identified as gravelly clay loams at the surface, as gravelly
silty clay loams or clay loams in lower layers, and as gravelly clays or clay loams
in the subsoils (Harr 1977). Soil total porosity is 60% on average, and varies little
with depth. The soils in WS10 are highly conductive (saturated hydraulic conduc-
tivities well above 300 cm/h at the surface) due to their aggregated structure and
their high drainable porosity, which in average declines with depth from 23% at the
surface to 5% at 1.5 m depth (Dyrness 1969; Harr 1977). No overland flow has been



1.2. Materials and Methods 11

FIGURE 1.1: Map of WS10 in the HJA, showing the location of the PRIMET meteo-
rological station nearby, and the location of HJA in Oregon, USA. The outlet weir is
located at coordinates 44.21698°N and 122.26118°W. Yellow lines indicate the elevation

in meters above sea level. Background map data: Google.

observed in WS10 (McGuire et al. 2005). Moreover, preferential flow strongly influ-
ences runoff generation, as revealed by the rapid transport of tracers applied on one
of the WS10 hillslopes (McGuire and McDonnell 2010; McGuire et al. 2007). WS10 is
underlain by volcanic bedrock including andesitic and dacitic tuff and coarse brec-
cia (Swanson and James 1967), which is considered mostly impermeable except in
weathered and highly fractured areas that can rapidly transfer groundwater reach-
ing the regolith-bedrock interface laterally (Gabrielli et al. 2012; van Verseveld et
al. 2017).Poorly permeable, 1–7 m thick partially weathered saprolite underlies the
soils (Harr and McCorison 1979).Unweathered bedrock is found at 0.4–0.6 m depth
on the stream-hillslope interface and at 3–8 m depth at the catchment divide. De-
bris flows occur periodically in WS10 (e.g., 1986, 1996), and maintain a narrow and
steep stream channel with apparent bedrock on 60% of its length upstream from the
outlet.

McGuire and McDonnell (2010) summarized the current understanding of wa-
ter flow paths and streamflow travel times in WS10 in a perceptual model. Differ-
ent streamflow generation mechanisms are activated sequentially depending on the
wetness state: dry state in summer (June to October), transition states in fall (Octo-
ber to December) and in spring (April to June), and wet state in winter (December to
April). During dry periods, groundwater above the soil-bedrock interface provides
base flow with an age of 1–2 years. During wet-up periods in fall, water from rain-
fall events moves vertically in the soils as unsaturated flow, recharging gradually
the deeper soils in the hillslopes, as suggested by stable isotope patterns at differ-
ent soil depths (Brooks et al. 2010). Water from rainfall events can also reach the
stream in less than 2 days by preferential flow. Vertical preferential flow occurs in
the hillslope soils while lateral preferential flow occurs in the fractured bedrock at
the soil-bedrock interface, as derived from tracer experiments (McGuire et al. 2007;
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van Verseveld et al. 2017), and hydrogeological observations (Gabrielli et al. 2012).
After the wet-up period, soil saturation expands upslope (Harr 1977) and mobilizes
the soil water recharged over the last month, creating lateral saturated flow. This
may cause a seasonality of streamflow travel times in WS10 with the onset of con-
nectivity between the hillslopes and the stream. McGuire and McDonnell (2010)
medskip that the connection and disconnection of hillslopes from the stream creates
hysteresis in the hillslope-catchment discharge relationship. Hillslopes provide wa-
ter that is contrastingly younger than the groundwater from the bedrock (Gabrielli
et al. 2012).

1.2.2 Data set

Precipitation and air temperature were recorded at the PRIMET meteorological sta-
tion located less than 1 km away from the WS10 gauge, at a similar elevation (436
m.a.s.l.). Potential evapotranspiration (PET) was calculated with Thornthwaite’s
method (Thornthwaite 1948), based on PRIMET air temperature measured 150 cm
above ground. Streamflow data were converted with a rating curve from water lev-
els measured at 15 min intervals (Rothacher 2016). We used a 2 year time series
of 18O in precipitation and catchment streamflow spanning from January 2001 to
February 2003 and described by McGuire et al. (2005) (Figure 1.2). Precipitation was
sampled as weekly bulk samples at the PRIMET station. Additionally, sequential
rainfall samples (4.4 mm increments, i.e., on average, one sample every 20 h) were
collected in WS10 during fall and winter 2002 McGuire and McDonnell (2010). We
interpolated an hourly 18O signature in precipitation by assuming that the precipita-
tion δ18O value between two consecutive samples had the value of the last sample.
Streamflow was manually sampled at weekly intervals, including periods (a few
days to a week) of subhourly to subdaily automatic sampling. When several stream
samples were taken in less than 1 h, a flow-weighted value was calculated for the
hourly interval. The 18O analysis procedure is described in McGuire et al. (2005).
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FIGURE 1.2: (top) Precipitation rates and precipitation δ18O values used for this study.
(bottom) Discharge in WS10 outlet and streamflow δ18O values used for this study.
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1.2.3 Catchment model

A conceptual catchment model was employed to simulate water storage and water
fluxes in WS10 (Figure 1.3), as well as the transport of 18O (or any other tracer) (Table
1.2). A total of nine parameters were needed (Table 1.1) and determined from cali-
bration to observed data (see section 1.4 for details on calibration). We want to stress
that the main purpose of the model was to provide physically meaningful estimates
of the water storage indifferent compartments (i.e., soil water and groundwater) and
of the fluxes from and between them. The model results were used to derive time-
varying RTDs, and streamflow TTDs and SAS functions (see section for 1.5 details
on how these were determined). We used the successful model realizations as the
best approximation of the catchment and its internal flow paths. This approach was
previously described and used for example by Benettin et al. (2015b), who success-
fully applied a similar model structure to the Upper Hafren catchment in Plynlimon,
Wales. In this study, we justified the validity of the approach and of the reliability of
its estimates of water storage and fluxes by comparing the model-simulated stream-
flow and δ18O in streamflow to the observed data in WS10.

{𝑄𝑠𝑖𝑚, 𝐶𝑠𝑖𝑚}

{𝐿, 𝐶𝑠ℎ}

{𝐿𝑔𝑤, 𝐶𝑠ℎ}

{𝑃, 𝐶𝑖𝑛} {𝐸𝑇, 𝐶𝑠ℎ}

{𝑄𝑔𝑤, 𝐶𝑔𝑤}

𝑆𝑠ℎ

𝑆𝑔𝑤

𝐶𝑠ℎ
{𝐿𝑠ℎ, 𝐶𝑠ℎ}

Shallow storage

Groundwater storage

𝐺𝑠ℎ = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

𝐺𝑔𝑤 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

𝐶𝑔𝑤

CM

CM

FIGURE 1.3: Conceptual catchment model employed for WS10 in this study. The in-
flows and outflows of each reservoir are indicated in pairs flux, concentration, repre-
senting the water fluxes and their associated tracer concentration in red font (i.e., δ18O
values). The passive storage volumes are pictured in dark blue. CM stands for Com-

plete Mixing (see section 1.2.3).

The model structure was chosen because it is consistent with the experimental
observations of the water flow paths in WS10 summarized by McGuire and Mc-
Donnell (2010). These flow paths consist of groundwater flow in the bedrock, and
saturated and unsaturated flow in the hillslope soils during the wet season. The
model uses two reservoirs connected in a series (one after the other) and in parallel
(the first reservoir can bypass the second) (Figure 1.3). The upper reservoir repre-
sents the storage of water in the soils and subsoils in the hillslopes (called “shallow
storage”), which is able to generate a rapid response to precipitation during wetter
periods. The lower reservoir represents the storage of water in the weathered and
unweathered bedrock(called “groundwater storage”), which provides base flow and
remains active during the prolonged dry periods in summer.

We distinguished two forms of water storage in each reservoir. Active storage
can freely drain by gravity and is directly available to generate discharge. In the
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TABLE 1.1: Model Parameters.

Name Symbol Unit Description

ET magnifier Ψ (–) Coefficient increasing the magnitude of ET
Reference partition coefficient λ0 (–) Maximum fraction of streamflow made of direct contributions from

the shallow storage reservoir
Discharge coefficient µQ mm/h Magnitude coefficient in the storage-discharge relationships
Shallow storage exponent βsh (–) Shape coefficient of the shallow reservoir storage-discharge relation-

ship
Groundwater storage exponent βgw (–) Shape coefficient of the groundwater reservoir storage-discharge re-

lationship
Shallow storage capacity Dsh mm Capacity of the shallow storage reservoir
Groundwater storage capacitya Dgw mm Capacity of the groundwater storage reservoir
Shallow passive storage Gsh mm Amount of water contributing only to mixing with the shallow stor-

age reservoir
Groundwater passive storage Ggw mm Amount of water contributing only to mixing with the groundwater

storage reservoir

aThis parameter was treated differently in the calibration. See section 1.4 for details.

TABLE 1.2: Hydrological and Transport Equations Used in the Model.

State variable Units Balance Equationa Constitutive functionsb

Ssh mm dSsh
dt = P(t)− ET(t)− L(t) L(t) = µQ s(t)βsh

Lsh = λ0 s(t) L(t)
Lgw = (1− λ0 s(t)) L(t)

Sgw mm dSgw
dt = Lgw(t)−Qgw(t) Qgw(t) = µQ

(
Sgw(t)

Dgw

)βgw

Msh mmh dMsh
dt = P(t) Cin(t)− (ET(t) + L(t)) Csh(t) Csh(t) =

Msh(t)
Ssh(t)+Gsh

Mgw mmh dMgw
dt = Lgw(t) Csh(t)−Qgw(t) Cgw(t) Cgw(t) =

Mgw(t)
Sgw(t)+Ggw

aSee Figure 1.3 for a visual interpretation of the balance equations. See section 1.3 for details on the equations and
on the terms used in the equations.
b s(t) = Ssh(t)/(n× Dsh), see section 1.3.

shallow storage reservoir, active storage is the state variable Ssh, while this variable
is called Sgw in the groundwater storage reservoir (Figure 1.3). Passive storage (pa-
rameters Gsh and Gsh, Table 1.1 and Figure 1.3) does not modify the hydrological
response of the reservoir but causes a dampening of the tracer response by mixing.
It is essentially as if the passive storage was exchanging water molecules with the
active storage (and incoming precipitation) at an infinite rate. We assumed constant
passive storage, as is common in hydrological transport studies employing concep-
tual models (Benettin et al. 2015a; Fenicia et al. 2010; Hrachowitz et al. 2013). Thus,
the hydrological storage-discharge equations only involve the active storage, while
18O tracer transport equations use both the active and the passive storage (see Table
1.2 for equation details).

In this study, we used the Complete Mixing (CM) assumption that considers that
each modeled reservoir acts as a fully-mixed system. This means that for each reser-
voir, all outflows have a δ18O concentration equal to the mean reservoir δ18O, which
involves the total reservoir storage (active + passive). The CM assumption implies
that the distributions of water ages in the reservoir and each of its outflows are the
same, which is known as Random Sampling (RS) (see section 1.5). The simulated
tracer response of the catchment was governed by the relative contributions of the
shallow and the groundwater storage to streamflow. Although each reservoir is a
fully mixed system, the overall system is not fully mixed, which is consistent with
previous findings for WS10 (Klaus et al. 2015a). This is because each reservoir gen-
erally has a different δ18O, a different RTD, and contributes in varying degrees to
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streamflow (Benettin et al. 2015b).

1.3 Hydrological and Transport Equations

Simulations of water and tracer mass used four state variables. The first two state
variables were shallow reservoir active storage Ssh and shallow reservoir δ18O mass
Msh. The latter was taken as the product of total shallow storage (Ssh +Gsh) and δ18O
concentration in the shallow storage Csh. The last two state variables were ground-
water reservoir active storage Sgw and groundwater reservoir δ18O mass Mgw. The
latter was taken as the product of the total groundwater storage (Sgw + Ggw) and
δ18O concentration in the groundwater storage Cgw. These four state variables changed
according to their balance equation involving model forcings: measured precipita-
tion rates P and calculated evapotranspiration rates ET; and constitutive flux func-
tions with their parameters (Tables 1.1 and 1.2). Some constitutive functions used
the variable s(t) that we defined as the active shallow storage normalized by the
maximum value it can take, as in Benettin et al. (2015b) (equation 1.1):

s(t) =
Ssh(t)

n× Dsh
(1.1)

where Dsh is shallow storage capacity (mm), a calibrated parameter, and n is
the model soil drainable porosity, a fixed parameter. This is consistent with our
description of the model reservoirs, where active storage is at most the volume of
water that can freely drain by gravity. We used a constant n value equal to the upper
limit of drainable porosity in WS10, which is n = 23% in the upper soil (Harr 1977).
Actual ET was calculated from PET in equation 1.2:

ET(t) = Ψ
s(t) (1 + m)

s(t) + m
PET(t) (1.2)

where Ψ is a calibrated parameter that enhances the seasonal amplitudes of ET
and allows a good agreement between ET and the long-term average difference
P − Q (1980–2003). m = 0.5 is a fixed smoothing parameter used to ensure nu-
merical stability of the solution by quickly reducing ET as water availability in soils
(represented by s(t)) decreases (c.f. Fenicia et al. 2016). Discharge from each reser-
voir was formulated as a power function of the reservoir storage normalized by the

maximum value it can take (Table 1.2): Q(t) = µQ

(
S(t)

max S

)β
where β is a dimensio-

less shape coefficient. For the shallow storage, the normalized storage s(t) (Equation
1.1) was used, whereas for the groundwater storage we divided the active storage
Sgw by calibrated parameter Dgw representing the groundwater active storage capac-
ity in mm of water (Table 1.1). The magnitude coefficient µQ is an upper bound of
the discharge from the reservoirs, with the same units as the observed streamflow
(mm/h). µQ acts as a scaling factor for the storage-discharge relationships, depend-

ing on the average value of the ratio
(

S(t)
max S

)β
. We used µQ for the shallow and the

groundwater storages to limit the number of parameters (Benettin et al. 2015b). The
normalization of the storage-discharge relationship by the maximum storage has a
number of advantages compared to the classical nonlinear storage-discharge formu-
lation. It leads to more intuitive parameter units (mm and mm/h only), reduces the
trade-off effects between shape and magnitude coefficients in the calibration, and it
helps estimating a priori around what values the storages will fluctuate (Kirchner
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2016b). Discharge from the shallow storage contributes directly to streamflow (Lsh)
and recharges the groundwater reservoir (Lgw) depending on s(t). At the catchment
outlet, the simulated discharge was calculated as (equation 1.3):

Qsim(t) = Lsh(t) + Qgw(t) (1.3)

and the simulated streamflow δ18O value was calculated as (equation 1.4):

Csim(t) =
Lsh(t) Csh(t) + Qgw(t) Cgw(t)

Qsim(t)
(1.4)

1.4 Numerical Schemes and Calibration Procedure

Each mass balance equation (Table 1.2) was solved numerically using two different
schemes and different time steps depending on the period of interest (P1 or P2).

P1 is a warm-up period of 21 years (1980–2001). Storage values were initialized
at the start of P1 as 50% of the maximum capacity of the shallow storage and 80% of
the maximum capacity of the groundwater storage. Both reservoirs were assigned
the average streamflow 18O signature (over 2001–2003) δ18O = −10.9h. We used
the precipitation amounts and PET measured at PRIMET and looped back the 2
year record of δ18O data from 1980 to 2001 to run the model for 21 years. The aim
of this warm-up was to remove the impact of the initialization of storage values,
the impact of the initial tracer masses, and the influence of the initial residence time
distributions on the simulations during period P2. To reduce the computation time
and the memory requirements of the warm-up period, we used daily time steps and
an Implicit Euler scheme to solve the mass balance equations without divergence
from the solution.

P2 is the period from January 2001 to February 2003, which we used to calibrate
model parameters and interpret the water age results. We employed an Explicit
Euler scheme to solve mass balance equations efficiently at hourly time steps. The
hourly time steps were sufficiently small so that the solution converged. The hourly
time steps also increased the precision of the numerical solution compared to the
warm-up period (which has daily time steps), since the numerical errors are in these
two numerical schemes directly proportional to the time step size.

The hydrological and transport parameters (Table 1.1) were calibrated using a
single objective (but multicriteria) Monte Carlo approach, which consists of the fol-
lowing sequence of operations, repeated in a loop:

1. Sample all calibration parameters simultaneously from their prior distribu-
tions (Table 1.3).

2. Run the model with the selected parameter set over periods P1 and P2.

3. Evaluate model performance over period P2 with the selected parameter set,
by comparing the simulations with the observations. This is done for multi-
ple performance criteria simultaneously, and these are summed into a single
objective function.

We repeated this procedure 200,000 times to sample parameter sets. Initial cali-
bration tests showed a correlation between the βgw and Dgw parameters. To remove
the existing trade-off effects between the groundwater storage exponent βgw and
groundwater storage capacity Dgw, a storage-discharge relationship was deduced
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TABLE 1.3: Prior Distributions of the Calibrated Parameters.

Parameter Unit Prior distributiona

Ψ (–) wbl(1.6, 5)
λ0 (–) unif(0, 1)
µQ mm/h logn(2.43, 0.8)
βsh (–) unif(0, 100)
βgw (–) logn(4.62, 0.7)
Dsh mm unif(0, 3000)
Dgw mm b

Gsh mm unif(0, 3000)
Ggw mm unif(0, 5000)

awbl(a, b): Weibull distribution with scale parameter a and
shape parameter b. unif(min, max): Uniform distribution be-
tween min and max. logn(m, r): lognormal distribution with
parameters m and r.
bThis parameter was treated differently, see section 1.4.

from multiple recession segments with a Master Recession Curve (MRC) analysis,
using the matching-strip algorithm of Lamb and Beven (1997). The groundwater
reservoir storage-discharge relationship could then be expressed in the model pa-
rameter space as the functional relationship Dgw = 30 βgw. This method was de-
scribed in detail and successfully used in various catchments in the Alzette River
basin in Luxembourg (Fenicia et al. 2006). Thus, Dgw was not treated like the other
eight free calibration parameters, but was deduced from the values of βgw every time
a new parameter set was selected.

Parameter prior distributions (Table 1.3) were used in order to make sure that the
Monte Carlo simulation sampled certain parameters more often in certain ranges of
interest. The Weibull distribution was used for parameter Ψ to allow a negative
skew (i.e., emphasis on lower values). The Lognormal distribution was chosen for
parameters µQ and βgw to allow a positive skew (i.e., emphasis on higher values).
The parameters of the distributions were chosen so that the mode of the distribu-
tions was located at values that we judged more appropriate for WS10 and so that
the variance around the mode was not too restrictive for the Monte Carlo approach.
Choosing a = 1.6 (value of the mode) and b = 5 (measure of the spread) in the
Weibull distribution of the parameter Ψ (Table 1.3) constrained Ψ to values allowing
a good agreement between simulated ET and the observed average difference P−Q
(1980–2003). Using Ψ was necessary to close the water balance, because average PET
estimates were found to be 120 mm/yr below the average difference P − Q (over
1980–2003) (see also Waichler et al. 2005). This choice of the prior for w also pre-
vented ET rates from exceeding 5 mm/d, which is the upper limit for WS10 (Barnard
et al. 2010). Choosing µQ = 2.43 and σ = 0.8 in the Lognormal distribution of the pa-
rameter µQ allowed a good agreement between observed and simulated maximum
streamflow (around 6 mm/h for the period 1980–2003), by placing the mode of the
distribution at eµ−σ2 ' 6 and guaranteeing a sufficient positive skew. Finally, for the
parameter βgw, choosing µ = 4.62 and σ = 0.7 in the Lognormal distribution placed
the mode at eµ−σ2 ' 62. This yielded groundwater storage values consistent with
the catchment storage in WS10 estimated from its time invariant streamflow Mean
Travel Time (MTT) of 1.2 years (McGuire et al. 2005), since we used the relationship
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Dgw = 30 βgw and assumed that MTT = Dgw/Qavg, where Qavg is observed average
annual streamflow (1980–2003).

Model performance Φ was evaluated for the 200,000 parameter sets over period
P2 simultaneously for the hourly streamflow data (observed Q and simulated Qsim)
and for the observed δ18O and simulated δ18O (Csim) at the catchment outlet with
(equation 1.5):

Φ = NSEQ + NSElog Q + VQ + NSEδ18O + Vδ18O (1.5)

where NSE stands for Nash-Sutcliffe Efficiency (Nash and Sutcliffe 1970) and V
stands for Volumetric Efficiency (Criss and Winston 2008). We chose those perfor-
mance metrics to emphasize various parts of the simulated flows Q and δ18O (corre-
spondence in peaks reflected in NSE, recessions reflected in NSElog, and long-term
trends reflected in V). This means that all our results and conclusions drawn from
the use of the model are conditional on the simultaneous fit of the model to discharge
and δ18O.

The 200,000 parameter sets were ranked by decreasing Φ. We kept the top-
ranked 1,000 parameter sets as behavioral (i.e., the best 0.5% parameters) and dis-
carded the others. Parameter histograms were generated from the behavioral pa-
rameter sets. For travel time calculations, we selected the calibrated parameter set
consisting of the most common occurring value for each parameter from the his-
tograms (c.f. Benettin et al. 2015b). We also run a posteriori simulation with this iden-
tified parameter set to confirm that the associated model performance Φ was among
the 1,000 best, as this specific combination was not sampled within the 200,000 pa-
rameter sets.

1.5 Residence Time Distributions, Streamflow Travel Time
Distributions and StorAge Selection Functions

We calculated RTDs, and streamflow TTDs and SAS functions by tracking water
ages in the calibrated catchment model. The approach consists of solving the Master
Equation (ME) (equation 1.6) numerically for each model reservoir R, yielding its
residence time distribution, pR, at every moment (Botter et al. 2011):

∂

∂t
(SR(t) pR(T, t)) = −SR(t)

∂pR(T, t)
∂T

−
n

∑
k=1

Qk(t) pk(T, t) (1.6)

where T is water age since it entered the catchment surface as precipitation, SR
is the total storage of the reservoir (active + passive), and pk is the travel time dis-
tribution of the outflow Qk from the reservoir R (in this case discharge and/or ET
fluxes). Water storage in each reservoir and fluxes between reservoirs were neces-
sary to solve the equation (equation 1.6). These quantities were provided by the
simulation results from the calibrated conceptual model.

The RS scheme implies that outflows from a given reservoir draw water ages
proportionally to their relative presence in storage, which corresponds to SAS func-
tions ωk equal to 1 across all ages T and all times t for each outflow Qk. This means
that the probability that a water parcel has the age T in outflow k at time t is the
probability that a water parcel in the corresponding storage has the age T at time t
(equation 1.7):
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pk(T, t) = ωk(T, t) pR(T, t) = 1× pR(T, t) (1.7)

Boundary conditions for the ME were defined by precipitation inputs with T = 0
in storage at every time t (equation 1.8):

pR(0, t) =
P(t)

SR(t)
(1.8)

Initial conditions for the ME were specified as an exponential distribution of wa-
ter ages in storage at t = 0 (equation 1.9), with a mean T0 = 1.2 years (McGuire et al.
2005):

pR(T, 0) =
1
T0

exp
(
− T

T0

)
(1.9)

The effect of these initial RTDs in storage was removed by the 21 year warm-up
period P1 (1980–2001). This method was shown to have little impact on travel time
estimates in the following period P2 used for the interpretations of the results (c.f.
Hrachowitz et al. 2011).

The overall streamflow TTD, pQ was calculated as a flow-weighted TTD of the
different contributions of the reservoirs to streamflow (equation 1.10):

pQ(T, t) =
Lsh(t) psh(T, t) + Qgw(t) pgw(T, t)

Qsim(t)
(1.10)

The overall catchment RTD, pS was calculated as a storage-weighted RTD in-
cluding all forms of storage (equation 1.11):

pS(T, t) =
(Ssh(t) + Gsh) psh(T, t) + (Sgw(t) + Ggw) pgw(T, t)

Ssh(t) + Sgw(t) + Gsh + Ggw
(1.11)

The overall streamflow SAS function ωQ was calculated as the ratio of the overall
streamflow TTD and the overall RTD (equation 1.12):

ωQ(T, t) =
pQ(T, t)
pS(T, t)

(1.12)

Note that ωQ represents the contributions of both reservoirs to streamflow, and is
different from the individual SAS functions for each reservoir ωk, which are all equal
to 1. The dynamics of the streamflow SAS function ωQ were therefore mostly gov-
erned by the relative contributions of the shallow and the groundwater reservoirs
with their respective RTDs.

1.6 Results

1.6.1 Simulated Q, ET, δ18O, and Parameter Distributions

The calibrated model successfully reproduced streamflow seasonality, alternating
between the high and the low flows (Figure 1.4) with NSE = 0.85 over the period
P2 (Table 1.4). The modeled ET in WS10 averaged 576 mm/yr (2001–2003), consis-
tent with past ET estimates using a monthly Thornthwaite method with the same
climate station (Rothacher et al. 1967). ET varied strongly across seasons. During
the summer, ET peaked at around 5 mm/d, which is consistent with estimates us-
ing the Penman-Monteith method (Monteith 1981) over a summer period in WS10
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(Barnard et al. 2010). In summer, ET depleted the water available in the soils for
generating streamflow. In winter, modeled ET decreased to about 1 mm/d, consis-
tent with estimates by (McGuire et al. 2007). Streamflow δ18O was well reproduced
by the model (Figure 1.4) with NSE = 0.51 (Table 1.4). However, the calibrated
model partly failed to reproduce the first δ18O peaks in the wet-ups of October 2001
and 2002. Furthermore, simulated and observed δ18O deviated through low flows
in the summer (when streamflow was near-zero and little rainfall-runoff response
occurred). Generally, behavioral parameter ranges were rather wide (spanning 1–2
orders of magnitude, Figure 1.5 and Table 1.5), except for the parameters Ψ, λ0, µQ,
and βsh. The behavioral distributions for parameters Ψ, µQ, and βgw were rather
similar to the prior distributions, which indicates that the prior distributions were
decisive in the calibration. This introduced a certain degree of subjectivity.

TABLE 1.4: Model Performance Metrics.

Variable NSEa VEb

Q 0.85 (0.74–0.89) 0.67 (0.57–0.7)
log(Q) 0.73 (0.60–0.77)
δ18O 0.51 (0.31–0.57) 1.02 (0.99–1.03)

Note. Bold values: calibrated model; ranges of the behavioral
solutions in parentheses.
a Nash-Sutcliffe Efficiency (Nash and Sutcliffe 1970).
b Volumetric Efficiency (Criss and Winston 2008).

TABLE 1.5: Calibrated Parameter Values and Parameter Ranges of the Behavioral Solutions.

Parameter Unit Calibrated
value

Behavioral rangea

Ψ (–) 1.6 0.88–2.1
λ0 (–) 0.9 0.47–0.99
µQ mm/h 9 5.8–60
βsh (–) 18 11–34
βgw (–) 60 22–2.2 × 102

Dsh mm 1,500 1.1 × 103 to 2.9 × 103

Dgw mm 1,800b 6.6 × 102 to 6.6 × 103

Gsh mm 550 1.9 × 102 to 1.6 × 103

Ggw mm 0c 1.6 × 102 to 4.9 × 103

a2.5–97.5 percentile range of the distributions in Figure 1.5.
bThis parameter was treated differently, see section 1.4.
cParameter contrained to 0, see section 1.7.1.

1.6.2 Dependence of the Streamflow SAS Functions on Catchment Stor-
age

We used the dynamic storage metric Sd as a proxy of catchment wetness (equation
1.13):

Sd(t) = Ssh(t) + Sgw(t)−min(Ssh + Sgw) (1.13)
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FIGURE 1.4: (a, c, and e) Simulation envelopes of the behavioral solutions (gray bands),
for streamflow and (b, d, and f) its δ18O values, (a and b) for the whole simulation
period, including simulated ET (dashed blacked line), and for wet-up periods of (c
and d) 2001 and (e and f) 2002, including the calibrated model simulation (red line).

Observations are in blue.

This metric ranged from 0 mm, when the active storage (Ssh + Sgw) was at its
minimum (around September), to almost 400 mm, when the active storage reached
its maximum (around January). Distinct patterns of streamflow SAS functions could
be identified, depending on the value of Sd (Figure 1.6). During dry periods, when Sd
approached 0 (red curves), streamflow preferentially selected older water. Younger
water was preferentially selected during wet periods (blue curves), when Sd ap-
proached its maximum (about 400 mm). This is consistent with the definition of
the ISE. However, during transition periods, when Sd took intermediate values (e.g.,
175–275 mm), streamflow SAS functions did not vary regularly with Sd, as they al-
ternated rapidly between a preference for younger and a preference for older water
(Figure 1.6). This indicates that during transition periods, the ISE was not always
valid. The streamflow SAS functions in WS10 also displayed noticeable plateaus.
For example, the top purple curves (Figure 1.6) are flat between PS = 0 and PS = 0.2,
which shows that the youngest 20% of the water particles stored in the catchment
were equally mobilized to generate discharge at that time. Such plateaus can be
followed by sharp vertical variations as seen for PS slightly above 0.2 (Figure 1.6,
purple curves). This shows that the oldest 80% of the water particles were signif-
icantly less mobilized to generate discharge compared to the youngest 20% at that
time, suggesting a strong variability of flow paths.
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1.6.3 Inverse Storage Effect (ISE) in WS10

Let tm be the time when the catchment storage S reaches its minimum Smin and tM
the time when the catchment storage reaches its maximum SMAX. The sign of the
following metric χ generally defines the increase or decrease in the preference of
streamflow for younger water, for increasing storage values (equation 1.14):

χ =
ωQ(PS = 0, tM)−ωQ(PS = 0, tm)

SMAX − Smin
(1.14)

Note that in our case, we could compute χ using the dynamic storage metric Sd
instead of the absolute storage S, since their time variation was the same. Water
age T or age-ranked storage ST could be used as an alternative variable for ωQ in
equation 1.14. χ > 0 indicates an ISE overall, while χ < 0 indicates a Direct Storage
Effect (DSE) overall. Contrary to the ISE, the DSE is by definition a decrease of young
water fractions in discharge for increasing storage (Harman, 2015). In WS10,the ISE
is generally the dominating process since χ = 2.4

370 mm = 0.065 mm > 0.

During transition periods in WS10 (approximately for 175 mm < Sd < 275 mm),
the streamflow SAS functions varied strongly while Sd varied little, which prevented
the use of a metric similar to χ (e.g., denominator close to 0 when variations of Sd
were close to 0). Thus, we needed to compare the variations of ωQ for the youngest
water(i.e., dωQ(0, t)) and the variations of Sd (i.e., dSd(t)) in a time-varying way. We
compared variations of ωQ and Sd at weekly intervals, i.e., we compared ωQ(0, t +
1 week)−ωQ(0, t) and Sd(t+ 1 week)− Sd(t) (Figure 1.7).It became apparent that the
response of WS10 was mostly in agreement with the ISE (Figure 1.7). However, there
were periods during which dSd > 0 and dωQ < 0, i.e., the DSE seemed to apply. A
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FIGURE 1.6: Streamflow SAS functions ωQ(T, t) for different dynamic storage values
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the x axis, and a higher amplitude of ωQ indicates a stronger preference of streamflow

for a given age in storage.

particularly important number of points lay on the dωQ = 0 axis for dSd < 0 (Figure
1.7), which shows that weekly variations in Sd(t) and weekly variations of ωQ(0, t)
were independent in these moments.

1.6.4 Streamflow Travel Time Dynamics

The streamflow median travel time (MdTT) in WS10 showed a pronounced season-
ality, ranging from less than 100 days during wetter periods to more than 1,300 days
during drier periods (Figure 1.7). Similar to the streamflow SAS functions, the MdTT
appeared not to depend only on the value of Sd. When Sd < 175 mm, the MdTT was
high and it increased as Sd decreased. Conversely, when Sd > 275 mm, the MdTT
was low and it decreased as Sd increased. Yet, for values of Sd close to these two
thresholds, switches between the low and high values of the MdTT occurred. Over
the entire range of Sd, MdTT followed a counter-clockwise hysteresis loop. Many
MdTT values corresponded to a given Sd, which indicates that the streamflow travel
times in streamflow depend on the whole history of storage states. Note that a clock-
wise hysteresis loop exists for Sd < 175 mm only because water is aging steadily.
Smaller counterclockwise hysteresis loops are visible for Sd > 275 mm and corre-
spond to differences between the rising limb and the falling limb of runoff events
(Figure 1.8).
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Water age fractions in streamflow (Figure 1.9) help understand the observed
MdTT patterns. Streamflow volume was dominated by younger water discharged
during runoff events. At the beginning of winter 2001, the catchment passed through
several states and periods that could be identified as follows (Figure 1.9):

1. Period 1 (6–27 October 2001), dry catchment state: streamflow is very low,
rather constant, and 75% of the water is over 2 years old, which explains the
very long MdTT of over 3 years. Water is aging steadily, as indicated by the
small and constant increase in the MdTT.

2. Period 2 (27 October to 27 November 2001), wet-up: as soon as the stream starts
reacting to precipitation events, even when the streamflow response is so low
that it does not show up on the graph (Figure 1.9), the event water fraction
(age < 2 days, pink color) increases rapidly (up to 12%). Young preevent water
(2–20 days, yellow color) starts to be mobilized and ranges from 10% to 15%
of the total flow. This causes the MdTT to drop significantly to under 2 years.
Streamflow increases sharply and consists mostly of water younger than 1 year
old.

3. Period 3 (27 November to 20 December 2001), wet state: through the wettest
period of winter, the event water fraction slightly decreases (peaking around
10%), whereas young preevent water (2–20 days) becomes more relevant (up
to 35% contribution). This causes the MdTT to decrease to less than 6 months.
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Streamflow is then at its maximum and mostly composed of water younger
than 6 months.

4. Period 4 (20 December 2001 to 4 January 2002), recession: event water is not
found in streamflow as recession proceeds and rainfall events cease, and young
preevent water (2–20 days) contributes to less than 10% of the streamflow.
About 50% of streamflow is older than 2 years. Consequently, the MdTT in-
creases to more than 2 years. The system is still in a transitional phase, where
event water can still reach the stream rapidly and causes a noticeable drop in
the MdTT during precipitation events.

1.7 Discussion

1.7.1 Model Parameterization and Performance

The deviation between simulated and observed δ18O in streamflow during the low-
flow period of 2001 and 2002 (Figure 1.4) suggests an evaporative enrichment of
stream water, which was not implemented in the model. During these periods, dis-
charge was close to zero (Q � 1 L/s) and the stream was mainly flowing over a
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bedrock channel without much storage, and likely experienced evaporation. With-
out additional 2H data, it is unfortunately not possible to plot the stream samples
against the Local Meteoric Water Line (LMWL) and confirm the interpretation that
water was fractionated by evaporation.

Within this work, we assumed RS for all outflows in the soil and groundwater
reservoirs (Benettin et al. 2015b). Yet, Brooks et al. (2010) found that plants may
be able to access water in the soils that does not contribute to discharge. The RS
assumption we employed here was nevertheless sufficient to satisfactorily simulate
18O tracer dynamics in the WS10 streamflow (NSE > 0.5 for streamflow δ18O), es-
pecially after combining the two storages in series-parallel. The related simplicity
of representing transport in this way is a major advantage when solving equations
numerically. An additional advantage is the parsimonious parameterization, which
limits parameter uncertainties. More complex approaches could parameterize the
interactions between the active storage and passive storage in the model. Recent
studies have used mixing coefficients in conceptual models and concluded that in
some cases, the use of partial mixing (PM) could result in better performances in
simulating hydrological tracer transport compared to the use of CM (Fenicia et al.
2010; Hrachowitz et al. 2013; McMillan et al. 2012b). Yet, in some cases, this improve-
ment came at the cost of more uncertainty due to decreased parameter identifiability
(Fenicia et al. 2010; Hrachowitz et al. 2013). Alternatively, the constant SAS functions
used in each reservoir in our study could be changed to varying functions of resi-
dence times. One could use, for example, time-variant gamma (Harman 2015), beta
(van der Velde et al. 2012; van der Velde et al. 2015), or power law distributions
(Benettin et al. 2017b) with respect to reservoir residence times. The parameters of
these distributions could be made storage-dependent. The main difficulty in apply-
ing such approaches would be finding the minimum additional state variables or
parameters required to capture the true hydrological and chemical processes in this
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catchment (Haraldsson and Sverdrup 2013) without increasing uncertainties (Feni-
cia et al. 2010; Page et al. 2007) or attempting to match the data too closely with too
complex and unrealistic parameterizations (Kirchner 2006). Future work may ex-
plore the importance of mixing assumptions in WS10, as done at other sites (van der
Velde et al. 2015).

The parameter ranges in this study were similar to other studies using concep-
tual models calibrated to hydrographs and tracer data (Benettin et al. 2015a,b; Birkel
and Soulsby 2016; Birkel et al. 2011a, 2015; Fenicia et al. 2010; Soulsby et al. 2015b).
However, some other catchment transport studies (e.g., Birkel et al. 2010b; Hra-
chowitz et al. 2013; Hrachowitz et al. 2015) found narrower parameter ranges. A
meaningful comparison of parameter uncertainty and ranges is yet challenging due
to different processes, parameterizations, and calibration methods. Streamflow δ18O
in WS10 is one of the most damped tracer record among a range of well-studied
catchments (Tetzlaff et al. 2009) and thus provides less information about transport
processes. Most δ18O samples in WS10 were weekly samples, which may hide more
pronounced variations that could be used to identify transport processes (Birkel et
al. 2010a; Dunn et al. 2008; Hrachowitz et al. 2011; Kirchner et al. 2004). The damped
and low frequency tracer record in WS10 was partly responsible for the parame-
ter uncertainties. These uncertainties were already discussed by McGuire and Mc-
Donnell (2006) a decade ago when applying a steady state convolution approach to
derive catchment MTT in WS10.

The prior distributions had a noticeable weight in shaping the behavioral pa-
rameter distributions (Figure 1.5). These prior distributions were nevertheless nec-
essary to simulate streamflow values in agreement with discharge measurements
(governed by the parameter µQ), ET values corresponding to the previous estimates
(parameter Ψ), and groundwater storage consistent with a previous MTT estimate
(parameter βgw) (see section 1.4). The parameter Ggw representing passive ground-
water storage was not identifiable (Figure 1.5), thus we constrained it to 0 mm. The
uncertainty of Ggw results from the inability of 18O to distinguish the potential con-
tributions of a groundwater volume with residence times over ∼2 years, since these
contributions barely show variation in δ18O. Constraining old water fractions of the
streamflow TTDs requires additional tracers, such as tritium (Stewart et al. 2012).
Uncertainty remains in the contributions and the age of old water in WS10. Similar
results were found in the Hubbard Brook catchment, NH, USA (using stable iso-
topes) and in the Upper Hafren catchment, Plynlimon catchment, UK (using chlo-
ride) (Benettin et al. 2015a,b). Future work should assess the uncertainties of time-
varying travel times and SAS functions to all model parameters using various water
age metrics, such as the Median Travel Time (Benettin et al. 2017b) in a rigorous
uncertainty framework.

1.7.2 Time-Varying Relationships Between Storage and Water Ages

Our results (Figures 1.6 and 1.8) suggest that streamflow SAS functions and travel
times in WS10 mostly depend on catchment wetness, which is controlled by the
climate seasonality at HJA. Age selection patterns generally followed the ISE (Fig-
ure 1.7) where the fractions of younger water in discharge increase with increasing
storage. This study therefore supports the emerging idea that the ISE may be true
for most catchments (Benettin et al. 2017b; Harman 2015; Kim et al. 2016; Pangle
et al. 2017; Wilusz et al. 2017). The ISE is also consistent with findings from previ-
ous streamflow travel time studies in WS10 (Klaus et al. 2015a; McGuire et al. 2007;
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Sayama and McDonnell 2009) that have not formally studied age selection patterns.
However, our study revealed that during transitions from dry to wetter states in
fall, and during transitions from wet to drier states in spring, the ISE did not strictly
apply in WS10. During these transitions, the changes in the streamflow SAS func-
tions were not linearly related to the changes of catchment storage. In part, we also
found a decrease in the fraction of young water for increasing catchment storage.
This may point to a DSE-like behavior in a few instances. The marked seasonal-
ity of the Mediterranean climate at HJA made it possible to detect this, resulting in
rapid and strong storage variations across seasons. However, uncertainty was high-
est during these transition periods (Figure 1.4). Hydrological systems are known
to be more uncertain during transitions of certain state variables like soil moisture
around threshold values (Zehe et al. 2007). Deviations of travel time dynamics from
the ISE have been reported at other sites (Klaus et al. 2013; Legout et al. 2007). For ex-
ample, Klaus et al. (2013) found higher fractions of preevent water (i.e., “old” water)
leaving the soil matrix after a certain moisture threshold was exceeded.

Parameterizing SAS functions with respect to catchment storage has recently
been demonstrated using one-to-one relationships with age-ranked storage (Benet-
tin et al. 2015b, 2017b; Harman 2015). In WS10, streamflow SAS functions seemed to
depend on storage values with a many-to-many relationship (Figures 1.6 and 1.7).
During transition periods, different storage values could result in a similar age se-
lection pattern. Reciprocally, different age selection patterns could result from the
same storage value. In WS10, catchment mixing, i.e., the variability of flow paths
integrated at the catchment scale, thus seemed to depend rather on the history of
storage states (i.e., hysteretic), and on the spatial distribution of water storage (e.g.,
in the hillslopes). This is consistent with the observation of hysteresis in hillslope-
catchment discharge relationships in a previous study in WS10 (McGuire and Mc-
Donnell 2010). Contributing areas, where water flows through the subsurface down
to the stream, can extend far upstream during the rising limb of the hydrograph, and
remain in the higher elevations during the falling limb, creating storage-discharge
hysteresis (Nippgen et al. 2015). Overall, our findings suggest that storage effects
on water age selection (ISE, DSE) may need to be regarded as a time-varying phe-
nomenon in catchments exposed to a marked seasonal climate. In future work, the
parameterizations of SAS functions should ideally integrate this behavior.

1.7.3 Confronting Time-Varying Streamflow Travel Times and SAS Func-
tions to Previous Flow Path Investigations in WS10

The streamflow travel time estimates in this study were similar to the results from
previous studies in WS10. We found an average MTT (flow-weighted) of 1.36 years
over the simulated period (2001–2003). Previous studies reported a MTT of 1.26 ±
0.29 years (McGuire et al. 2005), 0.47 years (Sayama and McDonnell 2009), and 1.1
years (Klaus et al. 2015a), even though different approaches were used. The rela-
tively low MTT of Sayama and McDonnell (2009) may be attributed to the fact that
their model did not rely on tracer data but only hydrographs to constrain the pre-
dictions. The 18O time series contains more information about the velocity of water
particles than streamflow data alone, which is more informative about the celerity
of subsurface water pressure waves. Incorporating tracer data into the models is
known to affect the estimation of parameters and thus water velocities and travel
times (McDonnell and Beven 2014; McGuire et al. 2007; Scaini et al. 2017; Vaché and
McDonnell 2006; van Verseveld et al. 2017). This clearly shows that estimated travel
times that are not benchmarked against tracer data must be taken with caution (c.f.
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Danesh-Yazdi et al. 2018). Nevertheless, the streamflow travel time dynamics fol-
lowed climate seasonality (Figure 1.9), showing a clear climate control on the MTT
in WS10, consistent with previous studies (Klaus et al. 2015a; Sayama and McDon-
nell 2009) This is consistent with findings from other sites (Heidbüchel et al. 2013;
Hrachowitz et al. 2009a,b, 2010; van der Velde et al. 2012).

We used the streamflow median travel time (MdTT) in our analysis (Figures 1.8
and 1.9), which is less sensitive to the uncertainties induced by old water fractions
(see section 1.7.1). The MdTT ranged from 0.08 to 3.9 years during the 2001–2003
period (Figure 1.9) with an average (flow-weighted) value of 0.28 years. Klaus et al.
(2015a) reported an average MdTT of 0.9 years over the same period. One reason for
this difference relates to the way tracer data is used in each approach. The method
of Klaus et al. (2015a) gave more weight to the base flow samples to constrain sim-
ulations than our approach. These samples are associated with longer travel times.
Our approach was able to better capture short-term variations during events that
commonly have much younger age compositions than base flow periods. Another
reason for this difference in the MdTT could be that we distinguished two main
sources of streamflow (i.e., reservoirs) with drastically different TTDs. The most
active reservoir was the one simulating the contributions of soil water from the hill-
slopes, with a high turnover rate. This reservoir provided mostly younger water
(ages mostly below 1 year), especially during rainfall-runoff events (Figure 1.9) and
gave the average MdTT a rather low value of 0.28 years. This is consistent with the
estimated average MdTT of 0.25 years in the WS10 experimental hillslope (McGuire
et al. 2007; van Verseveld et al. 2017). It is also consistent with the conclusion that soil
depth (along with climate, as explained above) acts as a control on the MTT in WS10
(Sayama and McDonnell 2009), which was also found at other sites (Capell et al.
2012; Heidbüchel et al. 2013; Hrachowitz et al. 2009a, 2010). In contrast to the shal-
low reservoir, the groundwater reservoir in this study had a low turnover rate. The
variations of modeled groundwater storage were only around 5% over 1 year, con-
sistent with the near absence of groundwater level changes in some wells in WS10
(Gabrielli et al. 2012). The groundwater reservoir provided mostly older water frac-
tions (ages well above 1 year) to the stream (Figure 1.9). These groundwater contri-
butions seem to be water that has flowed through tortuous pathways in the bedrock
(Gabrielli et al. 2012). Most streamflow is derived from precipitation that fell a few
months earlier, but the comparatively small volumetric contributions of water that
is several years old (turquoise and red water age fractions in Figure 9) can substan-
tially raise the average MdTT and especially the average MTT in WS10, as suggested
by (Gabrielli et al. 2012). Thus, the strong seasonality of streamflow travel times in
WS10 is the result of seasonal hillslope contributions added to comparatively con-
stant groundwater contributions. The hillslope connection and disconnection were
driven by the precipitation regime.

Deep seepage loss was identified in WS10 and the surrounding catchments WS01,
WS02, and WS03 (Gabrielli et al. 2012; Graham et al. 2010; Waichler et al. 2005). In
our model conceptualization, this water was lost by ET active only in the shallow
storage, which contains mostly younger water (ages < 1 year). This means that po-
tentially more young water left the catchment model via ET than in reality, whereas
the model should instead lose old groundwater via deep seepage. This may result in
a bias toward older ages in the model compared to reality. Yet, Waichler et al. (2005)
suggested that ET estimates in the lower part of the Lookout Creek at HJA are too
low to close the water balance and need to be adjusted to account for the evapora-
tion of the precipitation intercepted by humus and wood logs. More work in WS10
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is needed to understand what water evaporates from the canopy and the soils, what
water plants take up and eventually transpire (Barnard et al. 2010; Bond et al. 2002;
Brooks et al. 2010), and how this may impact streamflow TTDs.

Our simulations with a conceptual model yielded streamflow travel time dynam-
ics that were consistent with the previous understanding of how water ages are mo-
bilized from storage in WS10 (Klaus et al. 2015a; McGuire and McDonnell 2010). This
understanding was summarized in a perceptual model of the catchment (McGuire
and McDonnell 2010) consisting of three water age reservoirs: (1) event water (1–2
days old), (2) shallow reservoir (10–25 days old), and (3) deep reservoir (1–2 years
old) associated with flow paths in (1) preferential networks, (2) hillslope soils, and
(3) bedrock. Here we went beyond this perception, by showing that the relative con-
tributions of these age reservoirs are highly time-variant and can be represented by
contrasting streamflow SAS functions for the dry and wet seasons (Figure 1.6) in
agreement with ISE (Figure 1.7). However, the ISE may not apply during transition
periods, since different and competing transport processes create a hysteretic catch-
ment response (Figure 1.8, McGuire and McDonnell (2010)). Hysteresis in storage-
travel time response was also observed in three Scottish catchments (Hrachowitz et
al. 2013). Hysteresis in catchment response indicates that significant changes occur
in the source of the water mobilized to generate streamflow. This may be important
to explain the rapid chemical response of catchments during runoff events in con-
trast with the relative absence of response in conservative tracers (Godsey et al. 2010;
Kirchner 2003). The transport processes influencing the WS10 response during wet-
up periods could on the one hand be the redistribution of soil water from wetter to
drier parts. On the other hand, preferential flow takes place in the unsaturated zone
(McGuire and McDonnell 2010; McGuire et al. 2007) and in fractures below the soil-
bedrock interface (Gabrielli et al. 2012), potentially acting as bypass mechanisms.
During the spring dry-out, a generally upward movement of the water, due to plant
water uptake and evaporation, competes with downward unsaturated flow in soils.
Conceptualizing the mixing of soil water at a smaller scale (e.g., pore scale) as in
McGuire et al. (2007) and van Verseveld et al. (2017) to understand catchment scale
transport effects (represented by SAS functions) paves the way for future research in
WS10.

1.8 Conclusion

Our catchment conceptual model, developed based on experimental observations of
water flow paths in WS10 (McGuire and McDonnell 2010), was successful in mod-
eling streamflow and 18O transport. It allowed us to track water ages in catchment
storage and outflows, and derive time-varying RTDs, and streamflow TTDs and SAS
functions by solving the Master Equation. The streamflow SAS functions showed
that the ISE dominates the age selection patterns in WS10 where the Mediterranean
climate is highly seasonal. The catchment preferentially releases younger water in
the winter after wetting up in late fall, while older water is preferentially released
during dryer periods in the summer. The pronounced seasonality of streamflow
travel times in WS10 is related to seasonal contributions of younger water from
the hillslopes during wet periods. The streamflow SAS functions were a consistent
lumped description of this mobilization of water from catchment storage, supported
by the previous experimental and modeling work in WS10. During transition peri-
ods from dry states to wet states and vice versa, strong storage variations caused
by the marked climate seasonality caused deviations from the ISE. These deviations
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occurred when changes in catchment storage were not linearly related to changes
in streamflow SAS functions. These deviations also showed a DSE-like behavior
over short periods of time. During transition periods, the catchment response was
likely influenced by preferential flow and soil water redistribution caused by the
drying effects of evapotranspiration. The streamflow SAS functions and travel time
dynamics furthermore revealed that storage-travel time hysteresis exists in WS10.
Overall, these findings suggest that future work with SAS functions needs to con-
sider time variance and hysteresis in the relationships between catchment storage
and water ages for catchments exposed to seasonal climates. The modeling results
in this study also suggest that more work is needed in characterizing the soil water
interactions in WS10. Such interactions could be implemented in lumped modeling
approaches, for instance by using mixing coefficients or different SAS functions than
in our study.
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Chapter 2

Expanding travel time theory
towards water age multimodality:
Part 1

An edited version of this paper was published by Wiley1 as:

N. B. Rodriguez and J. Klaus (2019). “Catchment Travel Times From Composite
StorAge Selection Functions Representing the Superposition of Streamflow

Generation Processes”. In: Water Resources Research 55.11, pp. 9292–9314. DOI:
10.1029/2019WR024973

Key points

• We introduced composite StorAge Selection functions defined as a weighted
sum of probability distribution functions (i.e. components).

• A composite streamflow StorAge Selection function was necessary to simulate
the complex high resolution δ2H dynamics of the stream.

• The components of this StorAge Selection function confirmed the hypothe-
sized superposition of streamflow generation processes.

1Copyright (2019) American Geophysical Union. This contribution was made Open Access under
the terms of the Creative Commons Attribution-NoDerivs License, which permits use and distribution
in any medium, provided the original work is properly cited and no modifications or adaptations are
made.
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Abstract

Catchment travel times integrate the multitude of hydrological flow processes and
provide insights into catchment functioning. StorAge Selection (SAS) functions de-
scribe how residence times of water in storage are related to travel times of water
in catchment outflows. As such, SAS functions are useful to summarize transport
processes in catchments and are ideal to simulate catchment outflows and the con-
centrations of various solutes and tracers. Recent studies suggested that using one
probability distribution function (pdf) for SAS functions may not account for all
transport processes in various hydrological systems. In this study we introduced
a composite streamflow SAS function defined as a weighted sum of several pdfs
(called components), using a uniform pdf for the youngest water and two gamma
pdfs for the oldest water. The novel parameterization of this SAS function is non-
linear with respect to catchment storage and to a proxy of storage variations. This
composite streamflow SAS function was needed to obtain realistic simulations of the
complex high resolution (sub-daily) stream deuterium (δ2H) dynamics measured for
2 years in the Weierbach, a forested headwater catchment in Luxembourg, whereas
various SAS functions using only one component (i.e. pdf) failed. The three com-
ponents of the composite streamflow SAS function confirmed the superposition of
streamflow generation mechanisms with contrasting travel times suggested by pre-
vious experimental and modeling studies. Our work suggests that in some catch-
ments, composite SAS functions may offer a more realistic perspective on transport
processes derived from high resolution tracer data than simpler SAS functions.

Plain Language Summary

The age of stream water is the time it takes rainfall to reach the stream. Stream water
age depends on how water flows through natural landscapes. It provides essential
information because it represents the time water spends in contact with soils and
rocks, which influences stream chemistry. Recent studies showed that the current
mathematical models describing stream water ages cannot completely explain the
observed variations of certain hydrological tracers in the stream. These tracers are
the water itself, or solutes transported with water. In this study we propose an
adaptation of the models describing stream water ages that better corresponds to
such observations in a small stream located in a forest in Luxembourg. We suggest
that considering that the streamflow is derived from a multitude of superimposed
flow mechanisms is crucial for a better description of stream water ages and for
better interpretations of the hydrological tracers measured in the streams.

2.1 Introduction

Distributions of water ages are essential descriptors of the hydrological state and
functioning of a catchment. The backwards residence time distribution (RTD in the
rest of the manuscript) characterizes the fractions of water ages in storage, whereas
backwards travel time distributions (TTDs in the rest of the manuscript) character-
ize the fractions of water ages in outflows (Benettin et al. 2015c; Rigon et al. 2016).
Backward distributions (called here RTD and TTDs) are based on the concept of age
(time spent since entry). The complementary forward distributions defined using
life expectancy (time remaining before exit) are not considered here, but they were
exhaustively described by Benettin et al. (2015c) and Rigon et al. (2016). The age of
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water is affected by the range of hydrological processes taking place, which makes
TTDs integrated descriptors of the transport processes to outlets. The streamflow
TTD has thus been used as a lumped model of tracer transport from precipitation
to the stream in many catchments (Hrachowitz et al. 2016; McGuire and McDonnell
2006), usually by assuming steady-state flow conditions and the equality between
the streamflow TTD and the catchment RTD. These assumptions initially created a
mismatch between streamflow generation processes and the streamflow TTD, be-
cause streamflow is not at steady-state, and because all the water in storage may
not necessarily contribute to streamflow at all times (Berry et al. 2018; Hrachowitz
et al. 2013). This mismatch has been a hindrance to summarizing streamflow gen-
eration processes using a TTD. Formulating a streamflow TTD in a way that goes
beyond these assumptions and that accounts for all transport processes has never-
theless been a challenging task (McGuire and McDonnell 2006), especially because
the tracers used to estimate TTDs (mostly 18O and 2H) have been coarsely measured
in the last two decades (e.g. weekly to monthly). Advances in stable isotope sam-
pling techniques for precipitation, streamflow, and other water sources (Berman et
al. 2009; Koehler and Wassenaar 2011; Munksgaard et al. 2011; Pangle et al. 2013) re-
vealed high variability and complexity of the dynamics of 18O and 2H in catchments.
This has been valuable to shed light on the time variance of streamflow generation
processes (Kirchner et al. 2004; Klaus and McDonnell 2013), and was followed by
some initial steps to account for time variance in the TTDs and RTDs (e.g. Heid-
büchel et al. 2012; Hrachowitz et al. 2009b; Tetzlaff et al. 2014). These observations
also fostered the use of more complex TTDs and RTDs that are not described by an-
alytical probability distribution functions (pdfs) (Botter et al. 2010). In recent years,
new methods to calculate time-variant TTDs and RTDs emerged to better describe
transport processes in catchments. For several catchments, water ages were tracked
in lumped hydrological models including tracers (Birkel et al. 2015; Hrachowitz et
al. 2013; McMillan et al. 2012b; Rodriguez et al. 2018). Yet, only a limited number of
study sites have high resolution (e.g. sub-daily) tracer records spanning a few years
available for travel time research.

In parallel to improvements in tracer observations, theoretical progress has en-
abled the calculation of shape-free and time-varying TTDs and RTDs based on an
age-labeled water mass conservation equation (Botter 2012; Botter et al. 2011). The
closure of this equation can be achieved by using StorAge Selection (SAS) functions.
As a result, SAS functions (Harman 2015; Rinaldo et al. 2015) have become a focus
of travel time research. SAS functions link the RTD to TTDs and represent the pref-
erence of catchment outflows to mobilize certain water ages from storage, which
can be viewed as catchment scale mixing from combinations of various flow paths
(Benettin et al. 2013a). SAS functions have thus been increasingly used to summa-
rize the transport processes in various hydrological control volumes, such as the
soil-atmosphere interface (Queloz et al. 2015b), laboratory hillslopes (Pangle et al.
2017) or virtual hillslopes (Danesh-Yazdi et al. 2018), and various catchments (e.g.,
Benettin et al. 2017b; van der Velde et al. 2012; van der Velde et al. 2015). Follow-
ing arguments of Rinaldo et al. (2015), more and more studies have used a transport
formulation based directly on SAS functions for a single control volume encompass-
ing the whole catchment rather than calculated from hydrological models (Benettin
and Bertuzzo 2018; Benettin et al. 2017b; Harman 2015; Kim et al. 2016; Klaus et al.
2015a). This formulation allows a conceptualization of catchment internal flow paths
and the resulting mixing dynamics by only specifying the SAS functions of the catch-
ment outflows. This approach also yields directly the time-varying RTD and TTDs
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as a model output, even when the SAS functions are at steady-state. Approaches
to estimate non-parametric TTDs from tracer data have also been proposed as an
alternative to fitting analytical SAS functions to tracer data (Kirchner 2019; Turner
et al. 1987; Turner and Macpherson 1990a). However, such approaches do not dis-
tinguish the influence of external forcing dynamics from the influence of internal
changes in flow paths on travel times (Kim et al. 2016), nor account for all the terms
(e.g. ET) of the catchment age-labeled water budget. Therefore, as it was the case for
the TTDs and the RTDs a decade ago, current research on the SAS functions often
relies on fitting the parameters of their pdfs (e.g. beta distribution, gamma distribu-
tion, power-law function) to tracer data. Recent research has shown that consider-
ing time variance in the parameterization of the streamflow SAS function accounts
for the time variance of hydrological processes and results in more accurate tracer
transport simulations than at steady-state (Benettin et al. 2017b; Harman et al. 2016;
Rodriguez et al. 2018). Furthermore, several studies suggested that the shape of the
streamflow SAS function is challenging to parameterize with e.g. storage, because
of catchment subsurface heterogeneity and nonlinear relationships between storage
and streamflow (Danesh-Yazdi et al. 2018; Remondi et al. 2018; Rodriguez et al. 2018;
van der Velde et al. 2015; Yang et al. 2018). Thus, an improved understanding of the
shape of the streamflow SAS function and of its parameterization is a critical step
towards a better link between streamflow generation processes and travel times.

Most studies that determined a time-varying streamflow TTD have found that
using one pdf for the streamflow SAS function (e.g. beta, gamma) could simulate
well the tracer transport to the stream. This is true for example for the catchments
Marshall Gulch in Arizona and Gårdsjön in Sweden (van der Velde et al. 2015),
Hafren in Wales (Benettin et al. 2015b; Harman 2015), and Bruntland Burn in Scot-
land (Benettin et al. 2017b). Although the resulting TTDs and RTD are time-varying,
they rely on the assumption that a superposition of hydrological processes acting
simultaneously at different temporal and spatial scales with potentially contrasting
water ages can be summarized by a relatively simple and smooth SAS function of
water ages or age-ranked storage. This assumption is however based on a limited
number of sites where high frequency tracer data is available. This requires addi-
tional testing at more catchments with a range of climate, land use, and geology (c.f.
Rinaldo et al. 2015). This is all the truer as heterogeneity in the subsurface results
in complex shapes for the SAS functions (Danesh-Yazdi et al. 2018). In only a few
recent studies it was shown that using only one pdf for the SAS functions could not
simulate the transport of tracers well. (Queloz et al. 2015b), for example, found that
the breakthrough curves of fluorobenzoate tracers in a lysimeter have multiple dis-
tinct peaks that are not fully captured by a power-law SAS function. These peaks
may be associated with preferential flow on top of translatory flow in the lysimeter
(Benettin et al. 2019). Kaandorp et al. (2018) found that the SAS function represent-
ing groundwater transport in one of their study catchments could not be approxi-
mated by a beta distribution, because of contributions from multiple aquifers with
distinct water ages. Kirchner (2016a) showed that simplifying the composite catch-
ment responses could in theory result in incorrect estimations of streamflow TTDs.
Similarly, for a given catchment outflow (e.g. streamflow), misinterpretations could
be made when a superposition of transport processes associated with contrasting
travel times is approximated by a simpler SAS function consisting of only one pdf.
Composite SAS functions defined as a sum of pdfs (i.e. components) may thus be
necessary to advance the theory in travel time studies especially when they are used
as a summary of complex streamflow generation processes.
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In this work, we used a composite streamflow SAS function to calculate the time-
varying streamflow TTD and catchment RTD in the Weierbach. The Weierbach is a
42 ha forested headwater catchment located in Luxembourg. Streamflow genera-
tion mechanisms in this catchment appear to be complex and need to be validated
with further analyses. For example, the hydrographs are double-peaked (Martínez-
Carreras et al. 2016) and associated with contrasting chemical responses through the
year (Martínez-Carreras et al. 2015; Schwab et al. 2018; Wrede et al. 2015). Storage-
discharge relationships are highly nonlinear and suggest the presence of a storage
threshold for streamflow generation (Martínez-Carreras et al. 2016). Previous stud-
ies in this catchment did not use tracer data in transport models (Fenicia et al. 2014)
or limited tracer analyses on events to investigate end-member contributions to
streamflow at specific times of the year (Wrede et al. 2015). Travel times calculated
from longer tracer records can help to test the emerging hypothesis of streamflow
generation from a water age point of view, even though the specific transport pro-
cesses to the stream cannot be identified from the TTD and SAS function alone. In
this context, the SAS functions were thus used as models to test this hypothesis in a
rather exploratory manner (Neuweiler and Helmig 2017; Pfister and Kirchner 2017),
by inspecting the simulations of stream stable isotopes. For this we leveraged the
high-frequency δ2H record collected in the Weierbach catchment from 2015 to 2017.
Travel time modeling with commonly used SAS functions did not allow satisfactory
simulations of the stream δ2H (c.f. appendix A). Building on this and on the hypoth-
esis of streamflow generation, we increased step by step the complexity of the travel
time model, by adding pdfs to the streamflow SAS function. This study reports the
results of this approach and discusses the potential of composite SAS functions to
describe complex streamflow generation processes in catchments.

2.2 Materials and Methods

2.2.1 Composite SAS functions

We consider a control volume encompassing a catchment. Inflows into the catch-
ment are precipitation J and its tracer with concentration CJ . Outflows from the
catchment are streamflow Q, evapotranspiration ET, and their tracer with concen-
trations CQ and CET. In this study, we employ SAS functions to simulate the concen-
tration CQ of a tracer (here deuterium) in the stream (optionally in ET, CET) as:

CQ(t) =
∫ S(t)

ST=0
CS(ST, t) ωQ(ST, t) dST (2.1)

where S(t) is total catchment storage (mm), ST is age-ranked storage (mm) i.e.
the amount of water in storage younger than a certain age T, CS(ST, t) is the tracer
concentration of water in storage with age T (determined from the past hydrological
inputs CJ), and ωQ(ST, t) is the SAS function of streamflow (mm−1). ωQ(ST, t) dST
(no units) is the fraction of water of age T in streamflow at time t. We introduce
composite SAS functions defined as a weighted sum of individual terms:

ωQ(ST, t) =
M

∑
m=1

λm(t) ωm(ST, t) (2.2)

The m=1...M components ωm are functions that can be conceptually associated
with different streamflow generation processes, each having a weight λm. As a con-
sequence, equation 2.1 can be rewritten as:
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CQ(t) =
M

∑
m=1

λm(t)
∫ S(t)

ST=0
CS(ST, t) ωm(ST, t) dST =

M

∑
m=1

λm(t) Cm(t) (2.3)

where Cm can be conceptually seen as the equivalent concentration associated
with a particular streamflow generation process m. This corresponds to a general-
ization of the approach presented by Klaus et al. (2015a) with an arbitrary number
of “mixing distributions” here defined as SAS functions. We consider that ωm are
probability distribution functions (pdf), implying

∫ S(t)
ST=0 ωm(ST, t) dST = 1. Because

ωQ(ST, t) is also a pdf, this means that ∑M
m=1 λm(t) = 1 thus λm(t) ≤ 1. Viewing

equation 2.3 as a multi-component hydrograph separation (Klaus and McDonnell
2013) makes λm(t) equivalent to the fraction of streamflow generated by the process
m, i.e. λm(t) = Qm(t)/Q(t) , where Qm(t) is the discharge (e.g. mm/h) generated
by the process m. Note that a more general case would correspond to the looser
requirement ∑M

m=1 λm(t)
∫ S(t)

ST=0 ωm(ST, t) dST = 1, where it is possible to have any
integrable function ωm and λm(t) ≥ 1.

2.2.2 Transport model based on SAS functions

The transport model used in this study numerically solves the water mass balance
equation (2.4) and the tracer mass balance equation (2.5) for the catchment. The
water mass balance equation is:

dS
dt

(t) = J(t)−Q(t)− ET(t) (2.4)

The tracer mass balance equation is:

dM
dt

(t) = CJ(t) J(t)− CQ(t) Q(t)− CET(t) ET(t) (2.5)

where M(t) is tracer mass in storage. The outflow concentrations CQ and CET are
calculated from their respective SAS function according to the equivalent of equation
(2.1) in the travel time domain:

C∗(t) =
∫ +∞

T=0
CJ(t− T) p∗(T, t) dT (2.6)

The subscript ∗ denotes either Q or ET. CS(ST, t) has been replaced by CJ(ST, t) =
CJ(t − T), assuming no change in the tracer concentration of a water particle as it
ages (ideal tracer). The variable in the integral was changed according to the equality
p∗(T, t) dT = ω∗(ST, t) dST. The TTDs p∗ are calculated from:

p∗(T, t) =
∂

∂T
(Ω∗(ST, t)) (2.7)

where Ω∗ is the cumulative SAS function assigned to the outflow Q or ET. When
J, CJ , ET, and Q are known, equation (2.5) can be solved after assigning functions of
ST to ΩQ and ΩET in equation (2.6), and by updating the age-ranked storage ST at
every time step. To update ST we solve the Master Equation (ME) in the travel time
domain (Botter et al. 2011) for the distribution of residence times pS:
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∂

∂t
[S(t) pS(T, t)] = −S(t)

∂pS

∂T
(T, t)−Q(t)ωQ(T, t) pS(T, t)−ET(t)ωET(T, t) pS(T, t)

(2.8)
and we use the relationship ST = S(t)

∫ T
u=0 pS(u, t) du. S(t) is deduced from

equation (2.4). Since we define the SAS functions with respect to the age-ranked
storage ST in the model, we have to use the conversion ω∗(T, t) = S(t) ω∗(ST, t) in
equation (2.8). We choose to keep both variables T and t independent, unlike some
recent work with SAS functions using only ST and the method of characteristics to
solve the ME (Benettin and Bertuzzo 2018; Harman 2015). Using not only ST makes
it possible to independently specify the numerical resolutions ∆t and ∆T. This also
allows a definition of the SAS functions ω∗ directly as functions of age T if necessary.
Figure 2.1 summarizes the calculations at the core of the model.

S(t)

J(t)

pS(ST,t)

ST

ET(t)

Q(t)

ωET(ST,t)

ωQ(ST,t)

pET(ST,t)

pQ(ST,t)

x

CJ(t)

CET(t)

x

CJ(t)

CQ(t)

FIGURE 2.1: Conceptual representation of the model used in this study. The central
black box represents catchment storage S(t) with its residence time distribution pS, as
a function of time t and age-ranked storage ST (as a proxy of age T). Precipitation J
(in purple) adds new water to storage. Streamflow Q (in blue) and evapotranspiration
ET (in green) remove specific ages from storage (colored bars and colored brackets)
based on their chosen SAS functions ωQ and ωET . The TTDs of Q and ET pQ and pET
(lighter colors) are thus similar to their SAS function, but modulated by the shape of pS.
The cross in the circle represents the convolution operator applied between the input
concentration CJ(t) and the TTDs to generate outflow tracer concentrations CQ(t) and

CET(t).

2.2.3 Study site description

We applied the described model to the Weierbach catchment. The Weierbach is a 42
ha forested headwater catchment located in the northwest of Luxembourg (figure
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FIGURE 2.2: Map of the Weierbach catchment and its location in Luxembourg. The
weir is located at coordinates (5°47’44”E, 49°49’38”N). SRS is the sequential rainfall
sampler. AS is the stream autosampler. The elevation lines go by increments of 5 m
from 460 m.a.s.l. close to the weir location to 510 m.a.s.l. on the plateau, close to the

northern catchment divide.

2.2). It is one of the experimental catchments of the Attert basin in Luxembourg. It
has recently been the focus of an increasing number of experimental studies (An-
tonelli et al. 2017; Glaser et al. 2018; Gourdol et al. 2018; Juilleret et al. 2016; Klaus
et al. 2015b; Martínez-Carreras et al. 2015; Martínez-Carreras et al. 2016; Moragues-
Quiroga et al. 2017; Pfister et al. 2017b; Scaini et al. 2017, 2018; Schwab et al. 2018)
and modeling studies (Carrer et al. 2019; Fenicia et al. 2014; Glaser et al. 2019b, 2016;
Kavetski et al. 2011).

The Weierbach is located in the Oesling region in Luxembourg, characterized by
gently sloping plateaus cut by deep V-shaped valleys. Elevations in the catchment
span from 460 to 512 m.a.s.l. Two landscape units were distinguished depending
on their subsolum type and their slope (Martínez-Carreras et al. 2016). The plateau
area is about 30 ha and has slopes between 0° and 5°. The hillslope area is about 12
ha and has slopes between 5° and 44°. The hillslope area includes a riparian area
representing about 0.4 ha.

The vegetation in the catchment is dominated by deciduous hardwood trees (Eu-
ropean beech and Oak), and conifers (Picea abies and Pseudotsuga menziesii). A ripar-
ian zone up to 3 m wide surrounds most of the stream and is covered by a variety
of short vegetation including spinulose wood fern (Dryopteris carthusiana), yellow
basalm (Impatiens noli-tangere), opposite-leaved golden saxifrage (Chrysosplenium op-
positifolium), and wood-sorrel (Oxalis acetosella) (Martínez-Carreras et al. 2015).
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The bedrock in the Weierbach consists mostly of Devonian slate of the Ardennes
massif, phyllades, and quartzite (Juilleret et al. 2011). Pleistocene Periglacial Slope
Deposits (PPSD) cover the bedrock and are oriented parallel to the slope (Juilleret
et al. 2011; Juilleret et al. 2016). According the the WRB classification, the soil de-
veloped from the PPSD in the catchment is Leptic Cambisol (Humic, Ruptic, Dys-
tric, Endosketelic, Siltic) (Juilleret et al. 2011). Many physical investigations (e.g.
soil pits, core drillings, and porosity and particle size distribution measurements)
were carried out in the catchment (Juilleret et al. 2016; Martínez-Carreras et al. 2016;
Moragues-Quiroga et al. 2017). Two parts of the PPSD can be distinguished. From 0
to approximately 50 cm depth lies the Upper Layer (UL). The UL has a high average
drainable porosity of 30% (Martínez-Carreras et al. 2016). The lower part of the PPSD
is the Basal Layer (BL), between approximately 50 cm to 140 cm depth. Drainable
porosity declines rapidly with depth from 30% to 10% in the BL (Gourdol et al. 2018).
The coarse element content increases with depth in the BL from 30% to 75% between
50 cm and 90 cm depth, and to more than 80% between 90 cm and 140 cm depth.
The orientation of the coarse material (slate stones) in the BL is mostly parallel to the
bedrock surface slope (Juilleret et al. 2011). The weathered and fractured bedrock
starts on average at about 140 cm depth, with fractures closing at approximately 5
m depth (Gourdol et al. 2018). The fresh bedrock starts deeper than approximately
5 m from the surface at most locations and can be considered impermeable.

The climate at the study site is governed by the interplay between seasonality in
precipitation and in ET. Precipitation averaged 953 mm/yr over 2006-2014 (Pfister
et al. 2017a) and is rather uniformly distributed throughout the year. The average
runoff coefficient in the catchment was 50% for the period 2006-2014 (Pfister et al.
2017a). Evapotranspiration is higher in summer and creates a distinct seasonality
in streamflow. Snow can accumulate for a few days in winter but it generally melts
rapidly. Characteristic double peak hydrographs are observed during wetter peri-
ods (Martínez-Carreras et al. 2016; Schwab et al. 2018). The “first” peaks are flashy
responses to precipitation events. They are always generated during a precipitation
event. In contrast the “second” peaks are broader, delayed, longer lasting, and often
occur after precipitation ended (figure 2.4). First peaks are often superimposed on
second peaks during wetter periods.

2.2.4 Current understanding of streamflow generation

A perceptual model of the main flow paths through the Weierbach catchment was
proposed by Wrede et al. (2015) who used a variety of field measurements and
streamflow simulations. Here we update this understanding based on results from
more recent experimental and modeling studies (figure 2.3). This understanding is
used as hypothesis about streamflow generation that is tested with the results pro-
vided by the streamflow SAS functions.

In the current perceptual model, the first peaks of the hydrographs are gener-
ated by precipitation events causing saturation excess flow from the riparian soils
into the stream (Klaus et al. 2015b). Additionally, overland flow in the riparian
area and rain on the stream contribute to this first peak (Glaser et al. 2016). This
is supported by hydrograph separation and end-member mixing analysis studies
(Martínez-Carreras et al. 2015; Wrede et al. 2015), by observations of aerial diatoms
in the stream (Antonelli et al. 2017; Klaus et al. 2015b; Pfister et al. 2009, 2017b),
by high-frequency stream DOC observations (Schwab et al. 2018), and by thermal
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infrared imagery (Glaser et al. 2018). Second peaks are generated by lateral sub-
surface flow above the PPSD/weathered bedrock interface (in the BL), where the
PPSD is assumed laterally more conductive than vertically (section 2.2.3). The lat-
eral subsurface flow is fed by infiltration and likely faster during larger precipitation
events. It is initiated by a rise in groundwater levels, corresponding to a certain stor-
age threshold in the weathered bedrock (Fenicia et al. 2014; Martínez-Carreras et al.
2016; Wrede et al. 2015) filled by accumulation of larger precipitation amounts dur-
ing wetter periods. This is supported particularly well by streamflow simulations
with a physically-based 3D model also constrained to surface saturation patterns
(Glaser et al. 2016).

A

Fractured/weathered
bedrock (140 ∼500 cm)

PPSD

UL (0 – 50cm)

BL (50 -140 cm)

Fresh bedrock (≿5m)

Soils

C

B
D Riparian

area

Hillslope

Plateau

FIGURE 2.3: Perceptual model of the Weierbach catchment. Different contributions to
the stream are labeled with diamonds (A to D). (A) corresponds to near stream con-
tributions caused by saturation excess flow from the riparian soils and overland flow
due to precipitation on stream plus saturated riparian areas. (B) is near-stream lateral
subsurface saturated flow through the Basal Layer (BL) of the Pleistocene Periglacial
Slope Deposits (PPSD) activated after a bedrock storage threshold is exceeded. (C) is
the same mechanism as (B) but activated upslope. (D) is deep groundwater contribu-
tions from upstream via flows through the weathered and fractured slate bedrock with
a cleavage oriented partly parallel to the stream. (D) is always active and probably
sustains baseflow during extended drier periods, but it is negligible compared to lat-
eral subsurface flow (B) and (C) during wetter periods. Flows through the PPSD are
predominantly vertical (dark blue arrows) in the soils (in dark brown) and the Upper
Layer (UL, in light brown). Two oblique bars in the plateau area indicate that it has a

much bigger extent than the hillslope area compared to what the figure suggests.

2.2.5 Hydrometric and tracer data

We used hydrometric and tracer data from the Weierbach between October 2010 and
October 2017. We focused our analysis on the period October 2015 – October 2017
with higher frequency measurements of 2H. The data from October 2010 – October
2015 was used to spin-up the model (details in section 2.2.7). No major snow ac-
cumulation was observed in the catchment between October 2015 – October 2017.
Therefore, snow processes are not considered in this study.

Precipitation was measured at 15 min intervals with a 200 cm2 tipping bucket
rain gauge (Young, model 52203) with 0.1 mm resolution. This device was installed
in a forest clearing (red star in figure 2.2) in the Weierbach. A pressure transducer
(ISCO 4120 Flow Logger) was used to record water levels at 5 min intervals at the
V-notch at the outlet. Streamflow was calculated at 15 min intervals with a rating
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FIGURE 2.4: Hydrometric and tracer data used in this study. The upper subplot shows
precipitation J, evapotranspiration ET, and streamflow Q. The lower subplot shows
precipitation δ2H and stream δ2H. The inset shows a zoom on a typical first peak dur-
ing a dry period in winter 2016 (streamflow peaking around 0.02 mm/h) that is barely
visible on the upper subplot but clearly visible on the lower subplot. The axes units of

the inset are the same as those of the lower subplot.

curve. Potential evapotranspiration (PET) was calculated at 15 min intervals using
the reference evapotranspiration from the FAO Penman-Monteith approach (Allen
et al. 1998). Details on the data used for the calculation of PET can be found in the
data description of Glaser et al. (2016). Details on how actual ET was calculated
from PET can be found in section 2.2.7.

Stream samples were collected at the outlet for two years (2015 – 2017) on a reg-
ular time basis, i.e. manually every second week, and automatically using ISCO
autosamplers (AS, models 3700 and 6712) with a constant interval of 15 hours. Oc-
casionally, the autosamplers were triggered by a water level rise and the sampling
interval was reduced to capture flashy events. To minimize evaporation from the AS
bottles, floating plastic pellets were placed in each bottle during summer. Precipita-
tion samples were collected with a Sequential Rainfall Sampler (SRS) (c.f. Kennedy
et al. 1979). The SRS collected rainfall samples approximately in 2.5 mm increments,
i.e. a sampling interval of 23 hours in average. The sampling interval in precipitation
can however range from a few minutes to two weeks depending on precipitation
intensity. The full SRS bottles were sealed manually usually after a few days in the
field. Almost all d-excess values for SRS samples were above 5, indicating no consid-
erable fractionation by evaporation. Additionally, bulk precipitation samples were
collected with a dip-in sampler approximately every two weeks in an open area 3.5
km away from the Weierbach outlet (following the IAEA/GNIP guidelines).

Aliquots of each sample were transferred to 2 mL glass vials using 0.45 µm hy-
drophilic polyethersulfone membrane filters (PALL Acrodisc® 13) within a few days
after collection. The vials were sealed and stored in a fridge (5°C) until analysis. We
analyzed the samples using a LGR Isotope Water Analyzer (model TIWA-45EP). The
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deuterium ratios were converted to δ2H values using the VSMOW reference. The an-
alytical accuracy is taken equal to the accuracy of standards provided by LGR, i.e.
0.5hin deuterium. The instrument precision, quantified as one standard deviation
of the measured samples and standards, was maintained below 0.5hin deuterium.
This standard deviation was calculated from the last 5 injections of the samples, the
4 first injections being used only to remove the “memory effect” from the previous
samples.

We aggregated the model input data to a resolution ∆t = 4 hours. This resolu-
tion ∆t was thus also used for the numerical discretization of the equations (section
2.2.7). ∆t = 4 hours is small enough to allow the model to simulate the observed
flashy δ2H responses during events, since the sampling intervals in precipitation
and in the stream are mostly above 4 hours. Smaller ∆t values are possible, but they
are unnecessary without higher frequency measurements, and they would increase
the CPU time for the simulations considerably. We calculated the δ2H input time
series from the SRS samples and the bulk samples. We used the SRS data when-
ever possible, and the δ2H values of the bulk samples were used only to fill gaps in
the SRS data due to instrument failure. We interpolated the δ2H values of precipi-
tation between two consecutive samples (e.g. A and B) as being equal to the value
of the next sample (i.e. B). For the SRS samples, the time needed to fill each bottle
was determined from the measured precipitation amounts that sequentially filled
the bottles (the sample volumes are known, usually ∼50 mL). For the bulk samples,
this is not needed because they already represent a volume-weighted average from
the time a clean empty bottle is installed until it is collected.

2.2.6 Model parsimonious development and parameterization of the SAS
functions

Conceptual model structures that worked well for streamflow simulations in the
Weierbach (Fenicia et al. 2014; Kavetski et al. 2011) failed to simulate deuterium
responses (not shown). Essentially, lumped transport models that are not based
on travel times need to use large fractions of event water at all times to simulate
streamflow satisfactorily. This is in disagreement with the tracer measurements in
the Weierbach suggesting larger pre-event contributions especially during wet pe-
riods (Martínez-Carreras et al. 2015; Wrede et al. 2015). This is particularly visible
in the large damping of the stream δ2H compared to precipitation δ2H, except for
short periods associated with first peaks (figure 2.4). The damped seasonal varia-
tions in stream δ2H do not always follow the seasonal variations of δ2H in precipi-
tation (e.g. figure 2.4, Jan–Apr 2016, stream δ2H decreases while precipitation δ2H
increases, and then the contrary in Jun–Jul 2016). Moreover, strong responses in δ2H
corresponding to the precipitation signatures are observed during first hydrograph
peaks. These responses are added on top of the damped seasonal variations (figure
2.4). The δ2H dynamics of the Weierbach can thus be qualified as complex, and may
require models that specifically try to characterize the travel times to the stream.

Thus we used simulations relying directly on SAS functions applied to the catch-
ment as a single control volume. Using a single control volume means that stream-
flow Q does not need to be simulated and can be treated as input data. We first tested
commonly used SAS functions for streamflow, i.e. a power-law type (Benettin et al.
2017b), a beta distribution (van der Velde et al. 2015), and a gamma distribution
(Harman 2015) (see appendix A). We first tested constant streamflow SAS functions,
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and then time-variable SAS functions having parameters that change with catch-
ment storage (as described in the papers cited above). Both these approaches could
not reproduce the damped seasonal variations in δ2H and at the same time the flashy
responses in δ2H. Thus, these SAS functions resulted in visually poor performance
and Nash-Sutcliffe Efficiencies (NSE) close to 0 (see appendix A). Regardless of the
low performance measures for these SAS functions, their simple functional forms
and limited flexibility is not consistent with the apparent complexity of streamflow
generation suggested by previous studies (see section 2.2.4). We thus interpreted
these limitations as the fact that SAS functions with only one component (i.e. pdf)
are unable to account for the range of occurring processes with contrasting travel
times to the stream and for the flashy onset/offset of faster flow paths after precipi-
tation events in the Weierbach. These simple models were therefore rejected mainly
for their inconsistency with our “expert knowledge” in this catchment (Hrachowitz
et al. 2014), used similarly to “soft data” to inform the choice of model structure be-
yond the limitations of “hard” performance measures (Seibert and McDonnell 2002).

Thus, we used composite SAS functions that are linear combinations of proba-
bility distribution functions (pdfs) (section 2.2.1). The complexity of the model (i.e.
the number of pdfs and their parameterization) was increased step by step using
process understanding until it could simulate satisfactorily stream δ2H. We chose
a gamma distribution for pdfs due to its flexibility, since its parameters can have
meaningful units (here mm), and because it is defined on [0,+∞[, which allows the
use of age-ranked storage ST as a variable (Harman 2015; Pangle et al. 2017). The
gamma distribution is consistent with the observed 1/ f α spectral density of stream
chemistry (Aubert et al. 2014; Benettin et al. 2015b; Godsey et al. 2010; Harman 2015;
Hrachowitz et al. 2015; Kirchner et al. 2001; Kirchner and Neal 2013; Kirchner et al.
2000). In a first step, we used a combination of two gamma distributions (e.g. Ω2
and Ω3, equation 2.9). This improved the simulations of the damped seasonal δ2H
dynamics, but the resulting NSE values were limited to 0.08 because the flashy δ2H
responses were still not reproduced (see appendix A). In the next step to account
for onset/offset of shorter flow paths creating the flashy δ2H responses, we added
a component (Ω1 in equation 2.9) in the streamflow SAS function for the younger
ages, using a uniform distribution defined for ST in [0, Su]. Su represents the upper
limit of the storage available for Ω1, which may be linked to the maximum length
of the flow paths to the stream conceptualized by Ω1. Using a uniform distribu-
tion avoids some numerical issues associated with the gamma distribution close to
ST = 0, when using shape parameters k < 1. As a result, the SAS function for
streamflow used in this study is the following (in the cumulative form, cdf):

ΩQ(ST, t) = λ1(t) Ω1(ST) + λ2(t) Ω2(ST) + λ3(t) Ω3(ST) (2.9)

Ω1 is a cumulative uniform distribution on the range [0, Su] that accounts for the
flashy tracer response and is defined as:

Ω1(ST) =

{
ST
Su

, ST ∈ [0, Su]

1, ST > Su
(2.10)

where Su (mm) is a model parameter.

Ω2 and Ω3 are cumulative gamma distributions with mean parameter µ (mm)
and scale parameter θ (mm), defined as:
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Ω2(ST) =
γ( µ2

θ2
, ST

θ2
)

Γ( µ2
θ2
)

(2.11)

Ω3(ST) =
γ( µ3

θ3
, ST

θ3
)

Γ( µ3
θ3
)

(2.12)

γ is the incomplete gamma function, and Γ is the gamma function. The mean
parameter µ is the product of the scale parameter θ and the more commonly used
shape parameter k. µ and θ are treated as calibration parameters. Here we used
µ because it has more meaningful units (mm) than k (no units). Furthermore, µ
is visually intuitive since it is the expected value of ST, around which the higher
probabilities in Ω will generally be located. Using µ instead of k also gives more
individual control on the expected mean (kθ simply becomes µ) and on the variance
(kθ2 becomes µθ) of the gamma distribution. Eventually, when randomly sampling
these parameters, this makes it easier to avoid gamma components with ST > S(t),
which causes numerical errors. The parameter ranges (table 2.1) correspond to shape
parameters k > 1, giving the gamma distributions a humped shape that nevertheless
allows the highest probabilities close to ST = 0 for k tending to 1.

Ω1 represents young water contributions for the considered values of Su that are
small compared to S(t). The fraction of young water in the stream is thus directly
affected by λ1. Previous studies (Martínez-Carreras et al. 2015; Wrede et al. 2015)
and stream δ2H data suggested that this fraction of young water varies with catch-
ment wetness and with the size of the precipitation events (figure 2.4). The last step
of the model development thus consisted in making λ1 time variant. We used the
following equation (figure 2.5 and appendix A):

λ1(t) = λ∗1 [ f (t) + (1− f (t)) g(t)] (2.13)

where f and g are functions with values on [0, 1] defined as:

f (t) = f0

[
1− tanh

((
S(t)

Smin + Sth

)m)]
(2.14)

g(t) = 1− exp

(
−∆S(t)

∆Sth

)
(2.15)

λ∗1 (no units), f0 (no units), Sth (mm), and ∆Sth (mm) are calibration parameters
(table 2.1). Sth is a storage threshold relative to the minimum storage, separating
dry (S(t) < Smin + Sth) from wet periods (S(t) > Smin + Sth) during which second
peaks occur (Martínez-Carreras et al. 2016). m = 1000 is a fixed coefficient found to
yield a sufficiently sharp but smooth threshold behavior for S(t) around the value
Smin + Sth (smaller values of m yield a smoother behavior). m has little effect on
the simulations as long as it is sufficiently large (e.g. m > 100) to reproduce the
intended threshold behavior. ∆S(t) is calculated from the moving average of the
storage variations ∆S(t) between t − ∆t∗ and t, with ∆t∗ being a multiple of ∆t.
We chose ∆t∗ = 2 ∆t = 8 hours. This value is big enough to make ∆S(t) more
damped and smoother than ∆S(t) (larger ∆t∗ values make it too damped), while it
is small enough to capture the strong storage variations during the catchment flashy
streamflow events lasting in general a few hours to a day. Storage variations ∆S(t)
are calculated from the modeled storage S(t) at the resolution ∆t = 4 hours fixed by
the data resolution (see section 2.2.5):
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∆S(t) = ∆t [J(t)−Q(t)− ET(t)] (2.16)

then:

∆S(t) = max

(
1
3

2

∑
j=0

∆S(t− j ∆t), 0

)
(2.17)

Essentially, ∆S(t) is driven by large precipitation events and attenuated by high
Q and/or high ET. The parameterization in equation (2.13) is a smooth version of
two combined threshold functions based on storage S(t) and on storage variations
∆S(t) respectively. The implemented smoothness reduces the numerical issues usu-
ally associated with thresholds in environmental modeling (Kavetski and Kuczera
2007). The following behavior is thus implemented (figure 2.5 and appendix A):

• During dry periods: S(t) ≤ Smin + Sth thus f (t) tends to f0.

• During wet periods: S(t) ≥ Smin + Sth thus f (t) tends to 0.

• During large precipitation events (typically followed by first peaks): ∆S(t) ≥
∆Sth thus g(t) tends to 1.

• During precipitation events with lower intensities (typically second peaks) or
during recessions, storage variations are generally low: ∆S(t) ≤ ∆Sth thus g(t)
tends to 0.

FIGURE 2.5: Relationship between λ1(t) and variables S(t) and ∆S(t) for all pairs of
these variables between the minimum and the maximum values observed over 2015–

2017 using the calibrated parameters of table 2.2.

As a result, λ1(t) varies during dry periods between a minimum of f0λ∗1 in the
absence of strong precipitation events and a maximum of λ∗1 during strong precipi-
tation events. f0 ∈ [0, 1] thus makes sure there is a minimum fraction of young water
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in the stream during dry periods, consistent with the observed deuterium dynam-
ics (e.g. July to September 2016 in figure 2.4) and previous work with other tracers
(Martínez-Carreras et al. 2015; Wrede et al. 2015). During wet periods, λ1(t) varies
between a minimum of 0 in the absence of strong precipitation events and a maxi-
mum of λ∗1 during strong precipitation events. The weights λ need to verify λ1(t) +
λ2(t) + λ3(t) = 1. For this we defined the third weight λ3(t) as 1− λ1(t)− λ2(t).
Finally, we considered that λ2 is a constant calibration parameter (table 2.1). We set
λ2 constant as a first step to avoid introducing more parameters in the model than
necessary. Eventually, this version of the model for ΩQ, developed step by step to
be as simple as possible, was found to be as complex as necessary to account for the
superposition of streamflow generation processes and simulate δ2H satisfactorily.

Equation (2.8) can be solved by choosing a functional form for the SAS function
of ET. Stable isotope data from many catchments suggests that ET is not a perfect
mixture of all soil water (Berry et al. 2018; Brooks et al. 2010). In addition, van der
Velde et al. (2015) and Queloz et al. (2015b) showed the importance of having a SAS
function for ET being different from random sampling for tracer simulations through
hydrological systems. Therefore, we assigned a cumulative gamma distribution to
the SAS function of ET:

ΩET(ST) =
γ( µET

θET
, ST

θET
)

Γ( µET
θET

)
(2.18)

The gamma distribution was chosen due to its flexibility, for its definition on
[0,+∞[ allowing the use of age-ranked storage ST as a variable, and to have param-
eter values and units comparable with ΩQ.

2.2.7 Model spin-up and numerics

We initialize the simulation with an initial storage S(t = 0) = Sre f > 0. The hy-
drological measurements (J, Q, and ET) are balanced thus S(t) fluctuates around its
initial value Sre f . The effect of the value Sre f is removed by a sufficiently long spin-
up period. Since the variations of S(t) around Sre f are small compared to Sre f , Sre f
is almost equal to the maximum of S(t). We treated Sre f as a calibration parameter
(c.f. Benettin and Bertuzzo 2018), and let it vary between 1500 and 2500 mm, con-
sistent with a previous tracer-based estimate of the upper limit of catchment storage
(Pfister et al. 2017a) and other field experiments. The initial deuterium mass in the
system was calculated as M(t = 0) = Mi = Sre f Cre f where Cre f was fixed at -50.6h,
the flux-weighted average stream δ2H value (October 2015 to October 2017). Storage
varies according to equation (2.4) which uses actual ET. We calculated ET from PET
as:

ET(t) = PET(t) tanh
((

S(t)
Sroot

)n)
(2.19)

Similar to m, n = 20 is a fixed parameter to smooth ET and avoid numerical
instabilities. n has little influence on the simulations as long as small values (e.g.
n < 100) are used. Sroot (mm) is the model storage under which ET starts decreas-
ing from PET(t) to 0. Conceptually, Sroot represents the storage of water available
for soil evaporation and for plant transpiration until the water is held too tightly
by its surrounding material. We chose Sroot = Sre f − 150 mm. This way, Sroot was
not treated as a calibration parameter. This choice makes sure that S(t) has realistic
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variations around Sre f . Too small values of Sroot would cause S(t) to decrease con-
tinuously until it is smaller than Sroot. As a result, ET would be overestimated for a
relatively long period (e.g. several years). Too large values of Sroot would cause S(t)
to increase continuously until it is bigger than Sroot (ET would be underestimated).
A similar technique to reduce ET with a similar limiting value for storage variations
was used for example by (Pfister et al. 2017a) in the Weierbach and by (Fenicia et al.
2016) in the Attert basin.

Equation (2.8) requires an initial condition and a boundary condition. The bound-
ary condition pS(0, t) = J(t)

S(t) was used to represent the role of precipitation in provid-

ing new water to storage (figure 2.1). The initial condition pS(T, 0) = 1
T0

exp(−T/T0)
was used. It corresponds to an exponential initial distribution of residence times.
We used T0 = 1.7 years, the estimated Mean Residence Time (MRT) by (Pfister et al.
2017a). This reduces spin-up time, but the impact of the initial condition in equa-
tion (2.8) is removed by the model spin-up (100 years). The input data we used for
the spin-up corresponds to the input data from October 2010 to October 2015 that
we looped back over periods of 5 years. We discretized equation (2.8) in an explicit
scheme using first order finite differences with respect to T and t in all derivatives
of equation (2.8), keeping ∆t = 4 hours and choosing ∆T = 8 hours. Briefly, these
choices of ∆t and ∆T balance numerical precision with numerical stability, and rep-
resent a good compromise between the computational cost (i.e. CPU time) and the
ability of the model to simulate high resolution dynamics of δ2H.

2.2.8 Model calibration

Overall, 13 model parameters require calibration. These parameters are summarized
in table 2.1. The parameter ranges were chosen based on their feasible values (e.g.
f0 by definition between 0 and 1), on estimates from previous studies (e.g. Sre f and
Sth), on hydrological data (e.g. Su and ∆Sth determined from average precipitation
amounts), and on initial tests on the parameter ranges (e.g. µ and θ). These ranges
guarantee a wide spectrum of shapes of SAS functions while reducing numerical
errors due to for example truncation of the gamma tails.

TABLE 2.1: Parameters of the model to be calibrated

Sym-
bol

Unit Initial
range

Description Found in
equations

Reference

Sre f mm [1500, 2500] Initial storage in the model 2.4 2.2.7, Martínez-Carreras
et al. (2016)

Sth mm [80, 180] Storage threshold relative to the Smin separating
dry and wet periods

2.14 2.2.6, Martínez-Carreras
et al. (2016)

f0 – [0, 1] Young water coefficient for dry periods 2.14 2.2.6
∆Sth mm [0.1, 5] Storage variation threshold for flashy events 2.15 2.2.6
λ∗1 – [0, 0.5] Maximum value of the weight λ1(t) 2.13 2.2.6
Su mm [1, 10] Range of the uniformly distributed Ω1 2.10 2.2.6
λ2 – [0, 1] Value of the weight λ2(t) 2.9 2.2.6
µ2 mm [300, 700] Mean parameter of the gamma distributed Ω2 2.11 2.2.6
θ2 mm [0, 200] Scale parameter of the gamma distributed Ω2 2.11 2.2.6
µ3 mm [700, 1750] Mean parameter of the gamma distributed Ω3 2.12 2.2.6
θ3 mm [0, 200] Scale parameter of the gamma distributed Ω3 2.12 2.2.6
µET mm [300, 1100] Mean parameter of the gamma distributed ΩET 2.18 2.2.6
θET mm [0, 200] Scale parameter of the gamma distributed ΩET 2.18 2.2.6

We determined the parameter values using a standard Monte Carlo (MC) ap-
proach. This simple method was chosen because explicit numerical schemes (such as
the one employed to solve equation 2.8) create numerical distortions (Kavetski and



50
Chapter 2. Expanding travel time theory towards water age multimodality:

Part 1

Clark 2010) that partly prevent more advanced calibration approaches (e.g. DREAM,
Vrugt 2016) from converging. N = 26,208 sets of the 13 parameters of the model were
sampled randomly from uniform distributions with initial ranges defined in table
2.1. The model was run for each parameter set for a spin-up period of 100 years
and for the period of interest: October 2015 to October 2017. The performance of
the model was evaluated for the period October 2015–October 2017 with the Nash-
Sutcliffe Efficiency (NSE) of Csim, the simulated stream δ2H:

NSE = 1− ∑n
k=1(Cobs,k − Csim,k)

2

∑n
k=1(Cobs,k − Cobs)2

(2.20)

where k refers to time tk, Cobs is the observed stream δ2H, Cobs is the average Cobs,
and n is the number of observations over October 2015–October 2017 (here n = 1,016).
K = 1,000 parameter sets were retained to represent parameter uncertainties. These K
behavioral sets correspond to the first 1,000 parameters ranked by decreasing NSE.
We chose the NSE because it is frequently used in similar studies (allowing better
comparisons) and because other objective functions (e.g. Kling Gupta Efficiency)
did not yield good visual fits. Given that the high-frequency record of deuterium
observations is only 2 years long, we used the whole time series as a calibration pe-
riod, similar to other unsteady TTD studies with short tracer record lengths (Benettin
et al. 2015b, 2017b; Hrachowitz et al. 2013; Rodriguez et al. 2018; van der Velde et al.
2015).

2.3 Results

Model performance varied between NSE = -0.58 and NSE = 0.27 for the 1,000 behav-
ioral parameter sets. We selected the 3rd best parameter set ranked by decreasing
NSE for further analysis (i.e. it has the 3rd highest NSE = 0.255). Besides having only
a minor difference in NSE compared to the two better values (0.256 and 0.27), the
chosen parameter set yielded a simulation that we considered visually more realis-
tic than the two with higher NSE, because it is smoother and because it captures the
damped seasonal variations in δ2H better. Furthermore, the parameter values of this
chosen set correspond better to the values with higher probabilities in the behavioral
distributions (c.f. figure 2.7).

The calibrated model reproduced both the damped seasonal dynamics and the
flashy event dynamics of stream δ2H fairly well (figure 2.6). This is a noticeable im-
provement compared to streamflow SAS functions using only one component that
were unable to do so, and resulted in visually poor performance and NSE values
around 0 (see appendix A). We interpret this increased performance as the conse-
quence of including step by step more process realism fed by experimental knowl-
edge in the model, i.e. accounting for different ranges of travel times (via the two
gamma components Ω2 and Ω3) that may be associated with faster and slower flows
(or shorter and longer flow paths) in the hillslopes. This model also accounts for the
onset/offset of young water contributions (via Ω1). Yet the seasonality of δ2H is not
fully captured (e.g. Jun–Aug 2016). The large δ2H amplitude of the flashy responses
is also not reproduced at all instances (except for some behavioral solutions) due to
the simple form of the young water translation, even though the modeled response
is always concomitant with the observed one.

The ranges of values of the 1,000 behavioral parameters sets are generally simi-
lar to the initial ranges (table 2.2), suggesting noticeable parameter uncertainty. The



2.3. Results 51

01
-0

9-
20

15
01

-1
1-

20
15

01
-0

1-
20

16
01

-0
3-

20
16

01
-0

5-
20

16
01

-0
7-

20
16

01
-0

9-
20

16
01

-1
1-

20
16

01
-0

1-
20

17
01

-0
3-

20
17

01
-0

5-
20

17
01

-0
7-

20
17

01
-0

9-
20

17
01

-1
1-

20
17

-70

-65

-60

-55

-50

-45

-40

-35
S

tr
ea

m
 

2

100%
95%
50%
Observed
Calibrated model

FIGURE 2.6: Simulated and observed stream δ2H. The colored bands represent the
uncertainties based on the 1,000 behavioral simulations: “100%” for all simulations,
“95%” for the 2.5th to the 97.5th percentiles, and “50%” for the 25th to the 75th per-

centiles.

distributions of the behavioral parameter values (figure 2.7) reveal that some values
were more likely to yield a better performance despite the rather wide parameter
ranges. The parameter values are thus generally identifiable, except for the param-
eters ∆Sth, Su, and θET, whose distributions are rather flat over their entire range of
values.

We calculated the time-averaged mean of the streamflow SAS function (in pdf
form ωQ for better visibility) for the October 2015 – October 2017 period (Figure 2.8).
The mobilization of older water (right-hand part of the curve) is steady and dom-
inated by the two gamma components ω2 and ω3. These have lower peaks than
ω1, indicating a much less selective mobilization of older water from storage than
younger water. However, the peaks associated with ω2 and ω3 take a much larger
area (almost 97%), indicating that streamflow is at all times volumetrically domi-
nated by water older than ∼2.8 months (figure 2.8). The mobilization of younger
water by ω1 is highly time-variant, and represents on average only about 1.7% of
streamflow volume. It is active mostly during the flashy catchment responses (when
λ1(t) > 0), which explains why the average of ωQ is 100 times lower than ω1 for
the youngest water. Nearly no water between 1 and 3 months old contributes to
the stream. This is consistent with the damped seasonal dynamics of δ2H showing
little stream δ2H response to the δ2H of precipitation of the last weeks to months
(figure 2.4). Eventually, the shape of the average ωQ seems related to the multi-
modality of the streamflow and the stream δ2H responses in the catchment (figure
2.4). Like streamflow, ωQ has several peaks, and the second peak is much larger in
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TABLE 2.2: Calibrated parameter values and behavioral range

Symbol Unit Initial range Behavioral rangea Calibrated value

Sre f mm [1500, 2500] [1675, 2490] 2426
Sth mm [80, 180] [82, 176] 105
f0 – [0, 1] [0.02, 0.96] 0.1
∆Sth mm [0.1, 5] [0.29, 4.9] 3.97
λ∗1 – [0, 0.5] [0, 0.38] 0.11
Su mm [1, 10] [1.2, 9.8] 4.1
λ2 – [0, 1] [0.02, 0.86] 0.32
µ2 mm [300, 700] [309, 691] 575
θ2 mm [0, 200] [13, 196] 34
µ3 mm [700, 1750] [717, 1543] 1020
θ3 mm [0, 200] [9, 180] 87
µET mm [300, 1100] [304, 927] 305
θET mm [0, 200] [6, 195] 77
a2.5–97.5 percentile range of the distributions shown in figure 2.7

volume than the first one. However the first peak is much more visible for ωQ than
for streamflow, because it corresponds to the large amplitude of first peaks in δ2H,
made of up to 11% of the youngest water (when λ1(t) tends to λ∗1).

We investigated the relationships between storage S(t), streamflow Q(t), and the
Median Travel Time (MdTT) (figure 2.9). The MdTT was used instead of the Mean
Travel Time (MTT) because it is less sensitive to the uncertainties in the older water
fractions. It was deduced from its definition satisfying the equation

∫ MdTT
T=0 pQ(T, t) dT =

0.5. The MdTT generally decreases for increasing S(t), but the pattern is more com-
plex than a simple linear relationship (figure 2.9). The relationship between the
MdTT and Q(t) is however simpler and similar to an exponential one, where the
MdTT increases exponentially with decreasing streamflow.

2.4 Discussion

2.4.1 Does high-frequency stable isotope data imply a composite stream-
flow SAS function?

Until today, using only one pdf (or component) for SAS functions has been suffi-
cient to simulate the tracer response in various catchments. High frequency tracer
measurements recently supported the use of parameters that vary with catchment
storage in the SAS functions (Benettin et al. 2017b; Harman 2015; van der Velde
et al. 2015). Such an approach did not allow us to simulate satisfactorily the high-
frequency stream δ2H dynamics in the Weierbach (see appendix A). Streamflow SAS
functions with only one component seemed unable to capture characteristic fea-
tures of contrasting travel times: intermittent (on/off) flashy responses of young
water superimposed to permanent volumetrically preponderant old water (figure
2.8). This old water itself consists of two ranges of travel times (figure 2.8), which
are hardly captured by only one component in the streamflow SAS function. A com-
posite streamflow SAS functions is an efficient way to model this multiplicity of
ages, whereas commonly used non-composite distributions (e.g. beta or gamma)
are not per se designed to represent a superposition of contrasting travel times, even
with time-varying parameters. This is especially true for the on/off flashy δ2H re-
sponses that required a part of the distribution to be active or inactive at certain
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times. This could be conceptualized only with a time-varying weight (equation 2.13,
figure 2.5, appendix A) representing the onset/offset of shorter flow paths. The step-
wise adjustment of the streamflow SAS function, using process knowledge, resulted
in a sufficiently flexible function (also complex enough) to allow a gain in NSE of
roughly 0.2 for δ2H. While the resulting performance is rather low (NSE=0.26), the
improvement is relevant because it was obtained by matching the model flexibility
with the complexity of streamflow generation inferred from field research (figure
2.3). In this way, the composite streamflow SAS function helped to confirm our hy-
pothesis of streamflow generation. The increase in NSE by introducing a composite
SAS function is also not the most important aspect of model development, because
such an improvement in model realism cannot be judged reliably only by looking
at performance metrics (Kirchner 2006). This is all the truer as better objective func-
tions than the NSE may exist for the employed δ2H time series here (see 2.4.4 and
appendix A).

The results presented here are focused on a small headwater catchment with a
particular subsurface configuration, thus generalizing the conclusions too far could
be misleading. The validity of our approach will depend on the range of stream-
flow generation processes and their superposition. Composite SAS functions stand
against the idea of parsimonious approaches and may in some cases introduce more
complexity than necessary in the transport model (see 2.4.4). They may be required
only when contrasting travel times to the stream are expected or observed. These
may result from several contributing areas associated with different travel distances
(e.g. Goderniaux et al. 2013), or from different water velocities from a same con-
tributing area (e.g. Long and Putnam 2009). Composite steady-state TTDs have al-
ready been proposed to account for this (see references in Leray et al. 2016, p. 78).
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Using one pdf in the streamflow SAS function may thus be sufficient in catchments
where different streamflow generation processes are associated with similar travel
times, in catchments where some peaks of the streamflow TTD are associated with
negligible water volumes (e.g. very narrow peaks), or where a single process dom-
inates streamflow generation. This may happen for instance in larger catchments
than the Weierbach, where small scale heterogeneities in flow paths and thus dif-
ferences in travel times become negligible. In addition, coarser tracer time series
(e.g. bi-weekly or monthly) may miss tracer responses associated with different flow
paths and travel times, potentially making composite SAS functions unidentifiable.
In any case, only inspecting the streamflow TTD and SAS function may not help to
identify specific streamflow generation processes. Rather, adjusting the shape of the
TTD and SAS function to the structure of the tracer data can be useful to confirm
experimental knowledge about flow paths from a water age perspective.

Several studies used high frequency tracer data in this context. In the Hafren
catchment in Wales (Harman 2015) a highly active fractured groundwater system
hydraulically connects upslope areas to the valley (Shand et al. 2005). This is consis-
tent with a gamma distribution centered on a travel time interval that shifts towards
younger ages as the catchment gets wetter (i.e. Inverse Storage Effect) (Harman
2015). In the Bruntland Burn catchment in Scotland, an L-shaped power law dis-
tribution (Benettin et al. 2017b) is consistent with the dominant role of saturation
overland flow from the peat soils in the valley that provide large fractions of young
water to streamflow. In the Hafren and Bruntland Burn catchments, the oceanic cli-
mate with little seasonality in precipitation and low ET probably does not trigger
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FIGURE 2.9: Relationships between the Median Travel Time (MdTT), catchment stor-
age S(t), and streamflow Q(t). The red solid line is an exponential model of the form

f (x) = a ebx fitted to the black circles.

large changes in the different flow path contributions and associated travel times
across seasons, while this can be observed in a catchment with a Mediterranean cli-
mate (Rodriguez et al. 2018). In the Marshall Gulch catchment, an L-shaped beta
distribution corresponds to rare but large streamflow responses dominated by wa-
ter from recent and large precipitation events during the monsoon season well (van
der Velde et al. 2015). Finally, in the Gårdsjön covered catchment G1, shallow but
porous soils cover a mostly impervious bedrock, representing a small storage (Seib-
ert et al. 2011) that allows a good mixing of water from many past precipitation
events. The streamflow SAS function in G1 is thus similar to a uniform distribution
(van der Velde et al. 2015). In conclusion, high-frequency tracer data does not always
imply composite SAS functions. However, high-frequency tracer data can be used
to test a hypothesis that complex streamflow generation mechanisms are superim-
posed in a catchment, by using composite SAS functions with increasing complexity
(e.g. number of pdfs and parameterization).

2.4.2 Composite streamflow SAS function and superposition of stream-
flow generation processes in the Weierbach catchment

Previous studies suggested that different streamflow generation mechanisms are
active in different parts of the Weierbach catchment. In particular, saturation ex-
cess flow from riparian soils and overland flow in the near-stream area (Glaser et
al. 2016; Klaus et al. 2015b; Martínez-Carreras et al. 2016) were suggested to ex-
plain the high event water fraction during first peaks. Subsurface lateral flow initi-
ated by a groundwater rise from the weathered bedrock into more conductive lay-
ers may explain the generation of delayed second peaks (Glaser et al. 2016), which
consist mostly of pre-event water (Martínez-Carreras et al. 2015; Wrede et al. 2015).
The complexity of the streamflow SAS function was gradually increased until high-
resolution deuterium measurements were simulated satisfactorily. The resulting
composite SAS function is consistent with the previous studies on the superposi-
tion of streamflow generation processes. Further identification or characterization
of those processes might be possible with a distributed hydrological and transport
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model (Glaser et al. 2016). The mechanisms generating streamflow (pictured as A,
B, and C in figure 2.3) can be associated with the three components consisting of dif-
ferent travel times ω1, ω2, and ω3, respectively. ω1 conceptualizes the near-stream
contributions generating the first peaks (A). ω2 and ω3 conceptualize the contribu-
tions by slow lateral subsurface flows at the PPSD/weathered bedrock interface. ω2
corresponds to younger water likely to be stored closer to the stream (B) while ω3
conceptualizes much older water likely with longer and slower flow paths from the
hillslopes and the plateau area (B). Similar model performance could be obtained by
using only one gamma component instead of ω2 and ω3, but the result would be un-
realistic because most of the streamflow volume would be at least 3 years old, with
a large part about being about 10 years old (appendix A). The decomposition of the
streamflow SAS function into 3 components thus reflects the diversity of streamflow
generation mechanisms that exist in catchments (Beven 2006; Dunne 1983). Further-
more, the shape of the calibrated ωQ is consistent with both streamflow observations
(showing a small first peak and a volumetrically dominating second peak), and with
δ2H observations (showing that first peaks have a larger proportion of young water
creating the flashy responses in δ2H).

In more detail, shortly after strong precipitation events, streamflow mobilizes
the youngest 4.1 mm of water (parameter Su in table 2.2), which is younger than 40
hours in average. First peaks are thus likely to be a mixture of current precipitation
and water stored in near-stream soils (riparian area + hillslope foot) for less than 40
hours. This is further supported by the average weight of ω1 in the composite SAS
function ωQ (1.7%) being close to the proportion of riparian area in the catchment
(almost 1%). Larger pools of much older water always contribute to streamflow
(figure 2.8), especially during second peaks. More than 2000 mm of water is stored
in the catchment, with ages ranging from one month to several decades, and can
contribute to streamflow. Two pools of water that are part of these 2000 mm can
be distinguished. One pool that represents about 575 mm (parameter µ2 in table
2.2, water between a few weeks and c.a. 2 years old) contributes more selectively
to streamflow (higher values for ω2 in figure 2.8). A second pool, twice that size,
contributes less selectively to streamflow (lower values for ω3 in figure 2.8), yet it
provides larger amounts of water (λ3(t) > λ2(t)). These storage values are however
uncertain because they were determined from stable isotopes, and will thus need
further verification. Further work is needed to assess the added value of tritium for
constraining these estimates (Stewart et al. 2010; Visser et al. 2019).

2.4.3 Parameterization of the streamflow SAS function

Previous parameterizations of SAS functions used linear functions of storage S(t) or
of a metric proportional to S(t) (Benettin et al. 2017b; Harman 2015; van der Velde
et al. 2015). In contrast, the parameterization of the streamflow SAS function in this
study is nonlinear with respect to S(t) (c.f. λ1(t) in equation 2.13). Moreover, previ-
ous studies suggested that SAS functions could vary with other state variables than
S(t) (Benettin et al. 2015b; Rodriguez et al. 2018). Here we found that S(t) alone was
not sufficient to parameterize the streamflow SAS function, since we additionally
had to consider storage variations ∆S(t) (via a related metric ∆S(t), equation 2.17)
to simulate δ2H in the stream. The parameterization of the streamflow SAS function
was nonlinear with respect to ∆S(t) too. These nonlinearities suggest that water age
fractions in streamflow (especially the younger fractions controlled by λ1(t)) are not
proportional to storage nor to storage variations. Especially, since ∆S(t) is related to
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the storm size, this means that young water fractions (Kirchner 2016a) may not be
proportional to storm size.

The relationship between S(t) and the MdTT (figure 2.9) was thus not one-to-
one, as seen in other catchments (Rodriguez et al. 2018; Yang et al. 2018). This means
that S(t) cannot be used to predict precisely the MdTT and vice versa. Carrer et al.
(2019) proposed to distinguish storage that is hydraulically connected to the stream
SCON(t) from storage that is disconnected in the Weierbach and highlighted the ex-
ponential nature of the relationship between SCON(t) and Q(t). In our work, a bet-
ter relationship was found between MdTT(t) and Q(t) than between MdTT(t) and
S(t). The almost exponential shape of the MdTT(t)–Q(t) relationship (figure 2.9)
suggests that the MdTT may be better explained by the amount of hydraulically
connected storage SCON(t) than by total storage S(t). This is consistent with the
findings of Carrer et al. (2019), who combined water balance and recession analy-
ses to estimate SCON(t). We can interpret this connected storage as the amount of
water stored in the weathered bedrock that becomes connected by lateral subsur-
face flow at the PPSD/weathered bedrock interface. Determining the location of
the corresponding contributing areas and their temporal evolution would require a
distributed model such as those employed by Glaser et al. (2016) in the Weierbach
catchment or by Nippgen et al. (2015) at the Tenderfoot Creek Experimental Forest
(central Montana). Alternatively, a dense network of local observations of subsur-
face storage such as water tables in groundwater wells (Jencso et al. 2009) or physi-
cal hillslope properties (Klaus and Jackson 2018) could be used to better understand
the connectivity between hillslopes and the stream-riparian area at the catchment
scale. Finally, we found a 105 mm storage threshold for the wet periods (table 2.2),
which is in very good agreement with previous estimates based on measurements
(Martínez-Carreras et al. 2016). This threshold value was thus further validated by
the deuterium data.

This study therefore underlines that the “inverse” and “direct” storage effects
(Harman 2015; Wilusz et al. 2017) usually defining the sensitivity of SAS functions
to S(t) alone need to consider other variables in the SAS functions and nonlinear pa-
rameterizations to better explain streamflow generation mechanisms (c.f. Rodriguez
et al. 2018).

2.4.4 Limitations and way forward

Our work appears to use a large number of parameters (13 in total) for a solution
based on a single control volume (here the entire catchment). Composite SAS func-
tions introduced more parameters than other SAS functions (usually limited to 1–3
parameters), which goes against the need to reduce parameters. As emphasized by
McGuire and McDonnell (2006), formulating a TTD that is representative of the true
transport processes in a catchment is one of the most difficult tasks in travel time re-
search. This observation is applicable to SAS functions as well. SAS functions need
to express the entire range of time-varying transport processes involved in the gen-
eration of both Q and ET (Botter et al. 2010; Rinaldo et al. 2015). In a way, equation
(2.8) can also be seen as a large system of coupled water balance equations that need
to be solved simultaneously for as many control volumes as the considered number
of age categories (usually a few hundred thousand). In that regard, a dozen parame-
ters is a relatively small number. The number of parameters is furthermore justified
by the failure of simpler transport models to simulate stream δ2H (c.f. section 2.2.6
and appendix A). Finally, in this study over-parameterization and over-fitting are
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unlikely given that the performance of the calibrated model (NSE = 0.255) is still
rather limited, especially compared to the higher values (e.g. NSE > 0.5) reported in
other studies simulating tracer transport using SAS functions (Benettin et al. 2017b;
Harman 2015; van der Velde et al. 2015). Adding more components into the stream-
flow SAS function (hence more parameters) rather allowed realistic simulations of
δ2H (figure 2.6). Still, the performance of the model should be improved to better
capture flashy responses (that are mostly underestimated) and for the damped sea-
sonal variability (e.g. from May to July 2016 and from March to September 2017).
For this, other types of pdfs for the components of the streamflow SAS function (e.g.
beta pdfs) and/or using time-varying parameters in the components (as in Benettin
et al. 2017b; Harman 2015; van der Velde et al. 2015) could be useful, especially if
these parameters can depend on other variables than storage (like λ1(t)). Further-
more, collecting precipitation samples for δ2H at higher frequency, and decreasing
the calculation time step ∆t accordingly likely will improve the simulation of the
flashy events. Finally, the composite SAS functions are still analytical approxima-
tions of a probably shape-free distribution (Danesh-Yazdi et al. 2018). Shape-free
age distributions (e.g. Massoudieh et al. 2014) could yield better simulations and
better correspond to the complexity of streamflow generation.

The increased number of parameters and their interactions resulted in the re-
duced identifiability of some parameters (figure 2.7). A simpler model (i.e. with
fewer parameters) would have probably resulted in smaller uncertainties, but it
would have larger errors since it would be unable to reproduce both the damped
seasonal δ2H dynamics and the flashiness of the δ2H for many events (figure 2.6).
The “bias-variance” trade-off refers to an optimum in model complexity that bal-
ances the increasing uncertainties (“variance”) with the decreasing model errors
(“bias”) (Guthke 2017; James et al. 2013). A thorough evaluation of this trade-off
for simulations of δ2H dynamics would be valuable, but it is out of the scope of this
paper. Nevertheless, this study shows that striving for simplicity in models may
need to be balanced with flexibility (i.e. complexity) that allows for more processes
to be accounted for. This is consistent with the opinion that “expert knowledge”
(Gharari et al. 2014; Hrachowitz et al. 2014) or “soft data” (Seibert and McDonnell
2002) should be more often used to justify the choice of a particular model structure
derived from experimental knowledge even if this means lower performance met-
rics, and that uninformed calibration of hydrological models does not help to gain
understanding about the processes in a catchment. It is also worth pointing out that
the NSE we employed here is commonly used to calibrate models to tracer data (e.g.
Hrachowitz et al. 2013; Klaus et al. 2015a; McMillan et al. 2012b; van der Velde et
al. 2015), whereas it is unlikely to be the most appropriate objective function. The
NSE assumes that the errors between the model and the observations are normally
distributed with a constant variance and no autocorrelation. Such assumptions are
rarely verified a posteriori (Thyer et al. 2009) while in practice they are likely to
be often incorrect (Schoups and Vrugt 2010). This is all the truer for the complex
tracer time series presented in this study (appendix A). The characteristics of the
δ2H time series were challenging to simulate but highly informative about the trans-
port processes in the catchment. Future work with similar δ2H time series than the
Weierbach may need to formulate a more appropriate objective function than the
NSE. Similar tracer time series are likely to emerge in future travel time studies due
to the technological progress in sampling methods (Pangle et al. 2013). New objec-
tive functions that are more adapted for the calibration of transport models to higher
resolution stable isotope time series than in the past are urgently needed.
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2.5 Conclusion

Simulations of the complex high-resolution δ2H dynamics in the Weierbach were
not satisfactory when relying on only one probability distribution function for the
streamflow SAS function. Thus, we decomposed the SAS function into a weighted
sum of pdfs, including a uniform distribution for the youngest water and two gamma
distributions for the older water. We also included time variance in the SAS function
and parameterized it using threshold behaviors based not only on storage, but for
the first time also on a proxy of storage variations. Although this stepwise increase of
complexity in the transport model goes against the trend to simplify models, it was
informed by experimental knowledge and necessary for realistic δ2H simulations in
this catchment. The three components of the streamflow SAS function confirmed
our hypothesis about a superposition of streamflow generation mechanisms. These
mechanisms were identified in previous experimental studies in the catchment. The
resulting SAS function thus offers a better correspondence between these mecha-
nisms and a lumped description based on water ages. During flashy streamflow
events (associated with flashy responses in stable isotopes), water younger than an
average of 40 hours is mobilized, likely from near stream zones. Water with ages
between a few weeks and a few years reaches the stream by lateral subsurface flow
fed by storage in the weathered bedrock, representing likely more than 0.5 m of wa-
ter. Water older than a few years likely coming from weathered bedrock storage
further up in the hillslopes also contributes to streamflow by lateral subsurface flow.
We found a relationship between travel times and the amount of storage connected
to the stream (deduced from water balance and recession analyses) rather than to-
tal storage. These inferences were made possible by acquiring a high-resolution
(sub-daily) 2-year δ2H record in precipitation and streamflow, and by adapting the
streamflow SAS function to the structure of the tracer time series showing complex
dynamics. We expect that future studies will soon provide such tracer records. Com-
posite SAS functions could thus become more often necessary to simulate more ac-
curately the tracer response of some catchments and eventually to provide a deeper
understanding of their streamflow generation mechanisms.
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Abstract

Travel time distributions (TTDs) are concise descriptions of transport processes in
catchments based on water ages, and they are particularly efficient as lumped hydro-
logical models to simulate tracers in outflows.Past studies have approximated catch-
ment TTDs with unimodal probability distribution functions (pdf) and have success-
fully simulated tracers in outflows with those. However, intricate flow paths and
contrasting water velocities observed in complex hydrological systems may gener-
ate multimodal age distributions. This study explores the occurrence of multimodal
age distributions in hydrological systems and investigates the consequences of mul-
timodality for tracer transport. Lumped models based on TTDs of varying com-
plexity (unimodal and multimodal) are used to simulate tracers in the discharge of
hydrological systems under well-known conditions. Specifically, we simulate tracer
data from a controlled lysimeter irrigation experiment showing a multimodal re-
sponse and we provide results from a virtual catchment-scale experiment testing
the ability of a simplified unimodal age model to simulate a known and more com-
plex multimodal age system. The models are based on composite StorAge Selec-
tion (SAS) functions defined as weighted sums of pdfs, that allow a straightforward
implementation of uni- or multi-modal age distributions while accounting for un-
steady conditions. Especially, the composite SAS functions allow a focus on mul-
timodality that is not solely due to dynamics of inflows and outflows. These two
experiments show that unimodal models provide satisfactory simulations of a given
tracer. Yet, multimodal distributions are necessary to capture the detailed dynamics
embedded in the observations. Furthermore, only the multimodal models are able
to simulate tracers transported at time scales corresponding to the various peaks in
the TTDs that are neglected by the unimodal models. Typical tracer data consist-
ing of a single tracer measured in discharge and precipitation may not be sufficient
to detect multiple peaks in the age distribution. Experimental knowledge of flow
paths or the systematic use of data from multiple, independent tracers needs to be
used to validate the assumption of a unimodal age distribution in the landscape of
interest. Multimodal age distributions are likely to emerge in landscapes where the
distributions of flow paths lengths or water velocities are themselves multimodal.
Preferential flow in soils, geological heterogeneity, flow paths beyond topographical
boundaries, and distributed water inputs in catchments are examples of cases where
water age multimodality is likely to occur.

3.1 Introduction

The representation of hydrological systems in mathematical terms is a challenging
task that deals with the complexity of the natural environment (e.g. Bras 2015; Clark
et al. 2017; Dooge 1986). Spatially-implicit mathematical descriptions (e.g. lumped
models) are widely used because they prove suitable to summarize hydrological
processes at different scales (Hrachowitz and Clark 2017). Transfer functions that
relate system inputs to system outputs by a convolution operation are particularly
widespread in hydrology, notably for problems like flow and solute response of a
catchment to precipitation events. These are two related but distinct problems that
deal with either the celerity or the velocity at which perturbations move within a
catchment (Kirchner et al. 2000; McDonnell and Beven 2014).
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Transfer functions are typically modeled as probability density functions (pdf)
whose shape is assumed a priori and the relevant parameters are calibrated to avail-
able data. When focusing on the hydrologic response of a catchment, the transfer
function is termed instantaneous unit hydrograph (IUH) and its functional form is
often assumed to be a gamma, lognormal or Weibull distribution. In some cases the
shape of the IUH can be obtained starting from measurable properties of the land-
scape, such as its geomorphologic structure (Rinaldo et al. 1991; Rodriguez-Iturbe
and Valdes 1979). This type of unit hydrographs can have complex and multimodal
shapes that originate from the geomorphological complexity of a catchment.Tracer
hydrology focuses on the variations in the concentrations of non-ideal tracers like
solutes (e.g. chloride) or ideal tracers like constituents of the water molecule (e.g.
2H) that are transported with water. The transfer functions that are relevant to
tracers (ideal or not) are termed travel (or transit) time distributions (TTD). These
describe the time that water molecules take to move through a hydrologic control
volume (i.e. water ages in outflows) and they are used to relate tracer inputs (e.g.
stable isotopes or chloride in precipitation) to tracer outputs (e.g. stable isotopes or
chloride in discharge and evapotranspiration). Many studies employing TTDs as
models of catchment transport have successfully simulated tracer concentrations in
discharge by calibrating TTDs to tracer data under the assumption of steady-state
flow conditions (see McGuire and McDonnell 2006). TTDs are often assumed to be
gamma-distributed because this shape is consistent with the spectral signatures of
measured solute timeseries (Kirchner and Neal 2013; Kirchner et al. 2000). Alter-
natively, various TTD shapes can be obtained by solving the advection-dispersion
equation under different boundary conditions (Kreft and Zuber 1978). These TTDs
have been employed in groundwater systems with specific aquifer configurations
(e.g. Małoszewski and Zuber 1982). A comprehensive review of steady-state TTDs
was provided by Leray et al. (2016), who illustrated the physical meaning and math-
ematical derivation of several TTD shapes.

If the assumption of steady-state flow conditions is removed (Botter et al. 2010,
2011), the resulting non-stationary (or instantaneous) TTDs are expected to have
complex and irregular shapes even when the transport processes are simple (e.g.
complete mixing). In transient hydrologic conditions, the shape of instantaneous
TTDs cannot be assumed a priori, but StorAge Selection (SAS) functions (Botter et
al. 2011; Harman 2015; Rinaldo et al. 2015; van der Velde et al. 2012) can be used
to derive unsteady TTDs. SAS functions can take different mathematical forms and
have usually been assumed to be beta distributions (van der Velde et al. 2012; Visser
et al. 2019), power functions (Benettin et al. 2017b; Queloz et al. 2015b) or gamma dis-
tributions (Harman 2015; Wilusz et al. 2017). The resulting unsteady TTDs display
various peaks corresponding to the variability of the hydrologic fluxes (i.e. precip-
itation or discharge). Yet, when instantaneous TTDs are averaged out to obtain an
average (or marginal) TTD, simple shapes emerge (Benettin et al. 2015b; Remondi et
al. 2018; van der Velde et al. 2015) and suggest that it is still possible to approximate
transport processes in a catchment with a single (marginal) TTD.

Whether TTDs are derived by direct calibration to data, by averaging unsteady
TTDs starting from SAS functions, or by solving simplified fluid equations, their
shape is often found/assumed to have a single mode. This seems to suggest that
integrating a large number of contrasting flow paths results, on average, in a seam-
less distribution of transit times. But should we expect TTDs to always have simple
shapes in the real world? And what processes can possibly give rise to multimodal-
ity in the TTD? Hydrological landscapes transport water inputs over a wide range of
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distances and in highly heterogeneous media with variable wetness conditions. It is
unlikely that the existing plethora of transport processes always results in age distri-
butions without multiple distinct and meaningful peaks. In fact, many studies (see
Section 3.2) proposed to use multimodal age distributions in various hydrological
systems for a number of physical reasons.

The problem of inferring the true shape of TTDs is made difficult by a major
experimental issue: we cannot measure TTDs in catchments. TTDs can only be mea-
sured through tracer mass breakthrough curves, which is feasible in controlled sys-
tems like lysimeters (e.g. Pütz et al. 2016) or small experimental hillslopes (Kendall
et al. 2001; Kim et al. 2016; Rodhe et al. 1996; Volkmann et al. 2018). At the catch-
ment scale, TTDs can only be deduced indirectly through aggregated tracer infor-
mation in inflows and outflows (Kirchner 2016a). In other words, hypotheses about
the TTDs (e.g. functional form and parameters) cannot be tested by comparing the
assumed TTDs to actual measurements of water ages, but only by comparing the
tracer simulation associated with the assumed TTD to the tracer observations. The
task of deducing TTDs in catchments is often transformed into a model calibration
problem and this may overlook parts of the TTDs accounting for a range of trans-
port processes not immediately visible in tracer data (figure 3.1). Indeed, there is
no guarantee that an accurate tracer simulation implies an accurate TTD, unless di-
rect measurements of water ages are available for validation. Until the day we are
able to measure the true shape of an age distribution through a large-scale tracer
experiment, research efforts are needed to assess how its simplification affects the
simulation of tracer transport. This is particularly important as TTDs are seen as a
way to allow hydrological models to simulate solute chemistry and bridge previ-
ously disconnected fields of environmental modeling (Hrachowitz et al. 2016).

This study explores the occurrence of multimodal age distributions in hydrolog-
ical systems and investigates the potential of lumped transport models to account
for the underlying causes and for the consequences of multimodality in tracer trans-
port. We aim to clarify when we should expect to observe multimodal distributions
and what is the effect of not accounting for this multimodality. We put a particular
emphasis on the type of multimodality that is not due to time-varying hydrological
fluxes by employing SAS functions and looking at marginal TTDs, which smooth
the corresponding peaks out. The remainder of the paper is organized as follows:
Section 3.2 reviews previous studies that reported multimodal TTD behavior. Sec-
tion 3.3 reports the methodology to simulate tracer transport using TTDs and SAS
functions. Section 3.4 provides modeling results for a lysimeter tracer experiment
characterized by a bimodal tracer breakthrough curve, while Section 3.5 looks into
the potential consequences of simplifying a multimodal TTD with a unimodal TTD
by means of a catchment-scale virtual tracer experiment. A discussion of the results
(Section 3.6) and a summary of the conclusions (Section 3.7) close the paper.

3.2 Acknowledging the multimodality of water age distribu-
tions

In various hydrological systems, TTDs are assumed to follow steady-state models
like the piston flow, the exponential, and the dispersive models, or combinations
of them (Małoszewski and Zuber 1982). These analytical distributions work well in
many catchments (McGuire and McDonnell 2006; Stewart et al. 2010), where the trac-
ers used to infer them are sampled at lower frequencies (mostly weekly to monthly).
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FIGURE 3.1: Visual summary of the process of modeling a hydrological system using
lumped models based on TTDs and tracer input-output relationships. The complex-
ity of discharge generation processes (A, B, and C) results in multimodal TTDs (red
histogram). The TTD model (blue pdf) is a simplification of reality that works well for
simulating (blue curve) a given tracer output measured in a discrete manner (red dots).

However, only strong assumptions about the system boundary conditions and its
internal transport mechanisms (Leray et al. 2016; Małoszewski and Zuber 1982) can
lead to such unimodal distributions. Multimodal and irregular shapes of TTDs are
instead found with physically-based transport models, even in steady-state condi-
tions (e.g. Engdahl and Maxwell 2014; Goderniaux et al. 2013).

A number of studies advocated the use of multimodal TTDs in the context of
steady-state (Leray et al. 2016, p. 78, and citations below). At different scales, con-
trasts in water velocities or in flow path lengths may generate multimodal TTDs.
Contrasting flow path lengths can for example come from: stream channel morpho-
logical features (Haggerty et al. 2002; Ward et al. 2018), competing recharge areas to
a groundwater well (Cirpka et al. 2007; Massoudieh et al. 2012; Visser et al. 2013),
different sources of surface water or groundwater (Duy et al. 2019; Stolp et al. 2010),
or shallow and local vs. deep and regional subsurface flows (Goderniaux et al. 2013;
Solomon et al. 2010; Wilusz et al. in review). Contrasting water velocities can origi-
nate from: preferential flow in soil macropores (Jackisch et al. 2017; Klaus et al. 2013;
Scaini et al. 2017; Utermann et al. 1990; White et al. 1986), heterogeneous rock perme-
ability (Desbarats 1990; Eberts et al. 2012; Ritzi Jr. et al. 2000; Weissmann et al. 2002),
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or conduit flow bypassing rock matrix flow in karst geologies (Long and Putnam
2009).

In unsteady conditions, multiple peaks can be found in TTDs because of dynamic
hydrological fluxes (Botter et al. 2010; van der Velde et al. 2012). However, clusters
of peaks in the TTD can be related to different major transport processes to an out-
let. van der Velde et al. (2010, Figure 6) found time-varying discharge TTDs with
two distinct groups of peaks, the first one being intermittent and associated with tile
drainage of the root zone storage (younger water) and the second being permanent
and associated with slower groundwater flows in the subsurface. Recent numeri-
cal experiments on real or virtual hydrological systems (Danesh-Yazdi et al. 2018;
Kaandorp et al. 2018; Remondi et al. 2018; Yang et al. 2018) showed that, even if SAS
functions simplify the shapes of the age distributions compared to TTDs, they may
not be described by unimodal distributions well. Rodriguez and Klaus (2019) used
high frequency (i.e. sub-daily) stable isotopes in precipitation and discharge over 2
years and found that the SAS function in a slate catchment with complex flow paths
may contain several peaks consistent with experimentally-identified discharge gen-
eration processes.

There is an emerging perception that TTDs in hydrological systems are complex
and may be multimodal for other reasons than time-varying hydrological fluxes.
In particular, different hydrological processes may generate different peaks in the
age distributions, even when those are expressed as SAS functions. However, stud-
ies that supported TTD multimodality had only little or no tracer data to constrain
model predictions and to validate the simulated TTD shapes. Thus, the existence of
high-quality data is crucial to advance our knowledge of TTD shapes. The recent
improvements in 2H and 18O measurement techniques (e.g. Gupta et al. 2009; Lis
et al. 2008) and sampling methods (e.g. Berman et al. 2009; Herbstritt et al. 2019;
Koehler and Wassenaar 2011; Munksgaard et al. 2011; Pangle et al. 2013) allowed
a considerable increase in the tracer record lengths up to several decades (e.g. Hra-
chowitz et al. 2009b; IAEA 2019; IAEA and WMO 2019; Pfister et al. 2017a) and in
the resolution of tracer data up to minutes (e.g. von Freyberg et al. 2017). This has
made the detection of the entire shape of the TTDs more feasible than in the past.
High-frequency tracer observations can now constrain the left-hand part of TTDs
representing the short (e.g. hours to days) and intermediate (e.g. weeks) transport
time scales (as in Chapter 2), while long records of tracers can constrain the right-
hand tail of TTDs associated with long transport time scales (e.g. months to years,
as in Chapter 4). Tracer timeseries that span several years at high resolution (e.g.
Rodriguez and Klaus 2019; von Freyberg et al. 2018) will pave the way for future
studies investigating water flow paths and their influence on TTDs.

3.3 Simulations of tracer concentrations through SAS func-
tions

In this manuscript, we focus on the multimodality of the TTD of discharge, i.e. the
TTD of all the water draining to a single outlet (e.g. bottom drainage of the lysime-
ter, virtual catchment discharge). In the following, "TTD" or "SAS function" therefore
refer to the age distributions in discharge (as opposed e.g. to those of evapotranspi-
ration ET) unless specified otherwise.

From a mathematical perspective, the TTD is the transfer function that verifies
the equation:
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CQ(t) =
∫ +∞

T=0
CJ(t− T) pQ(T, t) dT (3.1)

where CQ(t) is the tracer concentration in discharge at time t, CJ(t − T) is the
tracer concentration in precipitation at time t − T and pQ(T, t) is the time-variant
TTD, i.e. the distribution of water ages T (time spent since entry in the catchment) in
discharge. The same equation applies to outlets other than discharge and their TTDs
(e.g. the evapotranspiration flux ET the evapotranspiration TTD pET(T, t)). Equa-
tion 3.1 is valid only for "ideal" tracers (such as deuterium or oxygen 18 in certain
conditions), for which the concentration associated with a water parcel is assumed
to not change along its transport. In these circumstances, the TTD assumes the char-
acter of a lumped model representing a hypothesis about the transport processes to
the outlet.

For non-ideal tracers such as solutes undergoing chemical reactions, the changes
in concentration since the tracer entrance into the system need to be accounted for.
Assuming that these changes are a direct function of water age T allows using equa-
tion 3.1 to simulate non-ideal tracers in outflows as well (Maher 2011; Rinaldo and
Marani 1987). In such a case, CJ(t − T) is replaced by CS(T, t), i.e. the tracer con-
centration of water in storage with age T at time t. For atmospheric tracers that
are introduced through precipitation and decay with age such as tritium (Stew-
art et al. 2010; Visser et al. 2019), the following relationship can be implemented:
CS(T, t) = CJ(t− T) e−T/τdec , where τdec is a kinetic (decay) constant (e.g. 17.77 years
for tritium). For geogenic reactive tracers like silicon and sodium (Benettin et al.
2015a; Clymans et al. 2013; Hornberger et al. 2001; Johnson et al. 1968; Maher 2010),
where the input is typically tracer-free and tracer concentration can increase with age
towards some limiting concentration Clim, the storage concentration takes the form:
CS(T, t) = (CJ(t − T) − Clim) e−T/τeq + Clim, where τeq is a kinetic constant (e.g. 1
year). Tracer concentrations in storage can also increase because of specific removal
of tracer-free water by ET (evapoconcentration). The resulting effect on CS(T, t) is
explained in detail by Queloz et al. (2015b) and can be formulated through an evap-
oconcentration parameter α, where α = 0 represents pure evapoconcentration and
α = 1 represents fully conservative tracer behavior (Bertuzzo et al. 2013).

The unsteady TTDs pQ(T, t) can be obtained by solving a water balance equa-
tion for each water parcel (usually referred to as age master equation (Botter et al.
2011)). Numerical solutions to the age master equation (Benettin and Bertuzzo 2018;
Harman 2015; Rodriguez and Klaus 2019; van der Velde et al. 2012; Visser et al.
2019) usually consider one control volume for the entire hydrologic system and use
the “age-ranked storage” ST(T, t) as state variable. ST represents the distribution
of water volumes in storage, ranked by age. For instance, ST = 10 mm for T = 1
day means that 10 mm of water in storage is younger than 1 day. ST changes with
time because water is aging, because new water is introduced by precipitation J,
and because ages in storage are removed by outflows Q and ET. These outflows are
associated with SAS functions ΩQ and ΩET representing their preference for remov-
ing certain ages in storage. Time-varying TTDs are obtained by evaluating the SAS
functions over the age-ranked storage:

pQ(T, t) =
∂

∂T
(ΩQ(ST, t)) (3.2)

In some circumstances, it may be convenient to consider the normalized form of
the ranked storage PS = ST/S(t) and use SAS functions ΩQ(PS, t) that are defined
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over the interval [0,1], where 0 corresponds to the youngest parcel in storage and 1 to
the oldest. Tracer concentrations are obtained by coupling equation 3.2 to equation
3.1 after imposing a functional form to the SAS functions. Examples of SAS function
shapes are the power function (Benettin et al. 2017b), the beta distribution (van der
Velde et al. 2015), the gamma distribution (Harman 2015), or any of the functions
described in section B.1. In particular, we tested composite SAS functions written as
a weighted sum of probability distributions. To test our results for a larger number
of TTD shapes, we used SAS functions defined both over the age-ranked storage
(Section 3.5) and over its normalized form (Section 3.4).

3.4 Multimodality in a lysimeter-scale experiment

Small-scale (∼2m) experimental setups like lysimeters (e.g. Pütz et al. 2016) are cur-
rently the only hydrologic system where TTDs can be measured by labeling indi-
vidual precipitation events. While tracer experiments in lysimeters often resulted
in substantial single-mode tracer breakthrough curves (BTC) (e.g. Groh et al. 2018;
Stumpp et al. 2009), the experiment by Queloz et al. (2015a) is one rare example
showing a clear bimodal behavior with two distinct peaks in the BTC.

3.4.1 Data and Methods

Extensive information about the experiment including hydrologic and tracer data
can be found in Queloz et al. (2015a). In brief, the experiment was carried out at
EPFL campus (CH) between 2013 and 2014 in a large (2.5 m-depth, 1.2 m2-diameter)
vegetated lysimeter. The experiment was forced by controlled, nonstationary irriga-
tion. Two small willow trees planted within the lysimeter triggered intense evapo-
transpiration fluxes that regularly exceeded 30 mm/d during warm summer days.
Flow from the bottom drainage was discontinuous, with peaks following irrigation
and no flow during dry days (Figure 3.2). A number of five fluorobenzoate (FBA)
tracers were applied in Spring 2013 and showed different recoveries. We focus here
on the tracer that had the most conservative behavior (2,6-DFBA, 60% recovery).
The tracer arrived at the bottom of the lysimeter over two distinct timescales that
resulted in two different major peaks with duration of weeks to months (figure 3.2).
It is worth to recall here that the TTD is the normalized mass breakthrough curve
(MBTC) and not the concentration breakthrough curve (CBTC). The MBTC is influ-
enced by the variability of the hydrologic fluxes and would resemble the drainage
timeseries, with multiple individual peaks corresponding to high flow events. Yet,
the CBTC better reveals the two longer-lasting peaks and we consider those as rep-
resentative of contrasting transport processes occurring within the lysimeter. The
major of the two peaks occurred through the summer (roughly 3 months after ap-
plication) when flow was very discontinuous, while the other peak occurred at the
beginning of the winter (roughly six months after application), when evapotranspi-
ration became significantly lower. Although the second peak is smaller in magnitude
compared to the first peak, it drained more tracer mass because flows were higher.

Tracer transport for this experiment was previously modeled by (Queloz et al.
2015b), who used an approach based on SAS functions and conceptualized the lysime-
ter as two systems in series: the unsaturated soil (modeled through a power-function
SAS) and the saturated gravel filter (modeled as a fully-mixed compartment). In this
study, we use one single control volume for the entire lysimeter system (unsaturated
and saturated) and we test a new functional shape for the SAS function ΩQ(PS). We
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introduce the truncated normal SAS function NT(PS, m, s) (formula in B.1.1), which
has 2 parameters: m, corresponding to the mode of the distribution and s, which is
proportional to the standard deviation of the distribution. Depending on the value
of the parameters, the normal SAS function can be bell-shaped or not. Note that even
a symmetric SAS function does not imply that the resulting TTDs are symmetric. As
the parameters of the normal SAS function are strongly related to the function mode,
it is an appealing candidate to explore multimodality. Thus, we generated a compos-
ite SAS function as the linear combination of two normal SAS functions (see section
B.1.1). The composite function allows for 2 distinct peaks and has a total of 5 cali-
bration parameters (2 for each normal distribution and 1 for the partitioning). For
comparison, we also used a single normally-distributed SAS function (2 parameters)
and a power-function (1 parameter) for ΩQ. The SAS function for the ET flux (ΩET)
is assumed in all cases to be a uniform distribution over the younger storage frac-
tion defined by the parameter u, as proposed by Harman (2015).The model further
assumes that the tracer is conservative but only partially taken up by vegetation,
through a parameter α ≤ 1 (see Section 3.3).The simulation was run using tran-SAS
(Benettin and Bertuzzo 2018) and calibrated to measured tracer data through the
DREAMZS algorithm (ter Braak and Vrugt 2008; Vrugt et al. 2009). Calibration was
based on the assumption that residuals were independent and normally distributed.
Further details on the model and calibration setup can be found in Section B.2. For
each of the 3 tested SAS models, the best parameter combination (Table B.1) was
retained to obtain the instantaneous TTDs and compute the marginal TTD.
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FIGURE 3.2: Experimental data from the lysimeter experiment by Queloz et al. (2015a).
The vertical arrow marks the tracer application in mid May 2013. Tracer measurements
highlight the occurrence of two major peaks in the tracer breakthrough: the first one
occurred through the summer when flow was very discontinuous; the second occurred
at the beginning of the winter when evapotranspiration became considerably lower.

3.4.2 Results

The results of the tracer breakthrough simulations are illustrated in Figure 3.3 to-
gether with their corresponding SAS function ΩQ. Breakthrough curves are dis-
continuous because of the frequent absence of flow during the dry summer months.
The three curves all match the beginning of the early breakthrough in mid-May 2013.
This 1-month delay since tracer application is obtained through SAS functions that,
in all cases (see Figure 3.3 inset), are almost null up to PS=0.2, meaning that drainage
does not comprise the 20% younger soil waters. The three simulations are also fairly
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similar at reproducing the first wide peak from June to October, with the power-
function simulation less-variable and slightly higher than the tracer peak, but over-
all broadly comparable with measurements. The main difference occurs upon the
second peak, which is entirely missed by the simpler models while it is captured
by the double normal SAS function. The higher accuracy obviously comes at a cost
(5 SAS parameters instead of 1 or 2) but, besides a much better performance (see
additional analyses in Section B.2), the double normal model is more appropriate
because it allows expressing the multimodality of the data. As a result, model errors
are symmetric and much less correlated than in the other cases (Figure B.2 and Table
B.2). The marginal TTDs resulting from the three models are illustrated in Figure 3.4.
As expected, the marginal TTD resulting from the multimodal SAS function has two
distinct peaks: the first at 90-100 days and the second at 200-250 days. By contrast,
the marginal TTDs resulting from other SAS functions have a single and higher peak
at 90-100 days and underestimate the older water contribution in the right tail of the
distribution. These simulations ultimately tell us that in all cases, water found at the
bottom drainage is representative of the older water stored in the lysimeter (Figure
3.3, inset). However, two major transport mechanisms emerge from the data and the
simulations: some water is relatively fast and it is able to percolate during the dry
summer season (c.f. first peak of the CBTC), likely due to the occasional activation
of preferential pathways; the rest of the tracer mass moves with the matrix flow and
takes more than twice as much to reach the lysimeter bottom (c.f. second peak of the
CBTC).
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FIGURE 3.3: Tracer concentration in the lysimeter drainage as simulated by the cal-
ibrated models. Curves are discontinuous during periods with no flow. The inset

reports the calibrated SAS function for each model.

3.5 Multimodality in a virtual, catchment-scale experiment

The tracer breakthrough experiment shown in section 3.4 cannot be easily applied at
larger scales (e.g. hillslopes, catchments). Thus, the applicability of these results and
the validity of these conclusions at larger scales require a numerical experiment.
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3.5.1 Methods

We consider a virtual catchment with an arbitrary scale, with known fluxes J, ET,
Q, and with known deuterium content in precipitation CJ . These fluxes and tracer
concentration have a yearly seasonality and have random daily variations (appendix
B.3). The true transport processes to the stream are summarized by a constant, bi-
modal composite SAS function Ωre f (ST), made of a sum of two gamma distributions
Ω1 and Ω2 corresponding to a young water component and an old water component
(equation B.6). Here, age-ranked storage ST is employed to allow the use of gamma
distributions. To reduce the number of variables, we used a uniform distribution
(random sampling of all ages) for the SAS function of ET (ΩET). The "observed"
deuterium composition of discharge is generated according to equations 3.1 and 3.2
using the multimodal Ωre f as SAS function. We tested the ability of a simpler, uni-
modal SAS function ΩQ (one constant gamma distribution, equation B.5) to simulate
the observed stream δ2H. The two parameters of ΩQ were calibrated against ob-
served stream δ2H using a Monte Carlo procedure and the Nash-Sutcliffe Efficiency
to evaluate model performance (appendix B.3).

3.5.2 Results

The unimodal gamma-distributed ΩQ simulated the observed stream δ2H well, with
a Nash-Sutcliffe Efficiency of NSE=0.89 (figure 3.5a). The model only failed to repro-
duce some of the rapid δ2H responses, especially at the beginning of wetter periods.
The corresponding calibrated ΩQ is similar to the old water component Ω2 of the
SAS function Ωre f (figure 3.5). As such, it clearly neglects the young water com-
ponent Ω1 (ST > 200 mm), and it overestimates the old water fractions (ST ? 600
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mm) compared to Ω2. This is also visible in the corresponding marginal TTDs (av-
erage TTD over 100 years) (figure 3.6), which have the largest differences over both
younger (T > 0.2 yr) and older (T ? 1 yr) water components.
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The observed differences between Ωre f and ΩQ did not have a large influence on
the simulations of the stream δ2H. To assess the consequences of those differences for
other tracers, we compared the simulations from those two models for 3 additional
solutes in the stream:

• A virtual pesticide with a short kinetic (decay) constant τdec = 50 days (<
0.5 MTT, table 3.1), applied as a single pulse at 50 mg/L during a 100 mm
precipitation event.

• Nitrate (NO−3 ), with a long term input of 60 mg/L, then linearly decreasing
from 60 mg/L to 0 in 150 days (' 0.5 MTT, table 3.1).

• A weathering product (e.g. silicon) with a long kinetic constant τeq = 550 days
(' 2 MTT, table 3.1) and limit concentration Clim = 200 mg/L.

These additional tracers have Damköhler numbers between roughly 0.5 and 6
for the considered catchment (ratio of MTT to kinetic constant, see Ameli et al.
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2017; Maher and Chamberlain 2014; Oldham et al. 2013), representing from reaction-
limited to transport-limited tracer dynamics, respectively. The observed differences
between the unimodal ΩQ calibrated to δ2H and the bimodal Ωre f are well reflected
in the simulations of these 3 tracers. Because of the mismatch in old water fractions
(T ? 1 year, figure 3.6), ΩQ constantly overestimates the concentration in weathering
product (figure 3.5b). The mismatch in intermediate ages (0.25 > T > 1 year) results
in a slower middle-term response of ΩQ to a change in the nitrate input (figure 3.5c),
with a 6 months delay to return to concentrations below the WHO guideline of 50
mg/L. Finally, without a young water component (T > 0.2 years), the unimodal ΩQ
does not simulate the quick pesticide breakthrough (figure 3.5d) nor does it simu-
late a long term response because of the quick decay of the pesticide (τdec = 50 days).
The differences in water age between the two models are quantified through some
statistics of the marginal age distributions (table 3.1). The unimodal ΩQ results in a
much larger mean travel time (MTT) (explaining the delay in middle-term response
in nitrate), in a fraction of water younger than τdec 58 times lower, and in a higher
fraction (13% more) of water older than τeq.
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(inset) for the virtual catchment computed from the “true” bimodal ωre f (red) and from

the unimodal gamma ωQ calibrated to stream δ2H (blue).

These results show that, despite the ability to simulate the observed δ2H, the
calibrated unimodal ΩQ fails to simulate other tracers because their dynamics de-
pend on contrasting time scales of transport that cannot be properly captured by the
unimodal approximation.

3.6 Discussion

3.6.1 Relevance of water age multimodality for tracers

Our results confirm the ability of age-based lumped models to simulate tracer dy-
namics in outflows. Unimodal SAS functions only had 1 or 2 parameters but they
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Ωre f ΩQ
(true multimodal gamma) (calibrated unimodal gamma)

MTT [years] 0.81 1.22
MdTT [years] 0.72 0.94
F(T < 2 days) [%] 0.049 0.00
F(T < 7 days) [%] 0.47 0.00
F(T < 31 days) [%] 6.5 0.023
F(T < τdec = 50 days) [%] 8.7 0.15
Fyw(T < 73 days) [%] 10 0.82
F(T < 2 τdec = 100 days) [%] 13 2.5
F(T < 3 τdec = 150 days) [%] 20 8.7
F(T < 365 days) [%] 73 55
F(T < τeq = 550 days) [%] 90 77
F(T < 2 τeq = 1100 days) [%] 99 95
F(T < 3000 days) [%] ' 100 99.7

TABLE 3.1: Statistics of the marginal travel time distributions arising from the uni-
modal (ΩQ calibrated to δ2H) and multimodal ("true" Ωre f ) SAS functions. MdTT is

the median travel time. MTT is the mean travel time.

provided satisfactory simulations with good performance measures. This is because
they managed to capture the average tracer dynamics (e.g. as seen through a mov-
ing average) resulting from the range of travel times that characterizes the majority
of the discharge. For the lysimeter, 50% of the water left via the bottom drainage in
less than 100 days, which is captured by the power function and the single normal
function well enough (figure 3.4). For the virtual catchment, 50% of the water left
via discharge in less than 1 year, which is captured by the single gamma distribution
well enough (figure 3.6). Detailed characteristics of the tracer observations such as
flashy responses associated with small discharge volumes (e.g. short-term dynam-
ics within each peak in figure 3.3, months 24 – 30, 12 – 16, and 52 – 56 in figure 3.5),
or secondary peaks (Oct – Jan in figure 3.3) do not need to be reproduced to obtain
satisfactory values of the standard objective functions used for calibration. Yet, these
detailed characteristics represent transport processes acting at different time scales
and they can be highly informative on the deficiencies of a too simple model. They
could also be used as “soft data” (Seibert and McDonnell 2002) along with experi-
mental knowledge to justify the selection of more complex age models accounting
for more hydrological processes (as in Chapter 2).

Composite SAS functions increased model complexity but in return gave more
accurate process representation. For instance, the double normal model applied to
the lysimeter experiment (Section 3.4) was able to capture the two main timescales
at which the tracer was transported through the lysimeter, while the simpler mod-
els underestimated the impact of longer transit times (Figures 3.3 and 3.4). In some
cases, the increase in performance could be insufficient to justify the use additional
parameters. For example, for the catchment-scale virtual experiment, the perfor-
mance in δ2H of the single gamma model does not motivate the use of a more com-
plex model. This highlights that a single tracer measured in inflows and outflows
may not allow the identification of all peaks of the TTDs. Furthermore, the virtual
catchment experiment showed that the simpler model, although efficient enough in
reproducing δ2H, essentially failed to simulate the 3 other tracers. The unimodal
approximation neglected the short term response of the catchment, it delayed the
middle term response, and it overestimated the long term response. This shows that
simulations of solute chemistry require an accurate estimation of the TTDs that goes
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beyond conservative tracer input-output relationships, and that accounts for the po-
tential multiple modes of transport associated with different age fractions (Benettin
et al. 2017a). On the other hand, this also means that stream chemistry data and new
available tracers (Abbott et al. 2016; Hissler et al. 2014; Pfister et al. 2017b) can be
used to validate TTDs deduced from a conservative tracer input-output relationship
(Guillet et al. 2019). Overall, these results highlight the need for new methods that
do not calibrate TTDs using tracer input-output relationships but instead measure
the TTDs directly, such as Kim et al. (2016) and Kirchner (2019).

Several characteristics shared by the two hydrological systems described in Sec-
tions 3.4–3.5 made the comparison between unimodal and multimodal models pos-
sible. Contrary to previous studies on the shape of TTDs and SAS functions, our
work was not impacted by large unknowns such as total storage (Benettin et al.
2015b; Rodriguez et al. 2018) and unknown past inputs and initial conditions (Hra-
chowitz et al. 2011). Also, there was no uncertainty related to hydrological and tracer
data regarding the spatial homogeneity of inputs, the calculations of ET, the limited
tracer sampling frequency (Hrachowitz et al. 2011; Kirchner et al. 2004; Stockinger et
al. 2016) and record length (McGuire and McDonnell 2006). In addition, we avoided
using several common modeling assumptions that may have a noticeable impact on
the inferred age distributions. These assumptions include the no-flow boundaries
defining the control volume to ensure the closure of the mass balance (related to
the calculation of actual ET and/or deep water losses), and the ages of water used
by ET. van der Velde et al. (2015) and Ali et al. (2014) showed that the ET flux and
its TTD influence the TTD of discharge. Further research is needed to improve our
understanding of the role of the water ages abstracted by ET on the shapes of the
discharge TTD (via the effect of ΩET on ST or PS hence pQ).

3.6.2 Interpretations of the water age uni- or multi-modality

To understand the possible reasons for the multimodal character of TTDs not simply
caused by time-varying inflows and outflows, it is useful to see the travel time T of
an individual water parcel from a Lagrangian point of view (i.e. following the water
parcel on its journey). The travel time can be written as T = L/v, where L is the total
length of the flow path taken by that particle (from entry into the system to exit), and
v is the harmonic mean of Lagrangian velocities of that parcel along the considered
flow path of length L (see appendix B.4). The harmonic mean of velocities is used
to obtain an average that appropriately summarizes the entire history of Lagrangian
velocities along the flow path in a single measure (see appendix B.4). For instance,
Kirchner et al. (2001) calculated the shape of TTDs for theoretical catchment geome-
tries corresponding to various distributions of L (called w(x), with x the distance to
the stream). Seeing both L and v as random variables makes the TTD a ratio distribu-
tion. Ratio distributions generally do not have simple analytical expressions (Curtiss
1941), meaning that the shape of the TTDs can be complex, with potentially many
peaks and often a heavy tail. In particular, if the distributions of L and v are multi-
modal for various physical reasons (see section 3.2), it can be expected that the TTD
is multimodal as well (see figure 3.7). This has been recently observed in a catchment
in Switzerland where the extension and the contraction of the flow network for dif-
ferent wetness conditions creates complex patterns of flow paths leading to multi-
modal TTDs (assuming a constant, homogeneous velocity field) (van Meerveld et al.
2019). In reality, the shape of TTDs will depend on the relationship between L and
v. In catchments, it can be expected that the location of a given input will determine
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L, but also v. For instance, in heterogeneous media, dispersion causes the distribu-
tion of v to broaden and flatten with increasing L (Le Borgne et al. 2007). This can
be interpreted as an increased probability with time that the advective velocity of a
water particle has changed along its transport (e.g. as in Davies et al. 2013; Scaini et
al. 2019; Zehe and Jackisch 2016). Therefore, L and v are probably not independent,
making the TTD, as the pdf of their ratio, difficult to estimate a priori (Curtiss 1941).
Consequently, even a complete knowledge of the distributions of L and v may not
allow to determine the TTD as it was done in figure 3.7 by assuming that L and v are
independent.
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FIGURE 3.7: Four cases where multimodal TTDs are expected: preferential flow vs.
translatory flow in soils (c.f. lysimeter at EPFL) (A), different geologies leading to con-
trasting water velocities in subcatchments with similar geometry (B), shallow, local
vs. deep groundwater contributions to a river draining several subcatchments (C), and
distributed precipitation over a large catchment with different geological units and dif-
ferent subcatchment geometries (D). Expected distributions of flow path length L and
average water velocity v (harmonic mean), and the multimodal distribution of travel

times T calculated as the pdf of L/v are shown.

At large scales (e.g. hillslope, catchment), L can be much larger than the scale of
the heterogeneous properties of the porous media (i.e. different pore sizes, macrop-
ore network, rocks, roots, etc.). As a result, dispersion is strong and the differences
in travel time T between the water particles coming from different parts of the catch-
ment (with different L) can be attenuated. This may explain the general validity of
unimodal TTDs in catchments (McGuire and McDonnell 2006). For instance, Kirch-
ner et al. (2001) found that low Péclet numbers (i.e. advection � dispersion) are
needed to explain the gamma shape of TTDs suggested by the spectral slopes of
stream chemistry. At smaller scales, L can be small compared to the scale of het-
erogeneities (i.e. advection� dispersion) such that the TTDs are more likely to be
multimodal. For example, preferential flow in soils can cause a strongly bimodal
distribution for v. In the lysimeter at EPFL (Section 3.4), flow paths are mostly ver-
tical and the transport distance is probably narrowly distributed around L = 2.5
m (the depth of the soil column). The multimodal TTDs obtained in the lysime-
ter are thus due to contrasting velocities coming from preferential flow vs. matrix
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flow in the lysimeter (figure 3.7A), which was clearly identified from comparisons
of tracers measured in soil water vs. discharge (Benettin et al. 2019). The importance
of preferential flow in soils for catchment-scale TTDs may be difficult to evaluate.
Glaser et al. (2019b) showed in the Weierbach catchment (Luxembourg) that rainfall-
runoff simulations were not improved by modeling vertical preferential flow at the
catchment scale, using the soil preferential flow parameters deduced from plot-scale
tracer breakthrough experiments. However, nonuniform lateral flow (similar to lat-
eral preferential flow) appeared to be an important mechanism for discharge gener-
ation in this catchment, and it could be implemented in the model by using a highly
conductive horizontal soil layer (Glaser et al. 2019b). Different conclusions regard-
ing preferential flow were found by van Schaik et al. (2014), who highlighted its
non-negligible role for runoff simulations during extreme rainfall events in a semi-
arid catchment in Spain. This suggests that preferential flow has an influence on a
catchment TTD only if it provides sufficient volumes of water to the outlet.

Our results suggest that different hydrological processes generate multimodal
TTDs only if these processes result in contrasting water ages and provide compara-
ble volumes of water. For instance, if surface runoff reaches the stream in 1 hour,
there may be no detectable peak in the TTD around T = 1 hour if 99% of discharge is
generated by subsurface stormflow having water of at least 1 week of age. Similarly,
if two recharge areas to a groundwater well provide similar water ages, the TTD of
the well will be unimodal regardless of the sizes of each recharging area. Compos-
ite SAS functions provide an intuitive mathematical representation: multiple peaks
are observed in the marginal TTDs if the different probability distribution functions
summed together in the SAS function are far from each other in the age domain (T,
PS, or ST), and if they are associated with weights λ (equations B.3 and B.6) that are
comparable (e.g. 25% and 75%).

3.6.3 Modeling complex hydrological systems with complex age distribu-
tions

The composite TTDs (Leray et al. 2016) and the composite SAS functions proposed in
this study (see also Chapter 2) have the ability to embed a larger variety of processes
compared to traditional lumped models, but they are still analytical approximations
of potentially more complex distributions. Shape-free distributions are more flexible
and could better represent the range of transport processes in hydrological systems.
Shape-free distributions can be determined from time series analyses (Turner and
Macpherson 1990b), by deconvoluting the tracer output signal (Cirpka et al. 2007;
Gooseff et al. 2011; Luo and Cirpka 2008; McCallum et al. 2014), from Bayesian in-
ference using several tracers (Massoudieh et al. 2012, 2014), or from multilinear re-
gression analysis (Kirchner 2019). However, these methods require a large number
of tracers (Massoudieh et al. 2014), or tracer time series that are well conditioned for
numerical reasons (Kirchner 2019), and the resulting solutions can be highly non-
unique (McCallum et al. 2014). Eventually, analytical solutions can perform better
than shape-free solutions in some cases (Massoudieh et al. 2014). Composite TTDs
and SAS functions could thus offer a good balance between model parsimony and
sufficient representation of the relevant processes at the scale of interest, which is
precisely the aim of lumped models.

Spatially-explicit models allow a detailed representation of flow paths and trans-
port media properties. These suggest that complex SAS functions and TTD shapes
emerge from specific flow paths (Kaandorp et al. 2018; Pangle et al. 2017; Yang et al.
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2018) or from various conductivity (or velocity) distributions in the system (Danesh-
Yazdi et al. 2018; Davies et al. 2013). Distributed models also allow linking water
sources to travel times, providing complementary spatial information that cannot
be visualized in lumped models (Sayama and McDonnell 2009; van Huijgevoort et
al. 2016). However, these models usually require more detailed initial and bound-
ary conditions (Delavau et al. 2017; Jing et al. 2019), which get more uncertain at
larger scales. In addition, these models are more computationally expensive than
their lumped counterparts, and thus require efficient parallelized numerical solu-
tions (Maxwell et al. 2018). While we often do not have the means to validate the
age results from these models, they are useful to explore the possible complexities of
the age distributions and relate them to the dominant hydrological processes. This
is especially true as these models can much better represent the small-scale mecha-
nisms leading to the observed hydrological processes compared to lumped models.

3.7 Conclusions

Simple TTDs with mainly one peak (or mode) have been prevalent in the last decades
because more elaborate models were not needed to obtain a satisfactory tracer sim-
ulation. Nevertheless, multimodal TTDs can better describe how different groups of
water ages emerge at the outlet of a catchment because of complex flow paths and
water velocity distributions. Recent tracer and numerical experiments (including the
two examples presented here) show that TTDs with multiple peaks can better simu-
late the detailed tracer dynamics observed in high-resolution tracer measurements.
Moreover, using the TTDs for water chemistry simulations can expose the flaws of a
too simple TTD model that underestimates/overestimates large portions of the age
distribution with implications for tracer concentrations. Our work highlights that, in
many hydrological systems, TTDs are likely to be multimodal because of contrasts
in flowpath length or velocity (or both). We provided examples of situations where
multimodal TTDs are not simply caused by the dynamics of hydrological fluxes.
Multimodality can occur due to: preferential flows in soils, heterogeneity of the
catchment geological substratum, deep subsurface flows beyond catchment topo-
graphical boundaries and distributed precipitation over large catchments. Different
hydrological processes providing comparable volumes of waters with contrasting
ages to an outlet will likely result in multimodal TTDs.

Acknowledgements

Data from the lysimeter tracer experiment can be found in Queloz et al. (2015a, ap-
pendix B). PB thanks ENAC school at EPFL for financial support. NBR
(FNR/CORE/C14/SR/8353440/STORE-AGE) and JK
(FNR/CORE/C17/SR/11702136/EFFECT) thank the Luxembourg National Research
Fund.



79

Chapter 4

A dual-tracer experimental
approach to determine the entire
streamflow TTD

A revised version of this paper (major revisions) is under review for publication in
Hydrology and Earth System Sciences (Copernicus Publications1) as:

N. B. Rodriguez, L. Pfister, E. Zehe, and J. Klaus (under review). “A comparison of
catchment travel times and storage deduced from deuterium and tritium tracers

using StorAge Selection functions”. In: Hydrology and Earth System Sciences
Discussions

1Copyright (2019) The Authors. The article is distributed under the Creative Commons Attribu-
tion 4.0 License. Unless otherwise stated, associated published material is distributed under the same
licence.



80
Chapter 4. A dual-tracer experimental approach to determine the entire

streamflow TTD

Abstract

Catchment travel time distributions (TTDs) are an efficient concept to summarize
the time-varying 3-dimensional transport of water and solutes to an outlet in a single
function of water age and to estimate catchment storage by leveraging information
contained in tracer data (e.g. 2H and 3H). It is argued that the increasing use of the
stable isotopes of O and H compared to tritium as tracers has truncated our vision
of streamflow TTDs, meaning that the long tails associated with old water are ne-
glected. However, the reasons for the truncation of the TTD tails are still obscured by
methodological and data limitations. In this study, we went beyond these limitations
and tested the hypothesis that streamflow TTDs calculated using only deuterium
(2H) or only tritium (3H) are different. We similarly tested if the mobile catchment
storage (derived from the TTDs) associated with each tracer is different. For this we
additionally constrained a model successfully developed to simulate high-frequency
stream deuterium measurements with about 30 stream tritium measurements over
the same period (2015–2017). We used data from the forested headwater Weierbach
catchment (42 ha) in Luxembourg. The streamflow TTDs were estimated in unsteady
conditions by using both tracers coherently within a framework based on StorAge
Selection (SAS) functions. We found equal TTDs and equal mobile storage between
the 2H- and 3H-derived estimates. The truncation hypothesis was thus rejected. The
small differences we found could be explained by the calculation uncertainties and
by a limited sampling frequency for tritium. Using both stable and radioactive iso-
topes of H as tracers reduced the age and storage uncertainties. Although tritium
and stable isotopes had redundant information about younger water, using both
tracers better exploited the more specific information about longer ages that 3H in-
herently contains, and it could be even better in the next decades. The two tracers
thus had overall different information contents. Tritium was however slightly more
informative and cost-effective than stable isotopes for travel time analysis. We thus
reiterate the call of Stewart et al. (2012) to measure tritium in the streams for travel
time analysis, and emphasize the need for high-frequency tritium sampling in future
studies to match the resolution in stable isotopes.

4.1 Introduction

Sustainable water resource management is based upon a sound understanding of
how much water is stored in catchments, and how it is released to the streams. Iso-
topic tracers such as deuterium (2H), oxygen 18 (18O), and tritium (3H) have become
the cornerstone of several approaches to tackle these two critical questions (Kendall
and McDonnell 1998). For instance, hydrograph separation using stable isotopes of
O and H (Buttle 1994; Klaus and McDonnell 2013) has unfolded the difference be-
tween catchments hydraulic response (i.e. streamflow) and chemical response (e.g.
solutes) (Kirchner 2003) related to the different concepts of water celerity and water
velocity (McDonnell and Beven 2014). Isotopic tracers have also been the backbone
to unravel water flow paths in soils (Sprenger et al. 2016), and to distinguish soil
water going back to the atmosphere and flowing to the streams (Berry et al. 2018;
Brooks et al. 2010; Dubbert et al. 2019; McCutcheon et al. 2017; McDonnell 2014).

The travel time distribution (TTD) is nevertheless the concept relying the most on
isotopic tracers (McGuire and McDonnell 2006). TTDs provide a concise summary
of water flow paths to an outlet by leveraging the information on storage and re-
lease contained in tracer input-output relationships. TTDs are essential to link water
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quantity to water quality (Hrachowitz et al. 2016), for example by allowing calcu-
lations of stream solute dynamics from a hydrological model (Benettin et al. 2015a,
2017a; Maher 2011; Rinaldo and Marani 1987). TTDs are commonly calculated from
isotopic tracers in many sub-disciplines of hydrology and thus have the potential
to link the individual studies focused on the various compartments of the critical
zone (e.g. groundwater and surface water) (Sprenger et al. 2019). 3H has been used
as an environmental tracer since the late 1950s (Begemann and Libby 1957; Dinçer
et al. 1970; Eriksson 1958; Hubert 1971; Martinec 1975) and it gained particular mo-
mentum in the eighties with its use in diverse TTD models (Małoszewski and Zuber
1982; Stewart et al. 2010). It is argued that 3H contains more information on the age
of water than stable isotopes due to its radioactive decay (Stewart et al. 2012). For
example, low tritium content generally indicates old water in which most of the 3H
from nuclear tests has decayed. Despite its potential, 3H is used only rarely in travel
time studies nowadays (Stewart et al. 2010), most likely because high precision anal-
yses are laborious (Morgenstern and Taylor 2009) and rather expensive. In contrast,
the use of stable isotopes in travel time studies has soared in the last three decades
(Benettin et al. 2015a; Fenicia et al. 2010; Heidbüchel et al. 2012; Kendall and Mc-
Donnell 1998; Klaus et al. 2015a; McGuire and McDonnell 2006; Pfister et al. 2017a;
Rodriguez et al. 2018). This is notably due to the fast and low-cost analyses provided
by recent advances in laser spectroscopy (e.g. Gupta et al. 2009; Keim et al. 2014; Lis
et al. 2008) and the associated technological progress in sampling techniques of var-
ious water sources (Berman et al. 2009; Herbstritt et al. 2019; Herbstritt et al. 2012;
Koehler and Wassenaar 2011; Munksgaard et al. 2011; Pangle et al. 2013). According
to Stewart et al. 2012 and Stewart and Morgenstern 2016, the limited use of 3H may
have cause a biased or "truncated" vision of stream TTDs, in which the the older
ages associated with long TTD tails remain mostly undetected by stable isotopes.
Longer mean travel times (MTT) were inferred from 3H than from stable isotopes
in several studies employing both tracers (Stewart et al. 2010). Longer MTTs may
have profound consequences for catchment storage, usually estimated from TTDs as
S = Q×MTT (with Q the flux through the catchment), assuming steady-state flow
conditions (i.e. S(t) = S(t) = S, Q(t) = Q(t) = Q, MTT(t) = MTT(t) = MTT)
(Birkel et al. 2015; McGuire and McDonnell 2006; Pfister et al. 2017a; Soulsby et
al. 2009). Under this assumption, a truncated TTD would result in an underesti-
mated MTT thus an underestimated catchment storage. A different perspective on
catchment storage and on its relation with travel times may however be adopted by
calculating storage from unsteady TTDs.

A water molecule that reached an outlet has only one age, defined as the time it
took to get there. This age is not affected by the isotopes (2H, 3H, and 18O) carried
by the molecule and used as tracers, because they do not influence its flow path or
its advective velocity or its self diffusion in water (Devell 1962). The use of different
methods of travel time analysis for stable isotopes of O and H and for 3H (e.g. am-
plitudes of seasonal variations vs. radioactive decay) was hence first pointed out as
a main reason for the discrepancies in MTT (Stewart et al. 2012). Further research is
thus needed for developing mathematical frameworks that coherently incorporate
stable isotopes of O and H and 3H in travel time calculations. Moreover, several
limiting assumptions were used in previous studies employing 3H to derive MTTs,
which are in themselves insufficient statistics to describe various aspects (e.g. shape,
modes, percentiles) of the TTDs. For example, the steady-state assumption has been
used in almost all 3H travel time studies (Cartwright and Morgenstern 2016; Duvert
et al. 2016; Gallart et al. 2016; McGuire and McDonnell 2006; Stewart et al. 2010).



82
Chapter 4. A dual-tracer experimental approach to determine the entire

streamflow TTD

Yet, time variance is a fundamental characteristic of TTDs (Botter et al. 2011; Rinaldo
et al. 2015), and it has been acknowledged in simulations of stream 3H only very
recently (Visser et al. 2019). Recharge models are also often employed to account
only indirectly for the impact of evapotranspiration fluxes (ET) on the catchment in-
puts in 3H (Stewart et al. 2007) and for the TTD of ET. In contrast for stable isotopes,
explicit considerations of ET and of the influence of its TTD on the streamflow TTD
are becoming common (van der Velde et al. 2015; Visser et al. 2019). Finally, more
guidance on the calibration of the TTD models against 3H measurements is needed
(see e.g. Gallart et al. 2016). Especially, uncertainties of 3H-inferred age estimates
may have been overlooked, while these could explain the differences with the stable
isotope-inferred age estimates.

Besides methodological problems, the reasons for the age differences (hence ap-
parent storage or mixing) are still not well understood, because little is known about
the true age information content of 3H compared to stable isotopes. First, 3H sam-
pling in catchments typically differs from stable isotope sampling in terms of fre-
quency and flow conditions. Stable isotope records in precipitation and in the streams
have lately shown increasing resolution, covering a wide range of flow conditions
(Benettin et al. 2015a; Birkel et al. 2015; McGuire et al. 2005; Pfister et al. 2017a; Ro-
driguez and Klaus 2019; Visser et al. 2019; von Freyberg et al. 2017). Tritium records
in precipitation and streams are on the other hand usually at a monthly resolution in
many places around the globe (Halder et al. 2015; IAEA 2019; IAEA and WMO 2019).
Only a handful of travel time studies employing 3H report more than a dozen stream
samples for a given site and for different conditions than baseflow (e.g. Małoszewski
et al. 1983; Visser et al. 2019). This general focus on baseflow 3H sampling introduces
by definition a bias towards older water. Second, the natural variability of 3H com-
pared to that of stable isotopes has rarely been documented. 3H in precipitation has
returned to the pre-bomb levels, and like stable isotopes it shows a clear yearly sea-
sonality (e.g. Bajjali 2012; Stamoulis et al. 2005). However, ambiguous age estimates
may still be obtained with 3H in the northern hemisphere because the current pre-
cipitation has similar 3H concentrations than water recharged in the 1980s (Stewart
et al. 2012). Higher sampling frequencies of precipitation 3H are almost nonexistent.
Rank and Papesch (2005) revealed a short term variability of precipitation 3H likely
due to different air masses, observed also during complex meteorological conditions
such as hurricanes (Östlund 2013). 3H in streams also show some yearly seasonality
(Rank et al. 2018; Różański et al. 2001), but short term dynamics are not well under-
stood because high frequency data sets are limited. Dinçer et al. (1970) showed that
short-term stream tritium variations can be caused by the melting of the snowpack
from the current and the previous winters. In addition, the seasonally higher values
of precipitation 3H in Spring could explain some of the 3H peaks observed in the
large rivers (Rank et al. 2018). More studies employing both 3H and stable isotopes
and comparing their age information content are therefore crucial to understand
travel times in catchments from a multi-tracer perspective.

In this study, we go beyond previous work and test the hypothesis that stream
TTDs and the associated catchment storage are different (considering their uncer-
tainties) when inferred from stable isotopes or from 3H measurements used in a co-
herent mathematical framework for both tracers. For this, we use high frequency iso-
topic tracer data from an experimental headwater catchment in Luxembourg. Here
we focus on the stable isotope of H (deuterium 2H) for which we have more pre-
cise measurements. A transport model based on TTDs was recently developed and
successfully applied to simulate a two-year high frequency (sub-daily) record of 2H
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in the stream (Chapter 2). Here, we additionally constrain the same model within
the same mathematical framework against nearly 30 stream samples of 3H collected
during highly varying flow conditions over the same period as for 2H. We do not
assume steady-state and do not rely on a recharge model by employing StorAge Se-
lection functions to account for the type and the variability of the TTDs of Q and ET
that affect the water age balance in the catchment. The tracer input-output relation-
ships and the 3H radioactive decay are accounted for in the method, which reduces
3H age ambiguities. We provide guidance on how to jointly calibrate the model to
both tracers and on how to derive likely ranges of storage estimates and travel time
measures other than the MTT. This work addresses the following related research
questions:

• Are travel times and storage inferred from a common transport model for 2H
and 3H in disagreement?

• Are the water age information contents of 2H and 3H similar?

4.2 Methods

4.2.1 Study site description

This study is carried out in the Weierbach catchment, which has been the focus of an
increasing number of investigations in the last few years about streamflow genera-
tion (Carrer et al. 2019; Glaser et al. 2019b, 2016; Rodriguez and Klaus 2019; Scaini et
al. 2017, 2018), biogeochemistry (Moragues-Quiroga et al. 2017; Schwab et al. 2018),
and pedology and geology (Gourdol et al. 2018; Juilleret et al. 2011).

The Weierbach is a forested headwater catchment of 42 ha located in northwest-
ern Luxembourg (figure 4.1). The vegetation consists mostly of deciduous hardwood
trees (European beech and Oak), and conifers (Picea abies and Pseudotsuga menziesii).
Short vegetation covers a riparian area that is up to 3 m wide and that surrounds
most of the stream. The catchment morphology is a deep V-shaped valley in a gently
sloping plateau. The geology is essentially Devonian slate of the Ardennes massif,
phyllades, and quartzite (Juilleret et al. 2011). Pleistocene Periglacial Slope Deposits
(PPSD) cover the bedrock and are oriented parallel to the slope (Juilleret et al. 2011).
The upper part of the PPSD (∼ 0–50 cm) has higher drainable porosity than the
lower part of the PPSD (∼ 50–140 cm) (Gourdol et al. 2018; Martínez-Carreras et al.
2016). Fractured and weathered bedrock lies from ∼ 140 cm depth to ∼ 5 m depth
on average. Below ∼ 5 m depth lies the fresh bedrock that can be considered imper-
vious. The climate is temperate and semi oceanic. The flow regime is governed by
the interplay of seasonality between precipitation and evapotranspiration. Precip-
itation is fairly uniformly distributed over the year, and averages 953 mm/yr over
2006–2014 (Pfister et al. 2017a). The runoff coefficient over the same period is 50%.
Streamflow (Q) is double-peaked during wetter periods (Martínez-Carreras et al.
2016), and single peaked during drier periods occurring normally in summer when
evapotranspiration (ET) is high.

Based on previous modeling (e.g. Fenicia et al. 2014; Glaser et al. 2019b) and
experimental studies (e.g. Glaser et al. 2018; Juilleret et al. 2016; Martínez-Carreras
et al. 2016; Scaini et al. 2017), Rodriguez and Klaus (2019) proposed a perceptual
model of streamflow generation in the Weierbach. In this model, the first and flashy
peaks of double-peaked hydrographs are generated by precipitation falling directly
into the stream, by saturation excess flow from the near-stream soils, and by infil-
tration excess overland flow in the riparian area. The second peaks are generated
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by delayed lateral subsurface flow. The lateral fluxes are assumed higher at the
PPSD/bedrock interface due to the hydraulic conductivity contrasts (Glaser et al.
2019b, 2016). Lateral subsurface flows are thus accelerated when groundwater rises
after a rapid vertical infiltration through the soils (Chapter 2). The model based on
travel times presented in this study was developed in a step-wise manner based on
this hypothesis of streamflow generation. The model’s ability to simulate stream
δ2H dynamics helped to further confirm that these flow processes are active in the
Weierbach (Chapter 2). Water flow paths and streamflow generation processes in
this catchment are however not completely resolved. Other studies carried out in
the Colpach catchment (containing the Weierbach) highlighted the potential role of
lateral preferential flow through macropores in the highly heterogeneous soils for
the generation first peaks of the hydrographs (Angermann et al. 2017; Loritz et al.
2017), contrary to the understanding from various studies in the Weierbach (Glaser
et al. 2019a; Glaser et al. 2016).

FIGURE 4.1: Map of the Weierbach catchment and its location in Luxembourg. The
weir is located at coordinates (5°47’44”E, 49°49’38”N). SRS is the sequential rainfall
sampler. AS is the stream autosampler. The elevation lines go by increments of 5 m
from 460 m.a.s.l. downstream close to the weir location to 510 m.a.s.l. at the northern

catchment divide.

4.2.2 Hydrometric and tracer data

In this study we use precipitation (J, in mm/h), ET (mm/h), Q (mm/h), and δ2H
(h) and 3H (Tritium Units, T.U.) measurements in precipitation (CP,2 and CP,3 re-
spectively) and in the stream (CQ,2 and CQ,3 respectively). Here a subscript 2 indi-
cates deuterium (2H) and a subscript 3 indicates tritium (3H). The analysis in this
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study focuses on the period October 2015–October 2017 during which most samples
were collected at higher frequencies than in the past (figure 4.2). Details on the hy-
drometric data collection (J, ET, Q), and on the 2H sample collection and analysis
are given in chapter 2.

The 1088 stream samples analyzed for 2H were collected manually or automat-
ically with an autosampler (AS, figure 4.1), resulting in samples every 15 hours on
average over October 2015–October 2017. The 525 precipitation samples analyzed
for 2H were collected approximately every 2.5 mm rain increment (i.e. on average
every 23 hours) with a sequential rainfall sampler (SRS) and in addition as bulk sam-
ples on a bi-weekly basis. The samples were analyzed at the Luxembourg Institute
of Science and Technology (LIST) using an LGR Isotope Water Analyzer, yielding
for 2H an analytical accuracy of 0.5 h (equal to the LGR standard accuracy), and a
precision maintained <0.5h (quantified as one standard deviation of the measured
samples and standards).

The 24 stream samples analyzed for 3H were selected from manual bi-weekly
sampling campaigns to cover various flow ranges. The samples were analyzed by
the GNS Science Water Dating Laboratory (Lower Hutt, New Zealand), which pro-
vides high precision tritium measurements using electrolytic enrichment and liquid
scintillation counting (Morgenstern and Taylor 2009). The precision of the stream
samples varies from roughly 0.07 T.U. to roughly 0.3 T.U., but commonly around 0.1
T.U. Monthly values of 3H in precipitation were obtained for the Trier station (60 km
from the Weierbach) until 2016 from the WISER database of the International Atomic
Energy Agency (IAEA) (IAEA and WMO 2019; Stumpp et al. 2014). The 2017 val-
ues were obtained from the Radiologie group of Bundesanstalt für Gewässerkunde
(Schmidt et al. submitted). 3H in precipitation before 1978 was calculated by regres-
sion with data from Vienna, Austria (Stewart et al. 2017).

For both 2H and 3H, the time series of tracer in precipitation was interpolated
between two consecutive samples (e.g. A and B) as being equal to the value of the
next sample (i.e. B). Since no measurements of J, Q, ET, and CP,2 are available before
2010, we looped back their values of the period October 2010–October 2015 period-
ically before 2010 as a best estimate of their past values. We aggregated the input
data (J, ET, Q, CP,2, CP,3) to a resolution ∆t = 4 hours, which is small enough to
capture the variability of flows and tracers in the input and simulate the variability
of the flows and tracers in the output.

4.2.3 Mathematical framework

Mathematically, the streamflow TTD is related to the stream tracer concentrations
CQ(t) according to the following equation (4.1):

CQ(t) =
∫ +∞

T=0
C∗P(T, t)←−pQ(T, t) dT (4.1)

where T is water age, t is time of observation, CQ(t) is the stream tracer con-
centration,←−pQ (probability distribution function, p.d.f.) is the stream backward TTD
(Benettin et al. 2015c), and C∗P(T, t) is the tracer concentration of the water parcel
reaching the outlet at time t with age T (this parcel was in the inflow at time t− T,
its travel time is thus T). This equation is always verified for the exact (usually
unknown) TTD, because it simply expresses the fact that the stream concentration
is the volume-weighted arithmetic mean of the concentrations of the water parcels
with different travel times at the outlet. C∗P(T, t) depends on T and t as separate vari-
ables if the tracer concentration of a water parcel in the catchment changes between
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FIGURE 4.2: Data used in this study: 3H in precipitation (CP,3), the corresponding
tritium activities accounting for radioactive decay until 2017 (C∗P,3), δ2H in precipita-
tion CP,2 (inset), precipitation J (inset), streamflow Q (inset), 3H measurements in the
stream (CQ,3 both plots), and δ2H in the stream (CQ,2, inset). The period contained in
the inset is represented as a rectangle in the bigger plot. The dashed line visually rep-
resents the increasing trend in C∗P,3 that emerges as the effect of bomb peak tritium dis-
appears (i.e. CP,3(t− T) stops decreasing around 2000 so C∗P,3(T, t) = CP,3(t− T) e−αT

starts decreasing with increasing T).

injection time t − T and observation time t. For solutes like silicon and sodium,
the concentration can increase with age (Benettin et al. 2015a). For 3H, radioac-
tive decay with a constant α = 0.0563 yr−1 implies C∗P,3(T, t) = CP,3(t − T) e−αT,
where CP,3(t − T) is the concentration in precipitation measured at t − T. For 2H,
C∗P,2(T, t) = CP,2(t − T). Thus, the streamflow TTD simultaneously verifies equa-
tions 4.2 and 4.3:

CQ,2(t) =
∫ +∞

T=0
C∗P,2(T, t)←−pQ(T, t) dT =

∫ +∞

T=0
CP,2(t− T)←−pQ(T, t) dT (4.2)

CQ,3(t) =
∫ +∞

T=0
C∗P,3(T, t)←−pQ(T, t) dT =

∫ +∞

T=0
CP,3(t− T) e−αT←−pQ(T, t) dT (4.3)

Practically, when measurements of 2H and 3H are used to inversely deduce the
TTD by using equations 4.2 and 4.3, different TTDs may be found. These differ-
ent TTDs may be called ←−−pQ,2 and ←−−pQ,3 for instance, referring to 2H and 3H, respec-
tively. To avoid introducing more variables and to avoid confusion, we do not use
the names←−−pQ,2 and←−−pQ,3 and we instead refer to the TTDs "constrained" by a given
tracer, using a common symbol ←−pQ. We do this also to stress that the exact (true)
TTD must simultaneously verify both equations 4.2 and 4.3, and that two different
TTDs ←−−pQ,2 and ←−−pQ,3 cannot physically exist. This is a fundamental difference from
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previous work that assumed two different TTDs, using for example equation 4.3
for 3H and another method for 2H (the sine-wave approach) (e.g. Małoszewski et
al. 1983). The framework in this study also uses the fact that the same functional
form of streamflow TTD needs to simultaneously explain both tracers to be valid,
unlike previous work that used different TTD models for different tracers (Stewart
and Thomas 2008).

4.2.4 Transport model based on TTDs

Most of the previous travel time studies using tritium assumed steady-state and an
analytical shape for the stream TTD, and fitted the parameters of the analytical func-
tion using the framework described in 4.2.3. In this study, the TTDs are unsteady
(i.e. time-varying) and cannot be analytically described. Still, they can be calculated
by numerically solving the "Master Equation" (Botter et al. 2011). This method has
been applied in several recent studies (e.g. Benettin et al. 2017b; Harman 2015; van
der Velde et al. 2015), and is described in more details by Benettin et al. (2018). The
numerical method used to solve this equation in this study is described in chapter 2.

Essentially, the Master Equation is a water balance equation where storage and
fluxes are labeled with age categories. The Master Equation is thus a partial differ-
ential equation expressing the fact that the amount of water in storage having age T
changes with time because of new water introduced by precipitation J(t), because of
water aging, and because of losses to catchment outflows ET(t) and Q(t). Solving
the Master Equation requires knowledge (or an assumption about the shape) of the
StorAge Selection (SAS) functions ΩQ and ΩET of outflows Q and ET, which con-
ceptually represent how likely water ages in storage are to be present in the outflows
at a given time. Solving the Master Equation yields the distribution of ages in stor-
age at every moment, that can be represented in a cumulative form with age-ranked
storage ST, defined as the amount of water in storage (e.g. 10 mm) younger than T
(e.g. 1 year) at time t. T → ST is just a mathematical change of variable, and it has
no meaning respective to the location or depth of a certain water parcel with age T
in the catchment. By definition lim

T→+∞
ST = S(t), where S(t) is catchment storage.

ΩQ and ΩET are functions of ST and cumulative distributions functions (c.d.f.) for
numerical convenience. SAS functions are closely linked to TTDs, such that one can
be found from the other using the following expression (here for Q, but valid for
other outflows):

←−pQ(T, t) =
∂

∂T
(ΩQ(ST, t)) (4.4)

The partial derivative with respect to age T ensures the transition from c.d.f. to
p.d.f. Assuming a parameterized form for ΩQ and ΩET and calibrating their param-
eters using the framework defined in 4.2.3 yields time-varying TTDs constrained by
the tracers in the outflows.

In this study, we assumed that ΩET is a function of only ST and it is gamma
distributed with a mean parameter µET (mm) and a scale parameter θET (mm). Ro-
driguez and Klaus (2019) showed that in the Weierbach, a weighted sum of three
components in the streamflow SAS function is more consistent the superposition
of streamflow generation processes (i.e. saturation excess flow, saturation overland
flow, lateral subsurface flow, see section 4.2.1) than a single component. This means
that ΩQ is written as a weighted sum of three c.d.f.s (see appendix C.1.1 and Chapter
2):
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ΩQ(ST, t) = λ1(t)Ω1(ST) + λ2(t)Ω2(ST) + λ3(t)Ω3(ST) (4.5)

λ1(t), λ2(t), and λ3(t) are time-varying weights summing to 1. Essentially, λ1(t)
is the smallest weight and it is parameterized to increase sharply during flashy
streamflow events, using parameters λ∗1 , f0, Sth (mm), and ∆Sth (mm). λ2(t) = λ2 is
calibrated, and λ3(t) just deduced by difference. Ω1 is a cumulative uniform distri-
bution over ST in [0, Su] (with Su a parameter in mm). Ω1 represents the young water
contributions associated with short flow paths during flashy streamflow events. Ω1
corresponds to processes in the near stream area: saturation excess flow, saturation
overland flow, and rain on the stream (Chapter 2). Ω2 and Ω3 are gamma-distributed
with mean parameters µ1 and µ2 (mm), and scale parameters θ1 and θ2 (mm) respec-
tively. Ω2 and Ω3 represent older water that is always contributing to the stream.
This older water consists of groundwater stored in the weathered bedrock that flows
laterally in the subsurface. Note that we used the same functional form of ΩQ(ST, t)
for 2H and 3H to keep the functional form of the TTDs consistent between the tracers.

4.2.5 Model initialization and numerical details

Numerically solving the Master Equation requires an estimation of catchment mo-
bile storage S(t). In this context, S(t) represents the sum of "dynamic" (or "active")
storage and "inactive" (or "passive") storage (Birkel et al. 2011a; Fenicia et al. 2010;
Hrachowitz et al. 2013; Soulsby et al. 2011). In this study the model is initialized
in October 1915 with storage S(t = 0) = Sre f . This initial value is chosen large
enough to sustain Q and ET during drier periods and to store water that is suf-
ficiently old to satisfy equation 4.1. S(t) is then simply deduced from the water
balance as S(t) = Sre f +

∫ t
x=0(J(x)− Q(x)− ET(x)) dx. The initial age distribution

in storage is exponential with a mean of 1.7 years, the estimated Mean Residence
Time (MRT) by Pfister et al. (2017a). The model is then run with time steps ∆t = 4
hours and age resolution ∆T = 8 hours. This way the computational cost is balanced
with the resolution of the simulations in δ2H. The period October 1915–October 2015
serves as a long spin-up period to completely remove the impact of the initial condi-
tions. This means that Sre f and the initial age distribution in storage do not influence
the results over October 2015 – October 2017. ET(t) is taken equal to potential evap-
otranspiration PET(t) except that it tends non-linearly towards 0 (using a constant
smoothing parameter n) when storage S(t) decreases below Sre f − Sroot (mm), where
Sroot is a parameter accounting for the water amount accessible by ET (appendix
C.1.2).

4.2.6 Model calibration

The parameters of the SAS functions and the other model parameters were cali-
brated using a Monte Carlo technique. In total, 12 parameters were calibrated (table
4.1). The initial ranges were selected based on parameter feasible values (e.g. f0
between 0 and 1 by definition), on previous estimations (e.g. Sth), on hydrological
data (e.g. Su and ∆Sth deduced from average precipitation depths), and on initial
tests on the parameter ranges (e.g. µ and θ). These ranges allow a wide range of
shapes of SAS functions while minimizing numerical errors (occurring for example
for ST > S(t)).

Unlike our previous modeling work in this catchment (Chapter 2), we fixed the
initial storage in the model Sre f to 2000 mm. We did this to reduce the degrees of
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TABLE 4.1: Model parameters

Symbol Type Unit Initial range Descriptiona

Sth Calibrated mm [20, 200] Storage threshold relative to Smin separating "dry" and "wet"
periods

∆Sth Calibrated mm [0.1, 20] Threshold in short term storage changes identifying "first"
peaks in hydrographs

Su Calibrated mm [1, 50] Range of the uniformly distributed Ω1
f0 Calibrated – [0, 1] Young water coefficient for the dry periods
λ∗1 Calibrated – [0, 1]b Maximum value of the weight λ1(t)
λ2 Calibrated – [0, 1] Constantc value of the weight λ2(t)
µ2 Calibrated mm [0, 1600] Mean parameter of the gamma distributed Ω2
θ2 Calibrated mm [0, 100] Scale parameter of the gamma distributed Ω2
µ3 Calibrated mm [0, 1600] Mean parameter of the gamma distributed Ω3
θ3 Calibrated mm [0, 100] Scale parameter of the gamma distributed Ω3
µET Calibrated mm [0, 1600] Mean parameter of the gamma distributed ΩET
θET Calibrated mm [0, 100] Scale parameter of the gamma distributed ΩET

Sroot Constant mm 150 Water amount accessible by ET
m Constant – 1000 Smoothing parameter for the calculation of λ1(t)
n Constant – 20 Smoothing parameter for the calculation of ET(t) from PET(t)
∆t∗ Constant hours 8 Width of the moving time window used to calculate short term

storage variations ∆S(t)
a Details about the equations involving these parameters are given in appendix C.1.1 and in Chapter 2.
b λ∗1 is in fact sampled between 0 and 1− λ2 ≤ 1 to ensure that ∑3

n=1 λk(t) = 1.
c λ1(t) varies, λ2 is constant, and λ3(t) varies and it is deduced using λ3(t) = 1− λ2 − λ1(t).

freedom when sampling the parameter space in order to limit the impact of nu-
merical errors on the calibration. These errors are due to numerical truncation of
ΩQ(ST, t) when a considerable part (e.g. a few percent) of its tail extends above S(t).
This occurs when parameters µ2, µ3, θ2, and θ3 are too large compared to Sre f when
the latter is also randomly sampled. Choosing a constant large value for Sre f thus
guarantees the absence of truncation errors. Sre f has little influence on the storage
deduced from travel times since the ages sampled by streamflow are governed only
by µ2, µ3, θ2, and θ3. These parameters are independent of Sre f as long at it allows
sufficiently old water to reside in storage, which is ensured by its large value and by
the long spin-up period we used (100 years).

The first step of the Monte Carlo procedure we employed consists in randomly
sampling parameters from the uniform prior distributions with ranges defined in
table 4.1. 12,096 sets of the 12 calibrated parameters were sampled as a Latin Hy-
percube (LHS, Helton and Davis 2003). The model was then run over October 1915–
October 2017, and its performance was evaluated over October 2015–October 2017.
We evaluated model performance in a multi-objective manner, by using separate ob-
jective functions for 2H and 3H. For deuterium, we used the Nash-Sutcliffe Efficiency
(NSE):

E2 = 1− ∑N2
k=1(CQ,2(tk)− δ2H(tk))

2

∑N2
k=1(δ

2H(tk)− δ2H)2
(4.6)

where N2 = 1, 016 is the number of deuterium observations in the stream. For
tritium, we used the Mean Absolute Error:

E3 =
N3

∑
j=1
|CQ,3(tj)− 3H(tj)| (4.7)

where N3 = 24 is the number of tritium observations in the stream. We used the
MAE for tritium because it is common to report errors in T.U., and because of the
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limited variance of stream 3H (due to the low number of samples and the low vari-
ability) making the NSE less appropriate (Gallart et al. 2016). The behavioral param-
eter sets that are used for uncertainty calculations and further analysis were selected
based on threshold values L2 and L3 for the performance measures E2 and E3 re-
spectively. Parameter sets were considered behavioral for deuterium simulations if
E2 > L2 = 0, and behavioral for tritium simulations if E3 < L3 = 0.5 T.U. We subse-
quently refer to these parameter sets and corresponding simulations as "constrained
by deuterium", "constrained by tritium", and as "constrained by both" when both
performance criteria were used. We chose these constraints to get reasonable model
fits to the data, to obtain a comparable number of behavioral parameter sets for 2H
and 3H, and to maximize the amount of information gained about the parameters
when adding a constraint on the model performance for a tracer. This information
gain was assessed with the Kullback-Leibler Divergence DKL between the posterior
parameter distributions inferred from various combinations of constraints L2 and L3
(section 4.2.7).

4.2.7 Information contents of 2H and 3H

Loritz et al. (2018) and Loritz et al. (2019) recently used information theory to detect
hydrological similarity between hillslopes of the Colpach catchment and to compare
topographic indexes in the Attert catchment in Luxembourg. Thiesen et al. (2019)
used information theory to build an efficient predictor of rainfall-runoff events. Here
we leverage information theory to evaluate our model parameter uncertainty. For
this we calculated the expected information content of the posterior parameter dis-
tributions constrained by deuterium or tritium using the Shannon entropy H:

H(X| i H) = −
nI

∑
k=1

f (Ik) log2 f (Ik) (4.8)

In this equation, the parameter X (e.g. µ1) takes values (e.g. 125 mm) falling in
intervals Ik (e.g. [100, 150] mm) that do not intersect each other and which union
∪nI

k=1 Ik equals IX, the total interval of values on which X is defined (e.g. [50, 500]
mm). The definitions of the nI intervals Ik for each parameter depend on the binning
of the parameter values, given in table 4.2. The posterior probability distribution f
defines the probability of the parameter X to be in a certain state (i.e. to take a
value falling in an interval Ik), when constrained by the criterion E2 > L2 (i = 2)
or E3 < L3 (i = 3). When using the logarithm of base 2, H is expressed in bits
of information contained in the posterior distribution f . The uniform distribution
over IX has the maximum possible entropy. Lower values of H thus indicate that
the posterior distribution is not flat, hence less uncertain than the uniform prior
distribution. In general, lower values of H indicate less uncertain parameters.

We also use the Kullback-Leibler Divergence DKL to evaluate the gain of infor-
mation when 3H is used in addition to 2H to constrain model predictions or vice
versa:

DKL(X|( 2H ∩ 3H), X| i H) =
nI

∑
k=1

f (Ik) log2
f (Ik)

g(Ik)
(4.9)

where f is the posterior distribution constrained by E2 > L2 and E3 < L3, and
g is the posterior distribution constrained only by E2 > L2 (i = 2) or only by
E3 < L3 (i = 3). DKL is expressed in bits of information gained when the knowl-
edge about a parameter posterior distribution is updated by adding another tracer.



4.3. Results 91

DKL can also be used to evaluate the gain of information from prior to posterior
parameter distributions (by using g = prior and f = posterior). Calculating DKL
also requires binning the parameter values to define the intervals Ik and calculate
the distributions f and g. The binning for each parameter (table 4.2) was chosen
such that the resulting histograms visually reveal the underlying structure of the pa-
rameter values, while avoiding uneven features and irregularities (e.g. very spiky
histograms).

4.3 Results

4.3.1 Calibration results

148 parameter sets were behavioral for deuterium simulations, with E2 ranging from
L2 = 0 to 0.24. 181 parameter sets were behavioral for tritium simulations, with
E3 ranging from 0.24 T.U. to L3 = 0.5 T.U. Additionally, 16 parameter sets were
behavioral for both tritium and deuterium simulations, with E2 ranging from L2 = 0
to 0.19 and E3 ranging from 0.36 T.U. to L3 = 0.5 T.U. These solutions show that a
reasonable agreement between the model fit to 2H and the model fit to 3H can be
found.

The behavioral posterior parameter distributions constrained by deuterium or
tritium or by both generally had similar ranges than their prior distributions, except
notably for µ2, θ2, µ3, and θ3 (table 4.2). To assess the reduction of parameter un-
certainty, we calculated and compared the entropy of the prior and of the posterior
distributions (table 4.2). A visual inspection of the posterior distributions was also
made, and we show here only the parameters µ2, θ2, µ3, and θ3 (figure 4.3) that di-
rectly control the range of older water ages in streamflow, since they act mostly on
the right-hand tail of the gamma components in ΩQ. These parameters thus also
have a direct influence on the catchment storage inferred via age-ranked storage ST.

Essentially, the results (table 4.2 and figure 4.3) reveal that the parameter ranges
decreased by adding information on 2H or 3H or both. This effect is particularly
noticeable for f0 and λ∗1 , which saw their upper boundary decrease, and for µ2 and
µ3, which saw their lower boundary increase considerably. These results also show
that the posterior distributions depart from the uniform prior distributions when
considering 2H alone or 3H alone (i.e. H(X| i H) < H(X) in table 4.2). This ef-
fect is not very pronounced for most parameters, but clearly visible for λ∗1 , for µ2
and µ3 (e.g. uneven distributions of points in figure 4.3), and for µET. The pos-
terior distributions become considerably narrower when considering both tracers,
since H(X|( 2H ∩ 3H)) is much lower than H(X), which is visually represented by
the distribution of points tending to cluster towards a corner in figure 4.3. Gener-
ally, more was learned about the likely parameter values by adding a constraint on
2H simulations after constraining 3H simulations than the opposite (i.e. generally
DKL(X|( 2H ∩ 3H), X| 3H) ≥ DKL(X|( 2H ∩ 3H), X| 2H)). Noticeable exceptions to
this are the parameters µ2, θ2, and θ3, which are more related to the older ages in
streamflow and to catchment storage than the other parameters.

Simulations of stream δ2H captured both the slow and the fast dynamics of
the observations when constrained by E2 > 0 (blue bands and blue curve figure
4.4). This is not the case for δ2H simulations constrained only by E3 < 0.5 T.U.
(red bands). This shows that 3H contains some information that is not in common
with 2H about the transport processes to the stream. Yet, simulations constrained by
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FIGURE 4.3: Distributions of SAS function mean (µ, left panel) and scale (θ, right panel)
behavioral parameters directly controlling the selection of older ages by streamflow,
constrained by deuterium (148 blue dots), or tritium (181 red dots), or both (16 green

dots).

both criteria (green bands) have a smaller variability than those constrained only by
E2 > 0, suggesting that 3H nevertheless contains some information that is common
with 2H.

Simulations of stream 3H generally matched the observations better in 2017 than
before 2017 (red bands and red curve in figure 4.5). Some simulations (red bands)
nevertheless matched the observations before 2017 relatively well. Similar to δ2H
simulations, both the slow and the fast simulation dynamics seemed necessary to re-
produce the variability in 3H observations (especially in 2017), although more stream
samples would be needed to confirm that the model is accurate between the current
measurement points. The higher stream 3H values in 2017 that are better repro-
duced by the model correspond to an extended dry period during which stream-
flow responses are mostly flashy and short-lasting hydrographs. The associated 3H
values are closer to precipitation 3H, mostly around 10 T.U. The stream reaction to
those higher values suggest a considerable influence of recent rainfall events on the
stream, that steady-state TTD models relying only on tritium decay would probably
struggle to simulate. This also suggests a stronger influence of old water in 2016
than in 2017 (see section 4.4.4). Simulations constrained by deuterium (blue bands)
tended to overestimate stream 3H. Simulations constrained by both criteria (green
bands) worked well in 2017, but they overestimated stream 3H before 2017. Simi-
lar to δ2H simulations, this suggests that 2H and 3H have common but also distinct
information contents about transport processes to the stream.

4.3.2 Storage and travel time results

For each behavioral parameter set, we calculated
←−
PQ(T), the average stream TTD

weighted by streamflow (over 2015–2017) in cumulative form (figure 4.6). Visually,
there are no striking differences between

←−
PQ(T) constrained by deuterium or by tri-

tium, except a slightly wider spread for simulations constrained by tritium. The
←−
PQ(T) constrained by both tracers clearly differ. The associated curves (figure 4.6c)
show a much narrower spread. They are also slightly shifted towards higher ages.
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FIGURE 4.4: Simulations in deuterium. E2 is the Nash-Sutcliffe efficiency in deuterium,
and E3 is the Mean Absolute Error in tritium units.

We calculated various statistics of the distributions
←−
PQ(T) constrained by the differ-

ent performance criteria to compare them quantitatively (table 4.3). This shows that
the
←−
PQ(T) constrained only by tritium systematically correspond to higher ages (and

lower young water fractions) than those constrained only by deuterium. However,
these age differences are small and could be explained by the uncertainties, which
are larger for the younger age fractions, and systematically higher for tritium than
for deuterium. The

←−
PQ(T) constrained by both tracers systematically correspond to

the highest ages (and the lowest young water fractions). The corresponding uncer-
tainties are much lower than when using individual tracers.

We defined Ωtail as the weighted sum of the two gamma components in ΩQ:

Ωtail(ST) =
1

λ2 + λ∗3
(λ2 Ω2(ST) + λ∗3 Ω3(ST)) (4.10)

where λ∗3 = 1 − λ2 − λ∗1 . Ωtail thus represents the right-hand tail of the SAS
function ΩQ, allowing us to study the asymptotic behavior of the function in detail.
In particular, this asymptotic behavior is time-invariant when plotted against ST,
because Ω2 and Ω3 are functions of ST only. The behavioral parameter sets were
thus directly used to calculate the curves (ST, Ωtail(ST)). These curves show similar
differences for 2H and 3H than the curves (T,

←−
PQ(T)) (figure 4.7): a slightly wider

spread is observed for Ωtail constrained by tritium than deuterium (figure 4.7b), and
the Ωtail constrained by both tracers tend to converge to a narrow envelope of curves
slightly shifted towards higher storage values (figure 4.7c).

To quantitatively study the implications of different Ωtail for storage estimations,
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FIGURE 4.5: Simulations of stream concentrations in tritium compared to observations
and to the variability in precipitation.

we computed statistics of a storage measure derived from these curves (table 4.4).
The 95th percentile of Ωtail , called S95P (black crosses in figure 4.7) allows for estimat-
ing total mobile storage S(t) from Ωtail . In average, the Ωtail constrained by tritium
or by both tracers yielded higher mobile storage S(t) and smaller spread in S(t) (fig-
ure 4.7 and table 4.4). Overall, the mobile storage S(t) values estimated from the
tracers are mutually consistent when considering the uncertainties.

4.4 Discussion

4.4.1 Reconciliation of water ages from stable and radioactive isotopes of
H

Our work shows that streamflow TTDs and the related catchment mobile storage
S(t) can still be estimated in unsteady conditions by using "ranked" SAS functions
Ω(ST, t) (Harman 2015). Similar to Visser et al. (2019), we propose to coherently use
the measurements of stream 2H and 3H to calibrate the parameters of the SAS func-
tions, here defined in the age-ranked domain ST ∈ [0,+∞[ instead of the cumulative
residence time domain PS ∈ [0, 1]. The calibrated tail of the streamflow SAS func-
tion ΩQ (called here Ωtail) could thus be used to approximate mobile storage S(t)
instead of defining the value a priori. The SAS functions also allowed us to estimate
the unsteady TTDs defined in the age domain T and their statistics (mean, median,
etc.). Differences between the various statistics of the TTDs were smaller than the
uncertainties of the calculations when comparing the results obtained with 2H alone
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FIGURE 4.6: Flow weighted (2015–2017) cumulative stream TTDs for the behavioral
parameter sets constrained by 2H (a), by 3H (b), and by both (c).

and with 3H alone. Similarly, the derived storage estimates were consistent between
2H and 3H. The hypothesis of truncation of the TTD tails when using stable isotopes
is therefore rejected at the present time based on the data from the Weierbach catch-
ment. Moreover, stable isotopes do not seem to underestimate the related catchment
storage compared to tritium.

These findings were made possible for a number of reasons. First, we treated 2H
and 3H equally by calculating TTDs using a coherent mathematical framework for
both tracers (i.e. same method and same functional form of TTD). Even though we
clearly distinguished tritium from deuterium by accounting for the relationship be-
tween water ages and tritium activities CQ,3 (term exp(−α T) in equation 4.3), we did
not use it directly to calculate T to avoid biases due to mixing of various ages at the
outlet (Bethke and Johnson 2008) and to avoid the age ambiguity caused by tritium
from nuclear tests (Stewart et al. 2012). Also, we did not use multiple control vol-
umes having different TTDs determined by tracer measurements in their input and
output (Małoszewski et al. 1983; Stewart and Thomas 2008; Stewart et al. 2007; Uh-
lenbrook et al. 2002). This way, we avoided adding large uncertainties related to dif-
ficulties in characterizing end members and gathering representative samples (Dels-
man et al. 2013). Second, we explicitly accounted for unsteady conditions, which has
been done in only one other study using tritium (Visser et al. 2019). This allowed us
to estimate realistic average TTDs corresponding to the catchment inflows, outflows,
and internal flows that are highly time variant. Third, our tritium stream sampling
was not focused solely on baseflow hence not biased towards old water. Fourth, we
considered the entire TTDs by using various percentiles and statistics, and not only
the MTT which is highly influenced by the improbable extreme values of T. This
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means that even if there is water older than e.g. 1,000 years in streamflow, it can be
neglected if it represents less than e.g. 0.000001% of the volume. Finally, we explic-
itly accounted for parameter uncertainty. This is important because absolute values
without an uncertainty estimate cannot be reliably interpreted.

4.4.2 Yet, tritium seems to reveal older water!

Even though the uncertainties are sufficient to account for the differences between
2H- and 3H-derived age and storage measures, it is worth noticing that 3H systemati-
cally gave higher estimates (tables 4.3 and 4.4). The hypothesis of different transport
velocities between water molecules containing deuterium and water molecules con-
taining tritium can be rejected, because their self diffusion in water are equal (Devell
1962), and their advective velocities are the same. On the one hand, the slightly
higher ages derived from tritium seem related to the apparent absence of responses
of stream 3H to the high precipitation 3H in 2016, indicative of the dominance of
old water compared to 2017. On the other hand, tritium simulations included many
small peaks corresponding to flashy streamflow responses associated with young
water (figure 4.5). Only some of those simulated peaks could be confirmed by the
presence of stream measurements at those times, especially in 2016. More stream
3H samples during these flashy events would probably support even further these
simulations of young water in streamflow and shift the TTDs constrained by tritium
towards younger water. We thus interpret the observed small age differences rather
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as the consequence of a limited tritium sampling resolution (bi-weekly) that may
still be biased towards hydrological recessions during which the youngest water
fractions are absent by definition. Tritium and stable isotopes of O and H sampled
synchronously at high resolution would thus pave the way for further research on
stream water ages from a multi-tracer perspective.

It is also interesting that the age and storage measures estimated from a joint
use of 2H and 3H are the highest (tables 4.3 and 4.4). In the end, tritium may have
helped revealing the presence of old water in streamflow. However, it did so only
when combined with deuterium. It is commonly assumed that 3H is more informa-
tive about old water because of radioactive decay that relates lower tritium activities
to increasing water ages (Stewart et al. 2010). However, as shown by Stewart et al.
(2012) and in figure 4.2, current tritium values of the water recharged in 1980–2000
are similar to the tritium values of the water recharged today. Thus, the younger
water disrupts the relationship between water age and tritium values. Adding sup-
plementary information about the younger water in the calibration with the high
frequency 2H measurements may have partly helped “filtering” the currently com-
plex relationship between water ages and tritium values, leveraging the potential of
tritium for revealing the tail of the TTDs. The fact that water ages in the Weierbach
are limited to about 5 years (table 4.3) could be another reason for the limited infor-
mation of 3H about older water. 3H decays by only about 25% in 5 years, meaning
that all the tritium activities of the water in the Weierbach have varied by at most∼2
T.U. since water entered the catchment. This is much lower than the 10 T.U. ampli-
tude of tritium variations in precipitation. Thus in catchments with limited residence
times, radioactive decay may only give information that is redundant with the nat-
ural variability of the tracer in precipitation. In a few decades, water recharged in
1980–2000 may have completely left the catchments or may be a negligible part of
storage, such that the log(3H) of stored water may increase linearly with water age
(see the recent increasing trend in C∗P,3 in figure 4.2). Thus in a few decades, tritium
could be even more informative about old water contributions because there may
be no age ambiguity anymore. Furthermore, the oscillations of tritium in precipita-
tion over long time scales (> 10 years) recently detected and related to cycles of solar
magnetic activity (Palcsu et al. 2018) may give stream tritium concentrations even
more age-specific meaning. Therefore it is important to re-iterate the call of Stewart
et al. (2012) to start sampling tritium in streams now and for the next decades to use
it in travel time analyses.

4.4.3 Age information contents of stable and radioactive isotopes

The fact that we found equal travel time and storage measures when using 2H alone
or 3H alone does not mean that it is not worth sampling both. Our results show
that more information was learned about storage and travel times (all the DKL > 0)
by using both tracers together, which resulted in lower uncertainties (lowest entropy
H(X| (2H ∩ 3H)) in table 4.2, narrower groups of curves in figures 4.6 and 4.7, lower
standard deviations in tables 4.3 and 4.4). This was possible because the composite
SAS functions (equation 4.5) allowed us to independently constrain different parts
of the same streamflow TTD with one tracer or the other, reducing the potential
trade-offs between the shapes suggested by one tracer or the other. In addition, the
streamflow TTD was constrained using only stream samples. On the contrary, Stew-
art et al. (Table I, 2010) showed three studies where multiple TTDs corresponding to
different end members (e.g. surface runoff, groundwater) are constrained by trac-
ers sampled in the associated outlets. Although reasonable fits were shown for the
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samples from the different end members, the fit of the combined TTD for the stream
samples was not systematically checked (Stewart and Thomas 2008; Stewart et al.
2007; Uhlenbrook et al. 2002).

For future studies it is worth mentioning the amount of information gained per
isotopic sample or per euro invested in sample analysis. This amount of information
can be calculated for a given tracer by summing for all parameters the Kullback-
Leibler divergences DKL (see section 4.2.7) between the prior and the posterior pa-
rameter distributions. With deuterium, we learned 4.08 bits of information with
1385 samples, representing about 2.95×10-3 bits per sample or about 2.95×10-4 bits
per euro. With tritium, we learned 4.47 bits of information with only 24 samples.
We thus have a much higher relative information content of 0.186 bits per sample.
However tritium analyses are more expensive, so the information content is only
4.33×10-4 bits per euro. It should be noted that for tritium the precipitation samples
were not included in this cost as they were analyzed by the IAEA. Thus tritium was
overall more informative than deuterium about water ages, and it was also more
cost-effective. One reason for this is that tritium considerably informed us about the
travel times in ET because it constrained the posterior of µET well (table 4.2) that
controls directly the ages in ET. This also highlights the importance of considering
explicitly ET in streamflow travel time calculations (van der Velde et al. 2015; Visser
et al. 2019) However, 2H resulted in lower uncertainties for nearly all other param-
eters (e.g. lower Shannon entropy H(X| 2H), table 4.2). This is most likely due to
the much higher sampling frequency for deuterium that allows for constraining the
simulations better than with bi-weekly tritium measurements (see the simulation
envelopes figures 4.4 and 4.5). From our experience in the Weierbach catchment,
we estimate that for 2H, a weekly sampling to cover the damped variations of δ2H
(i.e. about 100 samples over 2015–2017) complemented with an event-based high-
frequency sampling (every 15 hours) of the flashy responses (i.e. about 300 samples
over 2015–2017) could have given us as much information as the complete time se-
ries. This suggests that a more strategic sampling of 2H could outperform 3H in
terms of cost-efficiency. The amount of information learned from the isotopic data
probably scales non-linearly and probably reaches a plateau as the number of ob-
servation points grows. In the future, it would be useful to further use information
theory (e.g. entropy conditional on sample size) to know how many measurements
are enough and when to sample isotopes for maximum information gain on water
ages. This would imply artificially re-sampling a higher-frequency isotopic time se-
ries using various strategies (e.g. Etter et al. 2018; Pool et al. 2017) and re-calibrating
the model many times, which would come with an exorbitant computational price.

In the end, stable and radioactive isotopes of H have different information con-
tents. For example, they lead to different Shannon entropy H for the posteriors.
Also, the Kullback-Leibler divergence DKL was never 0, indicating that adding one
tracer after the other still allowed us to learn something about parameter values. Fi-
nally, the parameters corresponding to the best simulations in 2H did not correspond
to those for 3H and vice versa. Our results suggest that 3H is more informative about
old water thanks to its radioactive decay. Yet, stable and radioactive isotopes have
information in common about young water. For example, both 2H and 3H stream
samples showed reactions to precipitation 2H and 3H values during flashy stream-
flow events, revealing the role of young water during these events. This was pre-
viously unobserved for tritium because of the sampling focused on periods outside
events (Stewart et al. 2010). The theoretical span of 0–4 years pointed out in Stewart
et al. (2010) should however not be taken as the only range of ages where 18O, 2H,
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and 3H have redundant information. As clearly written in Stewart et al. (2010), this
limit corresponds to a steady-state exponential TTD only, while other TTD shapes
(or unsteady TTDs) could yield much higher limits. More importantly, this limit can
be lowered by the seasonality of the input function (see Stewart et al. 2010, p. 1647).

4.4.4 Limitations and way forward

The storage value derived from unsteady travel times constrained by tracer data
(table 4.4, ∼1200–1700 mm) is noticeably larger than the maximum storage (' 250
mm) estimated from point measurements of porosity and water content (Martínez-
Carreras et al. 2016), from water balance analyses (Pfister et al. 2017a) combined with
recession techniques (Carrer et al. 2019), and from the values used in a distributed
hydrological model (≤ 700 mm, Glaser et al. 2016). Our storage value is more con-
sistent with the ∼1600 mm derived from depth to bedrock and porosity data used
for the Colpach catchment (containing the Weierbach) that was modeled with CAT-
FLOW (Loritz et al. 2017). Large differences between hydrometrically-derived and
tracer-derived storage estimates are not uncommon (Birkel et al. 2011a; Fenicia et al.
2010; Soulsby et al. 2009) and in fact highlight the ability of tracers to reveal the exis-
tence of stored water that is not directly involved in streamflow generation (Carrer
et al. 2019; Dralle et al. 2018). This "hydraulically disconnected" storage is neverthe-
less important to explain the long residence times in catchments. More research is
thus needed for improving the conceptualization of storage and unifying storage ter-
minology and the various estimates obtained from tracers or other techniques. The
storage value we found is not in complete contradiction with the previous estimates
if we consider their uncertainties. Hydrological measurements (J, Q, and especially
ET) are highly uncertain (Buttafuoco et al. 2010; Graham et al. 2010; McMahon et al.
2013; McMillan et al. 2012a; Waichler et al. 2005) and their errors are accumulated
in long term water balance calculations. An explicit consideration of those uncer-
tainties in the future could reconcile the different storage estimates. Furthermore, it
is worth remembering that simplifying storage from a complex spatially-distributed
quantity to a simple compact 1D water column neglects the importance of subsur-
face heterogeneity, surface topography, and bedrock topography for the storage and
release of water. As a result, upscaling local point measurements of storage capacity
that are not representative of the whole subsurface is very likely to under or over-
estimate the true storage capacity of the whole catchment. This is even more true
if the new techniques used to scan the subsurface over larger areas such as Electri-
cal Resistivity Tomography (ERT) are themselves associated with uncertainties, re-
quiring adaptations (Gourdol et al. 2018) and site-specific independent knowledge
(Parsekian et al. 2015).

Our conclusions rest on the assumption that the model captures the water ages
in the Weierbach accurately, which was validated by the acceptable performance of
the simulations. Still, the performance in δ2H or in 3H could be improved in the
future by testing other models of composite SAS functions. The best NSE for deu-
terium simulations (called E2) was 0.24, which is lower than the values reported in a
number of studies using SAS functions (Benettin et al. 2017b; Harman 2015; van der
Velde et al. 2015). It should be pointed out again the NSE may not be the most ap-
propriate objective function to characterize performance against the δ2H time series
from the Weierbach (see Chapter 2). Future work could look for more appropriate
objective functions for δ2H, especially with respect to the information gained from
model calibration. The best MAE for tritium simulations (called E3) was 0.24. This
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is slightly higher than values of RMSE (close to 0.10) reported in a number of stud-
ies using tritium (Duvert et al. 2016; Stewart and Thomas 2008; Stewart et al. 2007).
However these studies had only a few stream samples, while Gusyev et al. (2013)
report for instance a RMSE of 1.62 T.U. for 15 stream samples. Stream δ2H seems to
suggest larger fraction of young water than the simulations (c.f. underestimation of
many flashy events in figure 4.4). Stream 3H data seems to suggest larger fractions of
old water than the simulations (c.f. overestimation of tritium activities over March–
September 2016 in figure 4.5). A model passing through all observation points may
thus show larger differences between the TTDs constrained by deuterium and the
TTDs constrained by tritium. However, there are not enough 3H stream samples
compared to 2H, so a comparison of the TTDs from this hypothetical ideal model
could be misleading.

The simulations in deuterium were better for decreasing δ2H than for increas-
ing δ2H (better simulations of the flashy events in δ2H pointing downwards, figure
4.4). This is probably because the increases in δ2H generally correspond to drier
periods, during which CQ,2 starts reacting stronger to CP,2 indicating that young wa-
ter fractions (controlled by λ1(t) in the model) are higher than expected. During
drier periods, we expect an increase in the non-linearity of the processes deliver-
ing young water to the stream. For example, the decreasing extent of the stream
network and of saturated areas observed in the Weierbach during drier conditions
(Antonelli et al. in review[a],[b]) is caused by decreasing groundwater levels (Glaser
et al. 2019a) and it could reduce the amounts of young water reaching the stream (c.f.
van Meerveld et al. 2019). However, streamflow is lower during drier conditions, so
the fractions of young water can still increase because of a less pronounced dilu-
tion of the young water in streamflow compared to wet periods. On the other hand,
preferential flow observed in the soils of the Weierbach catchment and in the direct
vicinity (Angermann et al. 2017; Jackisch et al. 2017; Scaini et al. 2017, 2018) may be-
come more relevant during drier conditions and could increase the amount of young
water contributing to streamflow, especially because precipitation intensities can be
much higher in summer (due to thunderstorms) than in winter. The parameteri-
zation of the streamflow SAS functions via λ1(t) (equation C.5) includes—to some
extent—the effect of wet vs. dry conditions and the role of precipitation intensity,
but it seems not to fully capture how these factors influence young water fractions in
the stream. Testing other parameterizations of λ1(t) or including other information
such as soil moisture or groundwater levels in the current parameterization of λ1(t)
may improve the simulations. Finally, the uncertainty of precipitation δ2H could be
higher during drier periods, because precipitation amounts can be too small (e.g. < 1
mm) over several weeks or because the precipitation intensities can be too high (e.g.
> 5 mm/h) to be captured efficiently by the sequential rainfall sampler. This may
lead to inaccuracies in the input data thus to the inability of the model to simulate
the corresponding flashy events in stream δ2H. The representation of precipitation
δ2H could thus be improved in the future by using more recent sampling techniques
(e.g. Michelsen et al. 2019).

The simulations overestimated 3H in the stream in 2015–2016 compared to 2017
(figure 4.5). In 2017 the simulations were better because the model used more of
the young water (< 7 days old, using Ω1) to simulate the variability and the higher
values of stream 3H than in 2016. The lower 3H in 2015–2016 could be caused by
an increased age in the older water components in 2015–2016 compared to 2017,
due to changes in the importance of different subsurface flow paths in the Weier-
bach caused by a wetter period. The old water components Ω2 and Ω3 (equation
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4.5) represent subsurface flows likely occurring in the lower soils and following
bedrock topography (Glaser et al. 2016; Rodriguez and Klaus 2019) and in weath-
ered bedrock fractures (Scaini et al. 2018). We used functions of ST only for these
components, meaning that the ranges of ages they select do not change consider-
ably with time (because the distribution of ST is rather stable). Including explicitly
a dependence on time for Ω2 and Ω3 could help to better represent e.g. the fracture
flows or deep groundwater flows in the catchment and improve 3H simulations in
2015–2016. Eventually, the monthly resolution of 3H in precipitation is coarser than
the biweekly sampling in the stream, which can hinder accurate simulations. An in-
crease in sampling resolution of tritium in the stream to better constrain the TTDs in
the future will need to be followed by a considerable increase of sampling resolution
in precipitation (Rank and Papesch 2005).

Although we found much lower deviations for the age and storage measures
constrained by deuterium and tritium together (tables 4.3 and 4.4), it has to be ac-
knowledged that this is also because there are only few accepted solutions (16), while
there about 10 times more when using 2H alone or 3H alone. Yet, the associated
curves (figures 4.6 and 4.7) fall close to each other, so the lower deviations have to be
due also to lower uncertainties. A lower number of accepted solutions is in the end
inevitable as it is an inherent consequence of using several performance measures
independently as opposed to using a combined objective function (e.g. Hrachowitz
et al. 2013; Rodriguez et al. 2018). Less strict threshold criteria for behavioral solu-
tions could increase the number of accepted solutions but they would accept less
accurate simulations, which could lead to misleading conclusions. More stream 3H
measurements would on the other hand allow the use of more advanced objective
functions, which could lead to more accepted solutions. Eventually, the input data
measured over 2010–2017 and used to spin up the model from 1960 to 2010 (J, ET,
Q, and CP,2) could be unrepresentative of the real hydrometeorological and isotopic
conditions of 1960–2015 due for instance to nonstationarity or climate change. These
changing conditions could affect the modeled residence times in storage and thus
the estimated streamflow travel times (Wilusz et al. 2017). Different methods to spin
up the model could be tested in the future (Hrachowitz et al. 2011), especially to
assess the effect the effect of changing hydrometeorological and isotopic conditions
on the estimation of travel times. For this, isotope tracer records that span several
decades like the ones that can be reconstructed from pearl mussels shells (Pfister et
al. 2019; Pfister et al. 2018) represent a crucial asset.

4.5 Conclusion

Stable isotopes of O and H and tritium are indispensable tracers to infer the stream-
flow TTD and derive storage estimates in catchments. Our study addressed an
emerging concern about the possible deficiency of stable isotopes to infer the whole
streamflow TTD. We went beyond previous data and methodological limitations
and thus we did not find that stable isotopes are blind to old water fractions com-
pared to tritium in our experimental catchment in Luxembourg. However, we found
that stable isotopes and tritium do have different information contents on water
ages. In fact, inferring the streamflow TTD from a joint use of both tracers better
exploits their respective age information contents, which results in lower uncertain-
ties. Even if 3H appeared to be slightly more cost-effective and informative than
2H, a smart sampling of the stable isotopes could outperform tritium. Future work



102
Chapter 4. A dual-tracer experimental approach to determine the entire

streamflow TTD

could compare streamflow TTD and storage from the two tracers in larger catch-
ments where older water is expected, to give tritium more time to decay and better
leverage its ability to point the presence of very old water out. We therefore recom-
mend to: (1) keep sampling tritium in as many places as possible, as emphasized by
Stewart et al. (2012); but also (2) to sample tritium at the highest frequency possible
and synchronously with stable isotopes if possible. This is particularly important
for the isotopic measurements in precipitation that drive all model simulations, re-
gardless of functional forms of TTD and their parameter values. Overall this work
shows that more tracer data is naturally better to gather more information about the
catchments functions of storage and release.
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TABLE 4.3: Statistics of
←−
PQ(T) constrained by deuterium or tritium

Age statistics 2H (E2 > 0) 3H (E3 < 0.5 T.U.) 2H and 3H
[mean ± std] [mean ± std] [mean ± std]

10th percentile [years] 0.78 ± 0.49 1.10 ± 0.57 1.44 ± 0.11
25th percentile [years] 1.16 ± 0.56 1.54 ± 0.59 1.85 ± 0.22
Median age [years] 1.77 ± 0.55 2.19 ± 0.64 2.38 ± 0.15
75th percentile [years] 2.78 ± 0.61 3.07 ± 0.74 3.26 ± 0.39
90th percentile [years] 4.64 ± 1.27 4.79 ± 1.41 5.19 ± 0.86
Mean age [years] 2.90 ± 0.54 3.12 ± 0.59 3.45 ± 0.28
Fyw

a [%] 1.5 ± 1.6 1.8 ± 2.3 0.61 ± 0.53
F(T < 6 months) [%] 10 ± 8.6 6.3 ± 8.2 0.75 ± 0.58
F(T < 1 year) [%] 24 ± 17 11 ± 12 2.1 ± 1.5
F(T < 3 years) [%] 77 ± 8.5 71 ± 16 70 ± 6.6
The mean and standard deviations are calculated from all retained behavioral solutions for a given criterion.
a Fraction of "young water" (Kirchner 2016a), younger than 0.2 years.

TABLE 4.4: Storage estimate S95P constrained by deuterium or tritium

Statistics of S95P
2H (E2 > 0) 3H (E3 < 0.5 T.U.) 2H and 3H

Mean ± st. dev. [mm] 1275 ± 245 1335 ± 279 1488 ± 135
Median ± st. dev. [mm] 1281 ± 245 1392 ± 279 1505 ± 135
Min [mm] 625 660 1249
Max [mm] 1744 1806 1710
S95P is calculated as the 95th percentile of Ωtail (eq. 4.10)
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Summary

The work presented in this thesis has contributed to travel time research by address-
ing several connected research gaps about what controls the shape and time variabil-
ity of the streamflow TTD, and how it can be determined from tracer data. A unique
isotopic tracer data record was acquired in Luxembourgish catchments from exten-
sive experimental and laboratory work. In parallel, theoretical investigations and
the development of a travel time model using an existing data set (Andrews Forest,
Oregon, USA) allowed first insights into the streamflow TTD. These initial findings
paved the way for proposing an improved conceptualization of streamflow TTDs in
complex landscapes and for testing it in an experimental catchment in Luxembourg,
which in turn helped demonstrating how to leverage water age information from a
dual-tracer approach. The main conclusions from the four presented studies are:

• The Inverse Storage Effect (i.e. preferential mobilization of younger water dur-
ing wetter conditions) may not be always valid for streamflow. In particular,
during transitions from dry to wet periods and vice versa in Mediterranean
climates, the variability of streamflow travel times cannot be simply explained
by storage variations. The parameterization of the streamflow TTD and SAS
function may need to include more state variables than catchment storage or
to include hysteresis in the storage-age relationships. [chapter 1]

• Despite their prevalent use, simple TTDs with mainly one peak or mode may
not describe the transport processes in all catchments well. Composite SAS
functions (leading to complex TTDs with several peaks in unsteady condi-
tions) require more parameters and increase predictive uncertainty, but they
better account for a superposition of streamflow generation processes with
contrasting ages. They also allow more detailed simulations of tracer dynam-
ics in streamflow in hydrological systems with complicated flow mechanisms
[chapters 2 & 3].

• Superimposed streamflow generation processes can result in contrasting travel
times at an outlet if they correspond to different flow path lengths or different
water velocities, and if they provide comparable fractions of the water volumes
in that outlet. Furthermore, accurate water chemistry simulations require all
peaks of the TTDs to be determined, which may not be systematically achieved
by using only one conservative tracer and unimodal TTD (or SAS function)
models. Composite SAS functions are an efficient multimodal solution, and
their different modes deduced from conservative tracers can be further vali-
dated by using complementary water chemistry data. [chapter 3].

• Stable isotopes of O and H used as tracers do not systematically truncate the
long tails of the streamflow TTD compared to tritium. When the tracers are
consistently used in a coherent unsteady mathematical formulation, travel times
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and catchment storage deduced from 2H (or 18O) and 3H are similar (within
the uncertainty bounds). Using both tracers together is in fact advantageous
since it drastically reduces the uncertainties and it may partly disambiguate
the tritium-derived ages from the legacy of nuclear tests. Nevertheless, 3H
may still be slightly more informative about long travel times than stable iso-
topes thanks to its radioactive decay. [chapter 4]

In summary, this thesis contributed to the travel time research field by proposing
improvements in the experimental, theoretical, and modelling areas.

Further research needs

Future research is needed to address the remaining knowledge gaps that this work
pointed out. First, in order to find more meaningful state variables to parameterize
time-varying TTDs, a better understanding of what controls the statistics of the av-
erage TTDs (e.g. MTT) is necessary. Geographical factors (e.g. unsaturated storage,
slope aspect, topography, soil characteristics) (Broxton et al. 2009; Dunn et al. 2007;
Heidbüchel et al. 2013; Hrachowitz et al. 2009a, 2010) and climatic factors (e.g. pre-
cipitation intensity and seasonality, rainfall patterns) (Hrachowitz et al. 2009a, 2010;
Sayama and McDonnell 2009; von Freyberg et al. 2018; Wilusz et al. 2017) may not
be the only variables controlling travel times. Internal variables such as soil mois-
ture and groundwater levels may be obvious factors to consider. The role of storage
for travel times may also be clarified by proposing a conceptualization of storage
in catchments that better reflects the different pools of more mobile and less mobile
water and their interactions (Birkel et al. 2011a; Carrer et al. n.d.; Carrer et al. 2019).

ET has a noticeable influence on RTDs thus on TTDs by extension (van der Velde
et al. 2015; Visser et al. 2019). Estimates of ET fluxes are generally uncertain (Butta-
fuoco et al. 2010; Graham et al. 2010; Waichler et al. 2005), in particular due to the
low resolution or absence of onsite data (McMahon et al. 2013), and due to many
necessary assumptions to derive actual ET from potential ET (Allen et al. 1998).
Thus, less uncertain actual ET values obtained for instance from the eddy covariance
method using a flux tower could improve streamflow TTD calculations and reduce
their uncertainties. A related outstanding knowledge gap is the water ages used by
ET (Berry et al. 2018). Chapters 1, 2, and 4 relied on simple assumptions about the
TTD of ET because no tracer data could be used to constrain it directly. Gathering
tracer data representative of the ET flux (stable isotopes in plant stems and water
vapor) is ongoing in the experimental catchments of Luxembourg and should tackle
this unknown.

Chapters 3 and 4 highlighted that an increase in model complexity for the TTDs
and SAS functions is required for more accurate tracer and solute simulations in
catchment streamflow. Future work could assess more precisely the level of com-
plexity that is justified by the tracer data, using advanced concepts such as infor-
mation theory (e.g. Loritz et al. 2018). Similarly, it would be useful to investigate
the trade-off between decreasing model errors and increasing parameter uncertainty
from a statistical point of view ("bias-variance trade-off", Guthke 2017; James et al.
2013). More generally, a limited number of studies characterized the uncertainty
of travel time calculations (Benettin et al. 2017b; Gallart et al. 2016; Jing et al. 2019;
McGuire and McDonnell 2006; Stockinger et al. 2016, 2015; Timbe et al. 2014). Bet-
ter dialogues between experimentalists and modellers, and the use of "soft data"
(Seibert and McDonnell 2002) in the calibration of TTD models could greatly reduce
travel time uncertainties, for example by helping to justify the choice of a functional
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form of TTD for a particular catchment based on experimental evidence (see chapter
2). Improving our understanding of the sources and magnitude of travel time un-
certainties is now required to formulate outrageous hypotheses (Burt and McDon-
nell 2015; Davis 1926), accept/reject them more confidently (Neuweiler and Helmig
2017; Pfister and Kirchner 2017), and thus draw stronger conclusions using TTDs.

Chapter 4 proposed to use more than one isotopic tracer to better constrain the
streamflow TTD, and suggested to systematically sample tritium as often as possible
(Stewart et al. 2012). A higher tracer resolution (especially in precipitation, because
it is a model input) paves the way for a better characterization of the streamflow
TTD. Tritium is not the only valuable tracer that can be added, as novel hydrological
tracers are emerging from different subdisciplines of hydrology (e.g. Abbott et al.
2016; Hissler et al. 2014; Pfister et al. 2017b). The joint use of many different trac-
ers for TTD calculations has an immense potential for revealing new shapes, new
properties, and new controls on TTDs.

Finally, TTDs cannot be measured directly at the catchment scale, but only in-
ferred indirectly from tracer data using assumptions on their shape. Employing
other techniques that measure TTDs directly from tracer data without assumptions
on their shape (Cirpka et al. 2007; Kim et al. 2016; Kirchner 2019; Massoudieh et al.
2012; Turner and Macpherson 1990a) has the potential for revealing the true com-
plexity of TTD shapes. Artificial tracer applications at large scales (e.g. catchment
scale) as shown by Rodhe et al. (1996) for the 0.63 ha Gårdsjön catchment and by
Kendall et al. (2001) for the 490 m2 Hydrohill catchment could also allow a direct
measurement of the TTDs without any model. These techniques could thus better
relate TTDs to the wide variety of hydrological processes.

In an ideal future, tracer data would be available at high resolution to charac-
terize accurately and precisely the water ages in the outlets of many catchments of
different sizes, shapes, land uses, and geologies around the globe. A limitless com-
puting power would then allow to efficiently test a multitude of hypotheses about
the TTDs for each site, from the most simple hypothesis to the most complex. An
accurate global picture of catchment TTDs with limited uncertainties would then
emerge and allow a complete understanding on what controls the shape and vari-
ability of TTDs.

Concluding remarks

TTDs are fundamental for intuitive interpretations of water storage and renewabil-
ity, water flow paths, and water velocities in catchments, and they provide a simple
yet comprehensive communication tool regarding water quality. TTDs are also pow-
erful and efficient models of tracer transport through catchments that can summa-
rize a large number of interacting processes in a single function of water age, or ex-
tract water age information about these processes from even the most intricate tracer
data. Estimating TTDs in catchments has nevertheless become a catchment mod-
elling sub-field on its own, with issues (e.g. regarding data and models) similar to
other modelling fields of environmental sciences. My work contributed to tackling
some of these problems by improving the conceptualization of unsteady streamflow
TTDs and their estimation from isotopic tracers. The 2-year high frequency isotopic
tracer data set collected in several Luxembourgish catchments, the methods, and
the numerical tools developed to calculate unsteady TTDs in the framework of this
thesis could be directly taken up for future investigations on Luxembourgish water
resources, in collaboration with the Administration de la Gestion de l’Eau (AGE) for
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instance. The research work presented in this thesis, aiming at determining more
efficiently and more accurately the streamflow TTD, is therefore a relevant contribu-
tion towards improved catchment water management practices and the sustainabil-
ity of natural water resources.
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Appendix A

Supplementary information for
Chapter 2

This appendix summarizes the modeling of stream deuterium (δ2H) dynamics in the
Weierbach catchment using StorAge Selection (SAS) functions with a single control
volume encompassing the whole catchment. A brief description of the previous
candidate models of SAS functions is given in section A.1. Table A.1 summarizes
the best performances obtained with these models. Figures A.1 to A.9 show the
corresponding simulations of stream δ2H against the high-frequency measurements
spanning 2015–2017.

A.1 SAS functions previously used for δ2H simulations

SAS functions are usually defined using cumulative residence time PS or age-ranked
storage S(t) PS = ST, where S(t) is catchment storage (e.g. mm). Common SAS
functions include:

(A) the power-law distribution (Benettin et al. 2017b) defined with a parameter k
as: ωQ(PS, t) = k Pk−1

S

(B) the beta distribution (van der Velde et al. 2015) defined with shape parameters
a and b as ωQ(PS, t) = Γ(a+b)

Γ(a) Γ(b) Pa−1
S (1− PS)

b−1

(C) and the gamma distribution (Harman 2015) defined with a shape parameter
k and a scale parameter θ as: ωQ(ST, t) = 1

Γ(k) θk Sk−1
T e−ST/θ . In the manuscript, we

considered the mean parameter µ = k θ and calculated k as µ/θ

Additionally, time-variant versions of models A, B, and C, labeled here Atv, Btv,
and Ctv, can be obtained by considering that the parameters are functions of storage
S(t), as detailed in the papers cited above.

Models A, B, C, and their corresponding time-variant versions Atv, Btv, and Ctv
were calibrated against stream δ2H using a similar method than described in section
2.2.8 of the manuscript.

Models A, B, and C were unable to reproduce the damped seasonal variabil-
ity but also the flashy events in δ2H. This suggests that these models are not flexi-
ble enough to account for the flow processes and the associated travel times in the
Weierbach that generate the streamflow δ2H dynamics, and/or for the time variance
of these. The best simulations tended to a straight line (Figures A.1 to A.3), with
associated NSE values close to 0 (Table A.1), indicating that a straight line is better
in terms of NSE than any of the simulations with these models. This is not consis-
tent with the observations showing that a straight line is not better than a simulation
with a least some seasonal variability in δ2H.
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FIGURE A.1: Calibrated model A (red) and results from the composite SAS function
model (blue).

FIGURE A.2: Calibrated model B (red) and results from the composite SAS function
model (blue).

Using time-varying parameters in the SAS functions increased the flexibility of
the models Atv, Btv, and Ctv compared to A, B, and C. The time-variant SAS func-
tions were therefore able to simulate some seasonal variability in δ2H (Figures A.4 to
A.6), indicating that they captured better the time variance of flow processes and the
associated travel times. Despite this, they still failed to simulate accurately some pe-
riods (in particular Jan–Jun 2016) because these may be associated with other ranges
of travel times than the ranges assumed by these models. These different travel
times may come from the presence of shorter and longer flow paths contributing to
the stream (due e.g. to storage of water closer or further from the stream in the hill-
slopes), or from slower and faster flows (due e.g. to different precipitation amounts
or intensities). Moreover, models Atv, Btv, and Ctv still failed to simulate the flashy
δ2H events. This is because they were unable to create the rapid onset and offset of
responses in δ2H associated with the activation and deactivation of saturation ex-
cess flow in the riparian area. This resulted in NSE values that were negative or still
close to 0 (Table A.1), despite visually more dynamic simulations than A, B, and C.
For model Ctv, the increased variability of the simulation even decreased the NSE
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FIGURE A.3: Calibrated model C (red) and results from the composite SAS function
model (blue).

FIGURE A.4: Calibrated model Atv (red) and results from the composite SAS function
model (blue).

because it resulted in larger errors than model C. NSE values were also lower for
Btv than for B, while Btv looks more realistic than B. This shows that the NSE can
penalize more flexible and more realistic models if those models have larger errors
in average.

To allow the model to simulate a superposition of contrasting travel times and
to obtain a better performance, we introduced a second component in the SAS func-
tion. This can be seen conceptually as the addition of another streamflow generation
mechanism in the SAS function. We chose to use two gamma distributed compo-
nents in the SAS functions, consistent with the observed 1/ f α spectral density of
stream chemistry (Aubert et al. 2014; Benettin et al. 2015b; Godsey et al. 2010; Har-
man 2015; Hrachowitz et al. 2015; Kirchner and Neal 2013; Kirchner et al. 2000), and
with the increasing use of age-ranked storage ST (Harman 2015; Pangle et al. 2017).
Thus we defined model D as:

(D) ωQ(ST, t) = λ

Γ(k1) θ
k1
1

Sk1−1
T e−ST/θ1 + 1−λ

Γ(k2) θ
k2
2

Sk2−1
T e−ST/θ2 , where k1, k2, θ1, and

θ2 are the shape and scale parameters, and λ is the partition coefficient between the
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FIGURE A.5: Calibrated model Btv (red) and results from the composite SAS function
model (blue).

FIGURE A.6: Calibrated model Ctv (red) and results from the composite SAS function
model (blue).

two components.

Model D simulated better the damped seasonal variability in stream δ2H than
SAS functions with one component (figure A.7), with a NSE of 0.08. Yet, it was
unable to simulate the flashy δ2H events that required a third, flashy component
associated with young water. This component was later added to form the current
model:

(E) 
λ1(t)

Su
+ λ2(t)

Γ(k2) θ
k2
2

Sk2−1
T e−ST/θ2 + λ3(t)

Γ(k3) θ
k3
3

Sk3−1
T e−ST/θ3 , ST ∈ [0, Su]

λ2(t)

Γ(k2) θ
k2
2

Sk2−1
T e−ST/θ2 + λ3(t)

Γ(k3) θ
k3
3

Sk3−1
T e−ST/θ3 , otherwise

Model E was eventually able to capture the damped seasonal variability in δ2H
and the flashy events as well, which explains its better score compared to all other
models.
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FIGURE A.7: Calibrated model D (red) and results from the composite SAS function
model (blue).

We performed an additional test to see if it is possible to simplify model E by
using a single gamma component (model E’, figure A.8). We then compared the
gamma components from model E’ and model E (figure A.9).

(E’) 
λ1(t)

Su
+ λ2(t)

Γ(k2) θ
k2
2

Sk2−1
T e−ST/θ2 , ST ∈ [0, Su]

λ2(t)

Γ(k2) θ
k2
2

Sk2−1
T e−ST/θ2 , otherwise

FIGURE A.8: Calibrated model E’ (red) and results from the composite SAS function
model (blue).

Model E’ performs almost equally well than model E (Table A.1). However, the
gamma component is shifted to larger values of ST. Whereas ω2 and ω3 peaked
around ST = 600 mm and ST = 1000 mm, which corresponds to 1-year-old water
and 3-years-old water respectively (figure 2.8 in main text), the gamma pdf of model
E’ peaks around ST = 1400 mm, which corresponds to water about 10 years old.
Furthermore, the gamma component in model E’ starts only around ST = 1000 mm,
which corresponds to 3-year-old water at least. It seems unrealistic that the majority
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FIGURE A.9: Comparison between the two gamma components ω2 and ω3 of the cali-
brated model E and the single gamma component of the simplified model E’.

of stream water in the catchment is at least 3 years old and that a large part of it is
about 10 years old, giving more credit to the results from model E.

TABLE A.1: Best NSE values for the previous candidate models

Model type Model name Best NSE score Best NSE score for
biweekly δ2H

Constant power-law A -0.10 -0.07
Constant beta B 0 0.05
Constant gamma C -0.03 -0.03
Time-variable power-law Atv 0 -0.02
Time-variable beta Btv -0.03 0.03
Time-variable gamma Ctv -0.91 -1.71
Double gamma D 0.08 0.25
Composite (current model) E 0.27 0.04
Simplified composite (only
1 gamma pdf) E’ 0.24 -0.93

The NSE score for biweekly data shows that models A to Ctv did not perform well
even without the flashy δ2H events. This is because the slower seasonal variability in
δ2H still needs at least two components in the SAS functions to capture the different
travel times to the stream (supported by the fact that model D has a NSE of 0.25
for the biweekly data). The final model E performs worse than model D (which
is similar to E but without the flashy component) because the bi-weekly data does
not contain flashy variations, which results in larger errors for model E than for
model D. Model E’ performs worse than model E for the biweekly data because the
slower seasonal variability of δ2H is reproduced slightly better with two gamma
components instead of one.

A.2 Additional model details

As mentioned in section 2.4.4, the NSE assumes normally distributed errors centered
on zero and with a constant standard deviation equal to that of the observations (red
histogram in figure A.10). The true model errors based on our calibrated model (E)
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FIGURE A.10: Theoretical and observed model errors in deuterium. The observed er-
rors are obtained from the calibrated model E. The theoretical errors are obtained from
a normal distribution centered on 0 and with the standard deviation of the observa-

tions, which corresponds to the assumptions behind the NSE.

are not in agreement with these assumptions (blue histogram in figure A.10). The
true errors are not symmetrical, but show two distinct groups that may correspond
to varying errors magnitudes over different periods (i.e. a time-varying error vari-
ance). Model likelihood represents how likely a parameter set is, when comparing
the simulations against the observations. It is calculated as the sum of the probabili-
ties of the model errors (represented here roughly as the height of the bars in figure
A.10) obtained from the assumed error model (e.g. the NSE). It can be seen that the
NSE will consider that smaller errors are less likely than they really are (figure A.10,
the red bars are under the blue bars for errors close to 0), which will affect the model
fit to the damped seasonal variations in δ2H. The NSE will also consider that large
errors are very unlikely i.e. almost impossible (figure A.10, the red bars are negligi-
ble compared to blue bars for errors bigger than ±5h), which will affect the model
fit to the flashy events in δ2H. As a result, using the NSE for model calibration can
limit the ability to find good model fits.

The relationships between the weight λ1(t) of the first uniform component (pdf)
ω1 and the storage variables S(t) and ∆S(t), described by the equations:

λ1(t) = λ∗1 [ f (t) + (1− f (t)) g(t)] (A.1)

f (t) = f0

[
1− tanh

((
S(t)

Smin + Sth

)m)]
(A.2)

g(t) = 1− exp

(
−∆S(t)

∆Sth

)
(A.3)

are represented in figures A.11 and A.12 for the values observed from 2015 to
2017 in the Weierbach. We used the calibrated parameter values λ∗1 = 0.11, f0 = 0.10,
Sth = 105 mm, m = 1000, and ∆Sth = 3.97 mm. These figures show several things:

• λ1(t) is always lower than the parameter λ∗1 = 0.11
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FIGURE A.11: Observed relationship between storage S(t) and the weight λ1(t) of the
first uniform component ω1 in the composite SAS function.

• The minimum value of λ1(t) is slightly higher during drier periods, corre-
sponding to S(t) ≤ Smin + Sth = 2200 mm. This minimum value during drier
periods is f0 λ∗1 , thus it is controlled by the parameter f0

• The large increases of λ1(t) are mostly controlled by increases in ∆S(t), which
are driven by large precipitation events comparable to the parameter ∆Sth =
3.97 mm.
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FIGURE A.12: Observed relationship between a proxy of storage variations ∆S(t) and
the weight λ1(t) of the first uniform component ω1 in the composite SAS function.
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B.1 Analytical formulas for the SAS functions

B.1.1 Fractional SAS functions

The SAS functions used for the lysimeter case study take the form of “fractional” SAS
functions – or fSAS (Harman 2015), i.e. they are defined over the normalized ranked
storage PS, which is the cumulative distribution of ages in storage pS. Thus, fSAS
functions are probability distributions defined over the finite domain [0,1], where
domain values close to 0 indicate the youngest waters in storage while values close
to 1 indicate the oldest. The analytical formulas of the cumulative fSAS functions
Ω(PS) are reported below:

Single power function
Ω(PS) = (PS)

k (B.1)

with 1 parameter (k).

Truncated normal distribution

Ω(PS) ∼ NT(PS, m, s) =
er f
(

Ps−m
s
√

2

)
− er f

(
m

s
√

2

)
er f
(

1−m
s
√

2

)
− er f

(
m

s
√

2

) (B.2)

with 2 parameters m and s. The function er f is the Gauss error function.

Composite truncated normal distribution

Ω(PS) ∼ λNT(PS, m1, s1) + (1− λ)NT(PS, m2, s2) (B.3)

with 5 parameters (m1, m2, s1, s2 and a partitioning coefficient λ).

Uniform distribution (over [0, u])

Ω(PS) = PS/u PS < u
Ω(PS) = 1 PS ≥ u (B.4)

with 1 parameter (u).
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B.1.2 Ranked SAS functions

The SAS functions used in the virtual catchment case study are “ranked” SAS func-
tions (Harman 2015). They are defined over age-ranked storage ST ∈ [0,+∞[.
ST = S(t) pS(T, t) is the amount of water in storage younger than T. ST → 0 refers
to the youngest water, while ST → S(t) refers to the oldest water. We used the
following functional forms:

Single gamma distribution

Ω(ST) =
1

Γ(µ/θ)
γ(

µ

θ
,

ST

θ
) (B.5)

with 2 parameters (mean µ and scale θ). γ is the lower incomplete gamma func-
tion. This unimodal function was used to approximate the bimodal function below:

Double gamma distribution

Ωre f (ST) = λ Ω1(ST,
µ1

θ1
, θ1) + (1− λ) Ω2(ST,

µ2

θ2
, θ2) (B.6)

with 5 parameters (µ1, µ2, θ1, θ2 and a partitioning coefficient λ). Ω1 and Ω2 are
calculated using equation B.5.

B.2 Additional insights on the lysimeter model

B.2.1 Parameter calibration

Model parameters were calibrated using the Markov Chain Monte Carlo algorithm
DREAMZS (ter Braak and Vrugt 2008; Vrugt et al. 2009). The three models only dif-
fered in the choice of the SAS function for the bottom drainage, which was modeled
either as i) a power function (1 parameter), ii) a truncated normal distribution (2 pa-
rameters) or as iii) a double truncated normal distribution (5 parameters). Analytical
formulas are provided in Section B.1. In addition, all models have 3 more param-
eters: the total water storage S0 at the beginning of the simulation, the parameter
u for the SAS function of the evapotranspiration flux, and the evapoconcentration
factor α. Calibrations were run under the assumption that model residuals were
normally-distributed, which results in a log-likelihood function of the type:

log(`) =
N
2

log(2π)− N log(σe)−
N

∑
i=1

ε2
i

2σ2
ε

(B.7)

where N is the number of measurements, εi is the model residual at time step i
and σe is the error standard deviation. To account for the correlation in model resid-
uals (and the resulting loss of degrees of freedom), the residuals’ standard deviation
σe was multiplied by a factor r =

√
(1 + ρ)/(1− ρ), where ρ is the step-1 autocor-

relation of the residuals’ timeseries. The prior parameters’ distribution was always
set as uniform over a range determined from physical constraints (Table B.1). Sim-
ulations were run at time steps of 4 hours, which was a satisfactory compromise
between the computational accuracy and running time. A number of 105 simula-
tions was enough to guarantee the convergence of the Markov Chains and extract
the parameters’ posterior distributions (Figure B.1).
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TABLE B.1: Parameter ranges and optimal values for the three SAS models used in the
simulations. Analytical formulas for the SAS functions are reported in section B.1.1.

parameter units SAS model lower bound upper bound optimal
k - single power function 0.2 10 2.9
u - single power function 0.01 1 0.94
S0 mm single power function 500 600 599
α - single power function 0 1 0.31
m - single normal 0 1 0.61
s - single normal 0.01 2 0.14
u - single normal 0.01 1 0.35
S0 mm single normal 500 600 504
α - single normal 0 1 0.31

m1 - double normal 0 1 0.48
s1 - double normal 0.01 2 0.11
m2 - double normal 0 1 0.97
s2 - double normal 0.01 2 0.15
λ - double normal 0 1 0.38
u - double normal 0.01 1 0.18
S0 mm double normal 500 600 503
α - double normal 0 1 0.23

TABLE B.2: Model performance statistics

single power function single normal double normal
residual mean [mg/l] -0.50 -0.20 0.10
residual standard dev. [mg/l] 2.14 1.97 1.37
residual autocorrelation [-] 0.87 0.82 0.58
NS efficiency [-] 0.72 0.75 0.89

B.2.2 Lysimeter model performances

For each model, the simulation with the lowest sum of squared residuals was used
to compute the models’ residuals and to obtain their distributions (Figure B.2a) and
main statistics (Table B.2), as well as the Nash-Sutcliffe efficiency that was used as
an informal indicator of model performance.

Model performance always followed model complexity. Notably, residuals were
much less correlated in the double normal SAS function. The NS coefficients were
generally good (NS>0.70) although these high values strongly depend on the shape
of the tracer breakthrough curve which has a high variance (see Schaefli and Gupta
2007). As a more formal indicator of model performance we computed the Akaike
(AIC) scores (Akaike 1974). The AIC distribution is reported in Figure B.2b and
shows that, even when penalizing for the higher number of parameters, the double
normal SAS function performs best. Some overlap occurs between the single power
function and the single normal models, but overall the latter performs better than
the former, confirming that model complexity is always justified in this case.

B.3 Additional insights on the virtual catchment model

B.3.1 Hydrological and tracer data

The daily data used for the virtual catchment was generated for a period of 100 years.
This data set consists of rainfall rate J (mm/d), evapotranspiration ET (mm/d), dis-
charge Q (mm/d), and rainfall deuterium concentration CJ (h).
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The variables J, CJ , and ET have a sinusoidal component (yearly seasonality)
and a random component (daily variations):

J(t) = [2AJ + AJ sin(2 π f (t− φJ))]× γJ(t) (B.8)
CJ(t) = C0 + AC sin(2 π f (t− φ)) + ρ(t) (B.9)

ET(t) = [2AET + AET sin(2 π f (t− φ))]× eET(t) (B.10)

where f is a yearly frequency, φ (φJ) is a phase shift for the sinusoidal component
yielding minima in December (August) and maxima in June (February). AJ , AET,
and AC are sinusoidal amplitudes set to 1.1 mm/d, 0.55 mm/d, and 25 h, respec-
tively. γJ(t) is a random number from a gamma distribution with shape parameter
k = 0.25 and scale parameter θ = 4 mm/d. ρ(t) is a random number between -20
h and 20 h from a uniform distribution. eET(t) is a random number from an ex-
ponential distribution with mean parameter µ = 2 mm/d. Values below 1 mm/d
for J were randomly set to 0 with an 80% probability to obtain more days without
precipitation.

Discharge was generated as:

Q(t) = a
(

S(t)
S0

)b

(B.11)

where a = 1.64 mm/d and b = 30 are storage-discharge parameters, and storage
S(t) was deduced from the water balance:

S(t) = S(t0) +
∫ t

u=t0

(J(u)−Q(u)− ET(u)) du (B.12)

and S(t0) = S0 = 1000 mm.

Observations of stream deuterium content δ2H for the virtual catchment were
generated by running the model forward using the 100-year data and by assigning
the reference SAS function Ωre f to discharge (section B.1.2). We used the parameters
λ = 0.1, µ1 = 50 mm, µ2 = 500 mm, θ1 = 10 mm, and θ2 = 50 mm in the double
gamma model described in section B.1.2. This ensures that the two modes of the
SAS function are clearly separated from each other and that their pdfs have similar
amplitudes.

B.3.2 Parameter calibration and model performance

The theoretical framework described in the main text and in section B.1.2 was ap-
plied to simulate tracer concentrations in the discharge of the virtual catchment with
the single gamma SAS function and to calibrate its parameters. For the virtual exper-
iment, the age Master Equation was numerically solved following the same proce-
dure as tran-SAS (used for the lysimeter case study), differing only in the numerical
scheme. Briefly, instead of using the method of characteristics that considers only
one variable ST, the Master Equation was discretized with respect to time t and age
T separately. This has no implications for the results of this study, since both numer-
ical schemes are stable and accurate for the virtual catchment, and the underlying
equation that is solved is exactly the same.
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The parameters of the single gamma SAS function used for the discharge of the
virtual catchment (section B.1.2) were calibrated against the stream δ2H observations
with a Monte Carlo algorithm. 15,000 pairs of the mean parameter µ and the shape
parameter θ were sampled from uniform prior distributions with ranges [0, 700] mm
and [0, 500] mm respectively. Model performance was evaluated against the 31,970
δ2H daily values (100-year period minus the first ∼12.5 years as spin-up) with the
Nash-Sutcliffe Efficiency, which assumes normally distributed residuals (similar to
equation B.7) with a constant variance equal to that of the measurements and no
residual autocorrelation. We selected the best performing (NSE = 0.89) parameter
set to analyze the results from the single gamma model and compare them to the
“true” Ωre f model. The parameters were well identifiable (figure B.3). Parameter
uncertainty was calculated using the 150 best simulations with respect to their NSE
(range: 0.75–0.89) and it was found to be small (figure B.3). The best model corre-
sponds to µ = 627 mm and θ = 90 mm.

B.4 Travel times, flow paths, and velocities in a Lagrangian
framework

Let’s consider a water parcel travelling from its entry point into the system (e.g. as
precipitation touching the soil surface) along a flow path until the exit point (e.g.
the stream channel at the catchment outlet). The flow path has a total length L,
and the position of the water parcel along the flow path can be summarized with
the parametric coordinate `, defined as the length travelled by the parcel along the
flow path since its entry point. ` therefore goes from 0 to L. d` symbolizes the
infinitesimal increment in ` made by the water parcel in the infinitesimal amount
of time dT. Note that d` is the same at every time, while dT varies according to
the Lagrangian velocity v(`) of the water parcel. The travel time to the exit point is
obtained from:

T =
∫

flowpath
dT (B.13)

dT is calculated as:

dT =
d`
v(`)

(B.14)

such that:

T =
∫ L

`=0

d`
v(`)

(B.15)

From this expression it is clear that only particles that do not become immobile
along the flow path can be considered in this framework (to avoid division by 0). We
therefore only refer to the travel times of mobile water parcels.

We can now use the harmonic mean to simplify this expression. Let’s recall the
expression of the harmonic mean H for a continuous, invertible function f over the
domain [a, b]:

H =
b− a∫ b

x=a
dx

f (x)

(B.16)

which implies:
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∫ b

x=a

dx
f (x)

=
b− a
H

(B.17)

Let’s call v the harmonic mean of all Lagrangian velocities v(`) along the flow
path of length L. Equation B.15 is analogous to equation B.17, we can thus rewrite it
as:

T =
∫ L

`=0

d`
v(`)

=
L
v

(B.18)

This proves that the travel time can be written in a Lagrangian framework as
the ratio of the total flow path length and the average velocity along the flow path
(using the harmonic mean).
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FIGURE B.1: Posterior parameter distributions for the three lysimeter models. The
pdf’s were extracted from the converged Markov Chains (dashed lines) and then
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Appendix C

Supplementary information for
Chapter 4

C.1 Model equations

C.1.1 Parameterization of the SAS functions

In this section we provide further details on the equations used in the model. The
composite streamflow SAS function ΩQ used in this study is:

ΩQ(ST, t) = λ1(t) Ω1(ST) + λ2(t) Ω3(ST) + λ3(t) Ω1(ST) (C.1)

Ω1(ST) is a cumulative uniform distribution for ST in [0, Su], where Su (mm) is
a calibrated parameter representing the amount of stored young water potentially
contributing to flashy streamflow responses. Thus:

Ω1(ST) =

{
ST

S(t) , ST ∈ [0, Su]

1, ST > Su
(C.2)

Ω2(ST) and Ω3(ST) are direct functions of ST and are gamma-distributed:

Ω2(ST) =
1

Γ( µ2
θ2
)

γ(
µ2

θ2
,

ST

θ2
) (C.3)

Ω3(ST) =
1

Γ( µ3
θ3
)

γ(
µ3

θ3
,

ST

θ3
) (C.4)

where Γ is the gamma function, γ is the lower incomplete gamma function, µ2
and µ3 (mm) are mean parameters (calibrated), and θ2 and θ3 (mm) are scale param-
eters (calibrated).

λ1(t), λ2(t), and λ3(t) sum to 1. These are simply time-varying weights giving
each component (i.e. c.d.f. Ω) a dynamic contribution to streamflow generation.
In particular, λ1(t) is made highly time-variant to represent the flashy hydrographs
that have an on-off type of response to precipitation. λ2(t) is considered constant
and calibrated to keep the parameterization parsimonious. λ3(t) = 1− λ2− λ1(t) is
deduced by difference for parsimony as well. Since Ω1(ST) represents young water
contributions and previous studies in the Weierbach showed that event water contri-
butions depend on the catchment wetness and on precipitation intensity (Martínez-
Carreras et al. 2015; Wrede et al. 2015), λ1(t) was parameterized using storage S(t)
and a proxy storage variations ∆S(t) (see Rodriguez and Klaus (2019) for more de-
tails):
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λ1(t) = λ∗1 [ f (t) + (1− f (t)) g(t)] (C.5)

where λ∗1 ∈ [0, 1] (no units) is a calibrated parameter representing the maximum
value of λ1(t), and f (t) ∈ [0, 1] and g(t) ∈ [0, 1] are given by:

f (t) = f0

(
1− tanh

[(
S(t)

Smin + Sth

)m])
(C.6)

g(t) = 1− exp

(
−∆S(t)

∆Sth

)
(C.7)

f0 ∈ [0, 1] (no units) is a calibrated parameter guaranteeing a minimum for
λ1(t) during dry periods, Smin = min(S(t)), and Sth (mm, calibrated parameter)
is a storage threshold relative the to minimum storage Smin separating wet (S(t) >
Smin + Sth) from dry periods (S(t) < Smin + Sth). m = 1000 is a fixed parameter used
to smooth the function f with respect to S(t). ∆S(t) is a proxy of storage variations
calculated as a moving average of storage variations over a time window ∆t∗ = 2 ∆t:

∆S(t) = max

(
1
3

2

∑
j=0

∆S(t− j∆t), 0

)
(C.8)

with ∆S(t) = ∆t (J(t)− Q(t)− ET(t)). ∆S(t) essentially increases during pre-
cipitation events and decreases when Q(t) or ET(t) are high. ∆Sth is a threshold in
∆S(t) above which g(t) tends to 1, allowing λ1(t) to increase and decrease sharply
during flashy streamflow events.

C.1.2 Actual evapotranspiration

Actual evapotranspiration ET(t) is calculated from potential evapotranspiration PET(t)
using the formula:

ET(t) = PET(t) tanh
[(

S(t)
Sroot

)n]
(C.9)

where Sroot = Sre f − 150 is a fixed parameter (mm) representing the storage
threshold S(t) = Sroot below which ET(t) starts decreasing from PET(t) towards
0. This decrease is smoothed by the fixed coefficient n = 20. Sroot accounts for the
water available for evaporation and plant transpiration until the capillary forces of-
fer too much resistance. This formula thus represents the decrease in water losses to
the atmosphere under water limited conditions.
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