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CHAPTER 1

Introduction

Motivation

Wave-type problems are fundamental models in physics, in particular in acoustics and optics.
For example, the acoustic wave equation is the basic model to describe the propagation of sound
waves. Furthermore, the propagation of light is governed by the Maxwell equations.

For a long time, scientists working in these fields focused on linearized models to describe the
fundamental relations between these waves and the surrounding media. However, these linear
models have their limits, especially with respect to the frequency and intensity of the waves
considered. To overcome these limits, the research fields of nonlinear acoustics and nonlinear
optics emerged in the early 20th century. Since then, nonlinear wave-type equations became
more and more important, as various nonlinear models were introduced. With respect to our
previous examples, this includes for instance the Westervelt equation to describe the propagation
of ultrasound as well as nonlinear constitutive relations for the Maxwell equations to model the
Kerr effect.

From the mathematical perspective, these nonlinear problems differ essentially from their
linear counterparts. However, there exists a particular class of nonlinear problems with an un-
derlying linear structure, namely quasilinear problems. Moreover, since the analytical theory
for linear wave-type problems is well established, quasilinear wave-type problems proved to be
a good starting point to investigate the wellposedness of nonlinear problems. In this context,
a major achievement was the extension of semigroup theory to quasilinear wave-type problems
in [Kato, 1975], which yields wellposedness for a very general class of quasilinear wave-type
problems on the full space including various important applications. In subsequent papers these
ideas were extended to specific quasilinear wave-type problems on regular bounded domains.
In addition, since Kato’s framework is restrictive concerning the boundary conditions, alterna-
tive approaches using for example energy techniques were developed to prove wellposedness for
specific wave-type problems on bounded domains.
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Regarding the initial examples, the wellposedness of the undamped Westervelt equation sub-
ject to homogeneous Dirichlet boundary conditions was proven in [Dorfler et al., 2016] based on
Kato’s framework. Furthermore, the wellposedness of the Maxwell equations with Kerr non-
linearity and perfectly conducting boundary conditions is shown in [Spitz, 2019] using energy
techniques.

In contrast to the analytical wellposedness theory, the numerical analysis of quasilinear wave-
type problems is much less developed. Nevertheless, there are a few results for the discretiza-
tion of quasilinear second-order wave-type problems. For example, the full discretization with
linearized implicit one- and two-step time-integration schemes is considered in [Ewing, 1980],
[Bales, 1986], [Bales, 1988], [Bales and Dougalis, 1989], and [Makridakis, 1993]. This includes
the construction of the schemes as well as rigorous error estimates. Moreover, based on Banach’s
fixed-point theorem, [Makridakis, 1993] provides error estimates for the space discretization with
finite elements and the full discretization with a class of fully implicit two-step time-integration
schemes.

Besides these rather general results, there are also more specific results: For example, the
space discretization of quasilinear, elastic wave equations with a discontinuous Galerkin dis-
cretization is investigated in [Ortner and Siili, 2007]. Furthermore, based on the Petrov-Galerkin
method, the full discretization of a specific class of quasilinear second-order wave equations in
1D is considered in [Gerner, 2013]. Based on stability assumptions on the numerical solution,
the author proves first order convergence for the full discretization with a variant of the implicit
midpoint rule. More recently, in [Gauckler et al., 2019] the authors consider the full discretiza-
tion of a special class of quasilinear second-order wave equations in 1D with constant coefficients
and periodic boundary conditions using explicit trigonometric integrators. However, note that
these schemes require the evaluation of matrix functions.

With respect to the initial examples, on the one hand, there are two recent results for the
Westervelt equation with strong damping, i.e., the space discretization with finite elements
and discontinuous Galerkin finite elements is analyzed in [Nikoli¢ and Wohlmuth, 2019] and
[Antonietti et al., 2020], respectively. On the other hand, up to our knowledge the error analysis
for a discretization of the quasilinear Maxwells equations was not considered so far. Nevertheless,
in [Pototschnig et al., 2009] an exponential integrator for the quasilinear Maxwells equations was
proposed and tested numerically.

Just recently, the time discretization of a very general class of quasilinear wave-type problems
with algebraically stable Runge-Kutta schemes was considered in [Hochbruck and Pazur, 2017],
[Hochbruck et al., 2018], and [Kovacs and Lubich, 2018]. Based on Kato’s framework, the au-
thors prove both wellposedness and error estimates. In addition, a unified error analysis for
nonconforming space and time discretizations of linear and semilinear wave-type problems was
presented in [Hipp et al., 2019] and [Hochbruck and Leibold, 2019], respectively. These two con-
cepts form the basis of this thesis.



Main results

In this thesis we present a rigorous error analysis for the abstract space and time discretization
of a very general class of quasilinear wave-type problems. Up to our knowledge this includes the
first error analysis for first-order quasilinear wave-type problems.

Concerning the error analysis for the space discretization, we employ semigroup theory to
prove wellposedness as well as an error estimate for the spatially discrete problem. Compared to
previous results which are mostly based on Banach’s fixed-point theorem, this approach provides
better insight into the individual error contributions. Furthermore, since wellposedness results
for quasilinear wave-type problems are in general based on severe regularity assumptions with
respect to the boundary of the domain, we consider nonconforming space discretizations in order
to allow for domain approximation.

Based on these results for the space discretization, we further prove wellposedness as well as
rigorous error estimates for the full discretization with three different one-step time-integration
schemes. On the one hand, we consider the implicit midpoint rule and a linearized version
thereof. On the other hand, we also investigate the leapfrog scheme, which is an explicit scheme.
We emphasize that, up to our knowledge, the full discretization with both explicit and nonlinear
implicit time-integration schemes was prior to this thesis only analyzed for special classes of
quasilinear second-order wave-type problems in 1D, as mentioned above.

Throughout this thesis, we illustrate the relevance of the abstract framework by applica-
tion of our results to the undamped Westervelt equation and the Maxwell equations with Kerr
nonlinearity. Finally, we conclude with numerical examples.

Outline

This thesis is organized as follows. In Chapter 2 we present the basic notation and some
mathematical tools which are used throughout this thesis.

In Chapter 3 we introduce the abstract quasilinear wave-type problem (3.1) and state basic
assumptions. Furthermore, we introduce the Westervelt equation and the Maxwell equations
with Kerr nonlinearity as specific examples, which are revisited frequently throughout this thesis.

Chapter 4 is denoted to the analysis of nonconforming space discretizations of quasilinear
wave-type problems. To this end, we first establish the general framework for the nonconforming
space discretization, including assumptions on the discrete operators. After a brief overview to
semigroup theory for nonautonomous Cauchy problems, we derive an abstract error estimate.
Based on these results, we provide error estimates for the space discretization of the specific
examples in Chapter 5.

In Chapter 6 we briefly introduce the leapfrog scheme as well as algebraically stable Runge—
Kutta schemes, with a special focus on the implicit midpoint rule. We further review recent
results for the time discretization of abstract quasilinear wave-type problems.

The full discretization of quasilinear wave-type problems with two variants of the implicit
midpoint rule and the leapfrog scheme is considered in Chapter 7. First, we prove wellposedness
and a rigorous error estimate for a linearized version of the implicit midpoint rule. We then
extend these results to the implicit midpoint rule using fixed-point iterations. Furthermore,
based on an alternative error analysis for the linearized variant, we prove wellposedness and a
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rigorous error estimate for the leapfrog scheme. In Chapter 8 these results are applied to the
specific examples.

For the Westervelt equation in one and two space dimensions, we validate these theoretical
results in Chapter 9 with numerical experiments.

Finally, we close this thesis with a brief summary of the main results and concluding remarks
in Chapter 10.



CHAPTER 2

Preliminaries

Throughout this thesis, we use the following notation.

Miscellaneous We consider a domain 2 C R? with spatial dimension d € N. For T' > 0 we
denote the time interval by Jr = [0, T]. Furthermore, for a normed vector space H = (H, ||-||3)
and R > 0, we define

By(R) ={p € H||pln < R},

i.e., the open sphere in H centered at 0 with radius R. Finally, we use a generic constant C' > 0,
which may have different values at different occurrences.

Normed vector spaces For normed vector spaces H = (H, ||||%) and G = (G, ||-|lg), we
denote the set of all bounded linear operators mapping from H to G by L(H,G) and simply
write L(H) if H = G. The operator norm is given by

| Azlg
1Al = sup ,
9= oy el

A€ L(H,G).

Furthermore, we denote the identity operator by Id € £(H), where we do not explicitly specify
the space H for the sake of presentation. Finally, the norm of a product space X = H x G is

given by
2 . 2 2 _ (¥ X
1€11% = Nl + I¥llg, £ = o) €
Vector algebra For a,b,c € R? with a = (ay,...,aq) and b= (by,...,by) we write
a1b1 e albd

d
a-b::Zaibi, a®b .=
=1 agb1 - agbg
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for the inner and outer product of a and b, respectively. These vector products satisfy
(a®@b)c=a(b-c) (2.1)
as well as the bounds
I(a-b)cllz < dljalloo|[blloo €2, (@ @b)cllz < dllalloo|[blloollcll2, (2.2)

for ||||2 and |||~ denoting the Euclidean norm and the maximum norm, respectively. Further-
more, for d = 3 the cross product of a and b, i.e.,

agbg — a3b2
axb:= agbl — a1b3 5
a1b2 — a2b1
satisfies
lla < bll2 < [all2][bl]2- (2.3)

Differential operators Let ¢: Jr x Q@ — R and ¢ : Q — R3? be sufficiently smooth
functions. We denote the partial derivative of ¢ with respect to time by 0;p. Concerning the
spatial derivatives, we denote the gradient of ¢ by V¢ with V = (0y,...,0y). Moreover, the
divergence and the curl of ¢ are given by V - ¢ and V x 1, respectively. Finally, we denote the
laplacian of ¢ by Ap = V - V. Note that in the special case d = 1, we simply write J,¢
instead of V ¢.

Function spaces We denote the standard Lebesgue space of real-valued functions by
L?(2), equipped with the inner product

(01 W)z = [ pl@)o(a)da, o) b € LA(Q),

and the corresponding norm ||-[[z2(q). Moreover, L°°(£2) denotes the space of all essentially
bounded measurable functions with

11l Lo (2) = ess suplep(x)], p € L™().
e
For vector-valued versions of these function spaces, we define for p € {2, 00} the norms

1l zog@ys = Iellpll oy o€ IP(Q)" (2.4)

For a multiindex o = (a1, ..., aq) € N¢ and k € N we set 00 =07 ... 0% for p: Q - R
being sufficiently smooth. Then, the Sobolev space of order k is defined as

HYQ) = {p € L*(Q) | dap € L*(Q), |a] < k},
with |a] = Zgzl a;. Note that equipped with the inner product

(P | V) ey = Z (Oap | 0at)2(q) » P € H*(9),

o<k



HF(Q) is a Hilbert space. Furthermore, we define the corresponding norm

ey = > 10awlZ2(q), p € H"(Q),
o<k

as well as the seminorm

|‘P@{k(9) = Z HaOCQOH%Z(Q)v ¢ € H*(Q).
|a|=k

Moreover, for C§°(€2) being the space of all compactly supported smooth functions on €2, we
define the space H}(2) to be the closure of C§°(€2) with respect to | 1 (). We define

which yields [|¢]| g1 (0) = #lm1(@)-
Furthermore, we set

H(curl, Q) = {p € L*(Q)* | Vx ¢ € L*(Q)*},
with norm

el eun0y = 720y + 1V X @l 2200,

Again, Ho(curl, Q) denotes the closure of C§°(2)® with respect to ||| g(curt,0)-

Sobolev embedding Let Q ¢ R? be a bounded domain with C''-boundary. Furthermore,
let £ € N with £ > %. Then, we have

HY Q) = C(Q) (2.5a)
as well as the Sobolev inequality

el o) < Csllell e v € H(Q), (2.5b)

with a constant Cg > 0 depending only on ¢, d, and Q, cf. [Evans, 2010, Sec. 5.6.3].

Trace inequality Let Q C R? be a bounded domain with Lipschitz boundary. Then, we
have the trace inequality

1 1
ol 2o < CeellolZaqgyllel - o€ H'(9), (2.6)

with a constant Cy, > 0, cf. [Brenner and Scott, 2008, Thm. 1.6.6].






CHAPTER 3

Quasilinear evolution equations and specific examples

We consider quasilinear Cauchy problems of the form

{A(y(t))aty(t) = Ay(t) + F(t,y(t), teJr, 3.1)

y(0) = yo,

where A is a sufficiently regular nonlinear operator, A is a linear differential operator, F is a
sufficiently regular nonlinear right-hand side, and Jr = [0, 7], T' < oo, denotes the time interval.

Although we are not aware of a wellposedness result for this general class of quasilin-
ear problems, there are several results for specific examples falling into this framework; e.g.,
[Kato, 1975] and [Hughes et al., 1976] consider problems posed on the full space, whereas the
authors of [Chen and von Wahl, 1982], [Dafermos and Hrusa, 1985], [Kato, 1985], [Koch, 1993],
[Miiller, 2014], [Dorfler et al., 2016], and [Spitz, 2019] consider problems posed on bounded do-
mains. Nevertheless, we consider the discretization of the general problem (3.1), as this covers
all these examples. In Section 3.1 we collect the assumptions on the operators appearing in
(3.1), which are used throughout this thesis. In the following sections we then focus on spe-
cific examples and show that they fit in the general framework. The wellposedness of the
Westervelt equation is presented in Section 3.2 based on results from [Dorfler et al., 2016]. Fur-
thermore, we review in Section 3.3 the wellposedness result for quasilinear Maxwell equations
from [Spitz, 2019].

3.1 General setting

As already stated in the introductory part of this chapter, we are not aware of a wellposedness
result for the general problem (3.1). Nevertheless, we state in this section basic properties of the
involved operators in order to transform the problem into an equivalent form, which is suitable
for the analysis in the following chapters. However, these basic properties are not sufficient to
guarantee wellposedness, as can be seen in the following sections for specific examples fitting
into the general framework.
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We start by collecting some basic properties of the operators A, A, and F that are used
throughout this work.

Assumption 3.1. There are Hilbert spaces (X, (- | -)y) and (Y, (- | )y) such that Y — X, with
a dense and continuous embedding. Further, there exists R > 0 such that the following properties
hold.

(A) {A€) | € € By(R)} C L(X) is a family of symmetric operators, which are uniformly
positive definite and bounded, i.e., there are constants cp,Cp > 0 such that

ealleld < (A©¢ | ¢)x A Nlc(x) < Ca, peX, e By(R) (3.2)

holds.

(A) Ae L(D(A),X) with Y C D(A) and D(A) = X, where D(A) denotes the domain of A.

(F) F: Jr x By(R) — X is continuous in time and bounded, i.e., there is a constant Cy > 0
such that F satisfies

1F(t,Ollx < Cr, t € Jr, € € By(R).

Moreover, we emphasize that we state the assumptions on A and F only for spheres By (R)
in order to keep the notation simple. However, all our results can be generalized to bounded
domains.

In the following, we always use R as the radius from Assumption 3.1. If (3.2) holds, the
family of inverse operators {A(¢)™! | ¢ € By(R)} C £(X) exists. Hence, the application of this
inverse operator to (3.1) yields

{@y(t) — AW®)W(O + Flt.y0), te . s
y(0) = o,
where we introduced the mappings
A(€) = AE) A, F(t,€) = A(&)"'F(t,€), te Jr, £ € By(R). (3.4)
Furthermore, for £ € By(R) we define the state-dependent inner product
(@[ D)ae) = A& | ¥)x P, P € X, (3.5)

which is equivalent to (- | ), due to (3.2). We denote the induced norm by

||%0||?\(§) = (¢ SD)A(g) ) pekX.

The discretization presented in the following chapters is based on the wellposedness of (3.3).
Despite the absence of a wellposedness result for (3.3) which covers all our examples, we simply
assume that the operators from Assumption 3.1 and the initial value yo € X are chosen such
that there exists a unique solution. This is summarized in the following assumption.
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Assumption 3.2. Let Assumption 3.1 be satisfied. The quasilinear Cauchy problem (3.3) has
a unique solution y with maximal time of existence t*(yo) > 0, i.e., for every T < t*(yo) the

solution y of (3.3) on Jr satisfies
y € C'(Jr,X) N C(Jr, By(R)).

Given such a solution, the weak formulation of the problem (3.1) considered on (X, (- | -)4)
is identical to the weak formulation of (3.3) considered on (X, (- | -)5(,))- Hence, it is sufficient
to consider only (3.3) in the following.

The previous assumption is motivated in the subsections by the presentation of wellposedness
results for specific examples.

3.2 Example: Westervelt equation

As the first example to illustrate the physical relevance of the general framework presented in the
previous section, we consider the Westervelt equation, which is a model in nonlinear acoustics.
Based on the Navier Stokes equation and the equation of continuity, it describes the propagation
of waves in lossy and compressible fluids, especially for a propagation of multiple wavelengths.
For further insight into the physical background and the derivation of the model, we refer to the
original work [Westervelt, 1963], as well as [Kaltenbacher, 2015] and [Lerch et al., 2009].

The original version of the Westervelt equation was presented in [Westervelt, 1963]. It states
that, for a time interval Jr = [0,7] and a bounded domain Q C R? with d € {1,2,3}, the
acoustic pressure u : Jp X 2 — R is given as the solution of the quasilinear wave equation

(1 — 2u)0fu = 2 A+ »(0pu)?. (3.6)
Here, ¢ > 0 is the speed of sound and s € R is modeling the nonlinearity of the medium.

Since we consider this problem for given initial values wug, vg : 2 — R, we finally obtain

{(1 — seu)02u = A+ s(0pu)? on Jp x €, (3.7)

u(0) = uo, Ou(0) = vy on £,

subject to homogeneous Dirichlet boundary conditions.
Before we review the corresponding wellposedness result, we first write the Westervelt equa-
tion as a first order system in order to check that Assumption 3.1 is satisfied. Setting v = d;u

1 0 O (0 1 u 0
0 1—3u)\dwv) \A 0 U+%U2'
Hence, (3.1) holds for
y= <Z> Aly) = <(1) 1_0%u>’ A= (2 é) F(y) = (}2)2), Yo = (Zg) (3.8)

We now check Assumption 3.1 for X = Xy x Xy and Y = )y x Yy, with

in (3.7) implies

Xy = HYQ), Ay =LXQ), W= HAQNHN(Q),  Vi=H(Q) (39
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and the corresponding standard inner products, which are introduced in Chapter 2. Without
loss of generality, we assume in the following that the problem is really quasilinear, i.e., we have

»n # 0.
First, the triangle inequality and Sobolev’s embedding (2.5) with ¢ = 2 yield

1 = sepllpeo() < 1+ |5ll¢llLeo() < 14 |5|CsR, ¢ € By, (R),
and
1= 3ol = 1 = [#lll@llLe@) = 1 — |5#|CsR, ¢ € By, (R).

Thus, for R < #I%I (A) is satisfied with ¢y = 1 — |»#|CsR and Cy = 1 + |»|CsR.

Furthermore, we have for all ¢ € H}(Q) N H?(Q2) that A € L*(Q). Hence (A) is satisfied
with D(A) = ).

Finally, we obtain for v € By, (R) the bound

1sv? [, = lel[v]|2aqy < Cle R?

with a constant C' > 0 depending on 2 and d, where we used the Hélder inequality together
with Sobolev’s embedding (2.5) in the last step. As this yields (F), Assumption 3.1 is satisfied.

To prove the wellposedness of (3.7), we review the main result of [Dorfler et al., 2016], where
the authors consider the problem

OF (u(t) + K (u(t))) = Au(t), te Jp, (3.10)

on a bounded, smooth domain. For the choice K(u) = —%uQ, this is equivalent to the un-

damped Westervelt equation. Hence, we get the following wellposedness result corresponding to
Assumption 3.2, which follows from [Dérfler et al., 2016, Thm. 4.1].

Theorem 3.3. Let Q be a bounded domain with C3-boundary and R as above. Then, there
exists a constant Cy > 1 depending on s and R such that for initial values

ug € {p € H*(Q) N H(Q) | Aploa =0}, vg € H*(Q) N HY (), (3.11a)

which satisfy the smallness condition

o w0l < 7 (3.11b)
there exists T > 0 and a solution u of (3.7) on Jp = [0,T], which satisfies
u € C?(Jr, Hy (Q)) N CY (Jr, H*(Q)) N C (Jr, H*(Q))
and [|(u(t), Owu(t))|ly < R for allt <T.

Unfortunately, we have to refine the space ) for the case d € {2,3} in order to ensure
Y «— C(92)?, which is essential for the discretization in Section 5.1. In particular, we have to
assume for d € {2,3} that the statement of Theorem 3.3 is also true for ) = ) x Yy with

Wy = H*(Q) N HY(Q), Yy = H*(Q) N H(Q). (3.12)

We point out that Assumption 3.1 is still satisfied.
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Moreover, even with this refinement the regularity of the solution in the previous result is
not sufficient for the error estimates for the Westervelt equation in Section 5.1 and Section 8.1.
Instead, these estimates are based on the additional assumption (u,du) € C'(Jr, Z), with
Z = Zy X Zy given by

Zy = HPTH Q)N HY(Q), Zy = HP(Q) N H(Q), (3.13)

for some p € N.
To conclude this section, we state the following remark on the ambiguity of the term “West-
ervelt equation”.

Remark 3.4. In the literature the term “Westervelt equation” does not only refer to the orig-
inal model (3.6), but also to refined models with strong damping. Especially in the engineering
literature, the term Westervelt equation is also used for the model

(1 — 2u)0fu = 2 A+ be20u + »(0pu)?, (3.14)

where b > 0 is the sound diffusivity, cf. [Kaltenbacher, 2015] and [Lerch et al., 2009]. Based on
the approzimation 0?u =~ c® Aw, (3.14) further implies the following strongly damped version of
the Westervelt equation, i.e.,

(1 — »u)0?u = Au+bA dwu + »(0u)?, (3.15)

cf. [Kaltenbacher and Lasiecka, 2009]. Note that the wellposedness of (3.15) is considered in
[Kaltenbacher and Lasiecka, 2009] and [Meyer and Wilke, 2011]. As the problem shows a rather
parabolic than hyperbolic behavior due to the strong daming, the authors even obtain exponential
decay of the energy for small data, which finally yields global existence.

In the next section we introduce another specific example, the quasilinear Maxwell equations.

3.3 Example: Maxwell equations

As a second example we consider quasilinear Maxwell equations with Kerr nonlinearity. To this
end, we briefly introduce Maxwell equations and the material laws describing the nonlinearity.
Next, we discuss the wellposedness of this system based on the analysis presented in [Spitz, 2019]
for a general class of quasilinear Maxwell equations.

For a finite time interval Jp = [0, 7] and a bounded domain  C R?, we denote the magnetic
field by H : Jr x Q — R? and the electric field by € : Jr x Q — R3. Further, B: Jr x Q — R3
is the magnetic induction and D : Jy x Q — R3 is the electric displacement. With the electric
current density J : Jr x Q — R? and the electric charge density p: Jr x Q — R, we end up
with the macroscopic Maxwell equations in differential form

0B(t,x) = —Vx E(t,x), teJr,xe, (3.16a)
OD(t,x) = Vx H(t,x) — T (t, ), te Jp, x e, (3.16b)
V-B(t,x) =0, te Jp, x e, (3.16¢)
V -D(t,z) = p(t,x), te Jp, x e, (3.16d)

where the differential operators Vx and V- denote the curl and divergence, respectively.
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We further differentiate (3.16d) with respect to time and use (3.16b) together with the identity
V - (Vx f) = 0, which holds for all sufficiently smooth functions f : R® — R3. This implies the
continuity equation

Op(t,z) ==V - TJ(t,x), te Jp, x €, (3.17)

which is a coupling condition for the current density and the charge density.

Based on the continuity equation (3.17), we get that the equations (3.16a) and (3.16b) are
sufficient to describe the time evolution of the system, as the equations (3.16¢) and (3.16d) are
time invariant. More precisely, if these equations are satisfied at the initial time, i.e.,

V- B(0,z) =0, V- D(0,z) = p(0,z), zeQ, (3.18)

they stay true as long as (3.16a), (3.16b) and (3.17) hold true. This follows again from differen-
tiating the divergence equations with respect to time and using the curl equations.

Hence, if (3.18) is satisfied, we are left with at most seven independent equations to describe
the time evolution of 16 unknowns B, D, H, €, J, and p. Therefore, we need further relations
to get a wellposed system, i.e., we impose in the following the so-called constitutive equations,
which relate the magnetic induction B and the electric displacement D to the magnetic and
electric field H and &, respectively. We further assume a constitutive relation for the coupling
of the electric current density J and the electric field €. In particular, we assume the existence
of mappings fq¢, fe : R® — R3 and o¢ : RS — R3*3, with

B = 05 (H, €), D =0:(H,8), J =oce(H, E)E, on Jr x .
Inserting these relations into (3.16) finally yields

8,599.((9{, 8) =—-Vx 8, on Jr X Q,

(3.19)
8t95(j‘f,8) =VxH - Ug(j‘f,g)g, on JT X Q,

which is a coupled system for the magnetic and electric field. The electric charge density is then
given by

Op=—V - (0e(H,E)E), on Jp x Q.
Finally, in order to get a wellposed system, we consider (3.19) subject to initial conditions
FH(0) = Ho, &(0) = &o, on
for Ho, Eo : © — R3, and homogeneous perfectly conducting boundary conditions
Exv=0, B-v=0, on 01, (3.20)

with the outer unit normal vector v of Q. As shown in [Spitz, 2017, Lem. 7.25] under suitable
assumptions on fg, f¢ and og, this condition is again time invariant, i.e., it is sufficient to impose
B(0) - v = 0 or equivalently 05 (3 (0), E(0)) - v = 0.

As before, differentiating the boundary condition for B with respect to time and using (3.16a)
yields that this condition is time invariant, i.e., it is sufficient to impose B(0)-v = 0 or equivalently
03¢ (H(0), £(0)) - v = 0.
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Based on the mappings

. 63(99{(9{,8) 8509{(9{,8) . 0 —Vx . 0 0
A(y)_<ag{95(9{,e) ageg(:H,e)>’ A‘(w 0 ) F(y)_<o 05(9{,5)> (3.21)

for y = (3, ), we see that the quasilinear Maxwell equations (3.19) fit in the general framework
(3.1) with initial value yo = (Ho, €o)-

Although the procedure presented in the following chapters is, under suitable assumptions
on the constitutive relations, also applicable to more general problems, we focus in the following
on an instantaneous Kerr-type nonlinearity in an isotropic medium. Namely, for the nonlinear
susceptibility x € L*°(12), we set

O5¢(3, &) = K, 0: (3, &) = (1 + x|€]?)E.

For further information on the derivation of these relations, see for instance [Busch et al., 2007]
and [Pototschnig et al., 2009]. Moreover, we set o¢ = 0 for the sake of presentation. Based on
(3.21), we thus obtain

1d 0 0 —Vx 0 0
A(y>:<o (1+x\8\2)1d+2x(8®8)>’ AZ(W 0 ) F<y):<0 0)’ (3.22)

where ® denotes the Kronecker product. Finally, this yields Maxwell equations with Kerr
nonlinearities, which are given by

OH=—-VxE, onJrxQ,
(1 + x|E) Td+2x(E ® €))0€ = VX H, on Jr x , (3.23)
H(0) = Ho, E(0)=¢&p on €,

subject to homogeneous perfectly conducting boundary conditions.
We now introduce spaces X = Xy x Xy and Y = Yy X Vy, with

Xy = AP, X = LAQPF, Wy =HAQP, Yy ={pe HAQ | pxv=0

where v denotes the outer unit normal vector of 2. All spaces are equipped with their standard
inner products. We emphasize that one has to be cautious here not to confuse the notation of
H and H. However, we stick to this notation since it is consistent with the abstract framework
and the standard notation for the Maxwell equations.

In order to check Assumption 3.1, we assume without loss of generality that the problem is
truly quasilinear, i.e., we have ||x||ze(q) > 0.

First of all, (F) is trivially satisfied. Furthermore, we obtain for

D(A) = H(curl, Q) x Hy(curl, )

from [Monk, 2003, Thm. 3.33] the relation Y C D(A). As H(curl, Q) and Hy(curl, 2) correspond
to the closure of C*(Q)? and C§°(Q)? with repect to the norm of H(curl, (), respectively, (A)
is satisfied.

Finally, we focus on (A). The triangle inequality and (2.2) for £ € Yy and ¢ € Xy yield

Ix(@)[€@@)Pe(x) + 2x(2) (@) @ E@@)p(@)ll, < Ix@IE@) 1% e(@)]2, = Q.
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From the definition (2.4) of norms for vector-valued functions and Sobolev’s embedding (2.5),
we hence obtain

(1 + g1 + 2x(€ ® )l = [1(1 +xI&P +2x(€ @ )¢

< (14 91l @) C2RD) 9l

L2(Q)

Thus, for R < (3\\)(“%00(9)03)71 and Cp = 14 9||x||pec (o) CER?, this yields the upper bound
in (3.2). As the lower bound can be proven similarly with ¢y = 1 —9||x] 100 () C§R?, we have
verified Assumption 3.1.

Moreover, we emphasize that the upper bound for the radius R is not necessary if the nonlin-
ear susceptibility x is non-negative. In this case, (A) and thus also Assumption 3.1 is satisfied
with R > 0 arbitrary.

For the wellposedness of this problem, we rely on [Spitz, 2019, Thm. 5.3], where a very
general class of quasilinear Maxwell equations is analyzed. Before stating the theorem, we
briefly comment on compatibility conditions, which are essential for this result.

The compatibility conditions of order m € N state that the electric field and its derivatives
with respect to time satisfy the boundary condition (3.20) at the initial time ¢ = 0, i.e., we have

vxore0) =0, p=0,....,m—1.

Using the Maxwell equations (3.23), this can be traced back to an assumption on the initial
values and the nonlinear susceptibility x. For further details on these conditions, we refer to
[Spitz, 2019, Sec. 2].

Theorem 3.5. For m € N, let Q C R® be a bounded domain with C™{m:332_poundary.
Further, let x € C™(2) and R as above. For all o € N§ with || < m, we assume ||0%X]| () <
oo. Then, if the initial values yo = (Ho, Eo) satisfy

yo € H™(Q)% N By(R),

as well as the compatibility conditions of order m, the Maxwell equations with Kerr nonlinearity
(3.23) have a unique solution with maximal time of existence t*(yo) > 0, i.e., for all T < t*(yo),
there exists a unique solution y = (H, E) of (3.23) on Jr = [0,T], which satisfies

v e () C((0,# (o)), H™(2)0)
=0

and ||ly(t)|ly < R forallt <T.

As for the Westervelt equation, we require additional regularity of the solution for the error
estimates in Section 5.2 and Section 8.2, i.e., we need y € C'(Jr, Z), where Zy, x Zy, is for some
p € N given by

2y = HPH(Q)3, Zy = HPTH(Q)3. (3.24)

However, we stress that with Theorem 3.5, this can be traced back to assumptions on the data.

To conclude this section, we emphasize that, for the sake of presentation, we consider a
rather simple model problem here. Nevertheless, note that both the wellposedness result from
[Spitz, 2019, Thm. 5.3] as well as the abstract analysis presented in the following are also suitable
for more general problems, e.g., including different constitutive relations or non-trivial boundary
conditions.



CHAPTER 4

Space discretization of abstract problems

In this chapter we investigate the space discretization of quasilinear wave-type problems of the
form (3.1). Thus, we introduce in Section 4.1 the abstract discrete framework. In Section 4.2
we present a brief excursion to semigroups for nonautonomous Cauchy problems, which is fun-
damental for the error analysis of the space discretization in Section 4.3. Moreover, we present
a refined version of the error estimate in Section 4.4, based on further assumptions on the
nonlinearities.

4.1 General setting

For the space discretization of quasilinear evolution equations, we employ a finite-dimensional
vector space V in which we seek the approximation y of the exact solution y € X of (3.3). If this
space is equipped with the inner product (- | -)y, which corresponds to the inner product of X
we introduce the simplifying notation X = (V, (- | -) ). Furthermore, we introduce the normed
vector space Y = (V,||-|ly), where |||y corresponds to the norm induced by the inner product
of Y. Finally, we denote by h > 0 the discretization parameter; e.g., for the discretization with
finite elements, this corresponds to the maximal diameter of the mesh elements.

As the wellposedness of quasilinear wave-type equations in many cases depends on the
smoothness of the boundary of the domain, which will not necessarily be available in the discrete
setting, it is only natural to consider nonconforming space discretizations here, i.e., we allow for
X g X.

As X and Y are finite-dimensional spaces, all norms are equivalent with constants depending
on h, i.e., we have

1

WHEII){ <l€lly < Cy.x(M)l€llx, £e. (4.1)

Note that, as X is the weaker space compared to Y, the dependency of Cy x(h) on the space
discretization parameter is really mandatory. Hence, the first bound is called inverse estimate.
However, there are also examples where even Cx y(h) depends on h, cf. Section 5.1.
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With respect to the specific examples in Chapter 3, we obtain for both the Westervelt equa-
tion and the Maxwell equations Cy x(h) ~ hfg, where d € N denotes the spatial dimension.
Moreover, for the Westervelt equation we have Cx y(h) ~ h~1, whereas for the Maxwell equa-
tions C x y(h) is independent of h.

With discretizations A, A, and F of A, A, and F, respectively, which are specified in the
following assumptions, we obtain the following discrete system

{A(y(t))aty(t) = Ay(t) + F(t,y(t), teJr,

(4.2)
y(0) = yo.
The analysis below is based on the following properties of the discrete operators.

Assumption 4.1. There exists R > 0 such that the discrete operators satisfy the following

properties uniformly in h > 0.

(A) {A&) | £ € By(R)} C L(X) is a family of symmetric operators, which are uniformly
positive definite and bounded, i.e., there are constants ca,Ca > 0 such that

callelik < (A¢elelx.  IAE)lex) <Ca. peX. E€By(R)  (43)

holds. Furthermore, there are constants Lj‘{, LX > 0 such that

IA(@) — AW)||ox) < LX |l — lly, ¢.1 € By(R), (4.4a)
IA(@) — AWl ey .x) < LYl — ||, ¢, € By(R) (4.4b)

hold.
(A) A: X — X is dissipative in X, i.e.,
(A& &xr <0, feXx (4.5)
holds.

(F) We have F : Jr x By(R) — X, which is continuous in time and bounded in Y, i.e., there
is a constant Cg > 0 such that

IF(,&)lly < CF, t e Jr, £ € By(R) (4.6)

holds. Let further F be Lipschitz continuous in the second argument, i.e., there is a constant
Ly > 0 such that

|F(t,¢) —F(t,¥)|x < Lr|le — ¥x, teJr, ¢,% € By(R) (4.7)
holds.

In the following, we always assume that R > 0 is chosen such that Assumption 4.1 is satisfied.
As in the continuous case, these assumptions yield for & € By(R) the discrete state-dependent
inner product

(| ¥)ae) = (AE)¢ | %) o€ X. (48)
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We again denote the induced norm by

lellae) = (@ | ©)a( pEX. (4.9)

In the next lemma, we state some properties of the state-dependent inner product and its induced
norm.

Lemma 4.2. For ¢ € By(R), the norm equivalence
eallélk < IEla ) < Calll, gex (4.10)
holds. Let further
z € C'(Jr,¥) N C(Jr, By(R)),

with ||d,z||y < R% for some R% > 0. Then, the state-dependent norm depends continuously on
time in the sense that the estimate

I€llaey < 1+ C'lE = sDIElae) < e €l A s,t€Jp, §€X (4.11)
is satisfied with the constant C' = AcAlRat

Proof. The norm equivalence (4.10) is a direct consequence of (4.3). To prove (4.11), let z €

C'(Jr, By(R%)) N C(Jr, By(R)) and & € X. Without loss of generality, let further s,t € Jr
with s < t¢. This yields

€1 A <o

(A(z(1)E€ | &) x
= ((A(z(t) = A(2(s)))€ | &) x + (A(2(5)€ | E) x
< Ly |l2(8) = 2(s) Iy l1€]% + €A = o))

< (tFex [10z0)lly dr +1) €l

where we first used the Lipschitz continuity (4.4a) of A. For the last inequality, we applied the
fundamental theorem of calculus together with the norm equivalence (4.10). Finally, we deduce
from d;z(r) € By(R?) the inequality

1€l Aga(ey) < (LAcAlRaﬂt — s + 1) 1€ ] AGs(e)

< (14 G LFer Bt — 1) [€]Iacs(o

< e3lAc AIR%*‘H5|1A<Z<S>),

which completes the proof. O

As in the continuous case, we observe that under assumption (A), the family of discrete
inverse operators {A(&)™' | &€ € By(R)} C L(X) is well defined. Application of the discrete
inverse operator yields that (4.2) is equivalent to

{&ey(t) = Ay(t)y(t) + F(t,y)), te Jr,

4.12
y(0) = yo, ( )
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with the mappings
A€) =AE€) A, F(LE=AE)F(tE),  teJrEeBy(R),  (413)
cf. (3.3). Similarly to the continuous case, we get that if the solution y of (4.12) satisfies
y € C'(Jr, X) N C(Jr, By(R)),

then the weak form of (4.2) considered on (X, (- | -)4) is identical to the weak form of (4.12)
considered on (X, (- [ )5 (y))-

Based on Assumption 4.1, which states the properties of the discrete operators appearing in
(4.2), we show in the following lemma that the operators appearing in (4.12) are again Lipschitz
continuous.

Lemma 4.3. There are constants L, Ly > 0 such that for all ¢, € By(R), the bounds

| (A(p) — A))€||lx < La|Al@)éllylle — ¥ x, £, (4.14)
|F(t, ) — F(t,¥)|lx < Lrlle — ¥ x, t € Jr, (4.15)

hold.

Proof. Let £ € X and ¢, € By(R) be chosen arbitrarily. First, we obtain from (4.3) the
bound

IA(E) o) < ex' (4.16)
To prove (4.14), we hence deduce from (4.13) and the Lipschitz continuity (4.4b) of A

I(Alp) — A@))Ellx < cx' [A(y)(Alp) — AW))E]|x
< cp'[(A()Alp) — A€l x
< ex ' (A(%) — Alp)) Alp)€]|x
< e LY A@)Elylle — llx.

To derive inequality (4.15), let ¢ € Jp be arbitrary. We then obtain from (4.13) and the
Lipschitz continuity of both A and F from (4.4b) and (4.7), respectively, the bound

IF(t, ) — Ft,¥)|x < i 1A (F(t, ) — Ft,9))l|x
<R I(A@W) — A(@) F(t,o)llx + |F(E ) — F(t, )| x
< ¢y (LXCr + L) ¢ — | x.

This concludes the proof. O

Finally, we introduce operators relating the function spaces of the continuous and the discrete
problem. These relations are illustrated in Figure 4.1.

(J) Let J : Y — X be a bounded linear operator with

1T e.x) < Cg. (4.17)
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T L|| L%, L}

Yy X

Figure 4.1: Overview of discrete and continuous spaces and operators

(Z) Let Z:Y — Y be a bounded operator with
IZll vy < Cz. (4.18)

Note that this condition is stronger than (4.17), as the norm of Y is in general stronger
than the one of X.

(L) Let L : X — X be a bounded linear operator with
1L ¢x,x) < Cr. (4.19)

As we consider nonconforming space discretizations, we employ £ to map the discrete
functions of X to their continuous counterparts in X. Hence, we call £ the lift operator.

(L%) Let L% : X — X be the adjoint of the lift operator with respect to the standard inner
products in X and X, respectively, i.e.,

(Lo | Py = (P [ LX) 2 ped, pcd (4.20)

(L)) For £ € By(R) with Z¢ € By(R), let L}[¢] : X — X be the adjoint of the lift operator
with respect to the weighted inner products (- | -)y¢) and (- | )5z 1-€-,

(Lo [ V)pe) = (@ [ LAY Aze) > ped, ped. (4.21)

Before deriving further properties of these operators, we briefly discuss the purpose of these
operators with respect to the specific examples. In all examples considered, Z corresponds to an
interpolation operator. Moreover, L is called lift operator, as it is used to lift discrete functions
in X to the continuous space X. Conversely, for the special case of a conforming discretization,
the adjoint lift operators are projections from X to AX. Finally, the reference operator J is used
to relate the continuous solution to the discrete framework. For first-order wave-type equations,
we choose J = Z. However, for second-order wave-type equations, we have to incorporate the
adjoint lift operator L% in order to prove the expected order of convergence.

As a consequence of (4.19), the adjoint lift operators are also bounded, i.e., we have for
arbitrary ¢ € X with (4.20)

[Lxpllx = sup (o] Lp)y < Ccllpllx. (4.22)

[Pl x=1
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Similarly, we obtain for ¢ € X and ¢ € By(R) with Z¢ € By(R) arbitrary using (4.10) as well
as (4.21)

_1
ICi(Elollx < et s (o] L)ne < cx'CaCeligla. (4.23)
1]l A(zey=1

In the next section, we review the basics of semigroup theory for nonautonomous Cauchy prob-
lems. We point out that this is essential for the error analysis, as the perturbed evolution
equation for the discretization error, which is derived in Section 4.3, belongs to this problem
class.

4.2 Abstract evolution equations and semigroups

As a preparation for the error analysis, we first present a brief excursion to semigroups for
nonautonomous Cauchy problems based on [Kato, 1970], [Pazy, 1983], [Engel and Nagel, 2000],
[Jacob and Zwart, 2012], and the lecture notes [Schnaubelt, 2019], i.e., we consider linear prob-
lems of the form

{@z(t) = B(t)2(t) +g(t), te€ Jr, (4.24)

2(0) = 2o,
where, for some Hilbert space H, z: Jp — H is the unknown solution, zy € H is the initial
value, B is a time-dependent linear operator, and g : Jr — H is a given right-hand side.

In the following section, we first focus on the case where B is time invariant. In the sec-
ond part, we show how the concepts introduced previously can be transferred to problems with
time-dependent B. Throughout both sections, let (#,(-|-)5) and (G, (- |-)g) be real-valued
Hilbert spaces with corresponding norms ||-|| and ||-||g, respectively. For the sake of presen-
tation, we consider only real-valued Hilbert spaces in this thesis, as this is sufficient for the
specific examples. Hence, the results presented in the following chapters are special cases of the
corresponding results in the references, where the more general case of complex-valued Hilbert

spaces is considered.

4.2.1 Semigroups for Cauchy problems with time-invariant operators

We consider linear Cauchy problems of the form
Opz(t) = Bz(t) + g(t), te Jp,
2(0) = 2o,

where z : Jp — H denotes the unknown solution. Furthermore, zy € H is the initial value,

(4.25)

B:H D D(B) — H is a time-invariant linear operator, and ¢ : Jr — H is a given right-hand
side.

In order to prove the wellposedness of (4.25), we first introduce the concept of strong conti-
nuity.

Definition 4.4. Let {T(t)},., C L(H,G) be a one-parameter family. The map t — T(t) is
called strongly continuous from H to G if for all x € H the map

T()z:[0,00) =G, t~—T(t)x,

is continuous. If G = H, we simply write “strongly continuous in H”.
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Based on this definition, we further define strongly continuous semigroups.

Definition 4.5. A one-parameter family {T(t)},., C L(H) is called strongly continuous semi-
group or simply Co-semigroup if the following conditions hold.

(i) T(0) =1d and T'(t + s) = T(t)T(s), for all t,s > 0.
(ii) The map t — T(t) is strongly continuous in H.

Before we discuss the connection between semigroups and Cauchy problems, we state a basic
property of Cy-semigroups.

Lemma 4.6. Let {T(t)}t>0 be a strongly continuous semigroup. Then, there are constants
M >1 and w € R such that

IT(t) || ¢ 20y < Me, t > 0.

If the previous lemma holds with M = 1, we call {T'(¢)} 4~ quasi-contractive. If, in addition,
we have w = 0, we call {T'(¢)} />0 & contraction semigroup. The next definition states that every
Co-semigroup is generated by a unique linear operator.

Definition 4.7. For a strongly continuous semigroup {T(t)}t>0 we denote the linear operator
B: D(B) — H defined by -

Br = lim M

=0+t (426)

as the infinitesimal generator of {T(t)}t>0, where the domain D(B) of B contains all x € H for
which the limit in (4.26) exists. N

Based on the previous definition, the following lemma states that, if B is the infinitesimal
generator of a Cp-semigroup, then the mapping ¢ — T'(t)z is differentiable for all z € D(B).

Lemma 4.8. If {T(t)}t>0 is a strongly continuous semigroup with infinitesimal generator B,
then we have the following properties.

(i) For x € D(B) and t > 0, we have T'(t)x € D(B).
(ii) For all x € D(B) and allt > 0, we have

d
$<T(t)x) = BT (t)x = T(t)Bx.

(iii) B is a closed operator with dense domain D(B) C H.

As a consequence of this lemma, we get that if two strongly continuous semigroups have the
same infinitesimal generator, the semigroups coincide. Conversely, the infinitesimal generator
of every semigroup is uniquely given by Definition 4.7. Hence, there is a one-to-one relation
between Cp-semigroups and their infinitesimal generators.

Finally, we are able to state the wellposedness result for the linear Cauchy problem (4.25).
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Theorem 4.9. Let B be the infinitesimal generator of a strongly continuous semigroup {T(t)}t>0
and g € CY(Jr,H) or g € C(Jp, D(B)), where D(B) is equipped with the graph norm ||-||g =
Il + [|B-||. For every initial value zy € D(B), there exists a unique solution z of the linear
Cauchy problem (4.25) satisfying

z € CY(Jr, H) N C(Jr, D(B)).

The solution of (4.25) is given by the variation-of-constants formula

2(6) = T(t)20 + /Ot T(t — 5)g(s) ds.

Thus, we traced the wellposedness of the linear Cauchy problem (4.25) back to the condition of
B being a generator of a Cy-semigroup. In order to decide whether this is true for a given operator
B, we cite the Lumer—Phillips theorem for the Hilbert space setting, cf. [Jacob and Zwart, 2012,
Thm. 6.1.7).

Theorem 4.10 (Lumer—Phillips). Let B be a linear operator on a Hilbert space H. Then, the
following assertions are equivalent.

(i) B is densely defined and generates a contraction semigroup.

(ii) B is dissipative and range(A — B) = H for some A > 0.

4.2.2 Semigroups for Cauchy problems with time-dependent operators

So far we only considered the wellposedness of problems with a time-invariant operator B.
However, to derive an error estimate for the space discretization of quasilinear Cauchy problems,
we rely on the wellposedness of problems with a time-dependent operator of the form

{atz(t) = B(t)z(t) +g(t), te (5T, (4.27)

for an initial time s € [0,T), where z : [s,T7] — H denotes the unknown solution. Again, the
initial value zo € D(B(0)) and the right-hand side g : Jr — H are given. However, in contrast
to (4.25), the time-invariant operator B is replaced by a family of time-dependent operators

{B(t): D(B(t)) CH—H|te Jr}.

Recall that z € C([s, T],H) N C([s,T],H) is a classical solution if z(t) € D(B(t)) holds for all
t € [s,T], which makes the treatment of these problems more involved.

Nevertheless, we first introduce the concept of evolution families, which extends the notion
of continuous semigroups, cf. Definition 4.5.

C L(H) is called an evolution family

Definition 4.11. A two-parameter family {U (t, S)}T>t>s>0

if the following conditions hold for all0 < s <r <t <T:
(i) U(s,s) =1d, and U(t,r)U(r,s) = U(t,s).

(ii) The mapping (t,s) — U(t,s) is strongly continuous in H.
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We can identify every strongly continuous semigroup {7'(¢)} +>p With the corresponding evolu-
tion family given by U(t,s) = T'(t — s). However, before we can proceed as in the time-invariant
case to derive a bound for the operator norm of an evolution family, we first introduce the notion
of a stable family of generators.

Definition 4.12. Let [to,tg] C Jr. A family {B(t) | t € [ta,tg]} of infinitesimal generators on
H is called stable if there are constants M > 1 and w > 0 such that the resolvent set

p(B(t)) ={Ae C|AId—-B(t): D(B(t)) — H is bijective}
satisfies (w,00) C p(B(t)) for all t € [ta,ts], and
JesRBResk1Blik-) | B)|| L < Mo loitoroyteoton)
holds for all s; > 0 andt, <t; <ty <--- <ty < tg. Inthis case, we write B(-) € stab(H, M,w).

A useful criterion to prove that a family of generators on Jr is stable is shown in [Kato, 1970,
Prop. 3.4]. As a direct consequence we obtain the following refined version for subintervals
[ta, tﬁ] C Jr.

Lemma 4.13. For [ty,tg] C Jr let {||||s | t € [ta,ts]} be a family of norms on H, which are all
equivalent to ||-||y with uniform constants cn, Cy > 0, i.e.,

collzlle < flzllx < Cullzlle, t € [ta, tg], v € H,
and depend continuously on time in the sense that there is a constant C' > 0 such that
[ P t,s € [ta, ], x € H.

We denote by H; the space H endowed with ||-||;. Let further {B(t) | t € [ta,ts]} be a family of
infinitesimal generators of a quasi-contractive semigroup on Hy such that there exists a constant
w > 0 with

[P ey < e, 5,12 0.
Then, we have B(-) € stab(#H, %ezo(tﬁ*t&),w).

With these preliminaries at hand, we can establish the connection between strongly contin-
uous semigroups and the homogeneous, linear, nonautonomous Cauchy problem

{atz(t) = B(t)z(t), te[s,T], (4.28)

z(s) = zp.

To do so, we apply the following refined version of [Kato, 1970, Thm. 4.1, Prop. 6.1] for subin-
tervals [to,ts] C Jr. Under suitable assumptions, this states that the family {B(¢) | t € Jr}
generates a unique evolution family.
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Theorem 4.14. For [tn,tg] C Jr let G C H be densely and continuously embedded in H and
{B(t) | t € [ta,ts]} be a family of generators on H with the following properties.

(Hy) There are constants M > 1 and w > 0 such that B(-) € stab(H, M,w).

(Hz) There exists a family {S(t): G — H | t € [ta,tg]} of isomorphisms such that S(t) is
strongly continuously differentiable from G to H for every t € [to,tg]. Furthermore, there
exists a family {B(t) | t € [ta,ts]} such that B(t) € L(H) is strongly continuous in H for
every t € [tq,tg], and

SMB(H)S(H)~! = B(t) + B(1), t € [ta, tg]-
(H3) G C D(B(t)) and B(t) € L(G,H) hold for each t € [ta,tg]. Furthermore, the mapping

t— B(t), [ta,tg] = L£(G, H) is continuous.

Then, there exists a unique evolution family {U(t, s C L(H) satisfying

gzt s3ta
(E1) U, s)|lom) < Me =%, for all to, < s <t<tg.
(E3) Forty, < s <t<tg, U(t,s) is strongly continuous in G both in s and t.

(E3) Foreveryx € G and s € [tq,tg), we have that U (-, s)x : [s,tg] — H is strongly continuously
differentiable in H with

0
&U(t, s)x = B()U(t,s)x.

Hence, we get the following wellposedness result, cf. [Pazy, 1983, Thm. 4.3].

Theorem 4.15. If H, G and {B(t) | t € Jr} satisfy the assumptions of Theorem 4.14, then
(4.28) has for every s € [0,T) a unique solution z satisfying

ze CY[s, T],H) N C([s,T],G).

Finally, we link the concept of evolution families to the wellposedness of the inhomogeneous,
linear Cauchy problem with a time-dependent operator (4.27), cf. [Kato, 1970, Thm. 7.1].

Theorem 4.16. Assume g € C(Jr,G) and that G, H and {B(t) | t € Jr} satisfy the assumptions
of Theorem 4.14, i.e., there exists a unique evolution family {U(t, s C L(H). For every
s €[0,T) and any initial value zy € G, there exists a unique solution z of (4.27) with

)}T>t>s>0

2 € Cl([s, T, H) N C([5,11,9),
which is given by the variation-of-constants formula

(6 = UL, 5)7 +/:U(t,r)g(r) dr, t € [s,T].
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Making use of the isomorphisms from (Hs), the authors of [Hochbruck and Pazur, 2017],
[Hochbruck et al., 2018], and [Kovacs and Lubich, 2018] provide wellposedness and an error
analysis for the application of Runge-Kutta methods to quasilinear wave-type problems. We
briefly review these results in Section 6.1.

Hence, it would be intuitive to follow the same approach to analyze the space discretization
as well as the full discretization. However, this is problematic, as discussed in the following

remark.

Remark 4.17. Up to our knowledge, it is not clear whether a family of isomorphisms as used
in (Hy) for general discrete spaces H = X and G = Y exists. Nevertheless, we can still apply
the results for the choice H = X = G, as these are finite-dimensional spaces, and hence all
operators are bounded.

The important point is that, although the operator norm in (Hs) then depends on the dis-
cretization parameter, this dependency does not affect the result. In fact, keeping track of the
norm of B in the proofs of [Kato, 1970, Thm. 4.1, Prop. 6.1], we see that the continuity in time
is simply necessary to justify the approzimation of {B(t) | t € Jr} by a sequence of piecewise
constant operators, where the magnitude of the operator norm affects the rate of convergence of
this approximation, but not the limit.

Howewver, the choice H = X = G is only feasible to derive an error estimate for the quasi-
linear wave-type problem (4.12), since we require distinct spaces H = X and G =Y for the
wellposedness analysis. Moreover, it is essential that the operator norm of the isomorphisms in
(H2) is independent of the spatial discretization parameter. Hence, it is not possible to apply the
theory as in the analysis of time discretizations.

As a final comment, we point out that for B(¢) being a bounded operator independent of ¢, the
wellposedness of (4.27) is also shown in [Pazy, 1983, Chap. 5.1, Thm. 5.1]. Due to the additional
assumption, the proof of this result is much simpler compared to the proofs of [Kato, 1970,
Thm. 4.1, Prop. 6.1]. However, note that this result is not sufficient for the analysis of the space
discretization below, as it does not include the bound from (£;) with uniform constants M, w,

which is essential to derive an error estimate in the next section.

4.3 Analysis of the abstract space discretization

In this section, we show the wellposedness of the discrete quasilinear Cauchy problem (4.12)
and derive a rigorous error estimate. Usually, the first step in the error analysis would be to
prove wellposedness. Then, once the unique existence of both the continuous and the discrete
solution is known, the next step would be to derive an error estimate. However, in our case it
is not possible to follow the standard approach, as the proofs of wellposedness and convergence
are intertwined here. To be more precise, the main difficulty is that it is not sufficient to prove
existence of a discrete solution, which is bounded in X, although this is the natural space for
the problem. Instead, we have to provide bounds in the Y-norm in order to prevent degeneracy
of the problem, i.e., the properties of the discrete operators stated in Assumption 4.1 are only
valid under these bounds.
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Figure 4.2: Roadmap for the analysis of the abstract space discretization.

Roadmap to prove wellposedness and error bounds

The general roadmap consists of the following steps.

(W) By Assumption 3.2, the continuous quasilinear Cauchy problem (3.3) is wellposed. In
particular, for T' < t*(yo) this ensures the existence of a unique solution y of (3.3) on Jr,
which satisfies ||y||y < R uniformly on Jr, where R is the radius used in Assumption 3.1.

(W) In Lemma 4.18 we prove that there exists a unique solution y of the discrete quasilinear
Cauchy problem (4.12) on a time interval Jz,. In particular, we show that this solution
satisfies |ly|ly < R uniformly on Jr,, where the radius R is given by Assumption 4.1. To
prove this result, we employ that Y is a finite-dimensional space and apply the Picard—
Lindel6f theorem. However, as the Lipschitz constant of the right-hand side of the equation
depends on the discretization parameter h, we get T, — 0 for h — 0.

(E) In Theorem 4.20 we estimate the error y — Ly in the weaker X-norm on the time interval

J = [0,min{7T, Ty }], using the semigroup theory presented in the previous section.

(C) With Assumption 4.22 we conclude that ||y — Zy||y — 0 uniformly on J, for A — 0. This
allows us to prove T}, > T for h sufficiently small (Theorem 4.25).

This approach is also illustrated in Figure 4.2, where the analysis of the discrete quasilinear
Cauchy problem is indicated by the blue ellipse.

Note that, since we prove these results uniformly for 7' € (0,t*(yo)) , we get the same
estimates also for the maximal times of existence t*(yo) and t*(y,).

In the following lemma, we start by proving the wellposedness of the discrete quasilinear
Cauchy problem (4.12). Since X is a finite-dimensional space, there is a constant Ca(h) > 0
such that

[Allcxy) < Calh) (4.29)

holds, i.e., A is bounded. Although the constant in this bound may deteriorate for A — 0, this
nevertheless allows us to apply the theorem of Picard—Lindel6f. Finally, note that we use the
local version of Picard-Lindel6f here, as we have to bound the solution in Y.
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Lemma 4.18. Let R > 0 be the radius from Assumption 4.1 and R* > 0 be arbitrary. If

1yolly < R, 1A (yo)yolly < RA,

then there exists a maximal time of existence t}(yq) > 0 such that for all T}, < t}(y,), (4.12)
has a unique solution y which satisfies

y € C'(Jr,, X)NC(Jr,,Y) (4.30)
with
ly(®)lly < R, I Ay(®))y(t)ly < RA, t € Jr,. (4.31)

Proof. We show that the right-hand side of (4.12) is Lipschitz continuous with respect to the
second argument. Let ¢,y € Y with

A .
The triangle inequality yields

[ A(p1)p1 — Alpa)pallx < [|A(p1) (1 — w2)llx + I(Alp1) — Alp2))pol -

With (4.13) as well as the bounds (4.16) and (4.29) for A(p,)~ " and A, respectively, we further
get

1 A(1) (01 — 9a) 2 < cx' Calh) @1 — @allx.

The Lipschitz continuity (4.14) together with [|LA(py)@s|ly < R yields

H(-A(Sol) - A(‘P2))S"2HX < LA||A(‘P2)<P2||;V||SO1 - <P2HX
< LARAH‘Pl — ol x-

For ¢t € Jr, we further get from (4.15)

| F(t, 1) — F(t,02)llx < Lrlle; — @ollx.

Collecting these results and using the triangle inequality together with the inverse estimates
(4.1), we finally have shown

A(P1)p1 + F (L, 1) = (Alpa)pz + F (L, 02))lly < CCpx(h)(1+Ca(h))Cx y(h)ller — @ally

with a constant C depending both on R and the constants from Assumption 4.1, but not on
h. Hence, the Picard—Lindel6f theorem yields the result. O

Since we use estimates which depend on the discretization parameter, it is not surprising that
we are only able to guarantee the existence of the solution up to some time T}, < t}(y,), which
again depends on the discretization. However, we show at the end of this section that, under suit-
able assumptions on the discretization, we get t7 (yq) > t*(yo), i.e., the discrete approximation
obtained by (4.12) exists at least as long as the solution of (3.3).
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Motivated by the unified error analysis proposed in [Hipp et al., 2019] for linear wave-type
problems and [Hochbruck and Leibold, 2019] for semi-linear wave-type problems, the main result
in this section states an estimate for the error between the exact solution and the lifted solution
of the semidiscrete problem. To do so, we assume in the following that the radii R and R from
Assumptions 3.1 and 4.1, respectively, are chosen such that

CzR < R. (4.32)

We employ the following definition of the remainder terms.

RA(E) = AZET — LAA(E), § € By(R), (4.33)
Ra = AT — LLA, (4.34)
Rp(t,€) = F(t,T€) — LLF(t, ), te Jr, £ € By(R). (4.35)

Note that Rx(€) and Rp(t,§) are well defined if R and R in Assumptions 3.1 and 4.1, respec-
tively, are chosen such that (4.32) holds, due to the boundedness (4.18) of Z. As these remainders
also occur in the full discretization, we prove here a preliminary lemma for the remainders, which
is also needed in the proof of the main result.

Lemma 4.19. Forte Jr, ( € ), and { € By(R), we have

(T = L£A[EDClae) < C./_\%HRA(f)C”Xa (4.36)
ICAZOT — LAEIAEG))Claze) < ea®Ralllx, (4.37)
1F (. Z¢) — LAEIF(t, ) lIae) < ea’IRe(t &) x- (4.38)

Proof. Let t € Jp, ( € Y, € € By(R) and ¢ € X arbitrary. For (4.36), we use the definitions of
the adjoint lift operators (4.20) and (4.21) together with the definitions of the state-dependent
inner products (3.5) and (4.8). This yields

(T = LAEDS 1 O ae) = (T Oaey — (CTL ) e
= (AZHTC 1 Qx — (A | £E) x
= (Ra()C | Qx -

To prove the corresponding bound (4.37), we get with (3.4) and (4.13)

(AZOT — LA | Qazey = (AZOTC| O azey — (AT £E)p e
=(ATC[Cx — (LXACT QO x
= (RaC| ) x-

Using the same arguments, we derive for (4.38)

(F (L) = LAEF () | Oaczey = (FELE) [ Qaey — (F (1) [ £O)ae
(F(t,Z6) | Qx — (LXF(H ) | Ox
= Re(t,8) | Q-
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Finally, we use

H‘PHA(I&) = sup (¢ C)A(Ig) ) pEX,
ICIA(zey=1

together with the Cauchy—Schwarz inequality and the norm equivalence (4.10) to deduce the
results. O

With these results at hand, we now state the main result of this section.

Theorem 4.20. Let Assumptions 3.1 and 4.1 be true with radii R, R > 0, which satisfy (4.32).
Let y be the solution of (3.3), which satisfies

y € CH([0, " (30)), ¥) N C([0, " (40)), By(R))-

Further, let the assumptions of Lemma 4.18 be satisfied, i.e., there exists a unique solution y of
(4.12) with maximal time of existence t}(y,) satisfying (4.31). If for T < min{t*(yo),t}(yo)}
there is a radius R% > 0 such that

19wy(t)||ly < R?, t € Jp,

holds, then for t € Jr the error satisfies

ly(t) — Ly)||lx < [|[Ad—LT)y(t)||x + C(1 + t)eCt(HJyo —Yollx + S[éll?H(I - Tyllx
! (4.39)

)

+SuplRAW)ow |l + suplRayla + SESEHRF(',Z/)HX),
with a constant C > 0, which depends on R%, t*(yo), and the radius R from (4.31), but is
independent of h and T.
Proof. Let t < min{t*(yo), t}(yq)}. We first split the error into
y(t) = Ly(t) = Id=LT)y(t) + L(Ty(t) = y(1)).

With the discretization error

e(t) = Jy(t) —y(t)
and the boundedness (4.19) of the lift operator, we obtain

ly(@) = Ly(@)l|lx < [|(1d=LT)y(t)||lx + Crlle(t)]|x-

The first term appears in the right-hand side of (4.39). Hence, it is sufficient to focus on second
term. By (4.12), e satisfies the evolution equation

ore(t) = Jowy(t) — Opy(t)

= Jowy(t) — Aly(t)y(t) — F(t,y(t))
= —A(Zy(t)) Ty(t) + AZy(t)(Ty(t) —y(t) + (AZy(t) — Aly(t)))y(t)
+ T 0y(t) — F(t,y(t)).
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With
g(t) = (AZy(t)) — Ay (1)) y(t) + Towy(t) — A(Zy(1)) Ty(t) — F(t.y(1)), (4.40)

we thus obtain

{&ge(t) = A(Zy(t))e(t) +g(t), te Jr, (4.41)

e(0) = Tyo — Yo,

for T < min{t*(yo),t} (yy)}. This is a nonautonomous Cauchy problem, which fits into the
framework (4.24). Thus, by Theorem 4.16 we have to check assumptions (H1), (Hz), and (Hs)
for [ta,ts] = Jr to show the wellposedness of (4.41). As explained in Remark 4.17, the idea is
toset both H=X and G = X.

To prove (H1), note that the definition (4.13) of A together with the dissipativity (4.5) of A
imply that A(Zy(t)) is dissipative with respect to the weighted inner product (- | -) 5z (1)) As X
is a finite-dimensional space, the Lumer—Phillips theorem (Theorem 4.10) yields that A(Zy(t)) is
the infinitesimal generator of a contraction semigroup for every ¢ € Jr. Together with the norm
equivalence (4.10) and the norm continuity (4.11), we therefore have shown that Lemma 4.13 is
applicable. This yields A(Zy(-)) € stab(#, M,0) with a constant M = CX%CieQC/T based on
the constants appearing in Lemma 4.2. Thus, (H;) is satisfied.

Next, we see that (H,) is satisfied for S = Id and B = 0.

Finally, we have to ensure the continuity of ¢ — A(Zy(t)) as a map from Jr to L(X).
However, we emphasize that the constants used to verify (Hs) do not affect the overall result,
as explained in Remark 4.17. Hence, having a constant which depends on the discretization
parameter is not an issue here.

Let s1,s2 > 0. First, (4.14) yields

1(A(Zy(s2)) — A(Zy(s1)))€llx < LallAZy(s2)) €Iy 1T (y(s2) — y(s1))l 2
The inverse estimates (4.1), the norm equivalence (4.10), and the boundedness (4.29) of A yield
| AZy(s2))€lly < Cy x(h)ey! Ca(h)Cry(h)R.
Furthermore, the bound (4.18) on Z, and the fundamental theorem of calculus yield
IZ(y(s2) — y(s1)) |2 < Cx,y(h)CLRY[s2 - s1].
Collecting the results, we finally have shown
| (A(Zy(s2)) — A(Zy(s1)))€llcxy < C(h)|sa — s1]

with some constant C'(h) > 0 depending on the discretization parameter h. This proves (Hs).
Hence, Theorem 4.16 yields the existence of an evolution family (U (¢, 5))T>t>s>0 such that
the discrete error is given by -

e(t) = U(t,0)e(0) + /0 Ut 9)g(s) ds.
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Furthermore, Lemma 4.13 and Theorem 4.14 for [t,,tg] = [s,t] yield the estimate

1
E !
|U(t, S)HL(X) < <SA> 02C (t—s)7 0<s<t.
A
This implies

el < 1000 + [ UG 9)9(6)]lx ds

1
C 2 i C 2 ! "(t—s
s(A)&wum—%m+(A)/?”“wauw
CA CA 0

We now prove a bound for ||g(s)||x with s € [0,t], where we omit the dependency on time

(4.42)

whenever possible for the ease of presentation. First, addition of the adjoint lift operator £} [y]
applied to (3.3) to (4.40) and reordering the terms yields

9= (AZy) - Aly))y + Towy — AZy) Ty — F(y) — LA (0y — Aly)y — F(y))
= (A(Zy) - A(y))y — F(y)
+ (T — LA Oy + (LAY A(y) — AZy) T )y + LAY F (y) (4.43)

= (A(Zy) — Ay))y + F(Zy) — F(y)
+ (T = LAl owy + (LAY A(y) — AZy) T )y + LAY F(y) — F(Zy).

We bound the terms separately. First, the Lipschitz continuity (4.14) yields
I(AZy) — AW))yllx < LalAW)ylly Ty — ylx
< LARA(|(Z - T)yllx + |l x)-
Similarly, for the second difference with the Lipschitz continuity (4.15), we obtain
IFZy) - Fy)llx < Lrlly — Zyllx
<Lr(I(Z - Tylx + llellx).

Finally, the last three terms can be bounded by Lemma 4.19 due to the norm equivalence (4.10).
Hence, Lemma 4.19 yields

lg(s)llx < Cllle(s)llx + [I(Z = Ty(s)llx + IRa(y()0ry(s) [l x + [Ray(s)llx + [IRe (s, y)llx)

with a constant C' > 0, which is independent of h. Using this result in (4.42), we get
¢
e “lle®)lx < ClTyo — yollx + C/O e”%lle(s)[|x ds + tCS{élI]DH(I - Tyllx
it

+ tC (sup||Ra (y) 0yl x + sup||Rayllx + sup|Re (-, v) ||l x)-
0,2] [0,t] [0,2]

With the Gronwall inequality, we finally get

W@MSCG+W@@JW—%M+%ﬁ@—3MM) (4.44)

+%ymﬂw@mx+%wmwm+?gmﬂwm@,
it )t

R

which proves the result. O
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In the next step, we combine the wellposedness result from Lemma 4.18 with the approxima-
tion property from Theorem 4.20 in order to ensure ¢} (yq) > t*(yo) for h sufficiently small, i.e.,
provided the discrete approximation is accurate enough, it approximates the continuous solution
as long as it exists. To do so, we first define the constant

Cmax(h) = maX{l, Cyv;\{(h), Cy7x(h)CA(h)}. (4.45)

To provide an understanding of the typical behavior of this constant, we indicate the constants
appearing in the specific examples.

Example 4.21. As stated in Section 5.1 below, we obtain for the Westervelt equation
Cyx(h)=Ch™2, Ca(h)=Cn, Cunax(h) = Ch™17%,

where d € N is the dimension of the spatial domain ). In Section 5.2, we show for the Mazwell
equations

Njw

Cy.x(h) =Ch™1, Ca(h) =Ch™, Cinax(h) = Ch™3.
In both cases, C' > 0 is a constant independent of h.

We further assume the following approximation properties based on a space Z < ). For the
specific examples, this space is defined in (3.13) and (3.24).

Assumption 4.22. Let Assumption 4.1 be satisfied and R > 0. There exists a Hilbert space
(Z,(-| -)z) such that Z — Y holds with a continuous and dense embedding. Moreover, the space
discretization is consistent, i.e., for h — 0 we have

(A1) [[(Id=LF)([[x — 0, (A2) Cmax(P)|Tyo — Yollx — 0,
(A3) Cmax(W) (T = T)Cl[x = 0, (A1) Cmax(h)[RA(E)Cllx = 0,
(A5) Cmax(h)[Racllx = 0, (As) Cmax(h)sup, . [[Re (-, )2 — 0,

uniformly for &,¢ € Z with £ € By(R).

(A;) states that the approximation space X, the reference operator J, and the lift operator
L are suitably chosen. (As) implies that the discrete initial value y, converges to its continuous
counterpart. Furthermore, (As) states that Z and J are compatible. Finally, the last three
assumptions (Ay), (As), and (Ag) concern the remainder terms, i.e., these assumptions imply
that the discrete operators A, A, and F are compatible to their continuous counterparts A, A,
and F, respectively.

We now fix the radii used in the previous results for the rest of this thesis. To do so, we use
that Assumption 3.1 and Assumption 4.1 stay true if we reduce the corresponding radii. Thus,
we first choose R > 0 such that Assumption 4.1 is satisfied. Then, in Assumption 3.1 we choose
R > 0 sufficiently small such that (4.32) holds. We emphasize that R may not be the optimal
radius in Assumption 3.1. Based on this choice, we state the following assumption, which is a
sharper version of Assumption 3.2.
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IA(Z/O)KJ(J

A(yo)yo

Figure 4.3: Illustration of the different radii used for the solution (left) and the differential
operator applied to the solution (right).

Assumption 4.23. Let Assumption 3.1 be satisfied. The quasilinear Cauchy problem (3.3) has
a unique solution with mazximal time of existence t*(yo) > 0 such that for every T' < t*(yo) there
is unique a solution y of (3.3) satisfying

y € C'(Jr, 2) N C(Jr, By(R)).
Additionally, there are R%, RA > 0 such that the solution satisfies the bounds
10y () 1y < R™, IA(@®)y()]ly < RA

uniformly for t € Jp.

Finally, we choose R4 > 0 with R* > CzRA.
As depicted on the left-hand side of Figure 4.3 in blue, Assumption 4.23 yields a maximal
time of existence t*(yo) such that for all T' < t*(yo) the solution y of (3.3) satisfies

IZy@)lly < Czlly()lly < CzR, teJr,

due to the boundedness (4.18) of Z. Based on Lemma 4.18, we further get under suitable
assumptions on the initial value y, the existence of a solution y (green) of the discrete problem
(4.12) with maximal time of existence ¢} (y,) > 0, i.e., we have for all T}, < t}(y,)

ly(®)lly < R, Le .

Finally, in Theorem 4.20 we proved an error estimate, which in combination with Assump-
tion 4.22 allows us to bound the difference Zy — y, which is indicated by the red line.

However, to complete the analysis of the space discretization, we have to prove t; (y,) > t*(yo)
such that the discrete quasilinear Cauchy problem (4.12) actually yields approximations to the
solution of the continuous problem (3.3). This is done in Theorem 4.25, where we use the error
estimate to show that

lyly < 3(CzR+ R)

holds for A sufficiently small. This yields the desired result.
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Note that based on the radii R* and R*, we use similar bounds for A(y)y and A(y)y as for
y and y, respectively, as illustrated on the right-hand side of Figure 4.3.

As a preparation for the final theorem of this section, we need the following lemma, which is
also useful for the analysis of fully discrete schemes.

Lemma 4.24. Let £ € Z N By(R) with A(€)¢ € By(RA). Further, let €,,€5 € Y such that
1€y < R, i=1,2,
with R independent of h as well as
Crnax(M[TE = &illx < Ceonv(h), i=12, (4.46)

where Ceony(h) depends on R, but is independent of £. If Ceony(h) — 0 holds for h — 0 and
Assumption 4.22 is satisfied, then there exists hg > 0 such that

& |ly < 5(R+ CzR), lA(&)élly < 5(R* + CzRY)
holds for all h < hg.

Proof. First, we see with (4.17) and (4.1) that

1€ lly < 1€ — Télly + (T = T)lly + 1 Z¢]y
<Cyxh)& — TEx + Cyx(R)(T —I)¢|lx +CzR

holds. Due to (4.46) and Assumption 4.22, we have for h — 0
Cyx(h)|& — TE|x + Cyx(W|(T - T)¢|x — 0.
Therefore, there exists hy > 0 such that
Cyx(M)|& — Téllx + Cyx(W(T —T)él|lx < 3(R— CzR)
and hence
I€:1]ly < 3(R+ CzR)
holds for all h < hy. We further derive
A(€2)81 = A(&2)(&1 — T¢E) + (A(&) — A(ZE))TE + A(ZE TS (4.47)

For the first term, we get from the inverse estimate (4.1) and the bounds (4.16) and (4.29) for
A~!and A, respectively,

IAE2) (&1 — Ty < Cy x(h)ex Ca(h)|€ — TEl|x
< Cxlcconv(h)y

where we used (4.46) in the last step. Furthermore, we obtain for the second term from the
Lipschitz continuity (4.14) of A

I(A(€2) — A(ZE)) TElly < Cy x (M LAl AZ TSy (162 — TEllx + (T — D)l x).
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Based on (4.46), we get the existence of a constant Cy > 0 independent of h such that
1(A(&) — AZE)) Ty < Coll AZETEly
holds for all h < hy. Using these estimates in (4.47) implies
IA(€2)& [y < €5 Ceonv(h) + (Co + VIAZE) TE| y. (4.48)
We further have
A(ZE)TE = (AZET — LAEAE)E + (LR[E] - TAQ)E + (T — T)AE)E + LA, (449)

where we again consider each term separately. For the first term, we obtain with (4.1), the norm
equivalence (4.10), and the bound (4.37) the estimate

I(AZOT — LAGA©)E Ny < CCy x(h)ey? [ Raél .

We further employ (4.1), (4.10), and the bound (4.36) to get

I(£41E] — TVA©)E]ly < CCy x(h)ex? IRAE) A x-
Finally, (4.1) yields
(T = D)AE©)Elly < Cy (W) |(T — T)AE)E] x.

Using these bounds in (4.48) and (4.49), we hence obtain

IMA(&2)&1[ly < CClony(h) + CCmax(h) ([Ralllx + [RA(AE)E]x + (T — T)A(E)Ellx)
+ [IZA©)Ely-

Thus, Assumption 4.22 and (4.46) imply the existence of hg > 0 such that

I A(E)E |ly < [ZAE)E|y + S(R* — CzRA)
< {(R*+ CzRY)

holds for all A < hg, where we employed (4.18) and (4.1) to bound the first term. The result
then follows with hg = min{hq, ho}. O

Based on the previous lemma, we now close the proof of the wellposedness of (4.12).

Theorem 4.25. Let the assumptions of Theorem 4.20, Assumption 4.22, and Assumption 4.23
be satisfied. Then, we have for h — 0

ly(t) — Ly(@)]lx =0, t € [0, min{t*(yo), 14 (yo)})- (4.50)

Furthermore, there exists hy > 0 with t;(yg) > t*(yo) for all h < hg. In particular, for all
T < t*(yo) there exists a unique solution y of (4.12) such that (4.30) and (4.31) hold.
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Proof. Note that (4.50) follows directly from Assumption 4.22 and the error estimate (4.39), as
all terms on the right-hand side tend to zero.

We prove the lower bound on the maximal time of existence ¢} (y,) of the discrete solution
by contradiction, i.e., we assume that t; (y,) < t*(yo) holds for all A > 0, which in particular
implies ¢} (y,) < co. As t7(yg) is the maximal time of existence of the solution y of (4.12), we
have

lim y(t)[y =R or lim [l A(y(1))y(t)|y = RA. (4.51)
tﬁt;;(llo) tﬁt;(yo)
We now show that there exists hy > 0 such that (4.51) is false for all h < hy. Let T' < t}(y)
arbitrary. Then, the bound (4.44) for the discrete error together with Assumption 4.22 yields
that (4.46) is satisfied with £ = y(t) and &, = y(t), i = 1,2. Hence, Lemma 4.24 shows the
existence of hg > 0 with

suplly(t) |y < J(R+ CzR), sup|[AY)ylly < L(RA + CzRY), (4.52)
T T

for h < hg. Furthermore, as both y and A(y)y are continuous in time and the bounds (4.52)
are independent of T', we finally get
lim [ly(®)|y < 3(R+CzR) and  lim [A@y(®)y(t)ly < 3(R*+ CR™Y)

t—t} (Yo) t—t7 (Yo)

for all h < hg, which is a contradiction to (4.51), since CzR < R and CzR* < RA. O

In the next section, we will discuss a suitable discretization of the nonlinearities A and F
satisfying Assumption 4.1.

4.4 Discretization of local nonlinearities

We now investigate the remainder terms R and Rg. In order to derive bounds in terms of the
operators introduced at the end of Section 4.1, we provide a specific choice for the discretization
of the nonlinearities A and F.

To do so, we narrow the abstract framework presented in the previous section down to the
space discretization of partial differential equations. In particular, for some d, d, € N the spaces
X, Y and Z are function spaces from a bounded domain  C R? to R% . Correspondingly, the
discrete spaces X and Y are function spaces from a bounded domain Q;, C R? to R .

Based on these spaces, we require the following additional assumption, which states that the
nonlinearities are not only local in time but also local in space.

Assumption 4.26. We have the following properties of the nonlinearities as well as the inter-
polation and lift operator.

(A) We have A(€) € L(Y) for & € By(R). Furthermore, the operator A is local in space, i.e.,
there exists a map X : Q x R¥ — RE&>dr sych that for every & € By(R) and ¢ € X the
identity

(A(E)p)(z) = Az, &(2))p(x), z € Q, (4.53)

holds in X.
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(f) The nonlinearity F is local in space, i.c., there exists a map f : Jp x Q x R% — R% such
that for every & € By(R) and t € Jr, the identity

(F(t7§))(x) = f(t,$,f($)), x €, (4.54)
is satisfied in X .

(Z,L) The operator I is a nodal interpolation operator, i.e., there exist M € N, interpolation
points Qz = {xg,...,xpr} T QNQy, and basis functions {¢g, ..., Py} C Y such that

M
T =) ) Om: Zé(z) = &(), e, xeQy,
m=0

holds. Further, the lift operator L preserves the values at the interpolation points, i.e., we
have

LE(z) = &(z), EeX, zey.

Assumption 4.26 allows us to define the discrete operator A corresponding to A by

A(€)p = IA(LELy (4.55a)
M

= 3" M@ @) (@) B (4.55D)
m=0

for £ € By(R) and ¥ € X. Note that, despite (4.55a) is motivated by (4.53), we have to be
cautious with this notation, as it does not yield a well-defined operator on its own, i.e., we do
not have L& € By(R) in general. We also get A(LE)Ly € X, but Z is only defined on Y.
Nevertheless, this expression is well defined in the sense of (4.55b), since Z and L preserve the
interpolation points.

Hence, we use (4.55a) in the following for the sake of readability, keeping (4.55b) in mind.
We point out that the notation (4.55a) makes sense, as the lift operator £ maps functions from
the discrete to the continuous space such that the continuous operator A can be applied. The
interpolation operator Z then maps the continuous result back to the discrete space.

For the nonlinearity F, we follow a similar approach, i.e., we define

F(t,§) =IF(t, L) (4.56a)
M

=D Stz E(zn) D, (4.56b)
m=0

for t € Jr and € € By(R). Note that (4.56a) is motivated by (4.54), but again only well defined
in the sense of (4.56b).

As it is not possible to verify the properties of A and F in this general framework, we just
assume that Assumption 4.1 is satisfied by A and F defined by (4.55) and (4.56), respectively.
Note that we prove this for the specific examples in Sections 5.1 and 5.2.

Based on this assumption and the definition

50 = swp ((C1€)x—(£C| L8 ). Ceex, (4.57)
1€l =1

we now derive estimates for the remainder terms.
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Lemma 4.27. If Assumption 4.26 is satisfied, then we have for t € Jp, £ € By(R%), and
¢ € By(R) the bounds

IRAC)Ex < CAlT — T)éllx + Clld =LA |l x + AR(TA)E),  (4.58)
IRe(t, Ol < Cll(1d—LI)F (¢, )l + AZ(TF(2,C)). (4.59)

Proof. Let t € Jr, £ € By(R%), and ¢ € By(R) arbitrary. The definition (4.33) of R, together
with the definition (4.55) of A implies

RA(Q) = TMLIOLT — LXA(C)
= TA(LZC)L(T — I) + TA(LLC) (LT — 1d) + Z(A(LZC) — A(Q)) + (T — L3)A).

Using that the interpolation points are preserved by LZ, we see that both intermediate terms

vanish, i.e., we have

M
INLIOLT —1d)E = Y Mg, C(2)) (E(2m) — E(2)) S = 0,
m=0
and
M
m=0

We further get from (4.3) the bound
IZALZOL(T — )llx = [AZO(T —T)Ellx < Call(T — T)¢|x-
The definition (4.20) of the adjoint lift operator L% yields

(T = L3)AOElx = o (T = LX)AE

~ sup (<m<os|£>X—<£IA<<>£|££>X (4.60)

l1€]lx=1
(LT - TDAQOE | £6), ).
Finally, the boundedness (4.19) of the lift operator £ yields

(T — L5)AElx < AZ(TAQ)E) + CLI(LT —Id)AQE] x,

which proves (4.58).
Similarly, we obtain with the definition (4.35) of the remainder Ry

RF(tv C) = IF(tv ﬁIC) - E}F(@ C)
— Z(F(t, £TC) - F(£,)) + (T — L5)F(L,).

As the first term vanishes due to
M

I(F(ta ‘CIC) - F(ta C)) = Z (f(taimv C(im)) - f(taimv C(im)))g(gm) ¢m =0,

m=0

and the second term can be bounded as in (4.60), this yields (4.59). O
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Finally, we use these estimates to refine the abstract error bound from Theorem 4.20 based
on the following assumption, which is a refined version of Assumption 4.22.

Assumption 4.28. Let Assumption 4.1 be satisfied, R > 0 and Cpax(h) as defined in (4.45).
There exists a Hilbert space (Z,(-|-)z) such that Z — Y holds with a continuous and dense
embedding. Moreover, the space discretization is consistent, i.e., for h — 0 we have

(A1) |Id=LT)C|lx — 0, (A2) Crax(P)[[Tyo — yollx — 0,
(A3) CmaX(h)H(I_ J)CHX — 07 (AE)) Cmax(h)”RAC”X — 0,
(A7) £%(€) =0,

uniformly for £, € Z with £ € By(R) and £ € X.

To conclude this section, we state the following refined version of the wellposedness result
Theorem 4.25 for the space discretization.

Corollary 4.29. Let Assumption 4.26 be satisfied. Then, the statement of Theorem 4.25 is also
valid if we replace Assumption 4.22 by Assumption 4.28. In this case, the error satisfies for
T < min{t*(yo),t},(yo)} the estimate

ly(t) = Ly(®)|lx < [(1d=LT)y(®)l|x + C(1+ e ([ Tyo — yollx + ?SEH(I — J)yllx
+8pll(Z = T)Ouyllx + supll (1 —LT)A) 0yl +sup A& (TA(Y)Oey) (4.61)
)t ,t it

+ sup[Rayll x + sup|| (1 —LZ)F(-, )| x + sup A5 (ZF(-,y))),
[0,2] [0,¢] [0,¢]

with a constant C' > 0, which is independent of h.






CHAPTER D

Space discretization of the specific examples

In this chapter we apply the abstract results for the space discretization of quasilinear wave-type
problems presented in Chapter 4 to the specific examples from Chapter 3.

5.1 Example: Westervelt equation

In this section, we apply the abstract theory for the space discretization of quasilinear wave-type
equations from Section 4.3 to the Westervelt equation presented in Section 3.2. Hence, we first
introduce the approximation spaces and operators needed. Next, we prove that the discrete
operators from Section 4.4 satisfy Assumption 4.1. Finally, since Assumption 4.28 holds, we
prove the error estimate for the space discretization based on Corollary 4.29.

For the case d = 1, i.e., where the spatial domain 2 C R is an interval, the boundary of €
contains only two points. Hence, we can use a conforming space discretization. Furthermore,
Sobolev’s embedding (2.5) implies for d = 1 and ) given by (3.9) the relation Y C H}(Q)? —
C(€)?, which is essential to define the nodal interpolation operator.

However, for the case d € {2,3}, we have to use a non-conforming space discretization, as
the boundary is assumed to be regular. Furthermore, we use the refined definition (3.12) of Y
to ensure the embedding of ) into the continuous functions.

Hence, as these two cases differ substantially, we treat them separately.

5.1.1 Example: Westervelt equation (1D)

As discussed above, we start with the case d = 1, i.e., where the spatial domain 2 = (w_,w;) C R
is an interval. As the first step, we introduce approximation spaces and define the discrete
operators. Next, we prove that these operators satisfy Assumption 4.1. Finally, we apply the
abstract theory from Section 4.3 and Section 4.4 to derive an error estimate.
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Approximation spaces

In the following, we define the discrete spaces X and Y. Based on these spaces, we then specify
the operators introduced at the end of Section 4.1 as well as the discrete operators appearing in
the discrete quasilinear problem (4.12). This is based on [Ern and Guermond, 2004, Chap. 1.1].

For the discretization, we use Lagrange elements of order p € N. More precisely, we consider a
family {7}, of partitions of Q into distinct subintervals. Each partition 7, then corresponds

to a number Lj, € N and a set of points {wp0,...,wn r+1} C R with
Wo =who < W1 < .o <Whp < Wh L4l = Wi, h = r&azdwh’gﬂ — Wh -

For the sake of presentation, we drop the subscript A in the following and write L and wy instead
of Ly, and wy, ¢, respectively.
For p € N the approximation space for v is then given by

Vy = {‘P € C(Q) ’ ‘P|(we,we+1) € pp((wﬂvwﬂ+l))} - Hl(Q)’

which is the space of continuous functions that are piecewise polynomial with degree at most p
on every subinterval (wg,wpi1), for £ < L. Furthermore, let M € N such that there is a consisting
of piecewise Lagrange polynomials with corresponding nodes {xg,...,z;s}. In particular, with
the Kronecker delta d;; this implies ¢,(z;) = d;;. Finally, we define Vy = Vy N H(Q).

Based on these definitions, we define ¥V = Vy x V4 as the function space for X = Xy x Xy
and Y = Yy X Y. As we have V C X, we further use the same inner product for X as for X,

i.e., we have

(e l)x= (v V)m@ + (P V) = (@ ¥y, = (‘Pv> Y = (¢v> V2.
0 Pu Py
(5.1)

For the norm of Y, we set

En

We point out that it would also be possible to consider piecewise Sobolev norms corresponding

€113 = [1€v 7oy + 1€2lI7 () £= <£V> eV (5.2)

to the norm of ) on every subinterval. However, using the norm (5.2) simplifies the estimates.
In order to derive the inverse estimate (4.1), we further assume the family {7} hso Of parti-
tions to be quasi-uniform, i.e., there is a constant C' > 0 independent of h such that

Ch < mi —
_Il}l<1£1|we+1 wel

holds for all partitions in {7}, Then, [Ern and Guermond, 2004, Cor. 1.141] yields for

@ € Vy the bound,

}h>0‘

1 _
el o) < Cinvh™ 2 [l L2(0), lelmio) < Civh el r2(0), (5.3)

with a constant Ci,, > 0 independent of h. Using the Poincaré inequality, this yields the first
estimate in (4.1) for Cy x(h) = Ch™z. Furthermore, as  is bounded, this also implies the
second estimate in (4.1) for Cx y(h) = Ch~1 4+ C.
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Discrete operators

Next, we focus on the definition of the operators. First, we see that as we consider a conforming
discretization, we can choose the lift

£y 0\ (10
(2 D)) »

Therefore, (4.19) is trivially satisfied. Hence, (4.20) yields

Ly, 0
* = =TI 9.5

where Iy : X — X denotes the A'-orthogonal projection, i.e., we have

Mxe|e)xr = (0P x, PEX, pEX.

Based on the basis {¢y, . .., ¢}, we furthermore employ the Lagrange interpolation operator

Ty : C(Q2) — C(R), which is given by

M
m=0

Moreover, there exists a constant Cz o > 0 such that

M
CI,oo = ’ Z ’d)m’
m=0

L=o(Q)

holds. In particular, this constant is independent of h since the number of non-vanishing basis
functions on every subinterval is only depending on the polynomial degree p. Thus, we have

1ZvE L (0) < Cz.00ll€ll oo (02)5 £eC(Q). (5.7)

For I3, = Z), we hence set

Iy 0 i, 0
( 0 Iq.[) ’ J ( 0 IH) (58)
Note that the boundedness (4.18) of Z follows from Sobolev’s embedding (2.5). Hence, the
boundedness (4.17) of J follows from the boundedness (4.22) of the adjoint lift L.
Furthermore, as the nonlinearities (3.8) appearing in the Westervelt equation are local, we

now employ the approach presented in Section 4.4 to derive their discrete counterparts. This
yields for some R > 0, which is specified below, the discrete nonlinearities

(1 0 _ 0 RS
A(@‘(o AH@))’ F(@‘(FH(&H))’ £‘<£Z>€By(R)’ o

where Ay (€y) @ Xy — Xy and Fy(€4) are given by

Ay (€))¢ =Ty ((1 — 5€))C), Fy(&y) = To(€3), ¢ € Xy
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As in the linear case, we introduce the discrete Laplacian A : Xy, — Xy by

(A V)20 ==V [ V)2, pE Xy P Xy, (5.10)

which yields

0 1
A= (A 0) . (5.11)

Finally, we use the interpolation operator to compute discrete approximations

uo o Ivuo
() (22)

to the initial values (ug,vo). Thus, the discrete Westervelt equation can be written in the form
(4.2), i.e., we seek the solution (u,v) : Jp — X of

(o auto) () (2 0) () ()
0 An(w)) \ow)  \a o) \v Fyy(v) g (5.13)

u(0) = wuy, v(0) = vg.

In the next section, we prove that the operators introduced above satisfy Assumption 4.1.

Properties of the discrete operators

In the following, we prove that, for a suitable choice of R, the operators defined in the previous
section satisfy Assumption 4.1. To do so, we first introduce a discrete norm, which is equivalent
to the norm of Xy.

More precisely, we define the discrete norm

M
lll2 = h S lo ()2 o€ Xy, (5.14)
m=0

which is equivalent to the norm of Xy, i.e., there are constants cporm, Chorm > 0 uniformly in
h > 0 such that

romm1%, < I < Coommll Pl o€ Xy, (5.15)

For a detailed proof, we refer to [Leibold, 2017, Lem. 5.2]. Further, due to the definition (5.6)

of the nodal interpolation operator, we have

IZell = lliell, P € Vy. (5.16)

Using this norm, we investigate the discrete operators in the following lemma.

Lemma 5.1. Let R € (0, ﬁ), with s introduced in (3.6). Then, the discrete operators A, A,
and F given in (5.9) and (5.11) satisfy Assumption 4.1.
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Proof. (A) To prove the assumptions on A, let & = (£y,&4) € By(R) and ¢ = (¢, py) € X.
We first use the norm equivalence (5.15) and (5.16) to derive

A% = "Pvﬁql(m + HAH(ﬁv)‘PHH%%Q)

< evlF(q) + ol T2 (1 = 2€y)p3) I>

Furthermore, as we have due to £ € By(R) and R < |—L| the estimate
M
IZ3 (1 = 5€v) ) I1P = 1 D |(1 = 52y (zm)) or (@)
m=0

M
< hf1 - %EVH%OO(Q) Z 3 (2|
m=0

2
< (L4 €yl (@) llenl?
< Allexll?,

we get from (5.15)

Cnorm
[A©l% < max{1,455 3,

norm

which yields the upper bound in (4.3). Analogously, we derive

Cnorm
IA©l = min{1, (L~ [R) 2 g, (5.17)

norm

which due to R < % yields the lower bound in (4.3).

||

For the Lipschitz continuity, we have with ¢ = ({y,{y) € By(R), (5.9), and (5.15)

I(A(€) = AN el% < CromlI T (2(€y — Cv) s II?

C
< cnorm 1€y = Cull7 e @) lenll 2 ()
norm
C|
< %2Cnﬂ||€ —<I3llel%-

norm

Similarly, we get

CHOI‘H]
I(A©) — AQ)elk < & —Cllx [l el3-

norm

This proves (4.4).

(A) As a direct consequence of (5.10), we have that A is skew-adjoint. In particular, this yields
(4.5).

(F) To prove the assumptions on F, let again £ = (&,,,&4) € By(R). We first obtain from
(5.7) and (5.9)

IF©)lly = [Zw(>€3) |l ()
< CI,OO|%’R2
< CLOOR,



48 Chapter 5. Space discretization of the specific examples

which proves (4.6). Furthermore, let ¢ = (), {y) € By(R). Using the norm equivalence
(5.15) together with (5.9) implies

||F(£) _F(C)H < norm‘”IH( (Eg{_C%{))”‘Q
< Chorm# 1€3 + Gl oo 13 — el
T

As this yields (4.7), this concludes the proof.
O

Moreover, we obtain from [Ern and Guermond, 2004, Prop. 1.12] the following lemma, which
addresses the approximation property the interpolation operator defined in (5.6).

Lemma 5.2. Let 0 < r <p. Then, there exists a constant C > 0 such that
(T — 1)l 20 + BTy = 1d)¢lar) < Ch  Hplurn)y, ¢ € HHHQ).  (5.18)
In particular, this implies for 1 <r < p and & = (p,%) € H™H(Q) x H"() the estimates

I(Z = 1d)¢]lx < Ch" (el 1) + ¥l () (5.19)

and

I(Z —1d)¢llx < CllEl )< a () (5.20)
Finally, in the next section we state the error estimate for the space discretization of the
one-dimensional Westervelt equation.
Error estimate

Using this discrete setting, we now apply the results from Section 4.3 to prove wellposedness of
the one-dimensional, discrete Westervelt equation (5.13). Based on Corollary 4.29, we further
derive an error estimate.

Theorem 5.3. Let d =1 and p > 2. For R € (0, ﬁ) let the assumptions of Theorem 3.3 be
satisfied with R < CzR. Further, let the solution u of (3.7) satisfy

u € C*(Jp, HP(Q)) N CY (Jr, HPT(Q)) N C(Jr, L®(R)).

Then, there exists hg > 0 such that for all h < hg, the solution w of the discrete Westervelt
equation (5.13) satisfies

u € C*(Jr, L*(Q) N C' (Jr, Hy(Q)) N C(Jr, Bre (o) (R)). (5.21)
Furthermore, we have for t € Jr the bound
Ju(t) = w(t) 1) + 18cu(t) = v(6)]L2() < Cull + 1) hP,

with constants C,,C' > 0 independent of h, t, and T, but C, depending on the solution u and
its derivatives.
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Proof. To apply Corollary 4.29, we first compute Cpax(h), which is defined in (4.45). Using
(5.11) and (5.10), we obtain

(Ap [ V) x = (P | lbv)Hol(Q) — (v | ’#H)Hg(sz)
<|eulm@)lvlaio + levlia o Yula o)

Hence, taking the supremum over all ¥ € X with ||¢||x = 1, together with the second estimate
from (5.3) yields the esitmate (4.29) for

Ca(h) = Cinyh L. (5.22)
With the first inverse estimate from (5.3), we therefore conclude

Cinax(h) = C2 h2. (5.23)

For Z = 2y x Z3 defined in (3.13), we now prove that Assumption 4.28 holds true.

(As) Using (5.5), (5.8), and p > %, we obtain for ( = ((y,(y) € Z

Z = T)Cllx =Ty — LY)lm ()
= sup  ((Zy - 1)y [ ¢y gy (5.24)

|CV‘H1(Q):1

= [(Zy — Id)m1(0),

which is again covered by (5.18).
(A1) Due to the definition (5.4) of £ and p > 3, (A;) is a direct consequence of (A3) and (5.18).
(A2) The choice (5.12) of the discrete initial values yields that (Ay) follows directly from (As).
(As) From the definition (4.34) of Ra, we deduce for ¢ = (¢y,(y) € 2

IRACIZ = (T — £3) ¢t oy + (A LY = L3, D)l 720
Note that the second term vanishes, as (5.5) and (5.10) imply for ¢, € Xy
(ALY = L3 D) [ V)2 = = (£ [ W) g — (AW [ Cv) (g

=~ (@I + (& 1 Gm@
— 0.

Since we have Ty = Iy, (5.24) yields
|RAClx = [(Zv — 1d)Cnl - (5.25)
Thus, the bound follows from (5.18) due to p > 3.

(A7) As we consider a conforming discretization here, this assumption is trivially satisfied.
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Hence, Assumption 4.28 is satisfied and Corollary 4.29 yields (5.21). Furthermore, we obtain
from (4.61) for y = (u, 0yu) and y = (u,v) the estimate

ly(@) —y@lx < |0d =T )y(@®)llx + C(1 + t)eCt(HJyo — Yollx + S[élgH(I — J)yllx

+sup|[(Z — Tyl x + s[(;ll])II(Id —I)A(y)oryllx + s[élrfllRAny + S[(I)JI})H(Id ~I)F(y)x).
t ,t ,t )t

)

Moreover, (5.25) implies for s € [0,¢] the bound

Ray(s)llx = [(Zv — Id)Oru(s)| g1 (q)

(5.26)
< [(Z — 1d)dry(s)]|x-
Thus, (5.12) and (5.24) imply
ly(t) = y(t)llx < C(1+ t)e (T(I]JI])H(I —Id)yllx + Téll})ll(f —1d)dsyl|x
it )t
+ sup||(Z — 1) A(y)ry| x + supl|(Z — T)F (y)] . ).
[0,] [0,]
Hence, we obtain with (5.19) due to y = (u, dyu) and y = (u,v)
|u(t) — u(t)| (o) + [10u(t) — v(t)l| L2
< CO(1+t)e“thp 0 o7
<C(1+t)e (S[55|!U!Hp+1(sz) + S{»&EH ull ger Q) + S{&gll ull e (a) (5.27)

+ sup ||A(y(51))8ty(52)HHP+1(Q)><HP(Q)+SUPHF(?J)”HP+1(Q)><HP(Q)>~
81,826[0,?5”] [Ovt]

Finally, as HP1(Q) x HP(Q) is a Banach algebra for p > 1, we get from the definition (3.8) of
the nonlinearities

sup HA(y(Sl))aty(s?)HHP+1(Q)><HP(Q)

$1,52€[0,tn] (5 98
) .28a)
< C(1+ || S[UEHUHHP(Q))(TUE\WWHHPH(Q) + S(l)ltpﬂat ull e ),
and
S[(l)lgHF(y)HHP“(Q)xHP(Q) < Cl~| S[SlgllatUIlpr(g), (5.28b)

cf. [Adams and Fournier, 2003, Thm. 4.39]. This completes the proof, with C,, given explicitly
by (5.27) and (5.28). O

We conclude this section with the following remarks concerning the space discretization of
the strongly damped Westervelt equation.

Remark 5.4. In [Nikoli¢ and Wohlmuth, 2019, Thm. 6.1], the conforming space discretization
of the strongly damped Westervelt equation (3.15) with piecewise linear finite elements is studied.
The authors analyze linearized problems and prove the wellposedness of the nonlinear discrete
problem as well as an error estimate with Banach’s fixed-point theorem. Compared to Theo-
rem 5.3, their estimate yields stronger convergence rates. However, the analysis is tailored for
the presence of strong damping, i.e., the error estimates for the linearized problems deteriorate
for b — 0. Hence, this result does not include the undamped case considered here.
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Remark 5.5. Following the presentation in [Hipp et al., 2019, Sect. 4] for linear second-order
wave-type problems, it is possible to incorporate damping in the quasilinear case in order to
consider the strongly damped Westervelt equation (3.15). Despite the fact that this approach
does not take the parabolic character of the strongly damped equation into account and hence
does not recover the stronger convergence rates obtained in [Nikoli¢ and Wohlmuth, 2019], it
has the advantage of being stable for b — 0.

We now turn towards the space discretization of the undamped Westervelt equation in higher
dimensions.

5.1.2 Example: Westervelt equation (2D, 3D)

As discussed at the beginning of this section and in Section 3.2, the space discretization of the
Westervelt equation in 2D or 3D is more involved than the one-dimensional case. In particular,
for the wellposedness result in Theorem 3.3, Q has to be a bounded domain with C3-boundary.
Thus, an exact triangulation of €2 using triangles or quadrilaterals is impossible. Instead, we sug-
gest to use isoparametric elements to approximate the domain, which leads to a non-conforming
scheme.

We require the solution of the Westervelt equation (3.7) to be continuous in space, in order
to apply a nodal interpolation operator to it. Thus, we see that Theorem 3.3 is only sufficient
for the case d = 1, due to Sobolev’s embedding (2.5). To circumvent this, we use the refined
space Y = Yy x Yy given by (3.12). As discussed at the end of Section 3.2, we have that
Assumption 3.1 is still satisfied. Moreover, we assume that the statement of Theorem 3.3 is also
true for the refined space ). In particular, this includes the bound

[(u(t), dru(®))|ly < R, te Jr.

Based on this assumption, we first introduce the approximation spaces and discrete operators
using isoparametric elements. As Assumption 4.1 follows as in the one-dimensional case, we
only have to bound the additional error terms arising from the non-conformity of the space
discretization. To conclude, we use again the abstract theory from Section 4.3 and Section 4.4
to derive an error estimate.

Approximation spaces

We now introduce the discrete spaces X and Y based on isoparametric elements. We closely
follow the presentation in [Hipp, 2017, Chap. 7.1], but only review the results required for the
Westervelt equation. For further insight into the discretization with isoparametric elements, we
refer to [Bernardi, 1989] and [Elliott and Ranner, 2013].

Throughout Section 5.1.2, we assume for some p > 3 that Q C R? d = 2,3, is a bounded
domain with CP*!-boundary. In the following, we sketch the construction of the underlying
triangulation for the isoparametric elements. For the first step, let Q% C R¢ be a polygonal
approximation of 2 with corresponding simplicial triangulation 7;L#. More precisely, ’771# consists
of closed triangles for d = 2 or closed tetrahedra for d = 3. We further assume the following
properties of 7;1#
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e For all vertices Z € 0%, we have T € 01, i.e., every vertex on the boundary of the
polygonal approximation Q# lies on the boundary of the exact domain €.

e For each element K # € 7#, we have that K,fé N ON# contains at most one face.

e The space discretization parameter
h = max{diam(K#) | K;f € T,:#}

is chosen sufficiently small such that for every z# € 9Q#, there exists z € 99 uniquely
defined by the normal projection from 9Q% to 99, cf. [Elliott and Ranner, 2013, Sect. 2.1]
for further details.

° Tf is a quasi-uniform triangulation, i.e., there exists a constant p > 0 independent of h
such that

min { diam(B#) | K e T#} > ph
h
holds with B K# CK f being the largest ball contained in K # .

In Figure 5.1 on the left, a section of the simplicial triangulation 7;1# (green) is illustrated for an
exemplary domain 2 (gray). Since 7;1# contains only triangles with straight edges, the boundary
of  (black) is approximated by a piecewise linear curve.

We further employ a triangulation 7,7 of €2, which is constructed based on 7;L# as explained
in [Elliott and Ranner, 2013, Sect. 4.1.1]. Since the elements K;* € T, satisfy

U k=9,
Kg¥eTe™
Ty is called exact triangulation. Moreover, note that all interior elements of 7;1#’ i.e., the
elements of 771# which have at most one vertex at 9Q%, are also present in T,X. This is also
illustrated in Figure 5.1 in the center, where a section of 7, (blue) is depicted.
Furthermore, if K C RY denotes the reference simplex, then for every element K;* € 7,

there exists a smooth transformation

—

Fgee: K 5 RY, Kf* = Frex(K).

To construct the computational domain €y, let M € Nand {(?50, e (?) i} be the local basis of the
polynomial space PP (E ) on K of degree p, which consists of Lagrange polynomials corresponding
to the Gauss—Lobatto quadrature points {Zg,...,Z ]\7[} We then define for K;* € T, the
polynomial interpolation F lpzx of Fiex of degree p by

o~

M
Flp}elx(x) = Z FK}QLX<Em)¢m7 T € K.
m=0

Further, we set Kj, = F Ii?;x (K) ~ K;* and introduce the simplified notation Fg, (K) = K.
Finally, we define the triangulation of isoparametric elements of degree p

T = {K) = Fipzx(f{\) | K% e 7,5} (5.29)
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Figure 5.1: Tllustration of the simplicial triangulation 771# (left, green), the exact triangulation
T* (center, blue), and the triangulation of quadratic isoparametric elements 7}, (right, red).

and the computational domain

Q= int( U Kh>, (5.30)

Kn€Th

where int denotes the interior. By construction, 7 is a quasi-uniform mesh of 2 and 2, ~ Q.
In Figure 5.1 on the right, a section of the triangulation 7 of isoparametric elements of degree
2 (red) is depicted. In particular, we observe that the boundary of Q (black) is approximated
by a piecewise quadratic curve.
The definitions (5.29) and (5.30) allow us to introduce the discrete approximation spaces

Vi = {p € C(0) | ¢li, = o (Fr,) " with @ € PP(E) for Ky, € Ty} € H'(),

1 (5.31)
Vy = Vi 0 HE ().

As in the one-dimensional case in Section 5.1.1, based on the local bases we obtain for some
M € N the global basis {¢y, ..., ¢} of Vi with corresponding nodes {z,...,z;;}. These
basis functions are later used for the construction of the interpolation operator and the discrete
norm.

Moreover, for Xy = Vy =Yy and Xy = Vy =Yy weset X = Ay x Xy and Y = Yy X Yy.
However, in contrary to the one-dimensional case, we now have in general V ¢ X. We define
the inner product on X by

(@l ¥)x = (v | Yv)gia,) T (Pu | u)iz@,), ¢ = (:;) Y= Cﬁ;) €V,

and the norm in Y by

3
€13, = Nevl ey + Il e~ (&) ev
ie., asin (5.1) and (5.2), with €2 replaced by €y,.
For the inverse estimates (4.1), we provide global estimates based on the local inverse estimate
from [Brenner and Scott, 2008, Lem. 4.5.3].
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Lemma 5.6. Let d € {2,3} and T, as in (5.29), with reference element K € R%. There exist
constants Ciny. 1, Cinv,2 > 0, which may depend on K and PP(K), but not on h such that for
@ € Vy, we have

d _
lellLe (@) < Cinvah™ 2[lellz2 @) el (9, < Cinv2h ™ @l r2(0y)- (5.32)

Proof. Let ¢ € V4. Since T, is a quasi-uniform triangulation, [Brenner and Scott, 2008,
Lem. 4.5.3] yields the existence of Ciyy,1 with

_d
1l oo () < Crnva b2 [l L2(x6),)- Kp € Th-

As there exists K} € T, with

||<PHL°°(K;) = ||<P||Loo(nh),

we finally derive the global estimate

_d _d
el () = H‘PHLOO(K;;) < Cinv,1h ™2 ||‘P||L2(K;) < Cinv,1h ™2 [l L2(0y)

which corresponds to the first estimate in (5.32).
For the second estimate, we again obtain from [Brenner and Scott, 2008, Lem. 4.5.3] the
existence of Cliyy,2 with

lela (k) < C'inv,Qh*lHCP||L2(Kh)7 Ky € Th.

This yields the global estimate

1 1

5 2
< Z |90’?{1(Kh)> Scinv,Zh_l( Z HLPH%Q(Kh)) ’

KpeTy KneTy

which completes the proof. O

Thus we have (4.1) with constants Cx y(h) = C(h™! + 1) and Cy x(h) = C’if%7 for some
constant C' > 0 independent of h.
Discrete operators

We now focus on the discrete operators. As the discretization is non-conforming, the in-
troduction of a non-trivial lift operator is essential. We follow the approach presented in
[Elliott and Ranner, 2013, Sect. 4.2].

Based on the transformations FKZX and F,, we obtain the elementwise smooth diffeomor-
phism

-1
G:Qp—Q, Olk, = Fre<o (Fg,) Ky € Th.
As shown in [Elliott and Ranner, 2013, Lem. 4.6], we have

G|k, € CPTH(Ky), Ky, € T
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Thus, we define the lift operator £ : X — X by

(Ly 0
(2 ). .

with
Lyp=poGt p X, (5.34)

and Ly = Ly. From [Elliott and Ranner, 2013, Prop. 4.9], we get the existence of constants
cg,Cr > 0 with

cellvevlm@) < levla,) <Cz 1Lvevin ), _ (Sov) cx. (5.35)
cellCrnenllzz) < leullrz,) < CLllnenllrz)s P
This implies (4.19) with C, = (CZ)_l. Hence, we define
Ly, 0
* = 5.36
! ( - L;;) (5.36)
as in (4.20).

For the interpolation operator, let Zy, : C(Q2) — C(Qy,) be the Lagrange interpolation opera-
tor with respect to the nodes {zy,...,z,,}. Then, we obtain as in the one-dimensional case, cf.
(5.7),

1ZvE |l Lo () < CT,00lléll Lo () £ e C(Q),

with a constant Uz o > 0 independent of h. We then set for Zy; = Iy

Zy O Ly 0
T = , = . 5.37
(v =) (T 2, 53
The boundedness (4.18) of Z follows again from Sobolev’s embedding (2.5) and the boundedness
(4.17) of J follows from the boundedness (4.22) of the adjoint lift L.
For the discretization of the operators appearing in the Westervelt equation, we follow the

approach presented in Section 4.4, i.e., we define for some R > 0 specified in the next section
the discrete operators as in (5.9) and (5.11), where Ay (&y) : Xy — Xy and Fy(€4) are for

§ = (§y,&%) € By(R) given by
An(y)C =Tu((1 = #LE)LC),  Fuly) =Tnu(#(£&)"),  C€Xy.  (538)
Furthermore, the discrete Laplacian A : Xy — Xy is given by
(Ae [ V)2, == (Ve |VY)r2q, pedy, e Ay (5.39)

To conclude, we define the initial values as in (5.12). Finally, we end up with the discrete
Westervelt equation in the multi-dimensional case, which corresponds to (5.13).



56 Chapter 5. Space discretization of the specific examples

Properties of the discrete operators

In this section, we investigate the discrete operators defined above. More precisely, we introduce
the multi-dimensional variant of the discrete norm defined in (5.14). Then, Lemma 5.1 yields
again that the discrete operators satisfy Assumption 4.1 for a suitable choice of R. We further
review the approximation property of the interpolation operators. Finally, we derive bounds for
the differences given in (4.57).

Analogous to (5.14) we define the discrete norm

M
lerllz,, =" > 1 (@m) Py € Xy,
m=0

Since (5.15) and (5.16) are also satisfied in this case, we obtain that Lemma 5.1 is also satisfied
for (5.38) and (5.39) instead of (5.9) and (5.10). In particular, the discrete operators defined
above satisfy Assumption 4.1 for R € (0, ﬁ), with ¢ introduced in (3.6).

Furthermore, [Elliott and Ranner, 2013, Prop. 5.4] yields the following approximation prop-
erty for the interpolation operators with isoparametric elements.

Lemma 5.7. Let 1 < r <p. Then, there exists a constant C > 0 such that
I(L£xZr — 1)@l 120 + BI(LvTy — 1d)¢| ) < Ch ol gra), @€ HH(Q).  (5.40)
In particular, this implies for 2 < r < p and € = (p,¥) € H(Q) x H" the estimates

I(£Z ~ 1a)¢ ]2 < O (el sy + 14 r(en) (5.41)

and

(LT —1d)¢]|x < CliéNm20)xm2(0)- (5.42)

Finally, we consider the differences including the lift, i.e., we consider for ¢ € X the operator

250 = sw (€182 (£¢|£8) ). Ceex,

ll€llx=1

cf. (4.57). From [Elliott and Ranner, 2013, Lem. 6.2], we obtain the following bound.

Lemma 5.8. Let ¢ = ((y,Cy) € X and 1 <r < p. There exists a constant C > 0 independent
of h such that

NE(C) < Ch|I¢] x- (5.43)

Finally, we collect all preliminaries in the following section to state the error estimate for the
space discretization of the multi-dimensional Westervelt equation.

Error estimate

Based on the abstract results presented in Section 4.3, we conclude this section with the error
estimate for the space discretization of the multi-dimensional Westervelt equation, including
specific convergence rates with respect to the discretization parameter h.
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Theorem 5.9. Ford € {2,3} and p > 3, let Q C R? be a bounded domain with CP*'-boundary.
For R € (0, ﬁ) let the assumptions of Theorem 3.3 be satisfied with R < CzR. Further, let the
solution u of (3.7) satisfy

u € C*(Jp, HP(Q)) N C*(Jp, HPTH(Q)) N C(Jr, L°(R)).

Then, there exists hg > 0 such that for all h < hg, the solution uw of the discrete Westervelt
equation (5.13) satisfies

w € C*(Jr, L*()) N C' (Jr, Hy (1)) N C(J1, Bre(a,)(R)). (5.44)
Furthermore, fort € Jr we have
u(t) — Lyu(t)| o) + |10u(t) — Lyv(t)| o) < Cu(l +1)e " h?, (5.45)

with constants Cy, C > 0 independent of h, t, and T, but C,, depending on the solution u and
its derivatives.

Proof. We closely follow the approach in the proof of Theorem 5.3, highlighting the main dif-
ferences resulting from the non-conformity of the discretization.
To determine Crax(h), we first get from (5.11) and (5.39)

(Ap [P)x = (P2 | Yv) i, — Py [ Yr)mian)
<leular v, + levlia o) Yula @)

Hence, taking the supremum over all ¥ € X with ||¢||x = 1, together with the second estimate
from (5.32) yields as in the one-dimensional case for (4.29)

CA (h) = CinV,Q hil .

With the inverse estimate from (5.32), we hence conclude for (4.45)

d+2

Crax(h) = Ciny,1Ciny2h™ 2. (5.46)
For Z = Z) x Z3 defined in (3.13), we now check Assumption 4.28.
(A3) From (5.37), (5.36), and (4.20), we obtain for ( = ({y,({y) € Z
(Z = T)Clx = (Zv — LY)Wu )
= sup ((IVCV [ ) mia,) — (v ﬁva)Hg(Q))-

‘Clel(Qh>:1
With (4.57) and (4.19), this further implies

IZ-T)Xlx < s (T | ) — (EvEvly | £9¢0) o))

|<V‘H1<Qh):1

+ sup (LvZy —1d)¢y | ﬁva)Hé(Q) (5.47)

1<l a1 (q,) =1

< AN, (Tvey) + Crl(1d —LyIy) oyl (-

Thus, since we have p > %2 we get that (5.40) and (5.43) yield (A43).
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(A1) Due to the boundedness (4.19) of £, we obtain (A;) as a direct consequence of (A3) and

: d+2
(5.40) since p > “F=.

(A2) As the discrete initial values are defined as in the one-dimensional case, cf. (5.12), (A)
again follows directly from (Az).

(As) The definition (4.34) of R together with (5.37) and (5.36) implies for ¢ = (¢y,(y) € Z
IRACIR = [(Tn — L3)Cnl () + 1A LY = L3 A)wll 20y
Note that the second term vanishes, as (5.36), (5.39), and Ly = L4 imply for ¢, € Xy
(ALY = L5 D) [ )2, = = LV | W) mia,) — (AW T £uly) 2o

== (I Lyl g + (v [ £4Cv) a1
=0.

Since we have Iy = Iy, (5.47) implies
IRAClx < A, (Tvén) + Cl(1d —LyIv)Cul i ()- (5.48)
Thus, the bound follows from (5.40) due to p > 442,
(A7) As we have p > 442, (A7) is implied by (5.43).

Thus, Assumption 4.28 is satisfied and hence Corollary 4.29 yields (5.44). Analogous to (5.26),
we obtain from (5.48) together with y = (u, 9yu) the estimate

IRayllx < A% (Z0y) + Ccl|(Id —LT)0py|| x-

Hence, for y = (u,v) we get from (4.61) due to (4.19), (5.47), and (5.12) the estimate

ly(t) = Ly(B)|x < CA + t)e (S[élgll(ld LTyl +sup A% (Ty)

+ sup||(Id —LZ)0y|| x + sup Aﬁ(I@ty)

[0,¢t] [0,¢] (5 49)
+ S[HI]DH (Id—LZ)A(y) Oy x + up A% (ZA(y)ory)
0,t 0,t

+ sup|(Id —LI)F (y)|.x + sup AL (ZF(y)) ).
[0,¢] [0,¢]

Furthermore, we obtain for the differences including the lift with (5.43), the bound (5.35) for
the lift operator, and the interpolation property (5.41) for £ € Z the estimate

AR (TE) < CNP||ZE| »
< CRP((LT —1d)¢]lx + [I€]|x)

< ChP(CR?(|€ll sy < mr2(0) + I€llx)
< ChP|[& g3 () x m2(02)-
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Using this result together with (5.41) in (5.49) yields due to p > 3

[u(t) — Lyu(t)|giq) + 10u(t) — Lyv(t)]| 20

< C(1+t)en? (SUP||U||HP+1(Q) + sup||Ogul| gro+1 (q) + sup |07 ull o)
0, 0, 0.

+ 8[81%]3||A(y)3ty“m+1(9)pr(Q) + S[éltf])HF(y)||HP+1(Q)><HP(Q))'
Finally, the constant C,, and hence also the result follow as in the one-dimensional case (5.28)
from the definition (3.8) of the nonlinearities, as HP*1(Q) x HP(f)) is again a Banach algebra
due to p > 3. O

In comparison with the result in Theorem 5.3 for the one-dimensional case, we observe that
the lower bound for the polynomial degree is increased by one for the multi-dimensional case.
This is due to the dependence of Sobolev’s embedding (2.5) on the spatial dimension.

Remark 5.4 and Remark 5.5 remain valid in the multi-dimensional case. As in the one-
dimensional case, the conforming space discretization with piecewise linear finite elements is
considered in [Nikoli¢ and Wohlmuth, 2019], whereas an abstract approach including also non-
conforming discretizations is investigated in [Hipp et al., 2019] for linear wave-type problems.

5.2 Example: Maxwell equations

In this section we present a non-conforming space discretization for the Maxwell equations with
Kerr nonlinearity, which were introduced in Section 3.3. Here, the main difference with respect
to the previous examples is the usage of discontinuous approximation spaces. Thus, we briefly
review in the following the essential tools for the discontinuous Galerkin method. Finally, we
conclude this section with an error estimate.

Approximation spaces

For the spatial discretization of the Maxwell equations, we use the same isoparametric triangu-
lation as for the multi-dimensional Westervelt equation in Section 5.1.2. However, we drop the
continuity in the construction of the approximation spaces and hence introduce the average and
jump of discrete functions. Finally, we state the inverse estimates.

Throughout Section 5.2, let p € N with p > 3. Further, let O C R? be a bounded domain with
CP*4_boundary. We define the triangulation 7y, of isoparametric elements and the computational
domain Qj, as in (5.29) and (5.30), respectively. In addition, we define the following sets of faces.

o Let fi denote the set of all interior faces of 7}, i.e., for every F}, € ]-7“ there exist distinct
elements Ky, K;, € T, with Fj, = Kj; N K},. For every such interior face £}y, = Kj N K}, we
denote by vp, the outer unit normal vector of K.

o Let ]:2 be the set of all boundary faces of 7y, i.e., for every Fj € }"g, there exists an
element Kj € 7;, with Fj, = Kj N 0€Qy,. For every such boundary face Fy, = Kj N OQy,, we
fix the face unit normal vector vr, to coincide with the outer unit normal vector v of (2.

e Let Fp = .7:,’; U .7-";; denote the set of all faces of 7},.
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The approximation space for the magnetic field is then given by
~ _ P 3
Vy = {p € L*(W)* | ¢lk, = o (F,) " with € PP(K)" for Kj, € Tp,}.

As the boundary condition (3.20) for the electric field is not exactly satisfied but only approxi-
mated with the discontinuous Galerkin discretization, we increase the polynomial degree for the
approximation space for the electric field by one, i.e., we set

Vi = {p € L*(W)* | ¢lk, = @ o (F,) " with @ € Pp“(?)?’ for Ky, € Tr}. (5.50)

Not that in contrast to (5.31), the functions in Vy and V4 are allowed to be discontinuous.
Thus, we introduce in the following the average and jump of functions in Vy and V4 at the
faces, based on the previously fixed face unit normal vector.

In particular, let Fj, € .7-71 and Kj, %h € Ty, such that Fj, = K5 N Kh and v, coincides with
the outer unit normal vector of Kj,.

e For o € Vy U Vy, we define the jump of ¢ on F} by
[elr, = (el )|E — (lk,)|m,
e For ¢ € Vy U V4, we denote by

fedm = 3((@lz,)lm + (@lx)lm)
the average of ¢ on F},.

In the following, we use ¥V = Vjy X Vg as the function space for X = Xy x Ay and
Y =Yy x Y«. For the inner product of X', we set

(P l)x= (v ¥y, + (Pn | Yr)2g,s, ¢ = <:§:> Y= (:ﬁ:{) eV’ (5.51)

As in the one-dimensional setting in (5.2), we define the norm of Y by

3
1€03) = 1601300y + 120 @ €= (52 eV,
As Lemma 5.6 is also valid for the approximation spaces considered here, we directly obtain
(4.1) with constants Cx y(h) = C and Cy x(h) = Ch_%, for some constant C' > 0, which is
independent of h.

Discrete operators

We now focus on the definition of the operators used in the discrete setting. For the operators
introduced at the end of Section 4.1, we rely on the construction in Section 5.1.2, cf. (5.33), and
(5.36). However, as we use vector-valued functions here, we employ these definitions component-
wise.

For the construction of the interpolation operator Z, we have to take the discontinuity of the
discrete functions into account. The global basis {¢y, ..., ¢} of the approximation space Vy
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as well as the set of the corresponding nodes {z, ..., z,,} are obtained as the union of the local
bases {qbé(h, e (j)%”} and their corresponding nodes {gé(h, . ,QJ\K//\;} for all elements K € Tp,

respectively. Based on these local bases, let Zy, be the Lagrange interpolation operator on every
element K € T,. Moreover, we define Z as in (5.37) and J = Z, where we employ these
definitions component-wise.

We further define the nonlinear operator as in the approach presented in Section 4.4, i.e., we
define for some R > 0 specified in the next section

1 0
AE) = (0 AH@)) , &v € By, (R), (55

where Ay (&y) : Xy — Xy is for &, € By, (R) given by

An(€0)Cr = Tn((1+ XICEV D) Lo +2X((£Ey) © (LE))LCx),  Cu € X (5:53)

We further define the discrete operator

A= < 0 A") (5.54)

Ay O
by
(Aver | vy)x, == D (Vxeu [ ¥v)eges + D Wr X e | ¥v)pa(s,s
KneTy FhE}—}l:
(5.55a)
- Z (VFh X I[‘P’H]IFh | {{wv}}Fh)LQ(Fh)i”’
FhE]:;l
(Anepy | 'l»bH)XH = Z (Vx oy | ¢H)L2(Kh)3
FreTn (5.55b)
Y wn < Devlm | e e e |
FhG}—}iL
which corresponds to the strong form of the central fluxes discretization.
To conclude we define the initial values by
Ho = ZyH,, Eo =Tyéy. (5.56)

Finally, we end up with the discrete Maxwell equations with Kerr nonlinearity, i.e., we seek the
solution (H, E) : [0,T] — X of

(o aue) () = (e V(&) =
0 An&))\ae) " \ay o) \e T’ (5.57)
JC(0) = Ho,  £(0) = &.

In the next section, we prove that the operators introduced above satisfy Assumption 4.1.
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Properties of the discrete operators

As in the previous examples, we employ a discrete norm to investigate the discrete operators,
cf. (5.14), (5.15), and (5.16). Here, we define the discrete norm for vector-valued functions

M M

K

lewllz, =2° > > lleulm, @I =1 D llen ()3, (5.58)
KneTh m=0 m=0

for ¢y, € Xy, where ||-||2 denotes the Euclidean norm on R3. We point out that we introduce
a short notation in the second step, where we implicitly employ the fact that each global node
x,, corresponds to a unique local node ggh, for some m € {0, ..., ]\/4\} and Ky, € Tp,.

Nevertheless, the discrete norm defined in (5.58) is again equivalent to the norm of A%, i.e.,
uniformly in h > 0 there are constants cporm, Cnorm > 0 such that

cnorm |l 72(0)3 < lll” < Cuormllel72 (s, ¢ € Xy, (5.59)

holds. Further, the nodal interpolation operator satisfies

IZlll = NIl P € Vy. (5.60)

Using this norm, we show in the following lemma that the discrete operators satisfy Assump-
tion 4.1. Obviously, the assumptions for F are trivially satisfied since F = 0.

Lemma 5.10. Let R € (0, (9||X||LOO(Q))7%). Then, the discrete operators A and A given in
(5.52) and (5.54) satisfy Assumption 4.1.

Proof. Throughout this proof, for the sake of readability, we use for m € {0,..., M} the super-
script m to denote the point evaluation of a function at the interpolation point z,,,.

(A) Let € = (&),€&€y) € By(R) and ¢ = (¢y, ¢y) € X. The definition (5.51) of the norm of
X yields

1A©)el% = levlizy + 1A (E)Pall7z )
Thus, the definitions (5.53) and (5.58) of the nonlinearity and the discrete norm, respec-

tively, together with (5.59) and (5.60) imply

M
1A% (&) Pall T2 < Chormh® D (1 +XTIE? + 2x™ (€ @ &) ¥ 13,

m=0

where |[|-||2 denotes the Euclidean norm on R3. Since (2.2) yields for m € {0,..., M}
I+ xR + 2x™ (€67 @ &5)@illz < (1+ 91T 115) 132

we finally obtain due to ¢ € By(R) with R < (9]l (0)) 2 the bound

Cnorm
[A©l% < max{ 1,455 3,

norm
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which yields the upper bound in (4.3). Moreover, we have

. Cnorm
(M@ | ¢)x = min{1, (1= 9l B ™ Dl (5:61)

norm
which yields the lower bound in (4.3).

For the Lipschitz continuity, we derive with ¢ = ({y,{y) € By(R), (5.53), and (5.59) the
estimate

M
[A©) ~ AQ)@l% < cadh® S I (€517 — ICH ) +2(65 @ € — ¢ © ¢ )il
m=0

Further, (2.2) implies for the first term

I (€512 = 1K) Rl = ™ (€5 +¢5) - (€% — <)) il
< BlIx oo 1€ + ¢ lloo €5 — Cllool 5 2.

while (2.1) and (2.2) yield for the second term

IX™ (&5 © &5 — ¢ © ¢l
= I (€0 (€7 - i) — SR (Y - @)l
= ™ (€5 = SO ED - ) + P (€% — <) - ) 2

< 3Ix"lloo (11€5 = CPN211€5 oo + I 1211€5 — ¢ lloo ) 495 loo-

Since all p-norms are equivalent in R3, we obtain due to &, ¢ € By(R), the definition (2.4)
of norms of vector-valued functions, and the norm equivalence (5.59)

M 2
1(A€) = AP < ClnomBR® > (Il ll€D — ¢ llcllil12)

m=0
Cn rm
< C%RQHXH%OO(Q)HSV = CullEe (s lPnllz2()s-

norm

This implies (4.4a). Analogously, (4.4b) is shown.

(A) From (5.55), we get with integration by parts

©
(Avey | ev)a, T (Aupy | Y, =0, p= (wi) €X.

Hence, A is skew-adjoint, which yields (4.5). 0

Moreover, we emphasize that due to the construction of the triangulation 7, and the fact that
we both approximation spaces Vy and V4 use a uniform polynomial degree on each element
K}, € Tp, the nodal interpolation operator satisfies Z : C(Q)® — (€)% Furthermore, the
following variant of Lemma 5.7 for vector-valued functions holds.
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Lemma 5.11. Let 1 < r < p. Then, there exists a constant C > 0 such that
e — LyZnpllrz )y + hle — LvIvelmqy < CH T olgrgp, e HTH(Q)P. (5.62)

Finally, we require bounds for the differences of inner products including the lift. First, note
that Lemma 5.8 also holds in this setting, as it is based on elementwise estimates. Further-
more, we prove the following variant for differences including the lifts as well as the differential
operators A and A.

Lemma 5.12. Let 1 <r < p < and ¢ = (¢y,pn) € Y with 3 € H'H(Q)3. Then, there erists
a constant C' > 0 such that

S 1((AI¢ | 9)x — (ALT | L)) < CH (elly + llonlarrraaye).
P

Proof. Let ¢ = (v, pn) € Y and ¢ = (1, 14) € X. The definitions (3.22) and (5.54) of A
and A, respectively, imply

(AZp | )y — (ALTo | LY) = D (vr, X [Tyvev]s, | bl ) 2y ys
FreF}

+ Z (VX Zypy | ¢”H)L2(Kh)3 — (VX LyZyopy | £H¢H)L2(Q)3
KneTy

+ (VX LyZypn | ﬁv’l[iy)LQ(Q)s - Z (VX a3 | ¢V)L2(Kh)3
KneTn

= > (wn, < [Tuendr | {ov ) 2y + D vk, X Tnen | ¥v)ragpe -
FhE}—}iL F}LE}—}?

(5.63)

We now consider these terms separately. To begin with, we obtain due to Zyp, Zypy € C(Q4)
for the contributions of the interior faces

(v, % [Toordr, | v YR gy = 0.

5.64
(v, % Zvevn, | {ond ) ey = O 64

for Fy, € fﬁ.
For the volume terms, we first get from definition (5.34) of the lift operators £y and L4, the
substitution rule for integration

N £¢dr = /Q (L€) (LyC)|det DG da, (g) € X, (5.65)

where D G™! denotes the elementwise defined Jacobian of G=!. Therefore, as Zy oy, Lypy €
C () are piecewise polynomials, we obtain for the second line of (5.63)

Z (VX Zypy | "/”H)L2(Kh)3 — (VX LyZypy | Lutpy)q
KneThn

= / (Ly VX Tyoy) (Lrrpy)|det DG — (Vx LyTyoy) (Lythy) da
Q (5.66)

- /Q (Ly V% Tyoy) (Laby) (|det DGV — 1) da

+ /Q<Ev VxZypy — VX EvIvsov) (Lyapy) da.
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Using the Cauchy—Schwarz inequality together with
VX &l 2 (i3 < 201€l 1 (x)2 5 £ € H'(Ky)®, (5.67)

and the boundedness (5.35) of the lift operators, we further deduce

/Q (Ly VX Typy) (Cagtpa) (Jdet DG L] — 1) da
< 1Ly VX Tyeoyll 2 | Lntpall iz llldet DG = 1| oo (e
< CllLyZvevllm ol 2,2 11det DG — 1| poo (o).
Since the chain rule and the implicit function theorem imply
(Vxp) oG = (DGT oG Tx(poG ),
we have
_ -1 —1
[(Ly VX Iypy) — (VX LyZvey) 2@ = (VX Zyvpy) 0 G = VX (Zvpy 0 G )| L2(q)s
<|IDGT 0 G = 1d|| oo (ysxs | EvIveov | i a)s-
Thus, we obtain
/Q(Ev VX Zypy — Vx LVIV(PV) (Lurpy) dz
<Ly VX Iypy) — (VX LyZyoy)| 2@ 1enull 2 @)
< ClLyZvevllm oyl 2o, IDG" 0 G — 1d|| oo (qyaxs.
Collecting these results in (5.66), we have shown

> (VX ZIypy | Vi) 2k — (VX LvIyey | Lythy) 210y
KreTy

< ClLvZvevllm @yl 2@, (1det DG = 1 ooy + IDGT 0 G = Td|| oo (yexs).
[Hipp, 2017, Lem. 7.3] provides the estimate
ldet DG = 1| zooy + IIDGT 0 G = Id|| oo qy3xs < CH,

so that we finally obtain from the interpolation estimate (5.62)

Y (VX Zvev [ Y3 12(k,08 — (VX LvIvey | Lubay) oy < CH llellylllx.  (5.68)
KreTy

The third line in (5.63) can be treated equivalently.

We now consider the contributions of the boundary faces in (5.63). Due to the boundary
condition (3.20) of a perfect conductor, we have ¢z x v = 0. Thus, the substitution rule for
integration (5.65) yields

Y wE X Tupn | ) 2, :/89(57.[th) x (LyZyon)(Lyipy)|det DG da
FhE]‘—Z

Z/BQ(ﬁﬂmh) < (LuZuen) (Lvipy) (ldet DG — 1) dz (5.60)
+ ((E"HVQ;L - VQ) X (‘CHIHSOH) | £V¢V))L2(ag)3
+ (va x ((LnZy —1d)py) | ﬁv¢v))Lz(3Q)3 :
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Here, vq, and v denote the outer unit normal vectors on €, and (2, respectively. Again, we
consider these differences separately. For the first line, the Cauchy—Schwarz inequality together
with the bound (2.3) for the cross product implies

| (enrn,) x (EaTron) (Euipy) (det DG | 1) do
< ||Lxva, |l 200 1exTnen | L2003 1Lyl 2 o0) l|det DG = 1| Lo ag)s-

By construction the lift operators are also bounded operators on the boundary faces, i.e., we
have Ly, Ly € L(L?(0Q4)3, L2(0Q)3), cf. [Elliott and Ranner, 2013, Prop. 4.13]. Thus, we get
with

[L3va, 2200y < CllLuva, llL=@ayp < Clva, llL=@a,)?
for a constant C' > 0 depending on 0f2 the estimate
/m(f«HVﬂh) x (LnZyen) (Lvipy) (|det DG — 1) dw
< CllLuTrpnll 1200y [yl 200)3]l|det D G = 1| oo (903
With the same arguments, we obtain for the second line of (5.69)
((["HVQh - VQ) X (LHI’H(P'H) | £V¢V))L2(8Q)3

< (Luva, —va) X (LuZuen)ll 2oy Lvibyll L2 o0)s

< [1Lyva, — vallLe ooyl ZTrurnll Lz @0 1Yy L2 00)3-
For the last line of (5.69), we obtain
(VQ X ((£‘HIH - Id)SO"H) ‘ L:V'lpV))LZ(aQ)s

< lva x (LxZu — Id)en) 20 1LvPy |l 260
< lvall e @03 | (LuZr — Id)oull L2019yl L2 (00,)3 -

Using these bounds in (5.69) with [|[L3vq, |1~ @0)3, [VallLe@a) < 1 yields

> o, x Tuen | W) oy < (0E1TH — 1)0n] 200y
Fhe.}—g

+ (IIldet DG = 1| oo + L2110, — VQ||L°°(8Q)3)||‘CHIH<PH||L2(BQ)3) 1y llL200,)3-
For the first term, the trace inequality (2.6) and the interpolation estimate (5.62) prove
1
I(LxZy — 1d)onll 2o < CR 72 ol greqs-

As for the volume terms, the same arguments as in [Hipp, 2017, Lem. 7.3] together with
[Elliott and Ranner, 2013, Prop. 4.11] imply

ldet DG~ = 1| oo (pq)s < CR™TL.
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Furthermore, as 92 is a CP**-boundary and due to the construction (5.50) of the approximation
space Vy for the electric field with piecewise polynomials of degree p 4+ 1, we obtain from
[Demlow, 2009, Prop. 2.3] the estimate

||‘C'7-LVQh - VQHLOO(BQ)S < Chr+1. (570)

In addition, the construction of the lift £ and the interpolation operator Z as well as Sobolev’s
embedding (2.5) imply

L4 Zronull 200y < Cllenllyy-
Finally, since we obtain with the trace inequality (2.6) and the inverse estimate (4.1)
_1
1vllz2 00, < Ch™ 29|,
collecting all results yields

1 T -1
(van % Toon | $0) g < C (0 3 lonllraays + 1 lonllyn )11 2

< O ||l grer (sl -

(5.71)

Thus, using (5.64), (5.68), and (5.71) in (5.63) concludes the proof. O

Error estimate

In this section, we state wellposedness as well as an error estimate for the space discretization of
the quasilinear Maxwell equations. It is based on the abstract result in Corollary 4.29 for local
nonlinearities.

Theorem 5.13. Forp > 3, let Q C R? be a bounded domain with CP*t*-boundary. Furthermore,
let the assumptions of Theorem 3.5 be satisfied for R € (0, (9||XHLOO(Q))7%) with R < CzR and
m = p+ 2. Then, there exists hy > 0 such that for all h < hy, the solution y = (H, E) of the
discrete Mazwell equations with Kerr nonlinearity (5.57) satisfies

H, & € C'(Jr, L*(%)*) N C(Jr, Br ()3 (R))-
Furthermore, fort € Jr we have
196(8) — £vHD)] 2y + (1) — £1EWD) 120 < Croe (1 + eCthP

with constants Cyc g, C > 0 independent of h, t, and T', but Cy ¢ depending on both fields H and
€ as well as the nonlinear susceptibility x, including their derivatives.

Proof. We closely follow the arguments in the proof of Theorem 5.9, as the space discretization of
the Maxwell equations is quite similar to the discretization of the multi-dimensional Westervelt
equation.

Thus, we first determine Ciax(h). For Ca(h), we obtain from [Sturm, 2017, Thm. 3.14] the
existence of a constant C¢ > 0 such that

1AVl g(x,,2,) < Ceh™, 1A%l ¢ (a2, < Ceh™!
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holds. Hence, the definition (5.54) of A implies
Ca(h) =Ceh™, (5.72)
which finally together with Lemma 5.6 yields
Crnax (h) = Cin,1Ceh™3. (5.73)

From Theorem 3.5, we obtain the existence of a solution y = (&, €) of the Maxwell equations
with Kerr nonlinearity (3.23) such that

y € C' (Jr, H"*H(Q)°)
holds. Thus, we now check Assumption 4.28 for Z = 2y, x Zy given by (3.24).
(A1) Due to J =TI, (A;) as a direct consequence of (5.62) since p > 3.

(A2) The definition (5.56) of the initial values together with J = Z directly yields Jyo = yo.
Thus, (Asg) is satisfied.

(Az) Since we have J =T, (Aj3) is trivially satisfied.

(As) Asin [Hipp et al., 2019, Thm. 3.3], we obtain from (4.20), the Cauchy—Schwarz inequality,
and (4.19) for £ € Z the estimate

Raéllx = sup ((AZ - LYA)E[ &)y

l€]] =1

= ||Es||u111 (AZS [ &) — (AL L&)y

< sup ((Al'g\g) (ALT¢ | £E) X)+ sup (A(LT — )¢ | £€)
€lx—1 o ¢

< s ((AZE] € ~ (ALTE| £6)x ) + CoIALT —10)]x

Thus, Lemma 5.12 and (5.67) together with Lemma 5.11 yield
[Raéllx < CRP(IE| 5ot (08 x e ()3 (5.74)
Therefore, (As) is satisfied due to p > 3.
(A7) As Lemma 5.8 is also valid here, (A7) follows from (5.43) since p > 3.

Hence, Assumption 4.28 holds, so that Corollary 4.29 yields (5.44). Furthermore, we get from
(4.61) due to J =TI and (5.56) with y = (3, €) and y = (I, €) the estimate

ly(t) = Ly@)]lx < O + ) (T(l)ll})\(ld —LI)ylx + S[(l)lr})H(Id —LI)A(y)Oryllx
g p

+ sup A% (ZA(y)dry) + sup|[Rayllx ).
[0,t] [0,t]
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As we further get from (5.43), (5.35), and (5.42) for £ € Y the bound

AZ(ZE) < ChP||LTE|| » (5.75)
< CRP||¢]ly,

we finally obtain with (5.74) and (5.62) the estimate
[FH(E) = LvH ()| L20) + [1€(F) = LvE®) [l L2()

< C(1+t)e P (SuloHJ'CHHPH(Q)3 + sup|| €| gr+1(0)s + SUPHA(?J)@?JHHp(Qﬁpr(Q)3)~
[0,4] [0.] 0.4

To conclude, since HP(Q2) x HP(Q)) is a Banach algebra, we obtain from the definition (3.22) of
the nonlinearity due to the regularity of x the estimate

S[SIEHA(y)at?JHHP(Q)Bpr(Q)?»

(5.76)
< C(1+49xllwr~@) s[élguerzp(ma) (s{;guamumms - Télguateum(ms),

which yields the constant Cyc ¢ and hence proves the result. 0

Finally, we conclude this section with the following two remarks. First, we comment on the
special construction of the approximation space YV for the electric field.

Remark 5.14. On the one hand, we emphasize that Theorem 5.13 is not valid if we define
the approximation space for the electric field by V¢ = Vy. In particular, in this case the
approximation of the outer unit normal vector in (5.70) is only of order p, which drops the
convergence to order p — % in Lemma 5.12 and hence also in Theorem 5.13.

On the other hand, increasing the polynomial degree for all elements Ky € Ty, seems to be an
overly harsh measure, since [Demlow, 2009, Prop. 2.3] depends only on the approximation of the
boundary. Instead, it would be sufficient to increase the polynomial degree only for elements near
the boundary. However, as local increase of the polynomial degree conflicts with the construction
of the interpolation operator Iy : C(Q) — C(Qy), we do not investigate this further here.

In the following remark, we comment on the assumptions on the continuous solution.

Remark 5.15. Theorem 5.13 is also valid for a bounded domain Q C R? with CP+3-boundary,
as

y € CH(Jp, HP(Q)®) n C(Jr, HPT1(Q)®)

s sufficient to prove the result.
However, since including this refined assumption in the abstract framework requires the in-
troduction of an additional space Z with Z — Z < Y and

(TS CI(JT,ZV) ﬂC(JT,Z),

we refrain from this refinement in the abstract framework. Instead, Assumption 4.22 and As-
sumption 4.23 are based on y € CY(Jp, Z), for the sake or presentation.

In addition, we emphasize that we do not require y to be globally reqular as stated in (3.24).
Instead, Theorem 5.13 is also valid for functions in Z being piecewise reqular on every element
of the exact triangulation T,*.






CHAPTER O

Time discretization of abstract problems

In the following we recall time-integration schemes for the full discretization of the abstract wave-
type problem (3.3). This includes algebraically stable Runge-Kutta schemes and the leapfrog
scheme. Furthermore, we briefly review recent results for algebraically stable Runge-Kutta
schemes.

Throughout this chapter, let 7 > 0 be a constant time-step size and T > 0 be the final
time. Moreover, let N € N with N7 < T be the number of time steps. Finally, we employ for
n ={0,..., N} the notation t, = nr.

6.1 Algebraically stable, coercive Runge-Kutta schemes

In this section we recall algebraically stable, coercive Runge-Kutta schemes with a special
focus on the implicit midpoint rule. Additionally, we briefly review the main results from
[Hochbruck and Pazur, 2017], [Hochbruck et al., 2018], and [Kovécs and Lubich, 2018].

We consider abstract ordinary differential equations of the form

{y’(t) = f(ty(t), teJr,

6.1
y(0) = 10, (6.1)

where Jp = [0,T] denotes the time interval, yo € U is the initial value and f : Jp x U — R, for
an open, simply-connected set U ¢ R% with d € N.

Fors € Nandi,j=1,...,s,letb;,a;; € Rand¢; = 25:1 a;;. Then, the s-stage Runge-Kutta
scheme corresponding to these coefficients is given by

Vi = f(tn + it Yai), i=1,...,s,

S
! .
Ym:yn—i—TZainnj, 1=1,...,s,
=1

S
Yntl =Yn + 7 Y 0¥y,
i=1
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for n =0,...,N — 1. Note that the iterates y,, Yy, and Y, approximate the point evaluations
y(tn), y(tn + ¢;7), and y'(t, + ¢;7) of the exact solution, respectively.

An important tool for the classification of Runge-Kutta schemes are the different concepts of
stability. Hence, in the following we recall the concepts of A-stability, B-stability, and algebraic
stability.

We first consider for i € C the test problem

{y’(t) = py, teJr, 6.2)

y(0) = yo.

Note that the solution y(t) = yoett of (6.2) is bounded for all x4 € C with Rep < 0. This
motivates the following definition of A-stability.

Definition 6.1. A Runge—Kutta scheme with constant time-step size T > 0 is called A-stable if
the numerical approzimations {yn}nen obtained by the application of the scheme to the initial
value problem (6.2) are bounded for all Rep < 0.

Next, we consider (6.1) with f: Jp x U — R satisfying the additional condition
Re(f(tay)_f(taz) |y_Z)>k§O’ tEJTa y,ZGU, (63)

where (- | -), is an inner product on R with corresponding norm ||-||. For initial values yo, 29 € U
with corresponding solutions y, z : J;r — U, we then have

Hy(t)_z(t)H* S HyO_ZOH*a t e JT.
This motivates the following definition of B-stability.

Definition 6.2. A Runge—Kutta scheme is called B-stable if the contractivity condition (6.3)
implies for all time-step sizes T > 0 the relation

lyr = 21l < llyo = zolls-

Here, y1,21 € U are the approximations obtained after one step of the scheme applied to (6.1)
with initial values yo, zo € U, respectively.

Since the contractivity condition (6.3) is satisfied for all test problems (6.2) with Rep < 0,
A-stability is implied by B-stability.

Definition 6.3. An s-stage Runge—Kutta scheme is called algebraically stable if the coefficients
satisfy the following conditions.

(i) For alli=1,...,s, we have b; > 0.

1) The matrixz (mg;). . wen by m;; = bja;; + bja;; — bjb; is positive semidefinite.
3)ij=1,.s 9 Y My J g j 15 P

Algebraic stability implies B-stability, but has the advantage of being easy to check. Note
that Gaufl and Radau collocation methods are algebraically stable. Moreover, these methods
satisfy the following coercivity condition.
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Definition 6.4. An s-stage Runge—Kutta scheme with Runge—Kutta matriz Q = (aij;)

§j=1,..,8
is called coercive if there exist « > 0 and a diagonal, positive definite matriz D € R%*° such that

'DAQ7e > "D, ¢ R

Based on these concepts, we now review some recent results on the time discretization of the
quasilinear evolution equation (3.3).

In [Hochbruck and Pazur, 2017] and [Hochbruck et al., 2018], the authors investigate the
time discretization of (3.3) with right-hand side

F(-,€) = Q8)E, ¢ € By(R),

for a given nonlinearity (). In particular, the quasilinear Maxwell equations (3.16) on the full
space R? as well as both the quasilinear Maxwell equations (3.16) and the quasilinear wave
equation (3.10) on bounded domains Q C R3, subject to Dirichlet boundary conditions, are
considered as specific examples.

Based on the linear operators

the semi-implicit Euler method

Yn+1 :yn“‘TAv(yn)yner n=0,...,N—1,

as well as the implicit Euler method

yn+1 :yn—i_T"z((y’rH‘l)y?H-l? n= 07"‘7N_ 17

are analyzed in [Hochbruck and Pazur, 2017]. More precisely, based on the wellposedness result
presented in [Miiller, 2014, Thm. 3.41] for the continuous problem, the authors prove wellposed-
ness and error estimates in the X- and Y-norm. In [Hochbruck et al., 2018], the wellposedness
analysis and the error analysis are extended to the general class of algebraically stable, coercive
Runge-Kutta schemes.

In [Kovacs and Lubich, 2018], quasilinear evolution equations of the form

Dy(t) = Aly(1))y(t) + Fy(1)), t e Jr,

are considered with a linear differential operator A(¢), £ € By(R), and a regular function F. As
shown in [Kato, 1975], this framework includes various problems posed on the full space, e.g.,
the quasilinear wave equation and the quasilinear Maxwell equations.

In particular, two variants of the implicit midpoint rule

Yn+l = Yn + T“Zl\(gn+1/2)yn+l/2 + T‘F(yn+l/2)7 n = 07 s >N - 1> (64)
with

Yn+1 1 YUn
Ynt1/2 = %, n=0,...,N—1, (6.5)
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are considered in [Kovacs and Lubich, 2018, Sec. 3]. On the one hand, we obtain from (6.4) for

Yi1/o = Ynt1/2 the fully implicit midpoint rule. On the other hand, for

gn_H/Q:%, n=1,...,N -1, (6.6)
and y, /o = Yo, (6.4) corresponds to the linearly implicit midpoint rule. For both variants, the
authors prove wellposedness and an error estimate in )). Moreover, these results are extended
to algebraically stable, coercive Runge-Kutta schemes, including error estimates in ) with both
the stage order plus 1 and the classical order for sufficiently regular solutions.

To conclude this section, we discuss the extendibility of the techniques used to prove these
results for the time discretization of quasilinear wave-type problems with respect to the full

discretization.

Remark 6.5. An essential requirement for the proof of the previously discussed results for the
time discretization of quasilinear wave-type problems is the existence of a continuous isomor-
phism S :Y — X such that

SA£)S™! = A€ + B(&), ¢ € By(R), (6.7)

holds, with B(§) € L(X) being uniformly bounded. This condition arises because the analysis
essentially employs the semigroup theory presented in Section 4.2.2. In particular, (6.7) corre-
sponds to assumption (Hs) in Theorem 4.14.

For (3.3) considered on bounded spatial domains, (6.7) is not only restrictive due to the
associated reqularity assumptions on the boundary, but for specific boundary conditions also with
respect to the additional assumptions on the nonlinearities, cf. [Miller, 201/, Sec. 4.1], where
quasilinear Mazwell equations with perfectly conducting boundary conditions are investigated.

As discussed in Remark 4.17, up to our knowledge it is not clear whether such isomorphisms
exist in the spatially discrete setting. Thus, we analyze the full discretization of quasilinear wave-
type equations based on the same techniques as used in the analysis of the space discretization
in Chapter 4, i.e., we use the inverse estimates (4.1) instead of (6.7).

Next, we focus on the leapfrog scheme.

6.2 Leapfrog scheme

In this section we consider the one-step formulation of the leapfrog scheme, which is an explicit
time-integration scheme for partitioned systems.

For d € N, let f,g: R? — R? be sufficiently smooth functions and ug,vg € R? In the
following, we consider the system

atu = f(’U), U(O) = Uo,

(6.8)
0w = g(u), v(0) =vp.
The leapfrog scheme applied to (6.8) is given by
an+1/2 = Up + %f(vn)a (6'93)
Un+1 = Un =+ Tg(ﬂn+1/2), (69b)

Unt1 = Upy1/2 + 5f(Vnt1), (6.9¢)
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forn = 0,...,N — 1. Note that this is an explicit scheme, which is known to be of classical
order 2. Furthermore, except for the first time step it requires only a single evaluation of the
right-hand sides f and g, as the evaluation of f in (6.9a) is available from the previous time
step.

To apply the leapfrog scheme, we assume additionally to Assumption 3.1 that the problem
(3.3) is a coupled system of partial differential equations. More precisely, we assume for spaces
X =Xy x Xy and Y = Yy x Yy, that the quasilinear evolution equation (3.1) is of the form

A(y()By(t) = Ay(t) + F(t,y(t)), y= <z> , t€Jr, (6.10)

y(0) = yo,

[ Av(u,v) 0 ([0 A _ (Fy(t,u,v)
Ay) = ( ’ 0 AH(u,v)> ’ A= (AH OV> ’ Ft.y) = <F:¢(t,u, v)) )

As in (3.4), we define

B 0 Ap(u,v)) 0 Ay (u,v) 1Ay, (u
Aly) = <Ay(u,v) 0 ) o (AH(u, v) 1Ay 0 > » Y= (v) € By(R),

and

Flty) = (]:v(t,u, v)) :: (Av(u, v) " Fy(t, u,v)>7 te Jp y= (1;) € By(R).

f’;.[(t,u,”l)) AH(’U, U)_IFH(taua 'U)

We emphasize that these assumptions are satisfied for the specific examples, cf. Section 3.2
and Section 3.3. In particular, for the wave equation, we seek the position u and the velocity
v = Owu, whereas for the Maxwell equations, the quantities of interest are the magnetic field
u = H and the electric field v = €.

Note that the abstract quasilinear system (6.10) does not directly fit in the framework (6.8),
as the right-hand sides depend on both unknowns. Nevertheless, we present a modified version
of the leapfrog scheme for the full discretization of (6.10) in Section 7.2.






CHAPTER [

Full discretization of abstract problems

We now consider the full discretization of the quasilinear evolution equation (3.3). Following the
method-of-lines approach, we combine the space discretization from Chapter 4 with the time-
integration schemes presented in Chapter 6. In particular, we prove for the implicit midpoint
rules and the leapfrog scheme wellposedness as well as a rigorous error estimate.

Throughout this chapter, we employ the following short notation for the sake of presentation.
For the numerical solution g, = y(t,) of (3.3) at time ¢, we write

Ay = A@n), Fn = f(tn,ﬂn), :Zﬂ = A(Ign)a Fn = ]:(tn,IZAjn) (71)

Correspondingly, for the numerical approximation y,, obtained by either of the time-integration
schemes applied to (4.12), we set

A, = Aly,), Fn = F(tn, Yn)- (7.2)

7.1 Linearly and fully implicit midpoint rule

In this section we consider the fully implicit midpoint rule applied to (3.3)

Ynt1 = Yn T TAn+1/2yn+1/2 + T]:n+1/27 (7.3)
with
Y Ty
Yny1/2 = 771“2 =, (7.4)

cf. (6.4) and (6.5). Asproposed in [Kovacs and Lubich, 2018] for quasilinear wave-type problems
on unbounded domains, we also consider the linearly implicit midpoint rule

Yni1 = Yn + TA12Yn11/2 + TEni1/2, (7.5)
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where the approximations at the midpoints appearing in the nonlinearities are replaced by

Syn ~Yn-1

Yorr0= 7 9 n=1...,N—1, (7.6)

and Yy0 = Yo cf. (6.4) and (6.6). This can be seen as an extrapolation based on the approxi-
mations computed at two previous time steps. The scheme is computationally efficient, as the
implementation only requires the solution of one linear system in every step, whereas we have
to solve a nonlinear system of equations in every step of the fully implicit scheme (7.3). We will
also use it for the analysis of the fully implicit scheme, by approximating the nonlinear scheme
by a sequence of linear ones.

Remark 7.1. All results can also be generalized to variable step sizes T; € [Tmin, Tmax|, © =
1,...,N, for 0 < Tmin < Tmax < 00 fized. For the linearly implicit midpoint rule, we then use
the extrapolations

Tn41

%(yni’yn—l)y n:].,,Nf]_

Yoi1/0 = Yn T

Proving the existence of a unique solution of (7.3) in the required spaces is significantly more
involved as its counterpart for the linearized scheme (7.5). Hence, we focus in the first part
on the linearly implicit midpoint rule and extend these results in the second part to the fully
implicit midpoint rule.

We first derive error recursions for both schemes. Hence, let n =0,..., N — 1. We first state
that the exact solution y of (3.3) satisfies a perturbed version of (7.3) and (7.5). To do so, we
introduce for 9 € [0, 1] the notation

Untw = y((1 — 0ty + Ftpgr).
Hence, we get
Unt1 = n + TAni1/20nt1/2 + TFnt1/2 + Onta, (7.7)
for some defects d,,+1. We further employ the defects

8\ §n+1 + gn

nt1/2 = Ynt1/2 — 5 (7.8)
and the discrete errors
e, = Thn — Yo, Ciryn = y (7.9)
These errors satisfy
€ni1 =€, + T/jﬂ+1/2€n+l/2 +T9n41 (7.10)

where the right-hand side is for the fully implicit midpoint rule given by g,, .| = gl,jIH, with

9511 = (zn+1/2—v4w+1/2)yn+1/2 - -Fn+1/2 + %j(gn+1_gn) + zn+1/2\7(8\n+1/2_gn+1/2)'
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Similarly to the spatially discrete case, we apply the adjoint of the lift operator L} [¥,,11/2] with
respect to the weighted inner products to (7.7) and add the result to the right-hand side, cf.
(4.43). This yields

gni1 = (znﬂ/z —Au1/2)Ynirye + ?n+1/2 — Frorij2 + £(T = L3Uns1/2) Gnt1 — Tn)
+ L3 Gns1 /2 Frsrjas — Foirjp + (Ansrpd — £2[5n+1/2]«1n+1/2)(3n+1/2 = Ynt1/2)

+ Ly [gn+1/2]jn+1/23\n+1/2 + LLA[Unr1/20n41-
(7.11)

For the linearly implicit midpoint rule, the same approach yields (7.10), with g,,,; = g%il and

g1 = (:’Zn+1/2 - An+1/2)yn+1/2 + -7N'-n+1/2 —Fn12t 1T - LA Un+1/2)) Unt1 — Un)
+ ﬁ}k\[gnﬂ/z]fnﬂ/z = Frgie + (Anp1 2T — ﬁ}k\[ﬂn+1/2]jn+1/2)(gn+1/2 ~ Ynt1/2)
+ L3 [Fnr1/2Ans1/20041/2 + LLA [Tt /2]0n41,

(7.12)
which only linearly depends on y,, /2 and hence also on the unknown y,,, ;. Here, we used the
short notation

An+1/2 = A(ynH/Q), £n+1/2 = 7(tn+1/2,gn+1/2)- (7.13)

We introduce the following sharper version of Assumption 4.23, to gather all assumptions on
the solution of (3.3) in one statement.

Assumption 7.2. Let Assumption 3.1 be satisfied. The quasilinear Cauchy problem (3.3) has
a unique solution with maximal time of existence t*(yo) > 0, i.e., for every T < t*(yo) there is
a unique solution y of (3.3) satisfying

y € C3(Jp, X)NC?(Jp,Y) N CH(Jr, Z2) N C(Jr, By(R)).
Additionally, there are R%, R > 0 such that the solution satisfies

10y () ly < R™, @@y By < B
uniformly fort € Jp.

We now state the bound for the discrete error of the full discretization with either of the
implicit midpoint rules. To do so, we require that the discretization parameters 7,h > 0 are
chosen such that there exist €9, Cy > 0 with

TChmax(h)? < Coh®, (7.14)

where Cipax(h) is the constant defined in (4.45). Despite the fact that the implicit midpoint
rule is in general unconditionally stable when applied to linear problems, we can not avoid this
step size restriction here, as it is necessary to bound the iterates in the stronger space Y for the
scheme to be wellposed. Hence, as stated in [Makridakis, 1993], this restriction is not induced
by the techniques used for the analysis, but inherent in the problem itself.
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Theorem 7.3. Let Assumption 4.22 as well as Assumption 7.2 be satisfied and T < t*(yo).
Then, there exist hg, 79 > 0 such that for all h < hg and T < 19 satisfying the step size restriction
(7.14), both the fully and the linearly implicit midpoint rule (7.3) and (7.5), respectively, are
wellposed and satisfy for n =0,..., N the error estimate

Ctn,
leallazz < CQ+ e (llegllaczze) + 72([%gp]||6ty\|y + sup [|07ylly + sup 107yl x)

sbn O»tn

F T Tl t s [Ral(0)(sn)lx -
[0,tn] $1,52€[0,tn]

+ sup [Raylx + sup [Re (- y)x)
[0,tn] [0,tn]

with a constant C' > 0 independent of T, h, n and T'. Moreover, 7y depends on the constants
0, Co from the step size restriction (7.14).

The proof of this theorem is postponed to the respective subsection.
The following corollary, which is a direct consequence of the theorem, then yields convergence
of the full discretization with either of the implicit midpoint rules.

Corollary 7.4. Under the assumptions of Theorem 7.3, the error of the linearly or fully implicit
midpoint rule (7.3) or (7.5), respectively, for n =0,..., N is bounded by

ly(tn) = Lynlla < IId=LT )y(ta)]lx + C(1 + ti)e (ijo — Yollx + [glip]H(I - Jyllx

+ 72(sup |0kylly + sup |02yly + sup||dy]|x)

0,tn (. 0,tn
+ sup  [Ray(s1)0w(s2) | x + sup [Raylx + sup |Re () x)
sl,ng[O,tn] 0,tn, 0,tn
(7.16)
with a constant C' > 0 independent of 7, h, n and T. Furthermore, we have
lly(tn) — Ly, ||x — 0, n=20,...,N, (7.17)

for T, h — 0 satisfying the step size restriction (7.14).

Proof. As in Theorem 4.20, we first split the error into

1y(tn) = LY,llx < [(Id =LT)y(tn)llx + Cclle, | x,

where the first term already appears in the right-hand side of (7.16). The bound for the second
term follows directly from the norm equivalence (4.10) and the bound for the discrete error
(7.15). Finally, Assumption 4.22 yields (7.17). O

Furthermore, we combine the results from Section 4.4 for the discretization of local nonlin-
earities with the full discretization, which is in particular useful for the later examples.
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Corollary 7.5. Let Assumption 4.26 be satisfied. Then, the statements of Theorem 7.3 and
Corollary 7.4 are also valid if we replace Assumption 4.22 by Assumption 4.28. In particular, the
error of the linearly or fully implicit midpoint rule (7.3) or (7.5), respectively, for n =0,..., N
s bounded by

ly(ta) = Ly, llae < |1 =LT)y(tn)llxc + C(L + t)e " (ijo — Yollx + ;gp]H(I - Tyl

+ TQ(E)gp]HatyHy + sup |07 ylly + Sup]H@f’ny) + sup (T — )0l x

?t'l’l 1t wn

+ sup  [Id—LT)A(y(s1))0y(s2)llx +  sup  AH(TA(y(s1))dey(s2))

$1,52€[0,t5] $1,52€[0,tn]
+ sup|[Rayllx + sup [[(Id —LL)F(,y)llx + sup AE(ZF(-y))),
,tn Jtn tn

with a constant C' > 0 independent of 7, h, n and T.

Proof. The result is a direct consequence of Lemma 4.27 and Theorem 7.3. 0

We conclude this section with a bound for the defects d,+1 and gn +1/2, as these defects arise
in the analysis of both schemes.

Lemma 7.6. Let Assumption 7.2 be true. Then, the defects satisfy

116n41llx < CT° sup [|07yllx, 16n11/2lly < CT2 sup [07ylly
[tnstnt1] [tnstnt1]

forn=0,...,N —1.
Proof. Using (3.3) in (7.7) implies

Ont1 = Unt1 — Un — TOY(tny1/2)- (7.18)

Hence, the result follows from Taylor’s theorem. More precisely, there exist U1 € (t,41/2,tn+1)
and U2 € (tn,t,41/2) such that

2 3

Unt1 = Y(tps12) + 300y (tns1 o) + 3507 Y(tnr12) + § 5 00 y(91)
and

T

n = Y(tus1/2) — 50y(tnsrja) + 302y (bt ja) — 505y (0s)

hold. Inserting these results in (7.8) and (7.18) yields together with A € £(), X) the result. [

In the following subsections, we first prove wellposedness of the respective scheme together
with an error estimate. Finally, this allows us to prove Theorem 7.3.
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Figure 7.1: Illustration of the different radii used for the solution (left) and the differential
operator applied to the solution (right).

7.1.1 Linearly implicit midpoint rule

This section is devoted to the analysis of the linearly implicit midpoint rule (7.5). In general, one
would first prove the wellposedness of the scheme before tackling the error analysis. However,
as in the semi-discrete setting in Section 4.3, this approach is not suitable in our case, as these
proofs are intertwined here. On the one hand, we naturally need the unique existence of the
next approximation to bound the error. On the other hand, we need the error estimate to prove
the required bounds for the numerical solution in the Y-norm, before we can go to the next but
one approximation. Hence, our approach is to show existence of the next approximation and
the corresponding error estimate alternately by induction.

As in Section 4.3, the wellposedness of the scheme does not only imply that there exist
uniquely defined iterates, but they also have to be bounded in Y such that Assumption 4.1 is
applicable. Therefore, we employ the same radii as in the semi-discrete case, i.e., let R, R > 0
with CzR < R be chosen such that both Assumptions 3.1 and 4.1 are satisfied. Let further
R% RA, RA > 0 with CzRA < R4 such that Assumption 7.2 is satisfied.

For n < N, the application of n steps of the linearly implicit midpoint rule is depicted in
Figure 7.1. On the left-hand side, we have again the interpolation of the solution Zy of the
continuous problem (blue), which satisfies

|Zy(t)|]| < CzR, t e Jr,

due to the boundedness (4.18) of Z and Assumption 7.2. If the first n steps of the scheme are
wellposed, this yields the existence of uniquely defined approximations y,,...,y, € J (green).
Additionally, these approximations satisfy

lynlly < 3(CzR+ R), n=1,...,n.
The difference Zy(t,) — Yy, is again indicated by the red line. As in the semi-discrete case, we

observe a similar behavior for A(y)y and A, y,, for n <n with different radii. This is shown on
the right-hand side.
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(W) (En) (W)

n+1an

(Cy)

Figure 7.2: Roadmap for the analysis of the abstract fully discrete scheme with the linearly
implicit midpoint rule.

Roadmap to prove wellposedness and error bounds

Our proof consists of the following steps.

(W) From Assumption 3.2, we have wellposedness of the continuous quasilinear Cauchy problem
(3.3). In particular, we get that there is a unique solution y of (3.3), which satisfies
llylly < R uniformly on Jp. The radius R is given by Assumption 3.1.

W, ) Based on the assumption that the first 7 > 0 steps are well defined, we prove in Lemma 7.7
n
that there exists a range of time steps 7 € (0, 7'6]’ w) such that the next iterate y, . exists
and satisfies ||y, [y < R. To be more precise, we first prove that the scheme uniquely
defines y, 4 in X and introduce T(Z w as the supremum over all time steps for which y, 4
satisfies essential bounds for the error analysis. In order to ensure 7'67’ w > 0, we finally
employ that Y is a finite-dimensional space to provide a lower bound for 7'(7)7’ w-

(Ey) In Lemma 7.8 we prove an estimate for the error e, ., = Jy(ty+1) — y,41 based on

the errors of the previous iterate e, in X using energy techniques. We further prove

n
a corresponding result for e, /2 in Lemma 7.9, as the first step of the linearly implicit

midpoint rule differs from the others in the approximation of the midpoint y, /2 = Yo

(Cy) 1If for n < n the numerical approximations y,, satisfy |ly,, — Zy(t,)||y — 0 uniformly in n
for 7,h — 0 under the step size restriction (7.14), we also obtain |y, — Zy(t)+1)[ly — 0
using the inverse estimate (4.1).This shows that step n+1 of the linearly implicit midpoint
rule applied to (4.12) is well defined. Thus, we proceed with (W 1).

Overall, we show Theorem 7.3 by induction, as we alternately prove (W), (E,), and (C,).
This approach is illustrated in Figure 7.2, where the analysis of the linearly implicit midpoint
rule is indicated by the blue ellipse.

In the following lemma, we address the wellposedness of one step of the linearly implicit
midpoint rule.

Lemma 7.7. For 0 <n < N fized assume that

lyylly < 3(R+CzR), [ Ag,lly < 5(R*+CzRY),  ly, Iy <R (7.19)
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If n > 0, we further assume

19,1/l < B, 1A, 129, -12lly < R™ (7.20)

Then, there exists T&W > 0, which may depend on the space discretization parameter h, such
that the linearly implicit midpoint rule (7.5) has for all T < T&W a unique solution y, . € X,
which satisfies

1Ypi1/2llys lYgally < R, 1Ay 1/2Y, 11 0lly < R
Proof. The proof consists of two parts.

1. To show the existence of the next approximation y, ; in X, we add y, on both sides of
(7.5) with n = n and divide by 2. By (7.4), this yields

(Id _%An+1/2)yn+1/2 =Yy + %zn—&-l/? (7'21)

First, we observe that these expressions are well defined due to (7.19) and Assumption 4.1.
Since the operator A, ,/; is a maximal dissipative operator in (X, H'HA(%H/Q)’ its re-

solvent (Id—%AUH/Q)_l exists for all 7 > 0, cf. [Engel and Nagel, 2000, Thm. 11.3.14].
Hence, there exists a unique solution y 5 € X of (7.21), which yields Ypt1 € X by

(7.4).

n+1/

2. Next, we show the bounds for the approximations with respect to Y. Let

Tow = SUp{7 2 0] [y 41 0lly: luplly < R,

(7.22)

It remains to prove 73, > 7«(h) > 0, where 7,(h) for 7¢ depends on the spatial dis-

cretization parameter h, but is independent of 7. However, it is important to keep in mind
that this lower bound only ensures 7'677 w > 0 for an arbitrary, but fixed space discretization
parameter h. Thus, there is no necessity to keep track of the exact lower bound 7. (h) > 0,
so we always take 7,.(h) as the minimum of all upper bounds for the time step we used
before in order to simplify the notation, i.e., 7.(h) is monotonically decreasing throughout
the argumentation, but strictly positive.

Since the discrete spaces are finite dimensional, we obtain from the inverse estimate (4.1),
the definition (4.13) of A, the bound (4.16) for A=!, and the bound (4.29)

14, 1720l e () < Cy,x(h)ex' Ca(h)Cay(h).

Hence, there is 7.(h) > 0 such that the Neumann series yields

||(Id—§A77+1/2)_1HL(y) <(1- %||Av7+1/2”L(y))_1
< (1-2Cyx(h)cy'Ca(h)Cxy(h))
SR+1CzR
- R+CzR '’

-1
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for all 7 < 7 (h), where we used R > CzR in the last step. Hence, we get with (7.19)

T -1
1Id—3A,:1/2) yylly < ;(3R+ CzR).
Using the boundedness (4.6) of F and (7.21) we deduce

3 1

1 T
”yn—i-l/QHy < 1(3R+ CzR) + fm

Cr < R,

for all 7 < 7 (h), with 7. (h) > 0 sufficiently small.

To prove the bound for AWH/QynH/Q, we obtain from (7.21)

T -1 T
An+1/2yn+1/2 - (Id —§An+1/2> An+1/2 (yn + §£r]+1/2)a (723)

for 7 < 7(h). Since R4 > CzRA, we derive with similar arguments as before

A
SR+ JCzRA

, 7.24
RA+ CzRA (7:24)

-1
H(Id_%Aﬂ+1/2) HL()?) <
for 7 < 7. (h). Using the triangle inequality and the inverse estimate (4.1), we compute

A +1295lly < Cyx (W[ (Aysa/2 — Ag)ysllx + A, lly,

where we further employ (4.14) to get

1Ay 1125 ly < Cyx (W LalAyy,llylly, o = vnllx + [ Agyylly
<1+ Cyx(Lally,,, , — Yyllx) [l Agy,lly.
We now have to consider the following two cases depending on n. If n = 0, we have

Yy = Yo and hence (7.19) yields [|.A; 2yolly < R*. For ) > 0, we further compute with
(7:20) and (4.6)

Hyn - ynflnx

1A 1/2Y—1/2 + Ep12llx
(RA + CX,y(h)CF).

||g,7+1/2 —Ypllx =

IN
N N ol

Thus, we have shown the bound

1A 417291y < (14 5Cay (M) [ Any, 1y, (7.25)

with a constant C 4, (h) = C'y x(h)La(R* + Cxy(h)CF).

Finally, we obtain from (4.1), the definition (4.13) of A and F, as well as the bounds
(4.6), (4.16), and (4.29) for F, A=!, and A, respectively, the estimate

1A +1/2F p+1/2ly < Car(h), (7.26)

where the constant is given by C4x(h) = Cy x(h)cy'Ca(h)cy' Cx y(h)CE.
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Hence, using the bounds (7.19), (7.24), (7.25), and (7.26) in (7.23) proves
SRA+ 1CLRA

T 1 A A
||An+1/2yn+1/2||y < (1 + §CAy(h))Z(3R +CzR”) + 3 2 RA—i— C7RA aF(h).
As before, this yields the existence of 7,.(h) > 0 such that
1A 1/2Y541/2lly < RA (7.27)

holds for all 7 < 7.(h).

Combination of (7.19) and (7.27) Wlth (4.6) in (7.5) finally yields the bound for ||y, .|y
for all 7 < 7, (h) with some 7,(h) >

Thus, we have shown T&W > 1i(h) > 0.

Finally, we point out that the estimates in the second part of this proof are far from sharp, as
we see at the end of this section. Nevertheless, they are necessary and sufficient to ensure the
wellposedness of the scheme. O

As we have seen in the previous lemma, there is an interval (0, T& «) such that all time-step
sizes taken from this interval yield a wellposed scheme (7.5). This allows us to tackle the error
of the scheme in the next lemma, i.e., we bound the error after one step of the linearly implicit
midpoint rule with respect to the errors at previous time steps and discretization errors in space.
We keep track of the constants appearing with the linearization Yyi1/or 88 they are important
in the next section, where we analyze the fully implicit midpoint rule.

Lemma 7.8. Let Assumption 7.2 be true. If the assumptions of Lemma 7.7 are satisfied for

0 <n < N fized, the error of the linearly implicit midpoint rule satisfies for T < Tgw the bound
2

etz < 1+l g + Cerl TTperse = 8,1 ol o

+07(sup [0yl +  sup 107913) + CTI(T — T)iselit

[tnvtn+1] [tn—lvtn-&-l]
+or( - swp [Ra(y(s1)0(s)lx + s [IRayl%+ sup [[Re(, )% ),
51,52€[tn,ty+1] [tnstn+1] [tnstnr1]

(7.28)
with constants C,Ce > 0 independent of n, h and 7.

Proof. For the sake of presentation, we use the notation

(1= ')A(I§n+1/2)7 I+ = ||.||A(I§n+1/2)

throughout this proof. Following the approach presented in [Hochbruck et al., 2018, Lem. 5.1},
the proof is based on energy techniques. First, using (7.9) together with (7.10) yields

el = llegll? = (er + e, | eger—e,).

A LI
=27 (6,7+1/2 | -An+1/2‘3n+1/2 + 9n+1>*

Due to the definition (4.13) of A and the dissipativity (4.5) of A, we obtain

(7.29)

(en+1/2 ‘ Zn+1/2en+1/2)* = (en+1/2 ‘ Aen+1/z)X < 0.
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Thus, we get with Young’s inequality

legallZ = llenlls < Tley i1/l + Tlgyiall?. (7.30)
To further bound these terms, we use again (7.10), (4.13), (4.5), and the Cauchy—Schwarz
inequality to compute
2 A LI
”en+1/2H* = (€n+1/2 e ) +3 <en+1/2 ‘ Av;+1/2€n+1/2 +9n+1)*
< lleysjoll«(lleglle + Zllgiial.)-

Hence, we have

leqsiyalls < lleglh+ 5 gyl (7.31)

which, together with (7.30), implies
legallZ < (1+CT)lleyllZ + CTllgyiall? (7.32)

with a constant C > 0 independent of 7 and h. We now focus on [|gp},[|.. First, the definition
(7.12) of gn 1 yields with the triangle inequality

gyl < ||(-An+1/2 — A 12) Y1l + H}-n+1/2 = Foi12ll«
+ (T — ‘C’A[yn+1/2]);(yn+1 — Y|l + ||£A[yn+1/2]-/%n+1/2 - %n+1/2||*
+ ||(jw+1/2j - 57\[3777+1/2]jn+1/2)(3n+1/2 = Unt1/2) ||«
+ ||£7x[§n+1/2]jn+1/2)gn+1/2H* + H%‘Cj\[gn+l/2]57l+1”*'

(7.33)

We consider all terms separately. For the first term, we have with (4.10), (4.14), and Lemma 7.7
for 7 < T&W the bound

1(Aps1y2 — A 2) Y2l < CALAHAn—l-l/Qyn+l/2H)"|Iy77+1/2 Y pllx

< 02 LARA(H(I T )nt12llx + ca HJ?JWH/? n+1/2H )-

Similarly, we derive for the second term with (4.10) and (4.15)
— 1 N
[Fnt12 = Epsrjelle < CALFIZYpirjo =Y, 0yl
1 _1
< CXLF(”(I - j)yn+1/2||x +cp’ ijn+1/2 - QnH/QH*)-
Due to (4.23), we further get for the last terms

||£7\[Z7n+1/2]v4 +1/2) 12« + B LA Ynr1/2)0n 41l < C(|\Agn+1/2||x + ||%5n+1||?€)-

As the other terms in (7.33) are covered by Lemma 4.19, we get with

~ ~ tn+1
Yn+1 — Yn = /t Ory(s) ds

n
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and (7.8) for the right-hand side

lgrtalls < CUNT = T)nrrpallze + 1T Grsz = Y, ol + sUD I RA(G41/2) 00yl
[t tn+1] (7.34)

+ RA@n+1 + Un)llx + I1RE (Eys1 /25 U /2) |2 + ||A5n+1/2\|«¥ + H%%HHX)'

Finally, the norm equivalence (4.11) yields

leqillizg, . < 1+ Cn)llegiall?

7.35
eyl < (1+C7)lle 739

Az
NA(Zyy)®

Hence, (7.32) and (7.34) imply

”e’7+1”i(f§n+1) < (1+C7)le, ||A +C7'(||(I «7)1/77+1/2Hx+”~79n+1/2 7I+1/2Hi(I§n+1/2)

+ sup HRA(?JnH/z)atny + [|RA @1 + Tn) I3 + [ Re(t T]+1/2a§17+1/2)H2X

[tn 7tn+1

+ 1AG 12l + 12641013 )-
Due to A € £L(), X), the estimates for the defects from Lemma 7.6 conclude the proof. O

Using the preliminary lemmas, we are now able to provide an error estimate for the linearly
implicit midpoint rule. However, we have to take special care of the first step, since we derive
from the Taylor’s theorem and the continuity (4.11) of the state-dependent norm

T||J?71/2 - g1/2||i(fy“1/2) < CX10?77||§1/2 - :ﬁoH%; + 7 TG0 ~ yo”i (Zy1/2)

i ) 7.36
SCAchJZ sup ‘|8tyHy+(1+C/T) THeOHA (Zyo) ( )

tot1/2

Nevertheless, we would still get convergence of order % in time for the global error, as we do not
need Gronwall’s inequality for the first step. However, as the rest of the scheme is of order 2 in
time, this is still not satisfactory.

Hence, we next provide an alternative error estimate, which is used later only for the first
step. In particular, compared to (7.28) we allow for a larger factor to be multiplied by ||en||i )
in order to gain powers of 7 for the other terms.

Lemma 7.9. Let Assumption 7.2 be true. If the assumptions of Lemma 7.7 are satisfied for
0 <n < N fized, the error of the linearly implicit midpoint rule satisfies for T < Taw the bound

2
|’6W+1|’A(I§n+1) < CHenHA ) + Cet ||«7yn+1/2 7]+1/2HA (Zons1/2)

+0( s 03B+ sup 0BI3) + CrIE ~ Dl

[tn,tn+1] [tn—1,tn+1]
v (s IRAWE)Is) R+ sup [Raglk+ sup [Re( o))
81,52€[tn,tn41] [t tn+1] [tntn+1]

(7.37)
with constants C,Ce > 0 independent of h and 7.
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Proof. To prove this result, we proceed mostly as in the proof of Lemma 7.8, but modify the
treatment of the time-step size 7. From (7.29), using different weights in Young’s inequality, we
get

LI
legallZ = lleyls < ey yollZ + 72l gyl
instead of (7.30) and thus with (7.31)
LI
leg 12 < ClleylZ + C72llgyiallz,

instead of (7.32). Using now the same arguments as in the proof of Lemma 7.8 yields the
result. O

Based on these lemmas, we now prove the main result of this section.

Proof of Theorem 7.3. The proof is done by induction, where we alternately use Lemma 7.7 to
prove existence of the next approximations and Lemma 7.8 to prove the error bound

n—1

ez < Cllealizzy +O7 L lec Az + Ctn o lIZ - Tl

r=0 tn
+ Ctor (sup |9pyll3) + sup |97yl + sup [Py ) (7.38)
[0,tn] [0,¢n] [0,tn]
+Ctu( sup  [Ra(y(s1)duy(s2)l% + sup [Raylk + sup [Re (- y)ll%)
Sl,SQE[O,tn} [Oytn] [O,tn]

forn =0,...,N. To conclude, we show that, based on the error estimate, we can improve the
upper bound for the norm of the next iterates in Y such that they again satisfy the assumptions
of Lemma 7.7, and go to the next step.

For n = 0, Assumption 4.22 yields the existence of hy > 0 such that the initial value satisfies

lyolly < 3(R+CzR), 1A(yo)yolly < 3(R* + CzR™Y),

for all h < hy. Thus, Lemma 7.7 is applicable, since Yy = Y0 € By(R). Then, (7.37) together
with (7.36) yields the result.

For the induction step, we assume that the assumptions of Lemma 7.7 are satisfied and the
error bound (7.38) holds true up to some n = n € {0,..., N — 1} arbitrary but fixed. Hence,
the assumptions of Lemma 7.8 are also satisfied. To close the induction argument, we show that
this is also the case for n =n + 1.

First, Lemma 7.7 yields the existence of

Ynt1/20Ynt1 € By(R), An+1/2y77+1/2 € By(RA).

In order to use the estimate from Lemma 7.8, we derive from (7.6) and the triangle inequality

1T G172 = Yy 1 pollaczs, va ) < 20T = Ynlla@s, pr o) + 21T 901 = Ynallag, oy 0
1 ~ ~ ~
+ 31T RYns1/2 = 300 + In-1llazz, 1. )
sleglas, . +3llenillagg,, . + cr*  sup  [67ylly,

[tn—1ty41/2]
(7.39)
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where we used (4.10), (4.17), and Taylor’s theorem in the last step. Due to (4.11), we get

I <(14+C7)|e

Az Az
nil A(Iy7]+1/2) 7771 A(Iy’ﬂfl)

Hence, this yields together with the norm equivalences (7.35) and the error estimate (7.28) the
bound

2 2 2 2
lenillag, ) = leallag,) + Cllenliaag,) + CTlen1llaag, )

+07(sup [0ulk +  sup 107913) + CTI(T — T)iselik

[tnvtn-kl] [tn—lvtn+1]
+0r( swp [Ra(u(s1)Ay(s2)lk + swp [IRayli+ sup [[Re(, )% ).
51,32€[tn7tn+1] [t7}7t71+1} [tnvthrl

Using the induction hypothesis to replace ||en|]i(15 > We further get
n

n
2 2 2
||en+1||A(I§n+1) < CHeOHA(I'yVO) + CT;}HGTHA(I'JT)
r=

+ Oty (_swp [9yl% + sup |92y]3) + Ctyr sup (T — Tyl

[Ovt’fﬂrl] [07t77+1} [O’tn+1]

+Ctya( s [ Raly(s1)dy(s2)l% + sup [IRayl + sup [Re( )% )
51,52€[0,tp41] [0,tn41] [0,tn41]
Finally, the discrete Gronwall inequality and taking the square root yields the error estimate
(7.15) for n =n + 1.
To conclude the proof, we have to ensure that the assumptions of Lemma 7.7 are also satisfied
for the next step n = n + 1, i.e., we have to ensure

Yy ally < 3(R+ CzR), A1y ly < 3(RA +CzRY), (7.40)

and

||277+3/2H)7 <R. (741)

Furthermore, we have to provide 79, hg > 0 independent of 1 such that the linearly implicit
midpoint rule is wellposed and (7.15) is satisfied for all 7 < 79 and h < hg under the step size

n

restriction (7.14). In particular, this then implies 75, > 7o.

For (7.40), we get from the error estimate (7.15) and Assumption 4.22

Cmax(h) €41l =0,

for 7,h — 0 satisfying the step size restriction (7.14). Thus, Lemma 4.24 directly yields the
existence of 1, hy > 0 such that (7.40) is satisfied for all 7 < 75 and h < hg satisfying the step
size restriction (7.14).

To prove (7.41), we proceed as in (7.39) to compute

~ 2 2
1T U372 = Y,y 50l a@i, vay0) < Cllentillay, o)) T Clenllamg, g + €7 ) iup/ 107 ylly-
n'n+3/2
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Thus, the inverse estimate (4.1) and the norm equivalence (4.10) yield

2 sup [9Rylly).

bystyt3/2

| TGnssre =Yy slly < CCyx () (legillaczy, o) + lesll gy + 7

Note that the error estimate (7.15), which we just proved to be true for n = n+ 1, together with
(4.1) and Assumption 4.22 yield that there exist 73, hg > 0 independent of 7 such that

1 L4372 — y,]+3/2||y < Cyx(W)|(Z — T)Uyssy2lla + 1T Unrs2 — yn+3/2||y
<R-CzR

holds for all 7 < 73 and h < hg satisfying the step size restriction (7.14), as all terms in the first
line vanish for 7, h — 0. This yields (7.41), since we have

19, 5/01Y < NZYnss/2lly +1ZYnss2 =y, 3 0lly < R

Due to (7.39), Lemma 4.24 further yields the existence of 74, hy > 0 such that

||An+1/2yn+1/2||y < R4

holds for all 7 < 74 and h < hy satisfying the step size restriction (7.14). Thus, as (7.40) and
(7.19) yield

19112l 1Yp4ally < R,

for 7 < min{m, 73} and h < min{heg, h3} under the step size restriction (7.14), we finally define
T0 *— min{72,73,7'4}, ho = min{hl,hz,hg,h4},
which concludes the proof. O

In the next subsection, we use the results shown for the linearly implicit midpoint rule to
analyze also the fully implicit midpoint rule.

7.1.2 Fully implicit midpoint rule

We now focus on the fully implicit midpoint rule (7.3). Here, the main difficulty is to prove the
existence of the next iterates, even under the step size restriction (7.14). For the linearly implicit
midpoint rule, the corresponding wellposedness result is shown in Lemma 7.7. However, since
we take the supremum in (7.22) over all time steps for which the scheme is wellposed, the proof
thereof crucially depends on the linearity of the scheme. Hence, this is not directly applicable for
the implicit treatment of the nonlinearity, as the existence of the iterates for nonlinear schemes
is not even guaranteed for slight variations of the time step. In particular, if we follow the
same approach as in the previous section, we would be stuck with the very restrictive step size
restriction used in the proof of Lemma 7.7 to ensure 79y > 0.

To circumvent these difficulties, we use a fixed-point iteration in every time step to derive a
sequence of linear problems. These are covered by the results from the previous section. We
consider for n < N fixed the sequence (yg +1)keN,, which is recursively defined by

k+1 k k+1 k
yﬂil — yn + TA77+1/2y7711/2 + T.Fn+1/2, k Z 0, (742)
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(W) — () ——wy) L) w )
ol ~\L/
n+1l~n
(cy) 0Nk

Figure 7.3: Roadmap for the analysis of the abstract fully discrete scheme with the fully implicit
midpoint rule.

and ng = 2E77+1/2 — Yy, where we use the notation

A1];+1/2 = A(yﬁﬂ/z), -7'-7];+1/2 = f(tn,y’£+1/z)- (7.43)

The approximation of the midpoint Y1/ is the same as in the definition of the linearly implicit
midpoint rule (7.6). Similar to (7.4), we employ the notation

k
k Ypi1 t Y
Ypiijg = gt 5 1 k> 0. (7.44)

If the sequence given by (7.42) has a fixed point, this is the next approximation Y41 of the fully
implicit midpoint rule.
Note that in this section we use the same radii as introduced in Section 7.1.1, cf. Figure 7.1.

Roadmap to prove wellposedness and error bounds

The idea for the analysis of the full discretization of quasilinear wave-type problems with the
fully implicit midpoint rule is essentially the same as for the linearly implicit midpoint rule.
However, the proof of the wellposedness of the scheme is more involved, as we consider a fixed-
point iteration to prove existence of the next approximation. Nevertheless, we again assume
that the first > 0 steps are well defined. Then, the roadmap consists of the following steps.

(W) From Assumption 3.2, we have wellposedness of the continuous quasilinear Cauchy problem
.3). In particular, we get that there is a unique solution y of (3.3), which satisfies
3.3). 1 ticul t that there i i luti f (3.3 hich satisfi
llylly < R uniformly on Jp. The radius R is given by Assumption 3.1.

(W; ) Based on the assumption that the first 7 > 0 steps of the linearly implicit midpoint rule and
the first k > 0 steps of the fixed-point iteration are well defined, we prove in Lemma 7.11

that there exists a range of time steps 7 € (0, 79,w) such that the next approximation yf]ﬁ

of the fixed-point iteration exists and satisfies ||y'f]i}||y < R, using the corresponding

result for the linearly implicit midpoint rule.

(E¥) In Lemma 7.12 we prove an error estimate of the fixed-point iteration, i.e., we prove a
bound for the error enil =y(tys1) — y77 11 ! hased on the error of the previous approxima-
tions ey | and e,.
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Ilf/(tﬂrl)

Figure 7.4: Illustration of the fixed-point iteration.

(C}) If for k < k the iterates satisfy ||y§+1 —Zy(ty+1)|ly — 0 uniformly in % for 7,h — 0 under
the step size restriction (7.14), we also obtain Hy';i} — Zy(ty+1)|ly — 0 using the inverse
estimate (4.1). This shows that step k+ 1 of the fixed-point iteration is well defined. Thus,

we proceed with (W;H).

(Ly) In Lemma 7.13, we prove by induction that the fixed-point iteration is well defined, as we
employ alternately (W7), (Ey), and (Cy). Further, we show in Lemma 7.14 that (7.42)
defines a Cauchy sequence, which is convergent in the weaker space X.

(W) We further show in Lemma 7.14 that the limit y, ., of the Cauchy sequence satisfies
|Y,,4+1/ly < R. Hence, this is the next iterate of the fully implicit midpoint rule.

(E,) In Lemma 7.15 we show that the fully implicit midpoint rule is stable, i.e., we bound the

error €, 1 = Y(ty+1) — Y, 41 based on the errors of the previous iterate e,).

(Cy) If for n < n the approximations y,, satisfy ||y,, —Zy(t,)|y — 0 uniformly in n for 7,h — 0
under the step size restriction (7.14), we also obtain ||y, — Zy(t;+1)[|y — 0 using the

inverse estimate (4.1). This shows that step 7+ 1 of the fully implicit midpoint rule is well
defined. Thus, we proceed with (W?7 1)

Overall, we show Theorem 7.3 by a nested induction, as we alternately prove (W), (E,), and
(C)) to analyze the fully implicit midpoint rule. Further, we also show (W) by induction, i.e.,
we alternately prove (W7), (Ey), and (C7) to show wellposedness of the fixed-point iteration,
and finally (L) to prove convergence. This approach is also illustrated in Figure 7.3, where the
analysis of the fully implicit midpoint rule is indicated by the blue ellipse. The analysis of the
fixed-point iteration is characterized by the green ellipse.

Furthermore, Figure 7.4 is an illustration of the fixed-point iteration, where the interpolation
of the solution to the continuous problem is colored in blue and the last iterate y, of the fully
implicit midpoint rule is indicated in green. Observe that the iterates of the fixed-point iteration
yg +1, which approximate the next iterate y, ., of the fully implicit midpoint rule, are plotted
in purple. The error ey of the iterate yy ., of the fixed-point iteration is indicated in orange,
whereas the error e, of the next iterate y, , of the fully implicit midpoint rule is colored
in red. Finally, the dashed green line on the right indicates the next but one step of the fully
implicit scheme.
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Remark 7.10. Although the introduction of the fized-point iteration is quite similar to the proof
of Banach’s fized-point theorem, the theorem is not directly applicable in our case, as it does not
allow for the differentiated treatment of the weaker space X and the stronger space Y. Hence,
we would need to prove contractivity of Yy, — y’;ﬁ as a self-mapping on By(R). As we have
seen in the proof of Lemma 7.7, this can only be done provided a severe restriction on the time
step. However, for the fully implicit midpoint rule, this restriction can not be relazed afterwards,
as this is a nonlinear scheme.

In the first lemma, we start by proving the wellposedness of one step of the fixed-point

iteration.

Lemma 7.11. For 0 <n < N and k > 0 fized assume
ly,lly < 5(R+ CzR), 1Ay, lly < §(R*+ CzRY), (7.45)

and

lyps12lly < R. (7.46)

There exists 7y > 0, which may depend on the space discretization parameter h, such that the

fixed-point ztemtwn (7.42) has for all T < 747 a unique solution vl e x, which satisfies

W n+1

ly; iy ol llyiilly < R, Ay 10y lly < RY (7.47)

Proof. The result follows from Lemma 7.7 for y”

+1
1/ and y,1; instead of Y1/ and y, 11,

respectively.

Based on the notation egﬂ = T Yn+1— ?J?];Hv we derive equivalently to (7.10) from (7.42) the
error equation for the fixed-point iteration

k+l ~ k FI, k+1
e, 1 =¢e,+ TAW+1/267]+1/2 +Tgi1 k>0,

with right-hand side

FI, k+1 ~ ~ ~ i~ _
n+1+ (An+1/2 77+1/2) 24&/2 - ]'-f;+1/2 + %j(ynﬂ —Yn) — Ar]+1/2~7(5n+1/2 - yn+1/2)~

Using this representation of the error, in the next lemma we show an error recursion for one
step of the fixed-point iteration.

Lemma 7.12. Let Assumption 7.2 be true. If the assumptions of Lemma 7.11 are satisfied for
0<n< N and k > 0 fixed, we get for T < T&’v'; the bound

+1
lest I g0y <

+ 07 sup |9Pyl5 +  swp [0yl3) + CTIE = D)ol

tntnt1 tn—1,tn+1

<(14+C7)|e )—l—C'THe

2
77HA(Iy n+1 HA(Iyn+1)

(7.48)

+C7( sup [Ra()Oyli + sup [Rayl + swp [Re(- )% ),

[tn tn+1] [tn tn+1] [tnstn+1]

with constants C, C’é > 0 independent of n, k, h, and T.
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Proof. Using Lemma 7.8 with the same replacements as in the previous proof, i.e., we take
1. . . .
yg 172 and ygil instead of Y19 and y, 1, respectively, directly yields

+112 2 ~ 2
||e;+1 HA(I%H) <(1+ CT)HenHA(Ign) + CgTijn+1/2 - yZ+1/2HA(15nH/2)

+ 07 sup 19yl +  sup [0y]3) + CTIE = Dol
[tntn+1] [tn—1,tn+1]

+07( sup [Ra@wllk + sup [Raylk + sup [[Re(9)%)-
[tn,ty+1] [tn ty+1] [tn,tn+1]
It remains to derive a bound for ||y” N1/ — T Ypt1 /2H2 With similar arguments as in

A(I§n+1/2) ’
(7.39), we derive

1T U172 = Ynsrjolla@s, i) < 21T U1 = Ynallaay, o) T 20T90 = Yallaag, .y )
+ 21T @12 = Ter = ) a0

1 1 2 2
< sllenillaay,,. .  2llenllaay,y ) +CT tsillil 105 ylly,
moFn

where we used again Taylor’s theorem in the last step. Using the norm equivalence (4.11) as in
(7.35) finally yields the error estimate (7.48), which concludes the proof. O

With these two lemmas at hand, we are now able to show wellposedness of the fixed-point
iteration.

Lemma 7.13. Let Assumptions 4.22 and 7.2 be true. Furthermore, for 0 < n < N fized we
assume (7.45) and that errors of the previous iterates computed with the fully implicit midpoint

rule satisfy

Crmax(h)]|€;—1]l2; Cmax(h) || €]l 2 = 0 (7.49)

uniformly in n for h,T — 0 under the step size restriction (7.14). Then, there exist 19, hg > 0
such that the fized-point iteration (7.42) is wellposed for all h < ho and T < 79 under the step
size restriction (7.14), i.e., the iterates satisfy

lyyially < 3(R+CzR), IS 1y ally < 3(R* + CzRY), k> 0. (7.50)

Proof. Let 0 < n < N be fixed. The proof is done by induction over k > 0, where we alternately

prove the error estimate

k
lebil2 g 1) < (Cor)lebnlih iz .,y + Cinlro. ho)> S (Cl E>0,  (751)
=1

and derive the bound (7.50).
Note that for constants 75 < Té{’v'; and hg > 0, which are fixed later in the proof, the term
Ctp (70, ho) appearing in (7.51) is chosen as the minimal constant, which satisfies

Crp(m. ho)? = (1+ Cr)ley [ g, + O — Dol

+Or°( s 0Pyl + sup [07ul3) + Cr( sup IRl

[tn:tn-ﬁ—l} [tn—lrtn-H] [tnvtn+1]

+ swp [Ra()Owllk + sup [Raylh + sup [Re(9)lI%),

[tn»t71+1] [tﬁ’t71+1] [t7}7t77+1]
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for all 7 < 79 and h < hg under the step size restriction (7.14). For 79 and hg sufficiently small,
this yields in fact a finite constant, as all terms on the right-hand side tend to 0 for A,7 — 0
under the step size restriction (7.14). In addition, Assumption 4.22 even yields

Crmax(h)Cip (10, ho) — 0, (7.52)

for 79, hg — 0. Using the estimate (7.51), we then derive the bound (7.50).

For the induction base k = 0, there is nothing to show, as (7.51) is trivially satisfied. Also,
the first step of the fixed-point iteration (7.42) corresponds to one step of the linearly implicit
midpoint rule with initial value y,. Thus, (7.50) follows directly from the analysis for the linearly
implicit midpoint rule.

For the induction hypothesis, we assume that (7.50) and (7.51) hold up to some k =k > 0
arbitrary but fixed. To prove the induction step, we first use Lemma 7.11 to get the existence of
the next iterates. This is applicable, since (7.46) follows directly from (7.45) and the induction
hypothesis. Next, we employ the error estimate (7.48) to show the error bound

HGZHHi(IgnH) < CéTHBZHHi(IgW) + Cfp(70>h0)2~

Using the induction hypothesis to replace ||e} [ 5 » this proves (7.51) for k = r+1. Based

I§n+1
on this estimate, we now prove (7.50).

Since 6717 41 corresponds to the error after one further step with the linearly implicit midpoint
rule with initial value y,, the error estimate (7.28) together with the bound (7.39) yields

0 2 2 2 2 4 2,112
77‘*‘1HA(I:177,+1) < Cfp(T()?hO) + CT(”eﬁHA(lﬂnH/g) + \|€n—1\|A(Ign+l/2) +7 Sup HatyHy)'

[tn—1,tn+1/2]

e

Furthermore, since the constant Cé is in particular independent of h, 7, and k, we get for 7 < %

that the sum appearing in (7.51) is a geometric sum. Using the inverse estimate (4.1) together
with the norm equivalence (4.10), these bounds yield

CCfp(To, h0)2

lesiilly < CCy x()r(lleyllx + ley-illx + 78 sup 197ylly) + =4
e

[tn—1,tn+1]
Using (7.49) and (7.52), we get that all terms on the right side of the inequality tend to 0
uniformly in 7 for 79, hg — 0 with 7 < 79 and h < hy satisfying the step size restriction (7.14).
In particular, we take hg, 79 > 0 with 75 < % such that the assumptions of Lemma 4.24 are
satisfied, which yields (7.50). - O

Up to now, we have shown that the sequence given by (7.42) is well defined. In the next
lemma, we prove the convergence of these sequences in X'. Note that, since we are able to show
that the limit is even contained in By(R), this proves wellposedness of one step of the fully
implicit midpoint rule.

Lemma 7.14. Let 0 < n < N fized. Under the assumptions of Lemma 7.13, the sequence
defined by (7.42) converges in X with limit y, ., € X, which satisfies

lY,41lly < R, [ A1y lly < RA.
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Proof. To prove the statement, we first prove that the sequence is a Cauchy sequence in X. To
do so, we bound the difference between two consecutive elements. Next, we use this estimate to
bound the difference between arbitrary elements.

1. For k > 1, (7.42) yields

k+1_ .k k k—1 k k
ynil yn+1_%An+1/2(yn+1 yn+1) = T(An+1/2_ 77+1/2)y77+1/2 +T(7n+1/2 -7:77+1/2)

Taking the A(y* 1 /2) inner product with yln"’ﬂ — yﬁ 11, and using the dissipativity of A,

we derive the bound

k+1 ko2 k k+1 k
||y77+1 - y”H”A(yf;E/z) <7 ((An+1/2 An+1/2)yn+1/2 | Yp+1 — ynH)A(yf,E/z)
+7'(-7:%12 Fro ‘ykﬂ_ykﬂ) :
n+1/ n+1/2 n+ n A(y];ﬁ/z)
Hence, using the Cauchy—Schwarz inequality yields
k+1 k
H?Jn+1 - yn+1HA(y’;+1 ,) < TH( n+1/2 — Al +1/2)yn+1/2HA(yk+}/2)

Yor1/2

Based on the norm equivalence (4.10), the Lipschitz continuity (4.14) and (4.15) of both
operators, as well as the bound (7.47) on all iterates, we further deduce

k k—1
Hynﬁ yn+1||x < TCA2CA(LA|| +1/2yn+1/2”)7+L}')”yn+1 Ynillx

< TCPCi(LAR + L]:)HynH - yn—_i-IHX‘
Hence, there exists 79, > 0 such that for all 7 < 79, we have

k k k k-1
lyst1 =y llx < ecllynn — vnrillx

with
11 "
gc = T0,c€pA° CA(LAR™ + LF) € (0,1).
Using this argument iteratively, we finally derive

k k k
lyntt — Yisallx < ecllynin — Yniallze (7.53)

2. Let £ > m > 1. The triangle inequality together with (7.53) yields

V4 VA 1
lyb = yrallae < llyh — il + -+ llyrih =yt e
<el(ec ™ 1+---+sc+1)Hy37+1—y?,Hllx-

Finally, since the sum is a geometric sum, we get

m

Ec 0
‘|yn+1 yn—‘rl”X = ‘|yn+1 yn—‘,—l”X?
1-—

which proves that the sequence of iterates defined by (7.42) is a Cauchy sequence.
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Since X is a complete space, the Cauchy sequence is convergent with limit y, ; € X. Hence,
there exists kg € N, which may depend on 7 and h such that both

Cyx(M)yy11 —yriillx < 3(R—CzR) (7.54)
and
Cyx(h)(ca!Ca(h) + SLaA(R* + CZRY) ) |y,1 — yhonlx < J(RA — CZRY)  (7.55)

hold for all & > ky. On the one hand, the inverse estimate (4.1), (7.54), and (7.50) yield the
bound

k k
[Yn1lly < Cyx(Wllyy1 — Yneillx + lyyally < R

On the other hand, we first compute with the boundedness (4.16) and (4.29) of A=! and A,
respectively,

k - k
A1 (Y1 — Uni)llx < cx'Ca)lly, o1 — yniallx

We further use the Lipschitz continuity of A (4.14) together with (7.50) to show

I (Apt1 — Aq’“ﬂ)y’éﬂ\\x < LA”A-,];+1y7];+1Hy”yn+l - "J1];+1HX
< %LA(RA + CIRA)Hyn+1 - yf,HIIx.

Hence, we finally use these bounds together with the inverse estimate (4.1), (7.50), and (7.55)
to derive

k k k k
[Ag+1Yn1lly < 11 (Y1 — Yne) [y + 1(Ag1 — A ) ynially + Ay lly < RA,
which proves the statement. O
We further present an error bound based on Lemma 7.8 for the fully implicit midpoint rule.

Lemma 7.15. Let Assumption 7.2 be true. If the assumptions of Lemma 7.7 are satisfied for
0 < n < N fized, there exists To. > 0 such that the error of the fully implicit midpoint rule
satisfies for T < min{T&’V':, Toe} the bound

legiiliazg,, ) < A+ Cnleylagg,, +C7°( sw [9Pyl5+ sw [97y13)
[tnvtn+1] [tn—lvt”]-‘rl]

+Cr(IZ = Dol + sup [RA®)O|% + sup [Rayl + suwp [[Re(9)l1%)-

[tn tn+1] [ty tn+1] [tn tn+1]

Proof. To prove the result, we use a similar argumentation as in the proof of Lemma 7.8, but
for the right-hand side of the fully implicit scheme defined in (7.11). To be more precise, we
first obtain similarly to (7.34) for the right-hand side of the fully implicit scheme

HQEJIAHA(I%H/Q) <o(ll(z - J)ﬂnﬂ/sz + ||~7§n+1/2 - y77+1/2HA(I§j,]+1/2)

+ sup [|RA(Up+1/2)0ylla + IRAGn+1 + Un)llx + Re (g1 )25 Unr1y2) | 2

[tn ’tn+1

+ [ A 12l + 126y 41]l ).
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Furthermore, we derive with (7.8), the norm equivalence (4.10), the boundedness (4.17) of J,
and the estimate (7.31) the bound

1T Yy1/2 — yn+1/2HA(I’;7,7H/2) < H~75n+1/2HA(I§nH/2) + Hen+1/2HA(z’gnH/2)

1
3 < FI
< CACl10n112lly + ||en||A(Ign+l/2) + %HQWHHA(I%H/?)-

As A € L(Y,X), we thus have shown

FI FI ~
H9n+1||A(;r§,,+1/2) < C(H%HA(IJ,,H/Q) + 7_||g77+1||A(I§,]+1/2) + (T = Tyt 2llx

+ sup [[RA(Unt1/2)0yllx + | RAUy1/2llx + (1R (Ey11/2: Uns1/2) 2

[t”l7tn+1]

+10n41/2lly + 1 70n41112),

with a constant C' > 0 independent of 7 and h. Hence, there exists 79 > 0 such that 1 — C7 is
invertible for all 7 < 79 and further

”951+1|’A(I§n+1/2) <(1- CT)flc(HenHA(fgnH/Q)ﬂLH(I—j)ﬂn+1/2Hx+ sup ||Ra(Un+1/2)0l x

tnvthrl

+ RAUn+1/2llx + 1RE (Ey1 /25 U2l + 10011 20ly + ||%5n+1\lx)

holds for all 7 < 79. Using this bound in (7.32) together with Lemma 7.6 yields the result. [

Based on the previous lemmas, we are now able to prove the main result of the fully implicit
midpoint rule (7.3).

Proof of Theorem 7.3. As for the linearly implicit midpoint rule, this proof is done by induction,
i.e., by alternately using Lemma 7.14 to prove existence of the next iterates and Lemma 7.15
to prove the error bound (7.38). Finally, based on Assumption 4.22, the error estimate from
Lemma 7.15 together with Lemma 4.24 yields that that the assumptions of Lemma 7.14 are
then also satisfied for the next step under the corresponding restrictions on the discretization
parameters. ]

Finally, we conclude this section with the following remark on how the results obtained in
this section can be extended to higher-order time-integration schemes.

Remark 7.16. As stated in Section 6.1, the implicit midpoint rule is an algebraically stable,
coercive Runge—Kutta scheme. Hence, a natural generalization would be to consider also the full
discretization with general algebraically stable, coercive Runge—Kutta schemes. For the corre-
sponding linearized schemes of higher order, however, the extrapolation can not only be based on
the last two iterates but either on multiple of the previous iterates or also on the inner stages of
previous time steps. In both cases, the construction of suitable approximations for the first steps
is more involved.
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7.2 Leapfrog scheme

For the full discretization of linear wave-type problems, explicit time-integration schemes like the
leapfrog scheme in general have the drawback of being only stable under a step size restriction,
whereas implicit schemes are in many applications unconditionally stable. However, as we have
seen in the previous sections, implicit schemes like the linearly and fully implicit midpoint rule
are for quasilinear wave-type problems also dependent on step size restrictions, which originate
from the problem itself. Hence, it is only natural to consider also explicit schemes, which ideally
do not deteriorate the step size restriction inherited from the problem, but are computationally
cheaper than the implicit schemes considered before. Thus, we present in the following the
wellposedness analysis as well as an error estimate for the full discretization based on the leapfrog
scheme.

Analogous to the assumptions stated in Section 6.2 for the continuous problem, we assume
that they are also inherited by the spatially discrete problem, i.e., we require that for discrete
spaces X = Xy X Xy and Y = Yy X Yy, we can rewrite the spatially discrete quasilinear
evolution equation (4.12) as

dy(t) = A(y()y(t) + F(t.y(t), y= (:) ¢ €J, (7.56)

y(0) = yo,

A<y>=(A"(g""’) A%&,UQ, A:<0 A"), F(t,y):<FV(t,u,’U)>.

We further define as in (4.13)

B 0 Ay (u,v)\ 0 Ay (u,v) 1Ay (u
Aly) = <A7.¢(u,v) 0 ) o <Aq.¢(u,v)_1Aq{ 0 ) Y= (v) € By(R)

and

Fliy) = <.7-'v(t,u,v)> — <Av(u,'v)—1Fv(t,U,’v))> L teJp y= (Z) € By(R).

Fau(t,u,v) Az(u,v) ' Fyy(t,u, v

Corresponding to the previous assumptions, we also assume that the operators defined at the
end of Section 4.1 have additional structure, i.e., we set

j _ jv 0 , L — £V 0 : E} _ EV 0* .
0 T 0 Ly 0 ci
Finally, we assume throughout this section that A is a skew-adjoint operator in X, i.e., we have

(Ap |P)x == (v | AP)x, ppeX. (7.57)

Again, note that these assumptions are satisfied for the specific examples considered in Chap-
ter 5.



7.2. Leapfrog scheme 101

Remark 7.17. For the ease of presentation, we introduce for t € Jp and y = (u,v) € By(R)
the equivalent notation

AV(y) = AV(“? ’U), AH(y) = AH(U7 U)? -AV(y) - AV(“? v)v AH(y) = AH(ua ’U),
FV(ta y) = FV(tvua U)7 FH(tay) = FH(t,U,U), }—V(tvy) = }—V(tv U>U)7 }—H(tvy) = ]:’H(ta u?”)'

For the discrete counterparts of these mappings, we proceed analogously.

In [Sturm, 2017, Chap. 4], the application of the leapfrog scheme to the linear Maxwell
equations is investigated, based on the interpretation of the leapfrog scheme as a perturbed
version of the Crank—Nicolson scheme. We follow a similar approach to analyze the leapfrog
scheme applied to quasilinear wave-type equations. However, we interpret the leapfrog scheme
as a perturbation of the linearly implicit midpoint rule instead, as we have already established
the wellposedness of this scheme. Thus, we first prove an error estimate similar to (7.15) for the
full discretization with the linearly implicit midpoint rule.

Therefore, we define

R_(€) = 1d ~FA(), R, (€) = 1d + SAE), ¢ € By(R), (7.58)
such that the linearly implicit midpoint rule (7.5) can be written as
R (ﬂn+1/2)yn+1 = R+(ﬂn+1/2)yn + T£n+1/27 n= 07 ceey N - 1. (759)

The following lemma, which is a direct consequence of [Sturm, 2017, Lem. 4.10], states important
properties of these operators.

Lemma 7.18. Let p,¢p € X, £ € By(R), and (7.57) be satisfied. Then, the nonlinear operators
R_(&) and R (&) have the following properties.

(R-(©)e | Y)age) = (@ [ R () V) pe) » (7.60a)
(R-(©)e | Pae) = R () | ©)ace) = llellace. (7.60Db)
[R-(&) ‘PHA(g) < llellace)- (7.60c)

Based on this lemma, we define for £ € By(R) the operator R(£) == R_(£) 'R, (£). Fur-
thermore, as we also employ compositions of such operators, we set for i, 7 € N with j > ¢
J

k=1

as well as the special cases

i i1
[I R = R(&), [I R =14, §; € By(R).
k=i k=i

Note that these compositions are ordered.
Motivated by [Sturm, 2017, Lem. 4.11], we now prove that compositions of these operators
are bounded.
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Lemma 7.19. Let R% > 0 and
z € CY(Jr, By(R%)) N C(Jr, By(R)).

Furthermore, let K € N and s1,...,8x € Jp, with 0 < s1 < ... < sg < T and z = z(sg), for
k=1,...,K. Then, we have for ¢ € X the bound

Proof. For k < K and ¢ € X arbitrary, we have due to (7.60a) and (7.60b)

IR(zR)@lA ) = (R-(z0)R(zR) P | R(28)P) Az,
= (Ri(zr)p | R(z1)P) A (2y)
(

K
(IIRG0)e| <o lgla, (761
k=1 A(ZK)

Hence, R(zy) is an isometry on X with respect to [|-[|a(z,). Further, (4.11) implies for k < K

[ Pl (11 Y

Using these results alternately concludes the proof. O

Note that, contrary to the linear setting, these properties are not sufficient to prove stability
of the discrete scheme, as we lack the continuous dependency of the state-dependent norm on
time. Thus, we directly consider the corresponding scheme for the error in order to exploit the
regularity of the continuous solution.

To do so, we rewrite (7.10) using the operators R_, R defined in (7.58). Forn =0,...,N—1,
this yields the error recursion

R (Ign+1/2>en+1 = R+(I§n+1/2)en + Tg}zlﬂrl
or equivalently
eni1=R(Thni12)€n + TR Lhni1/2) " g1

where the right-hand side is again given by (7.12). Using this relation recursively implies for
n=0,...,N

n—1 n—1 , n—1

€, = (H fR(I@kH/z))eo +7 Z( II R(Iﬂkﬂ/z))g{(I§j+1/2)_19?}r1- (7.62)
k=0

§=0 “k=j+1

For the first term, we obtain with (4.11) and (7.61) the bound

n—1

<kl;[0 fR(ngH/z)) €y

< ecl(t"_tm)HeoHA(

(:1;[: fR(ngH/z)) €y

< ecl(tn*tn—l/z)
A(Zyn)

A(Iyn—1/2)

(7.63)
Ty /2)

C/
< e leg|l a(zzo)-
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Similarly, for the second term we have with (4.11), (7.61), and (7.60c) for j = 0,...,n — 2 the
estimate

n—1

(T RTir1))RTiyr0) g
k=j+1

A(Iyn)
n—1
_ . ~1 LI
( H fR(kaH/z))R—(ijHm) gjt1
k=j+1
< @ UnTla2) | R (Ti402) gl AT, 1a/0)
< e (tn_tj+1/2)||:R*(Igj+1/2)719§1—10—1|’A(I@+1/2)

C' (ty—t, LI
<e ( J+1/2)ng+1HA(I§j+1/2)'

< C'(tn—ty_1/2)

A(Zyn-1/2) (7.64)

Finally, the same argumentation implies for the second term with j =n — 1

1

n—1

( 11 R(I§k+1/2)> RA(LGp12)" ' gi"

k=n

= R ZFr2) 9 Az
A(Iyn)

< =) | R (Ign—1/2)71921||A(I§n_1/2)

C (tn—t,_
< et |l gill g g -

(7.65)
Thus, using these bounds in (7.62) proves
n—1
—C'ty, —C't;
e ¢ HenHA(I'an) < HQOHA(I’JO) +7 Z € tj+1/2H9?41r1|’A(1§;}+1/2)- (7.66)
§=0

As in Section 7.1.1, we have to take special care of the first step n = 0 in order to get second
order convergence. Hence, we derive from (7.34), (7.36), (4.11), and Lemma 7.6 the bound

LI c’
gt az7, o) < C(e“ 2 llegll gy + 72 sup 187yl + 7% sup [|0Fylly + 7 sup [|Deylly

tOvtl] [t07t1] [t07t1/2]
+ (T = T)yellx + sup [Ra(@1/2)0wllx + IRa@r + o) lx + Re(tr/2,91/2) | x)-
to,t1
(7.67)
Similarly, we derive from (7.34), (7.39), (4.11), and Lemma 7.6 for j > 0
C'(tj41/2—1; C'(tj1 a—tj—
Hg‘?-l'rl”A(Ingrl/Q) S C(e (tj+1/2 tj) HGJHA(I’:J]) +e (t]+1/2 t; 1) Hej_luA(Ijjjfl)
£ sup [yl s 107l) + 1 — T el r.65)
[t)ti+1] [tj—1:tj+1] :
+ [ sup ]||RA(37j+1/2)aty”X + 1RA @41 + )l x + [1Re(tj11/2, Ujg1/2)]1 x)-
tirti+1
Since these bounds imply together with (7.66)
! n_l ’
e t”HenHA(I'gjn) < CHQOHA(I'JO) +Cr Z e 'l HejHA(I'g]j)
j=0
- Ctn([%up]u(:f = T)la+ 7 (o [0yl + sup [197ylly -+ sup 197]1)
tn tn tn tn

+  sup  [|[Ra(y(s1))0:y(s2)l|x + sup||[Rayllx + supHRF(-,y)Hx),
s1,52€[0,tn] [0,tn] [0,60]
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the discrete Gronwall inequality finally proves
leallaczzny < CO+ta)e™ (llegllaczyy) + sup (2 = Tyl

+72(sup |82yly + sup||Zylly + sup |83y x)

Jtn ,tn ,tn
+ sup [[Ra(y(s1)0ry(s2) | x + sup [Rayllx + sup||Re(- )] %),
51,52€[0,tn] (0,tn] (0,¢n]

with a constant C' > 0 independent of 7 and h. Note that this corresponds to (7.15).

To investigate the leapfrog scheme, we first elaborate on the connection of this scheme to
the linearly implicit midpoint rule. We then prove wellposedness and an error estimate for the
leapfrog scheme based on the results from the previous subsection.

Note that throughout this subsection, we employ the additional assumptions

Ay(€) = 1d, Ay(€) = 1d, (7.69)

for £ € By(R) and £ € By(R). For a discussion on this assumption, see Remark 7.28.

As the leapfrog scheme is an explicit scheme for problems of the form (6.8) and hence com-
putationally cheap, it is a very appealing scheme. However, note that a direct application of
the leapfrog scheme to (7.56) yields an implicit scheme, as the right-hand sides depend on both
unknowns. Hence, we consider in the following a variant of the leapfrog scheme, which is based
on the linearly implicit midpoint rule (7.5), but nevertheless explicit. The basic idea is to employ
the approximation (7.6) for the intermediate values. More precisely, we consider the following
modified version of the leapfrog scheme applied to (7.56), which is for n = 0,..., N — 1 and
y,, = (un, vy) given by

ﬁ'n-i-1/2 = Up + %Avvn + %FV(tn+1/2agn+1/2)v (7'703)
Vpyl = Vp + TAH(gn+1/2)an+1/2 + T]-'%(th/Q,gnH/z), (7.70b)
Unt1 = an+1/2 + %Av’vn_H + %FV(tn+1/2aQn+1/2)- (7.700)

In order to elaborate on the correlation to the linearly implicit midpoint rule, we use (7.70a) in
(7.70c) to eliminate ,,11/2. Furthermore, (7.70a) and (7.70c) imply

~ Upi1 + Unp
Unt1/2 = =5 + JAV (U — Vng1).

Using this relation to eliminate @,/ in (7.70b), we hence obtain that, forn =0,..., N — 1,
VUn+1 +v
Upi1 = Uy + TAV% + T]:v(tn+1/2,gn+l/2),
Un+1 + Up

7.2
Vpi1 = Vp + TAH(Qnﬂ/ﬂf + T.F’}.L(tn+1/2,gn+1/2) + T‘AH(EnH/Q)AV(”n — Vpt1)

is an equivalent formulation of the leapfrog scheme. Thus, similarly to the linearly implicit
midpoint rule in (7.59), we can rewrite (7.70) as

j\{—(gn_;’_l/Q)yn—i-l = ji—i-(gn_i_l/g)yn + T£n+1/2> n=0,...,N -1, (771)
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for nonlinear operators f]A{_, JAL” D given by

{0 0
D) = <0 ;Ay(g)Av> , ¢ € By(R), (7.72)
and
R_(&) = R_(£) + 5D(&), Ry (€) =Ry (€) + 5D(E), ¢ € By(R). (7.73)

For the sake of presentation, we also use the short notation from (7.1), (7.2), (7.13), and (7.43)
for D, i.e., we write

D, = D(Lj,), D, =D(y, ), (7.74)

In the following lemma, we state important properties of the operators from (7.72) and (7.73)
based on [Sturm, 2017, Lem. 4.10, 4.14, and 4.15]. For ¥ € (0,1) arbitrary but fixed, this is
based on the classical CFL condition of the leapfrog scheme

TCA(h) < 29¢p, (7.75)
with constant C'a (h) as given in (4.29).

Lemma 7.20. Let p,¢p € X, £ € By(R), and A skew-adjoint in X. Further, let 9 € (0,1)
arbitrary but fized. If (7.69) is satisfied, we have

(R-©e19),, = (2| REW), . (7.76a)
D _ (> _ 2 o ﬁ 2

(R-©e19), = (Re©el ), =lelhe ~ TIAvelk,  (776b)

If additionally (7.75) is satisfied, we have for Cyp, = (1 —9%)71

2 2 D 2
(1= Plelag < (R-©el @), < lelie (7.76¢)
as well as the bound

IR_(&) " ¢llae) < Cswllellace)- (7.76d)

Proof. Let ¢ = (py,ou), ¥ = (Py,¥y) € X and § € By(R). Due to the skew-adjointness
(7.57) of A, we obtain the equation

(Avoy [ Vy)x, + (Aney [Va)a, = — (Py [ Av¥y)x, — (P | Antby)y,, -

As this is true for ¢, 1 arbitrary, we particularly have

(Anpy [Va)x, = — (Py [ AvYy)y, -

Based on this relation, we deduce

(D(&)e | ¢)A(g) =

A () Aver | Ya)aq e
Ay Avey | V),
= -5 (Avey | Avthy)y, -

3 (
2 (
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Hence, (7.60a) and (7.60b) yield (7.76a) and (7.76b), respectively. Further, the boundedness
(4.29) of A implies

AV s, 2000 1A o2, 25,) < Calh). (7.77)

Thus, due to the CFL condition (7.75), (7.76¢) is a direct consequence of (7.76b). For the last
statement, we conclude from (7.76¢)

(R-(©)¢ | v) (R-(©¢l¢)

D A A(¢) 2

R_(&p = sup > > (1 =9 .

S A Y Tl 20 el

Hence, R_ (&) is invertible and the choice ¢ = R_ (5)_11/) finally yields (7.76d). O

As in the analysis of the linearly implicit midpoint rule in the previous section, we now define
the operator R(§) = R_ (5)_1IR+(£), for £ € By(R). Based on [Sturm, 2017, Lem. 4.15], we
again prove that compositions of these operators are bounded.

Lemma 7.21. Let 9 € (0,1) arbitrary but fized such that (7.75) is satisfied, and R% > 0 such
that

z € CY(Jr, By(R?))N C(Jr, By(R))

holds. Furthermore, for K € N and s1,...,8x € Jp, let 0 < s1 < ... < sg <T and z = z(sk),
fork=1,..., K. If (7.69) is satisfied, we have for ¢ € X the bound

where the constant C' is given in Lemma 4.2.

K .
(H R(zk)>‘PH < C2 e KT || o ),
k=1 A(zk)

Proof. We first observe for k, ¢ < K

~

A(ze)R- (1) — Alz)R(20) = Azi) — A(20), (7.78)

which yields for £ < K and ¢ € X

~

(R-()Rze | Rz)e), = (AR ()R | Rizi)e)
= (R (=R (z0)e | R(z)e),

+((Azi) - AR | Riz0e)

A(zg41)

Furthermore, the Cauchy—Schwarz inequality and the Lipschitz continuity (4.4a) of A yield

(A1) ~ A REDe | R0, < A1) — Az oo IRl
< LF IRl 2 — 2l
< LX IR0l [ 10025 ly s
< YR | R(=20)¢ o101 — 1),

Sk
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The norm equivalence (4.10) and (7.76b) further imply

~

Rl < i (R (R0 | R(z0g)

Hence, since we obtain similarly to the proof of Lemma 7.19 due to (7.76a) and (7.76b)

(R-GERzDe | Rze), = (Re(ze | Rizie), = (R-(zi)e @), -
we finally have
(R-(zr)RE)e | Rizi)p) < ETEnm) (R (z)e @),

with the constant C’ given in Lemma 4.2. Using this result iteratively together with (7.76¢)
concludes the proof. O

With these preliminary lemmas at hand, we now turn towards the analysis of the full dis-
cretization with the leapfrog scheme. As before, the first step is to derive a recursion formula
for the discrete error

€, =T Un = Yp- (7.79)
For n=0,..., N — 1, this directly yields

R(Lhnr1/2)ens1 — R (Tni1y2)€n = R (Tt j2) Tt — R (Tiing12) T U

T e (7.80)
+ R (ZUnt1/2)Yn — R (TYny1/2)Yns1-

We now consider the terms on the right-hand side separately. For the first term, the definition
of R_ implies

R (Lhs1/2) TGnr = Thosr = 5 Aus1/2T Gt + 5D /2T G
Analogously, we obtain from the definition of JALF for the second term
R (Ts12) Tin = T + 5 Aw11/2T Un + 5Ds1/2T G-
Thus, we get with (7.8) for the first difference in (7.80)
R- (ZUn+1/2) T Un+1 — ji—i—(l.yn-l—l/?)jgn =T (Yn+1 = Un) — Tzn+1/2«7@n+1/2 - 5An+1/2)
+ %5n+1/23(§n+1 — Un)-

As for the implicit midpoint rules, we now apply the adjoint lift operator L} [y,41/2] to (7.7)
and add the result to the right-hand side of the previous equation. This proves

R_ (ZUnt1/2) T Yn+1 — ﬁ+(l'@7n+1/2)(7§n = (T — LAUn+1/2)) 1 — Un)

+7(Apy1)0T — ET\[%H/z]«ZnH/z)(SnH/z = Unt1/2) (7.81)

+ 7L Un1/2)Fng1/2 + LA[Uns1/2lAns1/20n11/2

+ LA Ynt1/210n41 + §5n+1/2j(§n+1 — Un)-
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For the second difference in (7.80), we obtain again from the definition of R_

o~ —

ﬁ*(1§n+1/2)yn+1:R*(gn_i_l/g)yn 7 (Anp1y2 — A 1/2)Yn — 5(Dnt12 = Dry12)Yn

We further get from the definition of 5{+

JA{JF(I%H/z)y 3{+( n+1/2)yn+1 %(An+1/2 - zn+1/2)yn+1 - %(2n+1/2 - Dn+1/2>yn+1‘

Hence, the scheme (7.71) implies for the second difference in (7.80)

R_ (I§n+1/2)yn+1 - §+(I§n+1/2)yn = —%(Qnﬂm - 5n+1/2)(yn+1 - yn)

s (7.82)
+7F 12 + T(Angry2 — Ani1/2) Yot 2
Finally, using (7.81) and (7.82) in (7.80), we obtain
R (Lhns1/2)en 1 = R (Thnsryo)en + 791 + dusi + dut), (7.83)
where g-t 1 is given by (7.12). The defects d,, 41 and anﬂ are defined by
dn+1 i (®n+1/2 - 5n+1/2) (yn+1 - yn)7 (7843“)
dn+1 = %Dn+1/2j(yn+l - gn) (784b)

Using (7.83) recursively implies

(H R ka+1/2))€o +7 Z( 11 ﬁ(l—?jml/Q))i— (Iﬂj+1/2)71(9§*}r1 +dj+dj).
k=j+1

Thus, the same argumentation as in (7.63) to (7.65) with Lemma 7.21 and (7.76d) instead of
Lemma 7.19 and (7.60c), respectively, proves for n = 0,..., N the estimate

_C/ n C
e eyl oz, < C theOHA o) T ci stbT Z o™l g Il a (Z5;41/2)
7=0
T A 1
CapT Z e " 2| R_(ZYjt)2) dj+1||A(Igj+1/2) (7.85)
=0

n—1 n—1

Z( 11 5{(1371@+1/2)>ﬁ(I§j+1/2)_laj+1

§=0 “k=j+1

!
+ Te_c tn

A(Zyn)

This estimate is the basis for the analysis of the full discretization with the leapfrog scheme.
Since we alreadyAstudied gﬂl in the analysis of the linearly implicit midpoint rule we Aonly
bound d,,+1 and d,+1 in the following. However, note that we have to take special care of d, 11
in order to avoid additional assumptions. Thus, we first prove the following lemma for d,,+1.

Lemma 7.22. Let £, € By(R) and ¢ € X. If (7.69) is satisfied, we have

(D (&) = D)) ellag < CIIPQ)ellyllE = Cllac). (7.86)

where the constant is given by C' = cAlLy
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Proof. Let €, € By(R) and ¢,9¥ € X. We use the Lipschitz continuity (4.4b) of A and the
definition (7.72) of D to get

(D) = D)) | %) ey = (ML) = AE) D) | %) 5 < LXIIC — €l 2D llylle ] -
(7.87)

Hence, taking the supremum over all 1 € X with [[9[[s¢) = 1 together with (4.10) yields
(7.86). 0

In the following lemma, we estimate the defect (Alnﬂ. To do so, we first define the projection
Py € L(X) by

_ ([0 (v
Pyt = (W) L Y= <¢H> e X. (7.88)

Note that the proof is based on [Hochbruck and Sturm, 2016, Lem. 5.2], where the defects
arising in the error analysis for the full discretization of the linear Maxwell equations with a
locally implicit method are analyzed.

Lemma 7.23. Let R% > 0 such that
z € CY(Jr, By(R%)) N C(Jr, By(R))

holds. Furthermore, for 7 > 0, K € N, and s1,...,8x € Jp, let 0 < 51 < ... < sg < T and
|ske1 — sk| < 7, for k =1,...,K — 1. If (7.69) is satisfied, we have for z: Jp — X, with
Py z € C?(Jr, ) the bound

K-1, K-1

> < 11 ﬁ(Zk))-“’A{(Zj)_IT’(zj)J(ZJH - zj)
j=0 “k=j+1 Alzk) (7.89)
1 '
< CCL 1+ Kr)re®ss (sup [Ra Py Pzl + sup APy 022])x).
[s0,5K] [s0,5K]
where we used the notation zy = z(s;) and z = z(sg), fork=1,..., K.

Proof. Let &€ € By(R) and £ € Y. From the definitions (7.72) and (7.73) of D(£), Ry (£), and
R_(£), we obtain

D(E)TE = TAE)AT P& = (Ry(€) - R_(§))AT Py €.
Thus, we further obtain
R (&) 'DE)TE = (R(€) — 1) AT Py & (7.90)
Hence, using (7.90) with & = z; and € = zj1 — 2; yields for Az /9 = 2zj41 — 2;

j\{f(Zj)_l@(Zj)J(szrl - Zj) = (ﬁ(zj) - Id)Aj P,H Azj+1/2, ] = (), cey K -1
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This yields

K— K-1 R R
2y < 11 31(%)>91(Zj)_19(zj)~7(21+1 - zj)

=0 “k=j+1

K-1,K-1 _ R
= Z( 11 51(%)) (R(z;) — 1d)AT Py 02112

K-1 R K-1, K-1 N
(H (zk))AJ Py AZjy1/2 — Z ( H R(zk)>AJ Py AZjy1/2
k=j 7j=0 “k=j+1
K-2 K-1 R K-1, K-1 N
( fR(zk))AJPH VDY ( I1 R(Zk))AJ Py nzj1yo

—1 Mk=j+1 =0 “k=j+1
1

(7.91)

I
=
b
?r/—\
0
)

(%))AJ Pu(azj13/2 = B2j41/2)

_|_
=
=
L
o

(Zk)>A«7 Py nz1y0 — AT Py nzk 12
We bound the norm of these three terms separately. First of all, we have
Sj+1
AZjy1/2 :/ Oz(s) ds.
5
Thus, the norm equivalence (4.10) implies for the last term of (7.91)

AT Py Azg—12llaz) S CT sup  [|[AT Py 02| x-

[sK—1,5K]

For the second term of (7.91), we use (4.11) and Lemma 7.21 together with the arguments for
the previous step to get

1
< CC2,7e“ % sup |AT Py 02| x. (7.92)

Alzg) ° [s0,51]

K-—1
H ( 11 fR(zk)>As7 Py nzi)o
k=0

Furthermore, Taylor’s theorem yields

Sj+2
AZjy3/2 = TOz(sj42) — / |sj1 — t|872(t) dt,

8j+1

Sj+1 9
Azj41je = —TOh2(s;) — / i1 — t] 922(2) dt.

Sj

Thus, we have

Sj+2
AZjiaje — Bzjr12 = T(O0k2(sj42) — Orz(sy) — / 5541 — t| 87 2(t) dt
S

J

_ T/ " (1 st t') 822(t) dt,
S T

J

which further implies

||A~7PH(AZJ'+3/2 - AZj+1/2)HX < 07'2( sup |[AJ Py 61522”)()'

[55,85+2]
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Finally, for the first term of (7.91) we obtain as in (7.92)

K-2 , K-1

Z ( H ﬁ(zK))Aj PH(AZJ'+3/2 - Azj+1/2)

=0 “k=j+1

1 /
< COZ K7%Y*% sup |AT Py 07z| x.

ZK [50,5K]

Since the definition (4.34) of the remainder R and the boundedness (4.22) of L3 imply
AT ¢llx < [[Ravllx + CllA| v,

this concludes the proof. O

In the following theorem, we finally prove the wellposedness of the leapfrog scheme as well as
an error estimate. Note that the following result is based on both the classical CFL condition
(7.75) of the leapfrog scheme as well as the step size restriction (7.14) inherited from the problem,
i.e., we assume the existence of constants g, Cy > 0 such that

7 < min{Ca (h) " "en, Comax(h) "2 Coh} (7.93)

holds. However, we emphasize that these restrictions do not accumulate, but act independently
of each other.

Theorem 7.24. Let Assumption 4.22, Assumption 7.2, and (7.69) be true. Furthermore, let
T < t"(yo) and ¥ € (0,1) arbitrary but fized. Then, there exist ho, 70 > 0 such that for all
h < ho and 7 < 19 under the combined step size restriction (7.93), the leapfrog scheme (7.70) is
wellposed and satisfies for n =0,..., N the estimate

3
leallaczi, < CCa, A+ t)e ™ (lleglla iy + 5up (T ~ Tyl +7°Cpa
e (7.94)

+ sup [ Ra(y(s1)ey(s2)x + sup||Rayllx + sup | Re (- y)lx )
51.52€[0,t] [0.t1] [0.t2]

with a constant C' > 0 independent of T and h, and

C,2 = sup||0yl|y + sup [|02ylly + sup |07yl x + sup||Ra Pu 97yllx + sup |A Py 07y| .

0,tn 0,tn 0,tn 0,tn 0,t
(7.95)

Before proving this theorem, we first state the following preliminary lemma.

Lemma 7.25. Let the assumptions of Theorem 7.24 be satisfied and n < N. Further, assume
that the first n steps of the leapfrog scheme (7.70) are wellposed and (7.94) is true forn =0,...,n.
Then, there exist hg, 9 > 0 and a constant RP >0 independent of h, T, and n such that for all
h < ho, T < 19 under the combined step size restriction (7.93)

||j\{* (Ign+1/2)_12n+1/2 (yn—i-l - yn)Hy < RD

holds formn=0,...,n— 1.
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Proof. Let n € {0,...,n—1}. Then, the definition (7.79) of the discrete error implies

Hj\{—(zgn—i-l/2)712n+1/2 (Yni1 —Yn)lly < IR (Ign+1/2)712n+1/2 (eny1 +e)ly

N B . N - (7.96)
R (ZUn11/2)” D12 Unt1 — Un) ly-

From the inverse estimate (4.1), the definition (7.72) of D, the norm equivalence (4.10), and the
boundedness (7.76d) of R_, we derive

”j\{, (Ign+1/2)_12n+1/2 (en+1 + en) ||y < CCStbCy,X(h)%||An+l/2A PH (en+1 + en) ||X7

where the projection Py € L(X) is defined corresponding to (7.88). Thus, the boundedness
(7.77) of Ay and Ay together with the CFL condition (7.75) imply for the first term of (7.96)

IR (ZFns1/2) ' Dors1/2(€nss +€n)ly < CCubCra(MICA M) (lep 2 + lleyllx). (7.97)
Furthermore, (7.72), the boundedness (4.3) of A, and the definition (4.9) of the state-dependent
norm yield

IR (Zhns1/2) " D1 2T (Fngr — n) lly
< CCy x(M)|IR-(Zhns1/2) " Drs1j2T (1 — Un) AT, 41 2)"

Hence, Lemma 7.23 implies

||3AL(I§n+1/2)_12n+1/23(§n+1 — Un)|ly
< CCxy(h)r( sup [[RaPnOfylx+ sup APy 7yllx).

[tnytn+1} [tn,tn+1]

(7.98)

Finally, using (7.97) and (7.98) in (7.96), we get

1D /21— ) [ < CCutnConae (1) (D (sl + el )

+7( sup [RaPudfylx+ sup [|APyylx)).

[tnvtn-!—l] [tnvtn-kl}

Thus, the error estimate (7.94), Assumption 4.22 and the step size restriction (7.14) yield

1Drs1/2(Uns1 — Yn)lly = 0

uniformly in n, for 7,h — 0 under the combined step size restriction (7.93). This proves the
result. O

Proof of Theorem 7.24. The proof essentially follows the same approach as the proofs of Theo-
rem 7.3 for the full discretization with the implicit midpoint rules, i.e., we show the statement
by induction, as we alternately prove the error bound (7.94) and the wellposedness of the next
step.

For the induction base (n = 0), Assumption 4.22 yields the existence of h; > 0 such that

lyolly < 3(R+ CzR), 1 A(yo)yolly < 3(R* + CzR™)

holds for all h < h;. Moreover, (7.94) is trivially satisfied in this case.
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For the induction step, we assume for some 1 € {0,...,N — 1} arbitrary but fixed, that
the first 7 > 0 steps of the leapfrog scheme are well defined. More precisely, we assume for
n=0,...,n, that

lynlly < 3(R+ CzR), Muy,lly < 5(R* + CRY), (7.99)
as well as (7.94) is satisfied. Then, Lemma 7.25 implies the existence of a constant RY > 0 such
that

R (I§n+1/2)_12n+1/2 (Yns1 —Yn)lly < R®

holds for n =0,...,n — 1. In the following, we prove that (7.99) is also true for n =n + 1.
Concerning the wellposedness of the next step, the definition (7.70) of the leapfrog scheme

directly yields the existence of y,; € X. Furthermore, (7.70) together with the boundedness

(7.77) and (4.6) of Ay, Ay, and Fy, Fy, respectively, imply the existence of 79, > 0 such that

lyy+1lly < R, ||An+1/2yn+1/2”37 <RA,
D e -1 D
|R- (Iyn+1/2) 2n+1/2 (yn+1 - yn)Hy <R
holds for all 7 < 79w. Note that 79, depends on the upper bound hy > 0 for the space

(7.100)

discretization parameters. At the end of this proof, we see that this dependency is given by the
combined step size restriction (7.93). Thus, let in the following 7 < 7¢ .

We now bound the terms on the right-hand side of (7.85). As we already have the bounds
(7.67) and (7.68) for gL, we focus now on d,,+1 and d,,41. Based on the definition (7.84a) of
dy+1, we first obtain from (7.86) the estimate

D ~ -1
IR (ZYnr1/2)  dn+illaczy, ., o)
D ~ 1
S COIR-(ZUnt1/2)” Dog12(Ynsr — y])HyH?JnH/Q Tyni1/2lla¢ (Thns1/2)"
Thus, (7.100) and the norm equivalence (4.10) imply

Hj\z’—(IgnJrl/Z)ildn-i-l"A(I§n+1/2) < C(Hynﬂﬂ = Tnt1/2lla@y, e T IT - I)%H/zﬂx),

with a constant C' > 0 depending on RP. Thus, we obtain from (7.36) for the case n = 0

IR (Z0112) ) < C(leollacay + 7 sup [0wly + (T = Diallx)

to,t1 /2]

We further obtain from (7.39) and (4.11) for the case n > 0
| R- (I§n+1/2)71dn+1 ||A(I§n+1/2) < C<ec (tn1/2tn) ”en||A(I§n+1/2)

(i —tp_ -
ez D, s o+ s [0yl + T~ Diarellx).

[tn—1:tnq1/2]
Thus, the combination of these bounds with the corresponding bounds for gﬂl in (7.67) and
(7.68) for n = 0 and n > 0, respectively, implies

lgi"ll A zy1/2)+HfR (Zy12)~ leA (Ty1/2) SC(ech/Q”eoHA Ty T 7 swp [|8ylly +77Cro

to,ty /2
+ [(Z = T)v 2l + sup |RA(Y1/2)0yllx + [[RA (U1 + Go)llx + [ RE (212, @1/2)\’/1’)
0,01
(7.101)
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and

~ - -1 4 —tn
Hg%il”A(IFyVnJrl/Q) + 1R (ZYpt1/2) dn+1"A(Ign+1/2) = C’(ec et )HenHA(Ign)
o1z lle, ylla g, ) + 1@ = Tinsrjellz +7°Cra (7.102)

+ sup [[RaWn+1/2)0llx + IRAWnt1 + Un)llx + |1RF (trt1 /25 ?7n+1/2)Hx)-

[tn 7tn+l]

Furthermore, we obtain from the definition (7.84b) of dp41 together with (7.89) and (4.11)

n—1 n—1

Z( 11 ﬁ(IﬂkH/z))ﬁ—(l—%ﬂp)_lanﬂ
jf

=0 “k=n+1

<C btb(l +t,)eC 2. (7.103)

A(Zyn)

Collecting these results, we use (7.101), (7.102), and (7.103) in (7.85) to obtain

_C/ .
e tn+1||en+1”A(Iy,7+1) —CctheoHA (T0) +CcthZe t’||ejHA(15]-)

3
+CC2,(1+ tyi1) (72Cr + sup [[(Z— T)yllx + sup [[Rayx
[0¢n+1} [0¢n+ﬂ

+ sup  [[Ra(y(s1)Oy(s2)llx + sup [Re(y)lx)-
51,52€[0,t511] [0,tn41]
Application of the discrete Gronwall inequality finally yields (7.94).

To conclude, we have to prove that (7.99) holds with n = n+1 for 79y given by the combined
step size restriction (7.93). We also have to show that this step size restriction is sufficient to
ensure (7.100).

Note that due to (7.94) and Assumption 4.22, Lemma 4.24 yields the existence of 79, hg > 0
with hg < hy such that (7.99) as well as the first two bounds in (7.100) are satisfied for all
T < 719 and h < hg under the combined step size restriction (7.93). As the last bound follows
from Lemma 7.25 under the same condition, this concludes the proof. O

Analogous to Corollary 7.4 for the implicit midpoint rules, Theorem 7.24 yields the following

convergence result.

Corollary 7.26. Under the assumptions of Theorem 7.24, the error of the leapfrog scheme
(7.70) is form =0,..., N bounded by

ly(ta) — Lyalle < [0 —LTy(ta)lx + CC2, 1+ 1) (| Tyo — yol2 + 7°Ce

+sup [(Z~ Tyla+  sup  [[Ra(y(s1)0ry(s2) | x + sup [Rayllx + sup||Re (- y)] %),

0,tn 51,52€[0,tn] 0,tn 0,tn
with a constant C' > 0 independent of T and h and C.2 from (7.95). Furthermore, we have
ly(tn) — Ly, |lx — 0, n=0,...,N,
for T, h — 0 satisfying the step size restriction (7.14).

Based on the discretization of local nonlinearities discussed in Section 4.4, we further directly
obtain the following error bound analogous to Corollary 7.5.
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Corollary 7.27. Let Assumption 4.26 be satisfied. Then, the statements of Theorem 7.24 and
Corollary 7.26 are also valid if we replace Assumption 4.22 by Assumption 4.28. In particular,
the error of the leapfrog scheme (7.70) is for n =0,..., N bounded by

3
) = £yl < 104 =L (ta)lx + CCip(1+ ) (|T90 = wolle + sup [(Z = Tyl

+7°Crz + sup [[(Z — T)Oyllx +  sup (1 ~LT)A(y(s1))dry(s2) ]| x

[0,25] 51,52€[0,tn]

+  sup  AR(TA(y(s1))0y(s2)) + sup | Rayllx
51,52€[0,tn] [0,tn]

+ sup [|(1d —LI)F (-, y)l|x + sup AZ(ZF (1)),

[0,tn] [0,tn]
(7.104)
with a constant C' > 0 independent of T and h and C.2 from (7.95).

We conclude this subsection with the following remark on the necessity of the additional
assumption (7.69).

Remark 7.28. Note that (7.69) is not necessary to prove Lemma 7.20 and Lemma 7.23, as
equivalent results also hold without this assumption. However, the assumption (7.69) is essential
for Lemma 7.21 and Lemma 7.22, as (7.78) and (7.87) depend on A(€)D(£) = T Py A? being
independent of £ € By(R).






CHAPTER 8

Full discretization of the specific examples

As for the space discretization, we now apply the abstract results for the full discretization of
quasilinear wave-type equations presented in Chapter 7 to the specific examples from Chapter 3.

8.1 Example: Westervelt equation

Based on the space discretization of the Westervelt equation introduced in Section 5.1, we now
investigate the full discretization with the implicit midpoint rules and the leapfrog scheme. In
particular, we combine the arguments from the error analysis for the space discretization of the
Westervelt equation in Theorem 5.3 with the abstract error estimates for the implicit midpoint
rules in Corollary 7.5 and the leapfrog scheme in Corollary 7.27.

8.1.1 Example: Westervelt equation (1D)

In the following, we continue the analysis of the one-dimensional Westervelt equation. In partic-
ular, based on the space discretization presented in Section 5.1.1, we now provide error estimates
for the full discretization.

Theorem 8.1. Let d =1 and p > 2. For R € (0, ‘714), let the assumptions of Theorem 3.3 be
satisfied with R < CzR. Further, let the solution u of (3.7) satisfy

u € C*(Jr, LA(Q)) N C3(Jp, HY(Q)) N C?(Jp, HP(Q)) N C* (Jp, HPTH(Q)) N C(J7, L®(R)).

Then, we obtain the following results for the full discretization of the one-dimensional Westervelt
equation.

(i) If there are constants €9, Coy > 0 such that the discretization parameters h, ™ > 0 satisfy
7 < Cohiteo, (8.1)

there exist ho, 79 > 0 such that for h < hg and T < 19, the full discretization of (3.7) with
etther of the implicit midpoint rules is well defined.
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(77) Let ¥ € (0,1) and

1
Cy =20} min{l, (1—|x%|R) C’“’”"}Q. (8.2)

mv
Cnorm

If the discretization parameters h, T > 0 satisfy
T < C19h, (8.3)

there exist ho, 79 > 0 such that for h < hg and T < 19, the full discretization of (3.7) with
the leapfrog scheme is well defined.

In both cases, the approximations y,, = (u,,v,,) € By(R) obtained by the application of either
of the schemes satisfy forn=0,...,N

[u(tn) — |1 () + 10ru(tn) — vyll2() < Cu(l + ta)e (W +72), (8.4)

with constants C,,C > 0 independent of h, 7, and T, but C, depending on the solution u and

its derivatives.

Proof. As we have shown in the proof of Theorem 5.3, the discretization of the one-dimensional
Westervelt equation satisfies Assumption 4.28. Furthermore, we obtain from the representation
(5.23) of Crax(h), that the step size restriction (7.14) is satisfied if (8.1) holds.

Moreover, the representations (5.17) and (5.22) of ca and Ca(h), respectively, yield that
(7.75) corresponds to

1
2
TC‘invhi1 < 29 min{17 (1 - |%’R) Cnorm} .

Cnorm

Hence, due to (5.23) and (8.2), (8.3) implies (7.93).

In the following we employ the abstract error estimates for the full discretization with y =
(u, Oyu) and y = (u,v), starting with the implicit midpoint rules. As we consider a conforming
discretization, Corollary 7.5 implies for either of the implicit midpoint rules the estimate

ly(tn) = yullx < A =T)y(ta)llx + C(1 + ta)e ™ (ijo —Yollx + ;EP]H(I = J)yllx

+ 7% (sup [9ylly + sup [107ylly + sup [9Fy]lx) + sup |(Z — T)dyllx

0,tn 0,tn, 0,tn 0,tn,
+ sup ]II(Id —Z)A(y(s1))0y(s2)llx + Sup [Rayllx + Sup 1(1d —I)F(~,y)||x)-
51,52€|0,tn tn tn

Thus, the definition (5.12) of the initial values, the estimate (5.24) for the difference between Z
and J, and the bound (5.26) for the remainder R, yield

ly(tn) = Yullx < C(1+ t,)e (;gp]H(I - Id)ny+72([%gp]HatyHer sup [|07y[ly+ sup [10/y|x)

itn 0,tn

+ sup [(Z —1d)dyllx +  sup  [[(Id=Z)A(y(s1))0y(s2)llx + [zup]ll(ld —I)F(-ay)HX)'
7tn

[0,tn] 51,52€[0,tn]
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Hence, (5.19) implies

(tn) =t s+ [0u(t) =0, 200y < O+ £0)e (B (s ) + 510 041130

0,tn 0,tn

+ sup |07 ull o)+ sup [|A(y(s1)) 0y (s2)[| o1 () x e () + Sup||F(y)”HP+1(Q)><HP(Q)>

tn 51,52€[0,tn] [0,t]

+ TQ(SHP [0cull g2 () + SUP]HanHH?(Q) + [%%p}Haf’UHHl(Q) + ;)11P]HC{9§1U”L2(Q)))-

[0tn itn

Finally, (5.28) proves (8.4) for the implicit midpoint rules.

For the leapfrog scheme, we employ Corollary 7.27 . However, as most of the terms in (7.104)
coincide with the terms for the implicit midpoint rules, we only focus on the derivation of a
bound for the additional terms in C,2, which is defined in (7.95). First, we obtain from (7.88),
(5.25), and (5.20)

sup | Ra Py 07yl x = sup [(Zy — 1d)0}ul () < C[%UP}’a?u’Hl(Q)-
tn

,tn Oatn]

Second, (3.8) and (7.88) yield

sup | APy 07yllx = sup |07 ul g (o)-

n n

Thus, (7.104) together with the estimate (5.28) for the nonlinearities proves (8.4) for the leapfrog
scheme. O

In Section 9.1 we present numerical experiments confirming these results.

8.1.2 Example: Westervelt equation (2D, 3D)

As in the previous section for the one-dimensional case, we now focus on the full discretization
of the multi-dimensional Westervelt equation. In particular, we employ the space discretization
from Section 5.1.2. Numerical results are shown in Section 9.2.

Theorem 8.2. Ford € {2,3} and p > 3, let Q@ C R be a bounded domain with CP*-boundary.
For R € (0, ﬁ), let the assumptions of Theorem 3.3 be satisfied with R < CzR. Further, let
the solution u of (3.7) satisfy

u € CY(Jp, LA(Q) N C3(Jr, H*(Q)) N C?(Jp, HP(Q)) N C(Jr, HPTH(Q)) N C(Jr, L®(R)).

Then, we obtain the following results for the full discretization of the multi-dimensional West-
ervelt equation.

(3 ere exist €g, U > Suc a € aiscretization parametrers n, T > Satsjy
) If th ist €0, Co > 0 such that the discretizati ters h, 7 > 0 satisf
T < Coh Tt (8.5)

the full discretization of (3.7) with either of the implicit midpoint rules is well defined.
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(ii) Let ¥ € (0,1) and C1 > 0 be given as in (8.2). If there exist €9,Co > 0 such that the
discretization parameters h,™ > 0 satisfy

T < min{Clﬂh, Coh%%O},

the full discretization of (3.7) with the leapfrog scheme is well defined.

In both cases the approzimations y,, = (u,,v,) € By(R) obtained by the application of either
of the schemes satisfy form =0,..., N

[u(tn) — Lyun|giq) + 10u(tn) — Lyvnlr2@) < Cu(l + tn)eCt (BP + 72), (8.6)

with constants Cy,C > 0 independent of h, 7, and T, but C, depending on the solution u and

its derivatives.

Proof. As in the one-dimensional case, the statement follows by combining the space discretiza-
tion in Section 5.1.2 with the abstract error estimates Corollary 7.5 and Corollary 7.27 for the
full discretization with the implicit midpoint rules and the leapfrog scheme, respectively.
However, note that the space dimension enters the step size restriction (5.46) as a consequence
of the definition (5.46) of Cpax(h). Furthermore, we require u € C3(Jr, H?(2)), due to the
redefinition (3.12) of ) and the interpolation bound (5.42). O

8.2 Example: Maxwell equations

Finally, we focus on the full discretization of the quasilinear Maxwell equations with the implicit
midpoint rules (7.3) and (7.5) as well as the leapfrog scheme (7.70). To do so, we combine
the space discretization from Section 5.2 with the respective abstract full discretization result
Corollary 7.5 and Corollary 7.27.

Theorem 8.3. Forp >3, let Q C R? be a bounded domain with CP**-boundary. Furthermore,
let the assumptions of Theorem 3.5 be satisfied for R € (0, (9||X||LOO(Q))_%) with R < CzR
and m = p+ 2. Then, we obtain the following results for the full discretization of the discrete
Mazwell equations with Kerr nonlinearity (5.57).

(i) If there exist 9, Co > 0 such that the discretization parameters h, T > 0 satisfy
T < Cohiteo, (8.7)
the full discretization of (3.7) with either of the implicit midpoint rules is well defined.

(ii) Let 9 € (0,1) and

1
— . CTLO’I‘m 2
1 = 205" mln{l, (1- 9||X||Lm(Q)R2)} . (8.8)

Cnorm

If there exist €9, Cy > 0 such that the discretization parameters h, T > 0 satisfy
7 < min{Cy9h, Cohit=}, (8.9)

the full discretization of (3.7) with the leapfrog scheme is well defined.
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In both cases, the approximations y, = (H,, E,) € By(R) obtained by the application of either

of the schemes satisfy forn=0,...,N
[F(tn) — LyIC, | 1200)3 + [[€(En) — LHE, |l L2()3 < Cace(l + tn)eCt” (RP + 7'2), (8.10)

with constants Cyc e, C > 0 independent of h, 7, and T, but Cyc¢ depending on both fields H
and & as well as the nonlinear susceptibility x, including their derivatives.

Proof. In the proof of Theorem 5.13, we already showed that Assumption 4.28 is satisfied.
Furthermore, as Cyax(h) is given by (5.73), the step size restriction (8.7) implies the restriction
(7.14). Moreover, we obtain from (5.61) and (5.72) that (7.75) corresponds to

1
C 2
rCeh™ < wmin{ (1 - 9x =) B?) “‘”m} .
Cnorm
Hence, (8.8) and (8.9) imply (7.93).
In the following we employ the abstract results for y = (H, &) and y = (H, ), starting with
the implicit midpoint rules. From Corollary 7.5, we obtain for either of the implicit midpoint
rules due to J = Z and the definition (5.56) of the initial values the estimate

ly(tn) = Lynlla < A =LID)y(tn) | x + CL+ta)e™ ( sup  (Id —LI)A(y(s1))Dey(s2)]x

31,826[0,1571}
+  sup AR(TAY(s1))0y(s2)) + sup | Rayl|x
51,82€[0,tn] [0,tn]

+ 78 (sup oy + sup 37yl + sup [0y )
With the bounds (5.74) and (5.75) for the remainder R and the difference including the lift,
respectively, and the interpolation property (5.62), we further get

[H(tn) = LyIC, [l L2()s + [1€(En) — L€l L2(0)
< C(1 +t,)eltn (hp(sup 1 H[] o1 ()3 + Sup}HEHHp+1(Q)3

o tn

+  sup  [|A(y(s1))9y(s2) || r ()3 x Hr ()3
81526[0tn]

+ 7 (sup [|9:3]| 20y + Sup]llat?fllm Q)3 + [?)up}\lat Hllr2(0)

»wn wn

+ sup [0:El s + Sup 10FElrqeys + SUP1GFE1 m»)
Hence, the bound (5.76) for the nonlinearity implies (8.10) for the implicit midpoint rules.

For the leapfrog scheme, Corollary 7.27 is applicable. As most of the terms in (7.104) coincide
with the terms for the implicit midpoint rules, we focus on the derivation of a bound for the

additional terms in C 2. First, we obtain as in (5.74) from Lemma 5.12 and (5.67) together with
Lemma 5.11 for £ € ) the bound

IRAE | x < C]ly-
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Thus, we deduce from the definition (7.88) of Py

sup |[Ra Py 07yllx < C sup [|07€ || 2 (s
[0,tn] [0,tn]

Furthermore, we obtain from (7.88) and (5.67)

sup [|A Py 07yllx < C sup [|07€]| g1 (s
7t'ﬂ 7tn
Finally, (7.104) together with the estimate (5.76) for the nonlinearity proves (8.10) for the
leapfrog scheme. O

Note that Remark 5.15 also transfers to the full discretization of the Maxwell equations with
Kerr nonlinearity. In particular, Theorem 8.3 is also valid for Q C R? being a bounded domain
with CPT3-boundary.
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Numerical experiments

In this section we present numerical experiments which validate the error estimates in Theo-
rem 8.1 and Theorem 8.2 for the Westervelt equation in one and two dimensions, respectively.

9.1 Example: Westervelt equation (1D)

In the following, we focus on the one-dimensional Westervelt equation. In the first part, we derive
an implicit representation for the continuous solution of (3.7). We then investigate properties
of this solution for a specific choice of parameters and initial values. Finally, we discuss the
numerical results for the approximation of this solution.

9.1.1 General implicit representation

The derivation of the continuous solution of (3.7) is based on [Pototschnig et al., 2009, App. A],
where nonlinear Maxwell equations are considered. In [Gerner, 2013, Sec. 5.4.1.1], these ideas are
transfered to a quasilinear wave equation. We now apply this approach to the one-dimensional
Westervelt equation.

We first consider (3.7) on the full space 2 = R. This is equivalent to the system

(1 — »cu)pu = Opv on Jr x Q, (9.1a)
O = Ozu on Jp x (9.1b)

with Jp = [0,7]. From (9.1a), the ansatz
v(t,x) = o(ult,z))u(t, z), teJr, xeQ, (9.2)
for some ¢ € C*(R) yields the relation

(1 = 3cu)0u = (¢’ (u)u + p(u))dyu. (9.3)
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Inserting (9.2) into (9.1b) implies

(¢’ (u)u + p(u))Ou = dyu.
Combining these results, we obtain

(1 — seu)0pu = (@' (u)u + go(u))z&ru.
In particular, the ansatz (9.2) only yields a non-trivial solution if ¢ satisfies
@' (w)u + p(u) = £(1 — seu)3.
Hence, (9.3) corresponds to the nonlinear transport equation
Ou = +£(1 — %u)_%&pu. (9.4)

Furthermore, if the initial values satisfy (9.4) for ¢ = 0 with either the positive or the negative
sign, the solution is implicitly given by

u(t,x) = <I>(x +(1- %u(t,x))fét), teJr,x e, (9.5)

where ® € C(R) is prescribed by the initial value ug. In particular, for (¢,2) € Jr x € fixed,
the solution u(t, z) is given as the fixed-point of

w =V, (w), (9.6)
where U; , € C1(R) is given by
Uy p(w) = ®(w £ (1= saw) " 2t), teJp, zeq. (9.7)

We still have to justify the ansatz (9.2) by proving that (9.5) is wellposed for some 7" > 0.
In particular, we have to ensure Jp # (). Then, the solution u of (9.5) is the unique solution of
the Westervelt equation (3.7). Based on Banach’s fixed-point theorem, this is done in the next
section for a specific example.

9.1.2 Construction of a specific solution

We now fix concrete values for the numerical computations, i.e., we consider (3.7) with » =1
and initial values

($_0-5)2> _z—05 -1
0005 )0 Y= Gooos (L uwl(@) Puolz), zel (9.8)

ug(r) = %GXP <—

Note that (9.4) is satisfied with the negative sign for these initial values. Hence, due to Q2 = R,
(9.5) implies

D(s) = up(s), s€eR. (9.9)

We now justify the ansatz (9.2) for this specific example by pointwise application of Banach’s
fixed-point theorem to (9.6). To do so, let t > 0 and = €  arbitrary, but fixed.
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05 [ ‘ _t = O
— T
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5 0.3 t = 7
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0.1 —t =T

= ‘ MLETPR ) U t=0.173
0.3 0.4 0.5 ) . 0.8

Figure 9.1: Solution u of the one-dimensional Westervelt equation (3.7) for initial values (9.8)
at various points in time.

Due to ug(z) € [0, 3] (z € R), (9.8) and (9.9) imply
Uig: W =W, W:[_%vé]
To check that ¥, , is a contraction mapping, we obtain from (9.7) and (9.9) by the chain rule

U, (w) = (2~ (1 - w)"2t) %(az ~ (1 w)73t),

0.5—s (s —0.5)2
3/ (s) = _8Z OO
(5) = 005 &P ( 0.005 )

Since ® is a Gaussian function with inflection points z1 = 0.45 and xo = 0.55, we have

10
sup|®’(s)| < —=.
SER’ ( )’ \/é
Furthermore, we get due to
3
2

;U(z — (1= w)73t) = =51 - w)”

the estimate

0 _1
Sg};}‘aw(x— (1—w) 2t)’ < V2t

Hence, we have shown

10v/2
sup |}, (w)| < —=—
wEW’ t,a:( )| \/é

which yields that ¥, , is a contraction mapping for ¢ € Jf with T’ = 0.1165, since we have

t,

t<T< Ve 011658, (9.10)

10v2

Thus, Banach’s fixed-point theorem yields the existence of a unique solution

u:J%x]R—H/V
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of (3.7), which is implicitly given by (9.5) and (9.9). In particular, this implies
lu(t,z)| < &, teJsz el (9.11)

Before we consider numerical results, we briefly investigate the solution u. To do so, we
numerically solve of the fixed-point equation (9.5) on J % (0,1). More precisely, to approximate
u(t, z) we use the fixed-point iteration

utt = Uia(uf,), k>0, (9.12)
with ug,x = 0 and stopping criterion

luf it — uf | < 10712

Moreover, we use central difference quotients with step size 107 to approximate derivatives of u
in space and time, where we again employ (9.12) to approximate the required point evaluations
of u.

We point out that considering only a bounded space interval is no restriction here, as (9.5)
is given locally. Furthermore, (9.11) implies

1 -
|z — (1 —u(t,z)) 2t —0.5] > 0.5 — V2T, teJz zeR\(0,1).
Thus, we obtain from (9.5), (9.8), and (9.9)

72
lu(t,z)| < Lexp (_(0'50_.(]‘0/5%)) <1071, te Jz xeR\(0,1). (9.13)
Hence, considering only the space interval (0, 1) is sufficient to capture essential properties of
the solution w. o
In Figure 9.1, a snapshot of the solution u is depicted for ¢t = 0, %, %, %,T. Additionally,
despite the fact that this is not covered by our analysis with Banach’s fixed-point theorem above,
the solution w is shown for ¢ = 0.173. We observe that the initial Gaussian function steepens
in time. This self-steepening is further illustrated in Figure 9.2, where several norms of u are
shown over time. Eventually, this leads to blow-up in the H'-norm of w.
Note that a similar behavior is observed in [Pototschnig et al., 2009, App. A] for nonlinear

Maxwell equations.

9.1.3 Numerical results

We now validate the error estimates from Theorem 8.1 for the full discretization of the one-
dimensional Westervelt equation. In particular, we investigate the order of convergence both in
space and time.

For the numerical experiments, we introduce the computational domain = (0, 1) and con-
sider (3.7) subject to homogeneous Dirichlet boundary conditions. As illustrated in Figure 9.1,
due to (9.13) this is a reasonable approximation. We then compute the maximal error over time,

ie.,

err = mae{ u(ta) = w1110 + [Dr(ta) = vl 120y (9.14)
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Figure 9.2: Various norms of u for initial values (9.8) over time, with Q@ = (0,1). Note the
different scaling for each plot.

where we again obtain u(t,) and v(t,) with the fixed-point iteration (9.12) and the corresponding
approximation by solving the fixed-point equation (9.5) numerically.

Our implementation for the one-dimensional Westervelt equation is based on the C++ finite
element library deal.II, cf. [Bangerth et al., 2007]. For the fully implicit midpoint rule, we
solve the nonlinear systems of equations using Newton’s method. More precisely, based on (7.3)
and (7.4) we approximate Ypi12 = (un+1/2, V,,41/2) With the fixed-point iteration

-1
Bl =T~ (DG (Fh)) G (8hn). k>0, (9.15)
and 372+1/2 =y, where G": By(R) - X is forn=0,...,N — 1 given by

G"(&) =y, + 5AE)E+ 5F (&) — &, £eX.
As stopping criterion we use

ok ~k -
Hynill/2 ~ Yy ollie (@) <107

We point out that our implementation is not optimized with respect to efficiency, since we
only aim at illustrating the theoretical findings. In particular, for an efficient implementation
we suggest to use the simplified Newton’s method. Moreover, all arising linear systems of
equations are solved with the direct solver UMFPACK from [Davis, 2004], for which an interface
is implemented in deal.II. Further details can be taken from our code, which is contained in
the repository of CRC 1173 (www.waves.kit.edu).

On the convergence in space

In the first experiment, we investigate the dependency of the error (9.14) on the space discretiza-
tion parameter h. To do so, we apply the implicit midpoint rules as well as the leapfrog scheme
for a fixed number of time steps N = 100 - 27, which corresponds to the time-step size 7 ~ 107°.
We then vary the space discretization parameter

he{27%|k=1,...,18}.

In Figure 9.3, we show the computational results. For the approximation space, we use the
polynomial degrees p = 2 (solid) and p = 3 (dotted). Corresponding to the error estimate (8.4),
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Figure 9.3: Maximal error (9.14) over time for various mesh sizes h and fixed number of time steps
N = 100 - 27, computed for the linearly implicit midpoint rule (LIM, green), the fully implicit
midpoint rule (FIM, blue), and the leapfrog scheme (LF, red), for the space discretization with
finite elements and polynomial degree p = 2 and p = 3, respectively.

for h sufficiently small there exists a regime where the error converges with order p. In this
regime, all time-integration schemes yield similar results. However, this changes if we further
decrease h. For the implicit midpoint rules, the time discretization error then dominates, while
the leapfrog scheme becomes unstable, since the step size restriction (8.3) is no longer satisfied.

On the convergence in time

In the second experiment, we investigate the dependency of the error (9.14) on the time dis-
cretization parameter 7. Thus, we fix the mesh width A = 272 and use p = 2 for the construction
of the approximation space. We then vary the number of time steps

Ne{100-2* | k=0,...,8},

with corresponding time-step sizes 7 = %

The computational results are illustrated in Figure 9.4. For 7 < 4 -107°, the space dis-
cretization error dominates. Nevertheless, corresponding to the error estimate (8.4) we obtain
quadratic convergence for the implicit midpoint rules for 7 > 4-107%. For the leapfrog scheme,
the step size restriction (8.3) is not satisfied until the overall error is dominated by the space

discretization error.

On the restrictions on the time step

Finally, we comment on the restrictions on the time step. In the numerical experiments presented
so far we do not observe the step size restriction (8.1) for the implicit midpoint rules. For the
leapfrog scheme, we only observe the contribution of (7.75) to (8.3), which corresponds to the
classical CFL condition of the leapfrog scheme.

However, the numerical example can be modified to indicate the origin of the additional step
size restriction (8.1). More precisely, the idea is to increase the considered time interval in order
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Figure 9.4: Maximal error (9.14) over time for various time-step sizes 7 and fixed mesh width
h = 2712 computed for the linearly implicit midpoint rule (LIM, green), the fully implicit
midpoint rule (FIM, blue), and the leapfrog scheme (LF, red), for the space discretization with
finite elements and polynomial degree p = 2.

to approach the blow-up of the continuous solution at the maximal time of existence t*(yp). In
fact, although Banach’s fixed-point theorem only yields the upper bound T = 0.1165 in (9.10),
a numerical investigation of the fixed-point equation (9.5) implies t*(yo) > 0.173. Thus, we
consider for this numerical experiment the time interval Jr with 7' = 0.173.

In Figure 9.1 the numerical approximation of the continuous solution w at ¢t = T is depicted
(black, dotted). In particular, note that the slope of the wave front increased significantly
compared tot = T. Correspondingly, for the numerical approximation obtained with the linearly
implicit midpoint rule, a snapshot of the front of the wave crest at time ¢ = T is depicted in
Figure 9.5 for various discretization parameters. More precisely, in every row we fix the number
of time steps N. Conversely, we fix the space discretization parameter h in every column.
Overall, we consider

Ne{100-2* | k=3,...,7}, he{27%|k=12,...,15}.

Depending on the discretization parameters we observe numerical artifacts in the form of
instabilities at the front of the wave crest. For N < 1600 these artifacts occur for all mesh
widths h in the considered range. However, for N 2 3200 the instabilities only build up for
h decreasing. Moreover, note that the magnitude of the oscillations is related to the time-step
size.

The numerical artifacts are caused by the following two superimposing effects. On the one
hand, since the bound (9.11) for the continuous solution w also holds for the time interval
Jr, the interpolation Zu is also pointwise bounded due to (5.7). However, as Zu is piecewise
polynomial, its slope is restricted by the accuracy of the space discretization, which also reflected
by the inverse estimate (4.1). These arguments also transfer to the numerical solution uw. On
the other hand, in order to approximate the time evolution of the steep wave front, the time
discretization has to be sufficiently accurate.

Moreover, we emphasize that |ly,|ly < R is substantial for the wellposedness of the time-
discretization schemes, since essential properties of the discrete operators in Assumption 4.1
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Figure 9.5: Section of the numerical solution w obtained with the linearly implicit midpoint rule,
with a focus on the front of the wave crest at time ¢ = 0.173. We fix the number of time steps
N = 800, 1600, 3200, 6400, 12800 for the respective row and the space discretization parameter
h = 2712 2713 9=14 9=15 {51 the respective column.



9.2. Example: Westervelt equation (2D) 131

only hold provided this pointwise estimate is satisfied. For the concrete setting considered in
this section, this is satisfied for ||u,, |~ < 1. Thus, the time-integration schemes are only
wellposed if the numerical artifacts are sufficiently small, which yields a relation between the
time-step size 7 and the space discretization parameter h, e.g., the step size restrictions (7.14)
and (7.93) for the implicit midpoint rules and the leapfrog scheme, respectively. Hence, these
restriction are inherent in the problem itself, as stated in [Makridakis, 1993].

To conclude, we emphasize that for a fixed time interval [0, 7] the slope of the continuous
solution is bounded. Hence, in this case the effects described above can be neglected for 7 and
h sufficiently small. However, as it is unclear how to incorporate the existence of some § > 0
with T' < t*(yo) — 0 in the analysis, we have to assume the abstract step size restrictions (7.14)
and (7.93).

9.2 Example: Westervelt equation (2D)

We now consider the Westervelt equation for a domain Q C R? with smooth boundary. Since, up
to our knowledge, a continuous solution can not be constructed as in the one-dimensional case,
we add a time-dependent source term to the Westervelt equation. Using the space discretization
with isoparametric elements introduced in Section 8.1.2, we then numerically investigate the
error estimate for the full discretization from Theorem 8.2.

9.2.1 Modification of the Westervelt equation

We consider the following modified variant of (3.7) with an explicitly given right-hand side
frdrxQ—=R:

{(1 —su)dfu = Au+ x(0u)* + f  on Jp x Q, (9.16)

u(0) = uo, Owu(0) = vy on Q.
Hence, as in (3.8), we obtain that the modified variant is of the form (3.1) with

() () a2 (0 ) ()

Concerning the wellposedness of this modified variant, note that Theorem 3.3 is not directly
applicable. However, with the same arguments as in the proof of [Kato, 1975, Thm. 6], the
corresponding proof of [Dorfler et al., 2016, Thm. 4.1] can be extended to allow for additional
right-hand sides. In particular, this approach yields wellposedness of (9.16) for

feC(Jr, HX(Q) N H(Q)). (9.17)

Furthermore, we emphasize that the analysis for both the space discretization in Chapter 5
and the full discretization in Chapter 8 is also valid for the modified problem if f is sufficiently
smooth. In particular, we obtain that the discrete modified Westervelt equation

1 0 Oiu 0 1 u 0
) ) i

u(0) = uo, v(0) = vo on p,
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with

Ay (€))C =Ty (1 — 2LEY)LC),  Falt,&yy) = Ty (3(LEH)* + f(1), teJp, ¢ € Xy,

is wellposed.

9.2.2 Numerical results

In this section, we investigate the order of convergence both in space and time.

For the numerical experiments, we consider the modified Westervelt equation (9.16) on the
unit disc, i.e., we set d = 2 and Q = Bp2(1). Furthermore, we set s = 1 and 7' = 1. Finally, the
right-hand side f and the initial values ug, vg are chosen such that

u(t,z) = %sin(w”w”%)gcos(gt), te|0,1], z € Q,

satisfies (9.16). Since (3.11) and (9.17) are satisfied for this choice, we then have that w is the
unique solution of (9.16).

In order to accelerate the numerical computations, we avoid the application of the lift operator
L as well as the evaluation of the error (8.6) on the exact domain . Instead, we only consider
for y = (u,v) and y,, = (u,,,v,,) the maximum over time

et = max{|/&, |}, (9.18)

for the discrete errors €, = Zy(t,) — y,,. Note that this is sufficient to validate (8.6), as the
boundedness (5.35) of the lift operator £ implies

1y(tn) = Lynllx < Crlléyllx + [(£T = 1d)y(ta)| x, n=0,....N,

where the second term only depends on the approximation space and the regularity of the exact
solution, but is independent of the time-integration scheme.

Our implementation for the two-dimensional Westervelt equation is based on the C++ finite
element library MFEM, cf. [MFEM, 2018]. Again, we solve the nonlinear schemes arising in the
fully implicit midpoint rule using Newton’s method (9.15) with stopping criterion

~k+1 ~k —9
193412 = Unsryellie(e) < 1077

The linear systems arising in either of the implicit midpoint rules are solved with the gen-
eralized minimal residual method. To accelerate the convergence, we apply a block diagonal
preconditioner consisting of a Jacobi preconditioner and an algebraic multigrid preconditioner
from [Falgout et al., 2006], for which an interface is implemented in MFEM. The stopping cri-
terion is given by the relative tolerance 10~°. More precisely, the iterative solution of the linear
system Ax = b is terminated if

[ Brm|l2

— < 1079
| Broll2

is satisfied, where B &~ A~! denotes the preconditioner and r,, = Az, — b denotes the residual
after m > 0 steps.
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101 | .
10,2; | |==LIM, 7=0.1-277
1 |-=FIM, 7 =0.1-277
5 1073 | | |==LF, r=01.27
i 1|~ LF,7=01-2"°
104 g ER T O(h?)
105 | .
C Lo Lo .|
102 10t
h

Figure 9.6: Maximal error (9.18) over time for various mesh sizes h, computed for the linearly
implicit midpoint rule (LIM, green), the fully implicit midpoint rule (FIM, blue), and the leapfrog
scheme (LF, red) with time-step sizes 7 = 0.1-277 and 7 = 0.1 - 27, respectively.

For the linear systems with the mass matrices arising in the leapfrog scheme, we use the
conjugate gradient method with stopping criterion
[[7mll2
[roll —

where we employ the same notation as above.

1077,

Concerning the efficiency, we emphasize that the same remarks as in the one-dimensional
case also apply in this case. Further details can be taken from our code, which is contained in
the repository of CRC 1173 (www.waves.kit.edu).

On the convergence in space

The first experiment is devoted to the dependency of the error (8.6) on the space discretization
parameter h. Thus, we consider the full discretization of the modified Westervelt equation (9.16)
with the implicit midpoint rules and the leapfrog scheme for a fixed time-step size 7 = 0.1-27".
For the space discretization, we choose p = 3 and

he{2%|k=2,...,8.

As illustrated in Figure 9.6, the results are almost identical for all time-integration schemes, as
long as the step size restriction (8.5) for the leapfrog scheme is satisfied. In particular, we obtain
cubic convergence, which corresponds to the error estimate (8.6) with polynomial degree p = 3.
Furthermore, the application of the leapfrog scheme with reduced time-step size 7 = 0.1 - 279
(red, dotted) is stable for all space discretization parameters h in the range considered.

We emphasize that these results also fit well to the error estimate (5.45) for the space dis-
cretization of the Westervelt equation.

On the convergence in time

For the dependency of the error (8.6) on the time discretization parameter 7, we proceed as in
the one-dimensional setting, i.e., we fix the mesh width A = 278 and vary the time-step size 7.


www.waves.kit.edu
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Figure 9.7: Maximal error (9.18) over time for various time-step sizes 7 and fixed mesh width
h = 278, computed for the linearly implicit midpoint rule (LIM, green), the fully implicit
midpoint rule (FIM, blue), and the leapfrog scheme (LF, red).

In particular, for the implicit midpoint rules, we consider
re{01-27%|k=0,...,7}.

Since the step size restriction (8.5) of the leapfrog scheme is not satisfied for these time-step

sizes, we consider
re{0.1-27F |k =9,10}

for the leapfrog scheme.

In Figure 9.7 the computational results for the different time-integration schemes are depicted.
For 7 < 2-1073, the space discretization error dominates. For 7 > 2 - 1073, we obtain second
order convergence for the implicit midpoint rules, which corresponds to the error estimate (8.6).
As in the one-dimensional setting, the step size restriction (8.5) of the leapfrog scheme is not
satisfied until the space discretization error dominates.
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Conclusion and outlook

In this thesis we presented an abstract framework to analyze the space and time discretization
of a very general class of quasilinear wave-type problems. In particular, this also includes the
discretization of first-order quasilinear wave-type problems, which has not been analyzed so far.

For nonconforming space discretizations of these problems, we proved both wellposedness and
an error estimate based on semigroup theory. Additionally, we deduced a refined error estimate
for the special case of local nonlinearities. We emphasize that the consideration of nonconforming
discretizations is essential here, since the wellposedness analysis for the corresponding continuous
problems is in general based on severe regularity assumptions on the boundary of the domain,
which are usually not satisfied in the discrete setting.

Concerning the full discretization of quasilinear wave-type problems, we first considered a
linearized version of the implicit midpoint rule, where we showed wellposedness and a rigorous
error estimate using energy techniques. Based on these results and a fixed-point iteration, we
extended these results to the implicit midpoint rule. Moreover, also based on the analysis of the
linearized scheme we further provided a rigorous error analysis for the full discretization with
the leapfrog scheme.

To emphasize the relevance of the abstract framework, we applied the abstract results to
two prominent examples from physics, i.e., the Westervelt equation and the Maxwell equations
with Kerr nonlinearity. To do so, we first introduced the spatially discrete setting for these
equations. Based on the assumptions of the abstract framework, we then obtained rigorous
error estimates for the space discretization as well as the full discretization with all three time
integration schemes considered. Finally, we were able to confirm the theoretical results with
numerical experiments for the Westervelt equation.

A possible extension of this thesis would be the application of higher-order time-integration
schemes for the full discretization of quasilinear wave-type problems. Furthermore, the ab-
stract framework we presented can be applied to quasilinear wave-type problems with dynamic
boundary conditions.






APPENDIX A

Collection of important formulas

For the sake of readability, this is a collection of the most frequently used formulas in this thesis.

{amsz@ww@+fmwm,teh,
y(0) =yo
A©) =AOTA,  FLO=AE'F(LE),  teJp €€ By(R)
G €1 < €l < Coxhlelx ey
callellx < (A&)e | 9)x IAE)] ¢y < Ca, € X, ¢ €By(R)
IAGe) = AW)lloix) < Ll — Iy, .9 € By(R)
IA(p) = A) | c,2) < LX e — ]2, ¢,% € By(R)
(A€ &)y <0, cex
IF(t &)lly < Cr, t € Jr, £ € By(R)
IE(t, ) — F(t.9) | < Lello — 9]l te Jr, @4 € By(R)

(@ Y)ae) = A&)¢ [P)x £ € By(R), p,p € X

(3.3)

(3.4)

(4.1)

(4.3)

(4.4a)
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calléllz <€A < Calléll, £eXx (4.10)
I€llaczy < (L +CNt = sDIIElazisy < 1€l Agz(s)): s,teJp, €€ X (4.11)
{&sy(t) = A(y(1))y(t) + F(t,y(t), te Jr, (4.12)
y(O) = yOa
A(€) = A(§)T'A, F(t,&) = A)T'F(t,), t € Jr, & € By(R) (4.13)

1(Alp) — A(¥))€llx < LalAle)Ellylle — 2, € X, 9% € By(R) (4.14)

1, ¢) = Ft,¥)|x < Lrlle — ¢llx, t € Jr, .9 € By(R) (4.15)
IAE) o) < cxt (4.16)

1T llevx) < Ca (4.17)

1Tl ey = Cz (4.18)

1L zx,x) < Cr (4.19)

(Lo )y = (P L3V x, peEX heX (4.20)

(Lo | )pe) = (@ | LAEY) A ze) - {EBY(R), pe X, peX (4.21)
[Allzxy < Ca(h) (4.29)

CzR<R (4.32)

Ra(§) = AZET — L3, § € By(R) (4.33)

Ra = AT — LYA (4.34)

Re(t,€) == F(t,I€) — LYF(t,€), t e Jr, £ € By(R) (4.35)

(T — LAIE]Cacze) < CX%IIRA(@CIIX, (€Y, § € By(R) (4.36)
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I(AZOT — LA Iaze < ea’lRaClx,  CEV.E€By(R)  (437)
|F(ZE) - LAEFE ) Iage < ea’ IReElx,  ter ¢ €By(R)  (438)
Cunax(h) = max{1, Cy x(h), Cy.x(N)Ca(h)) (4.45)

DO = sw (€lox— el o)), CEex (457)

-An = A(gn)) Fn = f(tmgn% Aﬂ = A(Iﬂn), ]:n = f(tml-gn) (71)

A, = A(yn)7 Fn = f(tna yn) (72)
Y1 =Y + T A 12Y 0120+ TFnt1y2 (7.3)
Y +y
Yni1/2 = 7n+12 = (7.4)
Y1 = Y + TA 12U 12+ TEni1)2 (7.5)
_ Y " Yn —1,.... N—-1 (7.6)
Yor12 = 2 ’ =4
Una1 = Un + TAni1 /904172 + TFnt1/2 + Onta (7.7)
0~ ~ Un+1 + Ui
Ont1/2 = Unt1/2 — AL 2 = (7.8)
~ e +e
e, =T Un— Yn, €10 = % (7.9)
€1 =€, + TAn+1/26n+1/2 + 79,41 (7.10)
1
7Cimax(R)F < Coh® (7.14)

lgiialls < CUNT = T)iysryella + 1T Uyr1y2 — Yy 1jolls+ sup [RA(Tn11/2)0y %
[tnstnt1] (7.34)

+ IRAGn+1 + o)l x + IRE (g2 Unary2) L + 1A 11 jollx + 120541 1lx)
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~ _ 3 T
1T = vyl < A CHT s 10l + 0+ DTl 2, (7.36)
0st1/2

ot 3 1 2 2
1T U172 = Y1 ol A, ir o) < 2ll€nllas, .y o) +2llen-1lla@s, o) O sup (107ylly

[tn—1,tn+1/2]
(7.39)
Yiid = Yy T T ALY T+ TF ), k=0 (7.42)
A = AlYE ), Flrirjg=Fltnyhy o) (7.43)
k
Yy +y

Ynirp = g, k>0 (7.44)
lyhiilly < 5(R+CzR), | Apaysally < 5(RY+CZRY), k>0 (7.50)
R_(€) =1d -3.A(§), R (€) =1d+3.A(), € € By(R) (7.58)
R—(ﬂn+1/2)yn+1 = R—F(gn_,_l/z)yn + TZnJrl/Q: n= Oa oo 7N -1 (759)
(R-(©)e [ Y)ae) = (@ [ Re(E)¥)p(g) » p,p € X, § € By(R) (7.60a)
A©) R-(©)e 1 P)ae) = (Re(©¢ | @) age) = el peX, €€ By(R) (7.60b)
IR(€) " ¢llace < Ilae, ¢ € X, €€ By(R) (7.60¢)
Av(f) = Id, Av(ﬁ) =1Id (7.69)
an+1/2 =Un + %Avvn + %]:V(tn—&—l/%gn_,_lﬂ) (7.70&)
Unt1 = Up + TAy (gn+1/2)ﬁn+1/2 + Tf%(tn+1/2,gn+1/2) (7.70b)
Un1 = Unyr/z + 5AVOn1 + 5FV (g1, Y, ) (7.70c)
DE) = ,, " ¢ € By(R) (7.72)

- \0 TAR(9AY)’ Y '

R_(€) = R_(€) + 5D(&), R (€) = Ry (€) + 5D(E), ¢ € By(R) (7.73)
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D, = D(Iyy), D, =Dy )
TCA(h) < 2¥cp

(R-©e19),, = (eI REW), . ¢, € X, £ € By(R)

A(¢)

(R-©ple), . = (RiOp o)

3 A(§)

(1= )lelae < (R-©el¢), , <lellhe,  ©€X €cBy(R)

€3]
IR-(&) " ellae) < Csmllelace. ¢ € X, £ € By(R)
1AV | e(a.20): [ A3l o (x,2) < Calh)

7 < min{Ca (h)""ea, Crmax(h) " 2Coh™}

(7.74)

(7.75)

(7.76a)

2
= lelae — TlAvel%,, » € X, &€ By(R)

(7.76D)

(7.76¢)

(7.76d)

(7.77)

(7.93)
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