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Rainer Mandel and Mihai Mariş

Abstract

We study the standing waves for a fourth-order Schrödinger equation with mixed disper-
sion that minimize the associated energy when the L2−norm (the mass) is kept fixed. We
need some non-homogeneous Gagliardo-Nirenberg-type inequalities and we develop a method
to prove such estimates that should be useful elsewhere. We prove optimal results on the
existence of minimizers in the mass-subcritical and mass-critical cases. In the mass super-
critical case we show that global minimizers do not exist, and we investigate the existence of
local minimizers. If the mass does not exceed some threshold µ0 ∈ (0,+∞), our results on
”best” local minimizers are also optimal.

1 Introduction

We consider the biharmonic non-linear Schrödinger equation with mixed dispersion

(BNLS) i∂tψ + α∆2ψ + β∆ψ + γ|ψ|2σψ = 0 in R×RN ,

where α, σ > 0 and β, γ ∈ R, γ 6= 0. This equation has been introduced by Karpman and
Shagalov in [12] and [13] to take into account the role of small fourth-order dispersion terms
in the propagation of intense laser beams in a bulk medium with Kerr non-linearity; see also
[10]. It has also been used to describe the motion of a vortex filament in an incompressible
fluid ([11]). The equation received considerable attention since then.

By simple scaling it is possible to get rid of the parameters α, β, γ. Indeed, if β 6= 0, taking
ψ(t, x) = aψ̃

(
t
c ,
x
b

)
where a = α−

1
2σ |β/2| 1σ |γ|− 1

2σ , b = α
1
2 |β/2|− 1

2 , and c = 4α|β|−2, we see

that ψ solves the above equation if and only if ψ̃ solves (after dropping ” ˜ ”)

(1.1) iψt + ∆2ψ + 2ε∆ψ + ϑ|ψ|2σψ = 0 in R×RN ,

where ε = sgn(β) ∈ {−1, 0, 1} and ϑ = sgn(γ) ∈ {−1, 1}. By analogy to the usual non-linear
Schrödinger equation, the case γ > 0 (or ϑ = 1) is called defocusing, and the case γ < 0 (or
ϑ = −1) is called focusing.

Equations (BNLS) and (1.1) are Hamiltonian. Two important quantities are conserved by
the flow associated to (1.1): the ”mass” ‖ψ(t, ·)‖2L2 , and the ”energy”

E(ψ) =

∫
RN

|∆ψ|2 dx− 2ε

∫
RN

|∇ψ|2 dx+
ϑ

σ + 1

∫
RN

|ψ|2σ+2 dx.

The natural ”energy space” associated to (1.1) is H2(RN ). Equation (1.1) is mass-critical for
σ = 4

N , and energy-critical when N > 5 and σ = 4
N−4 (this corresponds to 2σ+2 = 2∗∗, where

2∗∗ = 2N
N−4 is the Sobolev exponent satisfying ‖u‖L2∗∗ 6 C‖∆u‖L2 for any u ∈ H2(RN )).

The Cauchy problem for (1.1) has been considered in several articles; see [22] and references
therein. In the energy-subcritical case (that is, N 6 4 and σ ∈ (0,∞), or N > 5 and
0 < σ < 4

N−4 ), B. Pausader proved local existence in H2(RN ) as well as the conservation of
mass and energy in all cases (see Proposition 4.1 p. 204 in [22]).
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In the defocusing case (ϑ = 1) B. Pausader also proved global existence for any ε ∈
{−1, 0, 1} and all initial data (Corollary 4.1 (a) p. 205 in [22]), and scattering provided that
ε 6 0, N > 5 and 4

N < σ < 4
N−4 . In low dimensions 1 6 N 6 4, scattering has been proved

in [23] (see Theorem 1.1 p. 2177 in [23]) provided that ε ∈ {−1, 0} and σ > 4
N . The latter

condition can be weakened to σ > 2
N if ε = −1; this is due to the fact that Strichartz estimates

are better for ε = −1.
In the focusing case (ϑ = −1), global existence holds provided that σ is energy-subcritical

and the initial data is sufficiently small in H2(RN ), or σ < 4
N and the initial data is arbitrary,

or σ = 4
N and the initial data is sufficiently small in L2(RN ) (Corollary 4.1 (b)-(d) p. 205 in

[22]). Global existence in the critical case in also shown for radial initial data (Theorem 1.1 p.
198 in [22]) and for arbitrary small data, as well as scattering for radial data if ε ∈ {−1, 0}.

Equation (1.1) admits an important class of special solutions, the standing waves. These
are solutions of the form ψ(t, x) = e−iωtu(x), where ω ∈ R and u is a complex-valued function.
They appear as a balance between non-linearity and dispersion and are supposed to play an
important role in the dynamics. The standing wave profile u satisfies the equation

(1.2) ∆2u+ 2ε∆u+ ωu+ ϑ|u|2σu = 0 in RN .

Solutions of (1.2) are critical points of the action

(1.3) Sω(u) :=

∫
RN

|∆u|2 − 2ε|∇u|2 + ω|u|2 +
ϑ

σ + 1
|ψ|2σ+2 dx = E(u) + ω‖u‖2L2 .

Taking into account the Hamiltonian structure of (1.1), it is natural to search for standing
waves as minimizers (or local minimizers) of the energy when the L2−norm is kept fixed. By
a standard application of the approach laid down by T. Cazenave and P.-L. Lions [9], the set
of solutions obtained in this way is orbitally stable. Studying the behaviour of the energy
with respect to the mass and to the scaling gives an insight into possible blow-up scenarios.
We refer to [6] and [3] for blow-up results.

In the case ε = −1, the existence of standing waves has been investigated in several papers
(see [2], [3], [4], [5]) by using various methods, including minimisation of the energy at fixed
mass (see Theorem 1.1 p. 3050 in [4]). Some qualitative properties of these solutions as well
as the orbital stability of the set of minimizers have also been established.

In the case ε = −1, it has been observed in [5], Theorem 1.1 and in [4], Theorem 1.2 that it
is possible to minimize

∫
RN |∆u|2−2|∇u|2 +ω|u|2 dx under the constraint

∫
RN |u|2σ+2 dx = 1

provided that ω > 1. Although this approach gives the existence of standing waves, it is not
completely satisfactory because the considered quantities are not conserved by the flow of
(1.1), and consequently it does not give much information about the dynamics of (1.1).

The case ε = 1 (corresponding to β > 0 in (BNLS)) is more difficult and, as far as we
know, there are no satisfactory results in the literature concerning the minimisation of the
energy at fixed L2−norm. Our aim is to clarify this situation in the focusing case (ϑ = −1 in
(1.1) or γ < 0 in (BNLS)). In the sequel we will always assume that ε = 1, although most of
our results are still valid if ε = 0 or if ε = −1. Rewriting our proofs with ε = −1 would give
alternate proofs of some results in [2], [3], [4], [5].

To be more precise, we focus our attention on the minimisation problem

(Pm)

minimize E(u) :=

∫
RN

|∆u|2 dx− 2

∫
RN

|∇u|2 dx− 1

σ + 1

∫
RN

|u|2σ+2 dx

in the set S(m) :=

{
u ∈ H2(RN )

∣∣∣ ∫
RN

|u|2 dx = m

}
.

We denote

(1.4) Emin(m) := inf{E(u) | u ∈ S(m)}.

The basic properties of the function Emin are given in Proposition 3.1. In particular, we
show that Emin(m) is finite for any m > 0 if Nσ < 4, and Emin(m) = −∞ for any m > 0 if
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Nσ > 4 (of course, this is related to the fact that (1.1) is mass-critical for σ = 4
N ). If Nσ = 4,

there exists some k∗ > 0 such that Emin(m) is finite for m ∈ (0, k∗) and Emin(m) = −∞
if k > k∗. A simple scaling argument shows that we have always Emin(m) 6 −m. If
Emin(m) = −m, the minimisation problem (Pm) does not have solutions, and all minimizing
sequences converge weakly to zero. If Emin(m) < −m, it is shown in Theorem 3.4 that
there exist minimizers for (Pm) and that all minimizing sequences are pre-compact (after
translation), which gives the orbital stability of the set of minimizers by the flow associated
to (1.1). If 0 < σ 6 4

N , there exists m0 > 0 such that Emin(m) = −m for m ∈ (0,m0] and
Emin(m) < −m for m > m0. It is an important question whether m0 = 0 or m0 > 0. Notice
that the presence of standing waves prevents scattering for (1.1). Therefore, if m0 = 0 we
cannot expect a scattering theory for solutions of (1.1) having small L2−norm.

It is easily seen that for any u ∈ H2(RN ) with ‖u‖2L2 = m we have

(1.5)

E(u) + ‖u‖2L2 = ‖∆u+ u‖2L2 − 1
σ+1‖u‖

2σ+2
L2σ+2 = ‖∆u+ u‖2L2

(
1− 1

σ+1

‖u‖2σ+2

L2σ+2

‖∆u+u‖2
L2

)

= ‖∆u+ u‖2L2

(
1− mσ

σ+1

‖u‖2σ+2

L2σ+2

‖u‖2σ
L2‖∆u+u‖2

L2

)
= ‖∆u+ u‖2L2

(
1− mσ

σ+1Q(u)2σ+2
)
,

where

Q(u) =
‖u‖L2σ+2

‖u‖
σ
σ+1

L2 ‖∆u+ u‖
1

σ+1

L2

.

Let M = sup{Q(u) | H2(RN ), u 6= 0}. If M is finite, it follows from (1.5) that E(u)+‖u‖2L2 >
0 for any u satisfying ‖u‖2L2 = m provided that m is small enough, so that 1− mσ

σ+1M
2σ+2 > 0.

This shows that Emin(m) > −m for sufficiently small m, and consequently (Pm) does not
admit minimizers for small m. If M = ∞, then for any m > 0 we may find u ∈ H2(RN ),

u 6= 0 such that 1 − mσ

σ+1Q(u)2σ+2 < 0. Then taking v =
√
m

‖u‖L2
u we see that ‖v‖L2 = m,

Q(v) = Q(u), and (1.5) gives E(v) + ‖v‖2L2 < 0, which implies Emin(m) < −m. Notice that
M is finite if and only if the Gagliardo-Nirenberg-type inequality

‖u‖L2σ+2 6 C‖u‖
σ
σ+1

L2 ‖∆u+ u‖
1

σ+1

L2

holds true for all u ∈ H2(RN ). Obviously, M is the best possible constant in this inequality.
We will study slightly more general inequalities, namely we will investigate whether there

exists C > 0 such that

‖u‖Lp 6 C‖u‖κL2‖ |D|su− u‖1−κL2 for all u ∈ Hs(RN ),

where p ∈ (2,∞), κ ∈ (0, 1) and |D|s is the Fourier integral operator given by |D|su =
F−1 (| · |sF(u)). This leads us to study the boundedness on Hs(RN ) \ {0} of the quotient

Qκ(u) =
‖u‖Lp

‖u‖κL2‖ (|D|s − 1)u‖1−κL2

.

We obtain the following result.

Theorem 1.1 Let N ∈ N∗, p ∈ (2,∞), κ ∈ (0, 1), and s > 0. Then Qκ is bounded on
Hs(RN ) \ {0} if and only if

(1.6) κ >
1

2
and

N

s

(
1

2
− 1

p

)
6 1− κ 6 N + 1

2

(
1

2
− 1

p

)
.

To prove Theorem 1.1 we are led to develop an original approach, based on the Hausdorff-
Young inequality in space dimension N = 1, and on the Tomas-Stein inequality in higher
dimensions. This method is not limited to the study of Qκ here above. It is much more
general and can be used to prove non-homogeneous Gagliardo-Nirenberg inequalities of the
form

‖u‖Lp 6 C‖P1(D)u‖κL2‖P2(D)u‖1−κL2 ,
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where P1(D) and P2(D) are Fourier integral operators defined by Pi(D)(u) = F−1 (Pi(·)F(u)) .
See Remark 2.8. Some quantitative variants are also available: see Remark 2.9.

Using Theorem 1.1 with s = 2, p = 2σ + 2, and κ = σ
σ+1 we infer that the quotient Q

in (1.5) is bounded on H2(RN ) \ {0} if and only if max
(

1, 4
N+1

)
6 σ 6 4

N (see Proposition

3.3).
As a matter of fact, our method works in the simpler case when ε = −1 in (1.2).

Proceeding as in (1.5) we write E(u) =
(
‖∆u‖2L2 + 2‖∇u‖2L2

) (
1− ‖u‖

2σ
L2

σ+1 Q(u)2σ+2
)

, where

Q(u) =
‖u‖L2σ+2

‖u‖
σ
σ+1

L2 (‖∆u‖2
L2+2‖∇u‖2

L2)
1

σ+1

, and we need to study the boundedness of the quotient

Q to decide whether Emin(m) < 0 for all m > 0 or Emin(m) = 0 for small m. In this way it
is possible to give an alternate (and shorter) proof of Theorem 1.1 p. 5030 in [4].

Having at hand Theorem 1.1, we establish the existence of solutions to the problem (Pm)
under optimal assumptions. We use some ideas in [18] and [19], but all our proofs are self-
contained and elementary. The next Theorem summarizes our main results on the existence
of minimizers for (Pm).

Theorem 1.2 Let N ∈ N∗. Let Emin be as in (1.4). The following assertions hold true.

(i) If 0 < σ < max
(

1, 4
N+1

)
and σ < 4

N we have −∞ < Emin(m) < −m for all m > 0.

(ii) If max
(

1, 4
N+1

)
6 σ < 4

N , there exists m0 > 0 (given by (3.16)) such that Emin(m) =

−m for all m ∈ (0,m0] and −∞ < Emin(m) < −m for any m > m0.

(iii) If σ = 4
N , let m0 = 0 if σ < 1 and let m0 be as in (3.16) if σ > 1. Let k∗ be as

in Proposition 3.1 (vi). Then we have m0 < k∗ and Emin(m) = −m for all m ∈ (0,m0],
−∞ < Emin(m) < −m for m ∈ (m0, k∗) and Emin(m) = −∞ for m > k∗.

(iv) If σ > 4
N we have Emin(m) = −∞ for all m > 0.

Problem (Pm) admits solutions whenever −∞ < Emin(m) < −m; moreover, any minimiz-
ing sequence for (Pm) has a subsequence that converges strongly in H2(RN ) modulo transla-
tions. Minimizers of (Pm) solve (1.2) for some ω > 1.

Problem (Pm) does not admit minimizers if m0 > 0 and m ∈ (0,m0).

If ε = 1 and ϑ = −1, as we assume throughout this paper, writing ω = 1 + c equation
(1.2) becomes

(1.7) ∆2u+ 2∆u+ (1 + c)u− |u|2σu = 0 in RN .

As already mentioned, solutions of (1.7) are critical points of the action functional

(1.8)

Sc(u) :=

∫
RN

|∆u|2 − 2|∇u|2 + (1 + c)|u|2 − 1

σ + 1
|ψ|2σ+2 dx

= E(u) + (1 + c)‖u‖2L2 = Tc(u)− 1

σ + 1

∫
RN

|ψ|2σ+2 dx,

where Tc(u) :=

∫
RN

|∆u|2 − 2|∇u|2 + (1 + c)|u|2 dx. A classical approach to find solutions

for (1.8) is to show that t(c) := inf{Tc(u) | u ∈ H2(RN ),
∫
RN |u|2σ+2 dx = 1} is achieved.

In Theorem 3.7 we prove that minimizers for t(c) exist for any c > 0 and any σ ∈ (0,∞)
if N 6 4, respectively any σ ∈ (0, 4

N−4 ) if N > 5. Moreover, if u is a minimizer for t(c)

then v := t(c)
1
2σ u solves (1.7) and for any other solution w ∈ H2(RN ) of (1.7) we have

Sc(v) 6 Sc(w) (see Proposition 3.9); we say that v is a minimum action solution of (1.7).
Therefore equation (1.7) admits minimum action solutions for any energy-subcritical σ and
for any c > 0. The next result shows that minimizers given by Theorem 1.2 are minimum
action solutions for (1.7):
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Theorem 1.3 Assume that 0 < σ 6 4
N . Let u be a minimizer for problem (Pm), as given by

Theorem 1.2. The following properties hold true:

(i) There exists some c = c(u) > 0 such that u is a minimum action solution for (1.7).
Furthermore, any minimum action solution of (1.7) with c = c(u) is also a minimizer for
(Pm).

(ii) If m1 < m2, the function u1 solves (Pm1) and u2 solves (Pm2), then c(u1) < c(u2).

(iii) If 0 < σ < 4
N , we have c(u) −→∞ as m −→∞.

(iv) If 0 < σ < max
(

1, 4
N+1

)
and σ 6 4

N we have c(u) −→ 0 as m −→ 0. If um is any

solution of the minimisation problem (Pm), denote vm = vm√
m

= vm
‖um‖L2

, so that ‖vm‖L2 = 1.

Then we have

‖∆vm‖L2 −→ 1, ‖∇vm‖L2 −→ 1, ‖(∆ + 1)vm‖L2 −→ 0 as m −→ 0,

and ‖vm‖Lp −→ 0 for any p ∈ (2,∞) if N > 4, respectively for any p ∈ (2, 2∗∗) if N ≥ 5.

It is proven in Proposition 3.8 that t(c) 6 C
√
c as c −→ 0 and Corollary 3.13 below shows

that for any energy-subcritical σ > 0, we have t(c) ∼ c1−
Nσ

4(σ+1) as c −→ ∞. The behaviour
of minimum energy solutions of (1.7) (and, in particular, the behaviour of minimizers for the
problem (Pm) as m −→ ∞ in the case 0 < σ < 4

N ) is described in Proposition 3.12 and
Corollary 3.13: after rescaling and translation, they converge to minimizers of the functional
K(u) :=

∫
RN |∆u|2 + |u|2 dx under the constraint

∫
RN |u|2σ+2 dx = 1.

In the case σ > N
4 we have Emin(m) = −∞ for any m > 0 and the minimization problem

(Pm) does not make sense. In this case we investigate the existence of local minimizers of
E when the L2−norm is kept fixed. By local minimizer we mean a function u ∈ H2(RN )
such that there exists an open set U ⊂ H2(RN ) having the property that u ∈ U and E(u) =
inf{E(v) | v ∈ U and ‖v‖L2 = ‖u‖L2}.

We find an open set O ⊂ H2(RN ) (described in (4.4)) such that any possible local min-
imizer of E at fixed L2−norm must belong to O. The set O ∪ {0} is star-shaped and is an
open neighbourhood of the origin in H2(RN ), and O is unbounded in H2(RN ). We denote

Ẽmin(m) = inf{E(u) | u ∈ O and ‖u‖2L2 = m}.

The problem of finding minimizers for Ẽmin(m) (which are ”best possible” local minimizers
of E when the L2−norm is fixed) in the mass-supercritical case σ > 4

N is much harder than
finding global minimizers for Emin in the subcritical and critical cases. To the best of our
knowledge this problem has not been addressed in the literature. Understanding the behaviour
of E with respect to the L2−norm is also an important step in understanding the dynamics
associated to (1.1). Our main results in the case σ > 4

N are given below.

Theorem 1.4 Suppose that σ > 4
N and σ < ∞ if N 6 4, respectively σ < 4

N−4 if N > 5.
The following assertions are true.

(i) Assume that N > 5 and 4
N < σ < 1. Then we have Ẽmin(m) < −m for any m > 0.

(ii) If 4
N < σ and σ > 1, there exists m0 > 0 such that Ẽmin(m) = −m for any m ∈ (0,m0]

and the infimum Ẽmin(m) is not achieved for any m ∈ (0,m0).

(iii) Assume that 0 < m < µ0, where µ0 is given by (4.6), and Ẽmin(m) < −m. Then
Ẽmin(m) is achieved and any minimizing sequence for Ẽmin(m) has a subsequence that con-
verges strongly in H2(RN ) modulo translations.

(iv) Any minimizer for Ẽmin(m) solves (1.8) for some c = c(u) satisfying

0 < c < −1 +
(Nσ − 2)2

Nσ(Nσ − 4)
+

8(Nσ − 2)

N(Nσ − 4)2
.

Moreover, if N > 5 and 4
N < σ < 1 we have c(u) −→ 0 as m −→ 0.
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Any solution u of (1.7) provided by Theorem 1.4 must satisfy (4.9), and consequently
there is some explicit constant C > 0 such that ‖u‖H2 6 C‖u‖L2 . Therefore if N > 5 and
4
N < σ < 1 equation (1.1) admits standing waves with small H2−norm and this rules out a
scattering theory for small solutions of (1.1). It is an open question whether small solutions
of (1.1) scatter or not in the remaining cases.

In the case σ > 4
N , the least energy solutions of (1.7) given by Proposition 3.9 have small

L2−norm as c −→ ∞, but they have large H2−norm and do not belong to the set O (see
Remark 4.11 and Corollary 3.13). Thus we have two types of interesting standing waves
with small L2−norm: the minimum action solutions for c −→ ∞, and the local minimizers
provided by Theorem 1.4.

Let us compare our results to similar results in the cases ε = −1 and ε = 0. Let us consider
the problem (Pm) with E replaced by

(1.9) E(u) =

∫
RN

|∆u|2 dx− 2ε

∫
RN

|∇u|2 dx− 1

σ + 1

∫
RN

|u|2σ+2 dx.

We define Emin as in (1.4). Then Theorem 1.1 p. 5030 in [4] and Theorem 1.2 p. 2170 in [2]
give the following result:

Theorem. ([4, 2]) Assume that ε = −1. Then:

(i) If 0 < σ < 2
N , we have −∞ < Emin(m) < 0 for any m > 0.

(ii) If 2
N 6 σ < 4

N , there exists mcr > 0, depending on σ and N , such that Emin(m) = 0
for any m 6 mcr and −∞ < Emin(m) < 0 for any m > mcr.

(iii) If σ = 4
N , there exists mcr > 0 such that Emin(m) = 0 for any m 6 mcr and

Emin(m) = −∞ for m > mcr, and Emin(m) is never achieved.

(iv) If σ > 4
N we have Emin(m) = −∞ for all m > 0.

The problem (Pm) admits solutions whenever −∞ < Emin(m) < 0. Moreover, all mini-
mizing sequences have subsequences that converge strongly in H2(RN ) (modulo translations).

Quite remarkably, Proposition 2.8 (ii) p. 5038 in [4] shows that for σ ∈
(

2
N ,

4
N

)
and for m =

mcr, problem (Pmcr ) admits solutions despite the fact that there exist minimizing sequences
that do not have any convergent subsequence (modulo translations). In fact, proceeding as
in (1.5) it is easily seen that in this case one has

σ + 1

mσ
cr

= sup

{
‖u‖2σ+2

L2σ+2

‖u‖2σL2

(
‖∆u‖2L2 + 2‖∇u‖2L2

) ∣∣∣ u ∈ H2(RN ) \ {0}

}
and that u is a minimizer for (Pmcr ) if and only if ‖u‖2L2 = mcr and u is an optimal function
for the non-homogeneous Gagliardo-Nirenberg inequality

‖v‖L2σ+2 6 C‖v‖
σ
σ+1

L2

(
‖∆v‖2L2 + 2‖∇v‖2L2

) 1
2σ+2 .

We stress that local minimizers of the energy at fixed mass are specific to the case ε = 1.
Such solutions do not exist if ε 6 0, see Remark 4.2. If ε = −1 it is shown in [2], Theorem 1.3
p. 2171 that one can minimize E in the set {u ∈ H2(RN ) | ‖u‖2L2 = m and P1(u) = 0} for
some values of m > 0, where P1 is a Pohozaev-type functional given in (3.39). The minimizers
found in [2] are minimum action solutions of (1.2), but are not minimizers of E at fixed L2−
norm. They correspond to solutions given by Theorem 3.7 and Proposition 3.9 below. The
instability by blow-up of such minimum action solutions has been proven in [2], Theorem 1.1
provided that they are radial and 4

N 6 σ 6 4 (and σ < 4
N−4 if n > 5), and that instability

result is an indication that those solutions cannot be local minimizers of the energy at fixed
L2−norm.

The case ε = 0 is much simpler. Proceeding as in (1.5) we find

(1.10) E(u) = ‖∆u‖2L2

(
1−
‖u‖2σL2

σ + 1

‖u‖2σ+2
L2σ+2

‖u‖2σL2‖∆u‖2L2

)
= ‖∆u‖2L2

(
1− mσ

σ + 1
Q0(u)2σ+2

)
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for any u ∈ H2(RN ) such that ‖u‖2L2 = m, where Q0(u) =
‖u‖L2σ+2

‖u‖L2
σ
σ+1‖∆u‖L2

1
σ+1

. A simple

scaling argument shows that the quotient Q0 is unbounded on H2(RN ) \ {0} if σ 6= 4
N . With

the above notation we get:

(i) −∞ < Emin(m) < 0 for any m > 0 if 0 < σ < 4
N .

(ii) If σ = 4
N , there exists mcr > 0 such that Emin(m) = 0 for any m 6 mcr and Emin(m) =

−∞ for m > mcr. Emin(mcr) is achieved by some optimal function for the Sobolev-
Gagliardo-Nirenberg inequality (3.3), and Emin(m) is never achieved if m 6= mcr.

(iii) Emin(m) = −∞ if σ > 4
N .

Assertions (i) and (iii) are proven exactly as statements (v) and (i), respectively, in Proposition
3.1 below, and (ii) follows from (1.10). The existence of minimizers for any m > 0 in case (i)
is standard (one may use a simplified version of the proof of Theorem 3.4).

If ε 6 0, equation (1.2) has infinitely many solutions that can be obtained by using
topological methods (see, e.g., Theorem 1.4 p. 2172 in [2]). This is presumably true for ε = 1,
too. In this paper we focus on standing waves that minimize the energy at fixed mass, which
are the most important for the dynamical study of (1.1).

This paper is organized as follows. In the next section we develop a method to deal
with non-homogeneous Gagliardo-Nirenberg inequalities and we prove Theorem 1.1. We sep-
arate the cases N = 1 (when a simple argument based on the Hausdorff-Young inequality
is sufficient, see Theorem 2.3) and N > 2 (when a more involved argument relying on the
Tomas-Stein inequality is needed, see Theorem 2.6). Examples 2.4 and 2.7 show that the
results we obtain are optimal for the operator |D|s− 1. Extensions to more general operators
are indicated in Remarks 2.8 and 2.9.

In Section 3 we consider the problem (Pm) and we prove Theorems 1.2 and 1.3. Statements
(i)-(iv) in Theorem 1.2 follow from Propositions 3.1 and 3.3. The existence of minimizers and
the pre-compactness of minimizing sequences are given by Theorem 3.4. Theorem 1.3 follows
from Propositions 3.5 and 3.10 (see also Remark 3.2 and Proposition 3.3). Some asymptotic
properties of minimum action solutions as c −→∞ are given in Proposition 3.12 and Corollary
3.13.

In Section 4 we consider the more delicate problem of minimizing the energy at fixed
L2−norm in the set O when σ > 4

N and we prove Theorem 1.4. Statement (i) and the first
part of (ii) in Theorem 1.4 follow from Lemma 4.4, and the second assertion in (ii) follows
from Remark 4.9. Part (iii) is Theorem 4.8. For (iv), see Remark 4.10.

2 A class of non-homogeneous Gagliardo-Nirenberg in-
equalities

Let (X,A, µ) be an arbitrary measure space and let f be a complex-valued measurable function
on X. We say that f 6≡ 0 if the set {x ∈ X | f(x) 6= 0} has positive measure. Obviously, if
f 6≡ 0 then

∫
X
|f |α dµ > 0 for any α > 0. If f1, f2 are measurable and f1f2 6≡ 0, then f1 6≡ 0

and f2 6≡ 0. We use the convention f1(x)
f2(x) = 0 if f1(x) = f2(x) = 0.

The following elementary lemma will be very useful in the sequel.

Lemma 2.1 Let (X,A, µ) be an arbitrary measure space, let q ∈ [1, 2) and κ ∈ (0, 1). Con-
sider three measurable functions w,w1, w2 : X −→ C such that ww1 6≡ 0, ww2 6≡ 0 and w = 0
on the set {x ∈ X | w1(x) = 0 and w2(x) = 0}. Let

M1 = sup

{
‖ϕw‖Lq

‖ϕw1‖κL2 · ‖ϕw2‖1−κL2

∣∣∣ ϕ is measurable, ϕwi ∈ L2(X),
ϕwi 6≡ 0 for i = 1, 2

}
, and

M2 = sup
t>0

(
t
1−κ
2

∥∥∥ w

(w2
1 + t|w2|2)

1
2

∥∥∥
L

2q
2−q

)
.

Then M1 6 (1 − κ)
κ−1
2 κ−

κ
2M2. Moreover, if (X,A, µ) is σ−finite or if there exists t∗ > 0

such that w
(
w2

1 + t∗|w2|2
)− 1

2 ∈ L
2q

2−q (X), then M1 = (1− κ)
κ−1
2 κ−

κ
2M2.
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Remark 2.2
(i) Let Ai = {x ∈ X | wi(x) = 0} for i = 1, 2. We have

∥∥∥ w

(w2
1+t|w2|2)

1
2

∥∥∥
L

2q
2−q (X)

>∥∥∥ w
|w1|

∥∥∥
L

2q
2−q (A2)

, and
∥∥∥ w

(w2
1+t|w2|2)

1
2

∥∥∥
L

2q
2−q (X)

> t−
1
2

∥∥∥ w
|w2|

∥∥∥
L

2q
2−q (A1)

. We infer that if M2 <∞,

then necessarily w = 0 a.e. on A1 ∪ A2 (here we use the assumption that w = 0 on A1 ∩ A2

and the convention 0
0 = 0).

(ii) For any fixed a, b > 0, the function g(t) = t1−κ

a+tb = 1
atκ−1+btκ achieves its maxi-

mum on (0,∞) at tmax = (1−κ)a
κb and g(tmax) = κκ(1 − κ)1−κa−κbκ−1. Hence for any

x ∈ X such that w1(x)w2(x) 6= 0 we have max
t>0

[
t
1−κ
2

(
|w1(x)|2 + t|w2(x)|2

)− 1
2

]
= κ

κ
2 (1 −

κ)
1−κ
2 |w1(x)|−κ|w2(x)|κ−1. We have thus a sufficient condition for the finiteness of M2, namely

M2 <∞ if w = 0 a.e. on the set A1 ∪A2 and w|w1|−κ|w2|κ−1 ∈ L
2q

2−q (X).

(iii) Assume that there is t∗ > 0 such that w
(
|w1|2 + t∗|w2|2

)− 1
2 ∈ L

2q
2−q (X). We have

(2.1) min

(
1,
t

t∗

)
6
|w1|2 + t|w2|2

|w1|2 + t∗|w2|2
6 max

(
1,
t

t∗

)
whenever (w1, w2) 6= (0, 0).

Since w = 0 if (w1, w2) = (0, 0), we infer that w
(
|w1|2 + t|w2|2

)− 1
2 ∈ L

2q
2−q (X) for any t > 0.

Now let

F (t) =
∥∥∥ t

1−κ
2 w

(w2
1 + t|w2|2)

1
2

∥∥∥ 2q
2−q

L
2q

2−q
=

∫
X

|w(x)|
2q

2−q

(tκ−1|w1(x)|2 + tκ|w2(x)|2)
q

2−q
dµ.

Clearly, M2 is finite if and only if F is bounded from above. For any x ∈ X, the mapping

t 7−→ |w(x)|
2q

2−q

(tκ−1|w1(x)|2 + tκ|w2(x)|2)
q

2−q

is continuous on (0,∞). Then the estimates (2.1) and the dominated convergence theorem
imply that F is continuous on (a, b) for any 0 < a < t∗ < b, hence F is continuous on (0,∞).
In order to show that M2 is finite, we only have to prove that F is bounded in a neighbourhood
of zero and in a neighbourhood of infinity.

(iv) If (X,A, µ) is σ−finite and M1 < ∞, the second part of Lemma 2.1 implies that we

must have w(|w1|2 + t|w2|2)−
1
2 ∈ L

2q
2−q (X) for all t > 0.

Proof of Lemma 2.1. First notice that for any given A,B > 0, the function f(t) = Atκ−1+

Btκ achieves its minimum on (0,∞) at tmin = (1−κ)A
κB and f(tmin) = (1− κ)κ−1κ−κAκB1−κ.

Let ϕ be a measurable function such that ϕwi ∈ L2(X) and ϕwi 6≡ 0 for i = 1, 2. Using

the previous observation with A = ‖ϕw1‖2L2 , B = ‖ϕw2‖2L2 and tmin =
(1−κ)‖ϕw1‖2L2

κ‖ϕw2‖2
L2

we get

(2.2)

‖ϕw1‖2κL2 · ‖ϕw2‖2(1−κ)
L2 = (1− κ)1−κκκ

(
tκ−1
min‖ϕw1‖2L2 + tκmin‖ϕw2‖2L2

)
= (1− κ)1−κκκtκ−1

min

∫
X
|ϕ|2

(
|w1|2 + tmin|w2|2

)
dµ

= (1− κ)1−κκκtκ−1
min

∥∥ϕ (|w1|2 + tmin|w2|2
) 1

2
∥∥2

L2 .

Hölder’s inequality implies that for any two measurable functions f, g defined on X there holds

(2.3) ‖fg‖Lq 6 ‖f‖L2‖g‖
L

2q
2−q

.

Using (2.3) with f = ϕ
(
|w1|2 + tmin|w2|2

) 1
2 and g = w

(
|w1|2 + tmin|w2|2

)− 1
2 we obtain

(2.4) ‖ϕw‖Lq 6 ‖ϕ
(
|w1|2 + tmin|w2|2

) 1
2 ‖L2 ·

∥∥w (|w1|2 + tmin|w2|2
)− 1

2
∥∥
L

2q
2−q

.

8



From (2.2) and (2.4) we get

‖ϕw‖Lq
‖ϕw1‖κL2 · ‖ϕw2‖1−κL2

6 (1− κ)
κ−1
2 κ−

κ
2 t

1−κ
2

min

∥∥w (|w1|2 + tmin|w2|2
)− 1

2
∥∥
L

2q
2−q

6 (1− κ)
κ−1
2 κ−

κ
2M2.

Since the above chain of inequalities holds for any measurable function ϕ such that ϕwi ∈
L2(X) and ϕwi 6≡ 0 for i = 1, 2, taking the supremum we get M1 6 (1− κ)

κ−1
2 κ−

κ
2M2.

Next, assume that there is t∗ > 0 such that w
(
|w1|2 + t∗|w2|2

)− 1
2 ∈ L

2q
2−q (X). By Remark

2.2 (iii) we have w
(
|w1|2 + t|w2|2

)− 1
2 ∈ L

2q
2−q (X) for any t > 0.

If a measurable function ϕ satisfies ϕwi ∈ L2(X) and ϕwi 6≡ 0 for i = 1, 2, it is obvious
that (2.2) holds if we replace tmin by any t > 0 and the first ”=” by ”6.” In other words, we
have

‖ϕw1‖κL2 · ‖ϕw2‖1−κL2 6 (1− κ)
1−κ
2 κ

κ
2 t

κ−1
2 ‖ϕ

(
|w1|2 + t|w2|2

) 1
2 ‖L2 for any t > 0

and consequently

(2.5)
‖ϕw‖Lq

‖ϕw1‖κL2 · ‖ϕw2‖1−κL2

> (1− κ)
κ−1
2 κ−

κ
2 t

1−κ
2

‖ϕw‖Lq∥∥ϕ (|w1|2 + t|w2|2)
1
2
∥∥
L2

for all t > 0.

For any z ∈ C we denote sgn(z) = 0 if z = 0 and sgn(z) = z
|z| if z 6= 0. Let ψ =

sgn(w)|w|
q

2−q
(
|w1|2 + t|w2|2

)− 1
2−q . Then ψwi 6≡ 0 because wwi 6≡ 0, and

|ψw1|2 6 |w|
2q

2−q
(
|w1|2 + t|w2|2

)− q
2−q , |ψw2|2 6

1

t
|w|

2q
2−q
(
|w1|2 + t|w2|2

)− q
2−q

hence ψwi ∈ L2(X) for i = 1, 2. It is easily seen that

‖ψw‖Lq =
∥∥w (|w1|2 + t|w2|2

)− 1
2
∥∥ 2

2−q

L
2q

2−q
,

and ∥∥ψ(|w1|2 + t|w2|2)
1
2

∥∥
L2 =

∥∥w (|w1|2 + t|w2|2
)− 1

2
∥∥ q

2−q

L
2q

2−q
.

Using (2.5) with ϕ = ψ, we discover

(2.6) M1 >
‖ψw‖Lq

‖ψw1‖κL2 · ‖ψw2‖1−κL2

> (1− κ)
κ−1
2 κ−

κ
2 t

1−κ
2

∥∥w (|w1|2 + t|w2|2
)− 1

2
∥∥
L

2q
2−q

.

Since (2.6) holds for any t > 0 we infer that M1 > (1− κ)
κ−1
2 κ−

κ
2M2.

Finally assume that (X,A, µ) is σ−finite. Consider a collection of sets (Xn)n>1 ⊂ A such
that µ(Xn) < ∞, Xn ⊂ Xn+1 for all n and ∪n>1Xn = X. Fix t > 0 and denote An ={
x ∈ X |

∣∣w(x)(|w1(x)|2 + t|w2(x)|2)−
1
2

∣∣ 6 n}∩Xn. Then An ⊂ An+1, µ(An) 6 µ(Xn) <∞

for any n and ∪n>1An = X. Let ψn = sgn(w)|w|
q

2−q
(
|w1|2 + t|w2|2

)− 1
2−q 1An . For all n

sufficiently large we have wwi1An 6≡ 0, and consequently ψnwi 6≡ 0.
As above we see that

|ψnw1|2 6 |w|
2q

2−q
(
|w1|2 + t|w2|2

)− q
2−q 1An 6 n

2q
2−q 1An and

|ψnw2|2 6
1

t
|w|

2q
2−q
(
|w1|2 + t|w2|2

)− q
2−q 1An 6

1

t
n

2q
2−q 1An ,

hence ψnwi ∈ L2(X). Proceeding as in the proof of (2.6) with ψn instead of ψ we get

M1 > (1− κ)
κ−1
2 κ−

κ
2 t

1−κ
2

∥∥w (|w1|2 + t|w2|2
)− 1

2 ‖
L

2q
2−q (An)

for all n sufficiently large.
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Then letting n −→∞ and using the monotone convergence theorem we find

M1 > (1− κ)
κ−1
2 κ−

κ
2 t

1−κ
2

∥∥w1

(
1 + t|w2|2

)− 1
2 ‖

L
2q

2−q
.

Since this is true for any t > 0, we have M1 > (1 − κ)
κ−1
2 κ−

κ
2M2 and Lemma 2.1 is proven.

�

We consider the Fourier transform defined by F(u)(ξ) = û(ξ) =
∫
RN e

−ix.ξu(x) dx if
u ∈ L1(RN ), and extended as usually to tempered distributions. We consider the Fourier
integral operator |D|s − 1 defined by

(|D|s − 1)u = F−1 ((| · |s − 1)û) .

The space Hs(RN ) is defined by Hs(RN ) = {u ∈ S ′(RN ) | (1 + | · |2)
s
2 û ∈ L2(RN )}.

Given a tempered distribution u, we have u ∈ Hs(RN ) if and only if û ∈ L2(RN ) and
(| · |s − 1)û ∈ L2(RN ). Moreover, by Plancherel’s identity we have

(2.7) ‖u‖L2(RN ) =
1

(2π)
N
2

‖û‖L2(RN ) and ‖(|D|s−1)u‖L2(RN ) =
1

(2π)
N
2

‖(| · |s−1)û‖L2(RN ).

Let p ∈ (2,∞) and let κ ∈ (0, 1). Define

(2.8) Qκ(u) =
‖u‖Lp

‖u‖κL2‖(|D|s − 1)u‖1−κL2

for all u ∈ Hs(RN ) \ {0},

and

(2.9) M := sup
u∈Hs(RN )\{0}

Qκ(u).

We will investigate whether M is finite. In the one-dimensional case we have the following:

Theorem 2.3 Assume that N = 1, s ∈ (0,∞), p ∈ (2,∞), and κ ∈ (0, 1). The supremum

M in (2.9) is finite if and only if 1
2s 6

(1−κ)p
p−2 6 1

2 .

If N = 1, the condition in Theorem 2.3 is equivalent to condition (1.6) in Theorem 1.1.

Proof. Let N ∈ N∗. Since p > 2, by the Hausdorff-Young Theorem (see, e.g., Therem
1.2.1 p. 6 in [1]) we have

(2.10) ‖u‖Lp(RN ) 6 (2π)
N
p −N‖û‖Lp′ (RN ), where p′ =

p

p− 1
.

Taking into account Plancherel’s identity and the fact that u ∈ Hs(RN ) if and only if û ∈
L2(RN ) and (| · |s − 1)û ∈ L2(RN ), we infer that M 6 (2π)

N
p −

N
2 M3 , where

(2.11) M3 := sup

{
‖ϕ‖Lp′

‖ϕ‖κL2

∥∥ (| · |s − 1)ϕ
∥∥1−κ
L2

∣∣∣ ϕ, (| · |s − 1)ϕ ∈ L2(RN ) \ {0}

}
.

Hence M is finite if M3 is finite. To prove the finiteness of M3 we may use Lemma 2.1 in
RN endowed with the Lebesgue measure, with w = w1 = 1 and w2(ξ) = |ξ|s − 1. By Lemma

2.1, it suffices to show that M4 := sup
t>0

(
t
1−κ
2

∥∥∥ 1

(1+t( |·|s−1)2)
1
2

∥∥∥
L

2p′
2−p′

)
is finite. Notice that

2p′

2−p′ = 2p
p−2 . Given any p > 2 and any t > 0, the function ξ 7−→ 1

(1+t( |·|s−1)2)
1
2

belongs to

L
2p
p−2 (RN ) if and only if 2sp

p−2 > N (which is equivalent to p(N − 2s) < 2N). Let

(2.12) F (t) =

∥∥∥∥∥ t
1−κ
2(

1 + t ( | · |s − 1)
2
) 1

2

∥∥∥∥∥
2p
p−2

L
2p
p−2

=

∫
RN

1(
tκ−1 + tκ (|ξ|s − 1)

2
) p
p−2

dξ.
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In view of Remark 2.2 (iii), F is continuous on (0,∞) provided that 2sp
p−2 > N .

Assume now that N = 1 and 1
2s 6

(1−κ)p
p−2 6 1

2 . Then 2sp
p−2 >

1
1−κ > 1, hence F is

continuous on (0,∞) and we need only to check that F is bounded in a neighbourhood of
zero and of infinity. We have

F (t) = 2

∫ ∞
0

f(r, t) dr, where f(r, t) =
1(

tκ−1 + tκ (rs − 1)
2
) p
p−2

.

For any fixed A > 0 we have∫ A

0

|f(r, t)| dr 6
∫ A

0

t
(1−κ)p
p−2 dr = At

(1−κ)p
p−2 −→ 0 as t −→ 0.

Choose A > 2
1
s , so that rs > rs − 1 > 1

2r
s for r > A. We have then

1

(tκ−1 + tκr2s)
p
p−2

< f(r, t) <
1(

tκ−1 + 1
4 t
κr2s

) p
p−2

for any r > A.

Using the change of variable r = t−
1
2s y we get

0 <

∫ ∞
A

f(r, t) dr <

∫ ∞
A

1(
tκ−1 + 1

4 t
κr2s

) p
p−2

dr = t
(1−κ)p
p−2 −

1
2s

∫ ∞
t

1
2sA

1(
1 + 1

4y
2s
) p
p−2

dy.

We conclude that F is bounded in a neighbourhood of zero if (1−κ)p
p−2 > 1

2s .
Let us study the behaviour of F as t −→∞. We have

0 <

∫ ∞
2

f(r, t) dr <

∫ ∞
2

1(
tκ (rs − 1)

2
) p
p−2

dr = t−
κp
p−2

∫ ∞
2

1

(rs − 1)
2p
p−2

dr −→ 0 as t −→∞.

There exist two positive constants c2, c2 such that c1|y| 6
∣∣ |1 + y|s − 1

∣∣ 6 c2|y| for all
y ∈ [−1, 1]. Using the change of variable r = 1 + y, the above estimate and then the change

of variable y = t−
1
2 z we get∫ 2

0

f(r, t) dr =

∫ 1

−1

1(
tκ−1 + tκ

∣∣ |1 + y|s − 1
∣∣2) p

p−2

dy 6
∫ 1

−1

1

(tκ−1 + tκc21y
2)

p
p−2

dy

= t−
1
2 +

(1−κ)p
p−2

∫ t
1
2

−t
1
2

1

(1 + c21z
2)

p
p−2

dz

and we infer that F is bounded in a neighbourhood of infinity if (1−κ)p
p−2 6 1

2 .

So far we have proved that M3 is finite (and consequently M is finite) if 1
2s 6

(1−κ)p
p−2 6 1

2 .
The fact that M = ∞ if one of these two inequalities is not satisfied follows from the next
example. �

Example 2.4 Given τ > 0, we define uτ (x) := eix−
x2

2τ2 . It is clear that u ∈ S(R) and direct
computations give

(2.13) ûτ (ξ) =
√

2πτe−
τ2(ξ−1)2

2 , ‖uτ‖2L2 =
√
πτ and ‖uτ‖pLp =

√
2π

p
τ.

Using Plancherel’s formula we get

(2.14)

‖(|D|s − 1)uτ‖2L2 =
1

2π
‖(| · |s − 1)ûτ‖2L2

= τ2

∫
R

(|ξ|s − 1)2e−τ
2(ξ−1)2 dξ

= τ1−2s

∫
R

(|τ + x|s − τs)2e−x
2

dx ∼

{
τ−1 as τ →∞,
τ1−2s as τ → 0.

11



Thus we obtain

(2.15) Qκ(uτ ) ∼ τ
1
p

τ
κ
2 τ

κ−1
2

= τ
1
p+ 1

2−κ −→∞ as τ →∞ if
1

p
+

1

2
− κ > 0,

while in the limit τ → 0 we have

(2.16) Qκ(uτ ) ∼ τ
1
p

τ
κ
2 τ

(1−2s)(1−κ)
2

= τ
1
p−

κ
2−

(1−2s)(1−κ)
2 −→∞ if

1

p
−κ

2
− (1− 2s)(1− κ)

2
< 0.

Notice that for p > 2 and κ ∈ (0, 1), the inequality 1
p + 1

2 − κ > 0 is equivalent to (1−κ)p
p−2 > 1

2

and the inequality 1
p −

κ
2 −

(1−2s)(1−κ)
2 < 0 is equivalent to (1−κ)p

p−2 < 1
2s .

Remark 2.5 Let F be as in (2.12). Using polar coordinates in RN and proceeding as in the

proof of Theorem 2.3, one can prove that F is bounded near zero if and only if (1−κ)p
p−2 > N

2s

and F is bounded near infinity if and only if (1−κ)p
p−2 6 1

2 . By Lemma 2.1, M3 is finite if and

only if F is bounded, and a necessary condition for the boundedness of F would be N
2s 6

1
2 ,

or equivalently N 6 s. Thus any attempt to show that M < ∞ by proving that M3 < ∞
will fall short from providing the optimal range of parameters (κ, s) for which the supremum
in (2.9) is finite, given by Theorem 2.6. The Hausdorff-Young inequality (that we have used
successfully in dimension one) is not sufficiently accurate in higher dimensions and a more
subtle argument is needed. See also the second part of Remark 2.8.

The next theorem gives optimal conditions for the finiteness of M in any space dimension
N > 2. Its proof is based on the Tomas-Stein Theorem, which asserts that for p > 2N+2

N−1 ,
there exists a positive constant CTS depending only on p and on N such that for any ϕ ∈
L2(SN−1, dσ) there holds

(2.17) ‖f̂ dσ‖Lp(RN ) 6 CTS‖f‖L2(SN−1)

(see, e.g., Theorem 7.1 p. 45 in [24]). Here SN−1 = {ω ∈ RN | |ω| = 1} is the unit sphere in
RN , σ is the usual surface measure on the unit sphere, L2(SN−1, dσ) is the space of measurable
functions defined on the unit sphere which are square integrable with respect to the surface

measure, and f̂ dσ is the Fourier transform of the measure f dσ, given by

f̂ dσ(ξ) =

∫
SN−1

f(ω)e−iω.ξ dσ(ω) for any ξ ∈ RN and any f ∈ L1(SN−1, dσ).

Theorem 2.6 Let N ∈ N, N > 2, p ∈ (2,∞), κ ∈ (0, 1), and s > 0. Then Qκ is bounded
on Hs(RN ) \ {0} (that is, M in (2.9) is finite) if and only if

(2.18) κ >
1

2
and

N

s

(
1

2
− 1

p

)
6 1− κ 6 N + 1

2

(
1

2
− 1

p

)
.

Observe that the last condition in (2.18) implies that s > 2N
N+1 and it is equivalent to

2(N+1)
N+4κ−3 6 p 6

2N
N−2(1−κ)s if 2(1− κ)s < N , respectively to 2(N+1)

N+4κ−3 6 p if 2(1− κ)s > N .

Proof. Assume that (2.18) hold and assume also in a first stage that p > 2(N+1)
N−1 , so

that we may apply the Tomas-Stein Theorem. Let u ∈ S(RN ). Using the Fourier inversion
formula and passing to polar coordinates in RN we get

u(x) =
1

(2π)N

∫ ∞
0

rN−1

∫
SN−1

û(rω)ei(rx).ωdσ(ω) dr =
1

(2π)N

∫ ∞
0

rN−1 ̂û(r·) dσ(−rx) dr.

Using Minkowski’s inequality in integral form (see, e.g., Theorem 2.4 p. 47 in [16]), then the
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Tomas-Stein inequality we get

‖u‖Lp(RN ) 6
1

(2π)N

∫ ∞
0

rN−1
∥∥ ̂û(r·) dσ(−r·)

∥∥
Lp(RN )

dr

=
1

(2π)N

∫ ∞
0

rN−1−Np
∥∥ ̂û(r·) dσ

∥∥
Lp(RN )

dr

6
CTS

(2π)N

∫ ∞
0

rN−1−Np
∥∥û(r·)

∥∥
L2(SN−1)

dr.

Denoting zu(r) = r
N−1

2

(∫
SN−1 |û(rω)|2 dσ(ω)

) 1
2 , we have proved that there exists C > 0

depending only on p and on N such that

(2.19) ‖u‖Lp(RN ) 6 C
∫ ∞

0

r
N−1

2 −
N
p zu(r) dr for all u ∈ S(RN ) and for all p >

2N + 2

N − 1
.

On the other hand, using Fourier’s inversion formula and polar coordinates in RN we have

(2.20) ‖u‖2L2 =
1

(2π)N

∫ ∞
0

∫
SN−1

|û(rω)|2 dσ(ω) dr =
1

(2π)N

∫ ∞
0

z2
u(r) dr

and

(2.21)

‖(|D|s − 1)u‖2L2 =
1

(2π)N
∥∥(| · |s − 1)û

∥∥2

L2

=
1

(2π)N

∫ ∞
0

rN−1(rs − 1)2

∫
SN−1

|û(rω)|2 dσ(ω) dr =
1

(2π)N

∫ ∞
0

(rs − 1)2z2
u(r) dr.

From (2.19) - (2.21) it follows that there is C > 0 such that for all u ∈ S(RN ) we have

(2.22) Qκ(u) 6 C

∫∞
0
r
N−1

2 −
N
p zu(r) dr

‖zu‖κL2(0,∞)

(∫∞
0

(rs − 1)2z2
u(r) dr

) 1−κ
2

.

Notice that zu ∈ L2(0,∞) and (| · |s − 1) zu ∈ L2(0,∞) by (2.20) and (2.21). We use Lemma

2.1 in (0,∞) endowed with the usual Lebesgue measure and we take w(r) = r
N−1

2 −
N
p , w1(r) =

1 and w2(r) = rs − 1. We get

(2.23) sup
ϕ∈L2(0,∞)\{0}

‖wϕ‖L1(0,∞)

‖ϕ‖κL2(0,∞)‖w2ϕ‖1−κL2(0,∞)

6 C sup
t>0

(
t
1−κ
2

∥∥∥ w

(1 + t|w2|2)
1
2

∥∥∥
L2(0,∞)

)
.

Let

(2.24) G(t) :=
∥∥∥ t

1−κ
2 w

(1 + t|w2|2)
1
2

∥∥∥2

L2(0,∞)
=

∫ ∞
0

rN−1− 2N
p

tκ−1 + tκ(rs − 1)2
dr =:

∫ ∞
0

g(r, t) dr.

Since N −2s− 2N
p < 0 (because N

s

(
1
2 −

1
p

)
6 1−κ < 1), we have g(·, t) ∈ L1(0,∞) and then

Remark 2.2 (iii) implies that G is continuous on (0,∞).
For any fixed A > 0 we have

0 <

∫ A

0

g(r, t) dr < t1−κ
∫ A

0

rN−1− 2N
p dr = t1−κ

AN−
2N
p

N − 2N
p

−→ 0 as t −→ 0.

We have rs − 1 > 1
2r
s if r > 2

1
s . Taking A > 2

1
s and using the change of variable r = t−

1
2s y

we find

0 <

∫ ∞
A

g(r, t) dr <

∫ ∞
A

rN−1− 2N
p

tκ−1 + 1
4 t
κr2s

dr = t1−κ−
1
2s (N− 2N

p )

∫ ∞
t

1
2sA

yN−1− 2N
p

1 + 1
4y

2s
dy.
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We infer that G is bounded as t −→ 0 if 1− κ > N
s

(
1
2 −

1
p

)
.

It is clear that

0 <

∫ ∞
2

g(r, t) dr < t−κ
∫ ∞

2

rN−1− 2N
p

(rs − 1)2
dr −→ 0 as t −→∞.

There is C > 0 such that rN−1− 2N
p 6 C for r ∈ [0, 2] because N − 1 − 2N

p > 0 (recall that

p > 2N+2
N−1 ). There is c1 > 0 such that (|1 + y|s − 1)

2 > c1y
2 for all y ∈ [−1, 1]. Using the

change of variable r = 1 + y, the previous observations, then the change of variable z = t
1
2 y

we get

0 <

∫ 2

0

g(r, t) dr 6
∫ 1

−1

C

tκ−1 + tκ(|1 + y|s − 1)2
dy 6

∫ 1

−1

C

tκ−1 + tκc21y
2
dy =

∫ √t
−
√
t

Ct
1
2−κ

1 + c21z
2
dz.

We conclude that G is bounded as t −→∞ if κ > 1
2 .

We have thus proved that if (2.18) and the additional assumption p > 2(N+1)
N−1 hold, the

function G is bounded on (0,∞) and therefore the supremum on the right hand side of (2.23)
is finite. Then (2.22) and (2.23) imply that there exists C(κ) > 0 such that Qκ(u) 6 C(κ) for
any u ∈ S(RN ) \ {0}. Since u 7−→ Qκ(u) is continuous on Hs(RN ) \ {0} and S(RN ) \ {0} is
dense in Hs(RN ), we infer that Qκ(u) 6 C(κ) for any u ∈ Hs(RN ) \ {0}.

It remains to consider the case 2(N+1)
N+4κ−3 6 p < 2(N+1)

N−1 . We proceed by interpolation.

Denote q := 2(N+1)
N−1 . We see that N+1

2

(
1
2 −

1
q

)
= 1

2 . Since 2 < p < q, there is some θ ∈ (0, 1)

such that 1
p = θ

2 + 1−θ
q . We have

θ =

(
1

p
− 1

q

)(
1

2
− 1

q

)−1

= (N+1)

(
1

p
− 1

q

)
6 (N+1)

(
N + 4κ− 3

2(N + 1)
− N − 1

2(N + 1)

)
= 2κ−1.

Since κ < 1, the above inequality gives θ < κ. By Hölder’s inequality we have

‖u‖Lp 6 ‖u‖θL2 · ‖u‖1−θLq

and then for any u ∈ Hs(RN ) \ {0} we find

(2.25) Qκ(u) 6
‖u‖θL2 · ‖u‖1−θLq

‖u‖κL2‖(|D|s − 1)u‖1−κL2

=
(
Q̃κ̃(u)

)1−θ
,

where κ̃ = κ−θ
1−θ , so that 1 − κ̃ = 1−κ

1−θ , and Q̃κ̃(u) = ‖u‖Lq
‖u‖κ̃

L2‖(|D|s−1)u‖1−κ̃
L2

. Notice that the

inequality θ < 2κ − 1 implies that κ̃ > 1
2 and then we get 1 − κ̃ 6 1

2 = N+1
2

(
1
2 −

1
q

)
. Using

(2.18) and the fact that 1
2 −

1
p = (1− θ)

(
1
2 −

1
q

)
, we get

1− κ̃ =
1− κ
1− θ

> (1− θ)−1N

s

(
1

2
− 1

p

)
=
N

s

(
1

2
− 1

q

)
.

Thus we see that (2.18) is satisfied with q and κ̃ instead of p and κ, respectively. From the
first part of the proof we infer that Q̃κ̃ is bounded from above on Hs(RN ) \ {0}, and then
(2.25) implies that Qκ is also bounded.

So far we have proved that Qκ is bounded on Hs(RN ) \ {0} if (2.18) hold. Now let us
show that (2.18) is necessary for the boundedness of Qκ. Let u ∈ S(RN ), u 6= 0. For τ > 0

let uτ (x) = u
(
x
τ

)
. A simple computation gives ‖uτ‖Lq = τ

N
q ‖u‖Lq for any q ∈ [1,∞) and

‖(|D|s − 1)u‖2L2 =
τN−2s

(2π)N

∫
RN

(
|ξ|2s − 2τs|ξ|s + τ2s

)
|û(ξ)|2 dξ.
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Thus we find

Qκ(uτ ) = (2π)
(1−κ)N

2 τ
N
p −

κN
2 −(1−κ)(N2 −s) ‖u‖Lp

‖u‖κL2

(∫
RN (|ξ|2s − 2τs|ξ|s + τ2s) |û(ξ)|2 dξ

) 1−κ
2

.

If Qκ(uτ ) remains bounded as τ −→ 0 we must have N
p −

κN
2 − (1− κ)(N2 − s) > 0 and this

is equivalent to 1− κ > N
s

(
1
2 −

2
p

)
.

The next example shows that Qκ is not bounded if κ < 1
2 or if N+1

2

(
1
2 −

1
p

)
< 1− κ. �

Example 2.7 We consider a variant of Knapp’s example related to the Tomas-Stein inequal-
ity (see, e.g., [24] p. 46). For small δ > 0, let Sδ = {ω = (ω1, . . . , ωN ) ∈ SN−1 | ωN > 1− δ2}.
It is easily seen that there exist positive constants C1, C2 such that for all δ ∈ (0, 1

10 ), say, we
have

C1δ
N−1 6 σ(Sδ) 6 C2δ

N−1,

where σ is the surface measure on SN−1. For small ε > 0, δ > 0 we define vε,δ : RN −→ R by

vε,δ(ξ) =

{
1 if 1− ε < |ξ| < 1 + ε and ξ

|ξ| ∈ Sδ,
0 otherwise.

Let

(2.26) uε,δ = F−1(vε,δ), that is uε,δ(x) =
1

(2π)N

∫ 1+ε

1−ε
rN−1

∫
Sδ

eix.(rω) dσ(ω) dr.

Since ûε,δ = vε,δ is bounded and compactly supported, we have uε,δ ∈ Hs(RN ) for all s. By
Plancherel’s identity we get

(2.27) ‖uε,δ‖2L2 =
1

(2π)N

∫
RN

|vε,δ(ξ)|2 dξ =
1

(2π)N

∫ 1+ε

1−ε
rN−1σ(Sδ) dr ∼ εδN−1

and

(2.28)

‖ (|D|s − 1)uε,δ‖2L2 =
1

(2π)N

∫
RN

(|ξ|s − 1)2|vε,δ(ξ)|2 dξ

=
1

(2π)N

∫ 1+ε

1−ε
rN−1(rs − 1)2σ(Sδ) dr ∼ ε3δN−1.

Let eN = (0, . . . , 0, 1) ∈ RN . It is clear that

|uε,δ(x)| = |e−ix.eNuε,δ(x)| = 1

(2π)N

∣∣∣ ∫ 1+ε

1−ε
rN−1

∫
Sδ

eix.(rω−eN ) dσ(ω) dr
∣∣∣.

Let Aε,δ =
{
x ∈ RN

∣∣ |x.(rω − eN )| 6 π
3 for all r ∈ (1− ε, 1 + ε) and all ω ∈ Sδ

}
. For any

x ∈ Aε,δ, r ∈ (1− ε, 1 + ε), and ω ∈ Sδ we have Re(eix.(rω−eN )) > 1
2 , hence

|uε,δ(x)| > 1

(2π)N

∫ 1+ε

1−ε
rN−1

∫
Sδ

Re
(
eix.(rω−eN )

)
dσ(ω) dr

> C
∫ 1+ε

1−ε
rN−1σ(Sδ) dr > Cεδ

N−1

for some C > 0 independent of ε and δ. We infer that

(2.29) ‖uε,δ‖Lp(RN ) > ‖uε,δ‖Lp(Aε,δ) > Cεδ
N−1|Aε,δ|

1
p .

We will find a lower bound for |Aε,δ|. Denote x = (x′, xN ), ω = (ω′, ωN ) where x′, ω′ ∈ RN−1,
and assume that ε 6 1. We have

|x.(rω − eN )| = |x.(rω′, rωN − 1)| 6 r|x′.ω′|+ |xN (rωN − 1)|.
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For ω = (ω′, ωN ) ∈ Sδ and r ∈ [1−ε, 1+ε] we have |ω′| <
√

2δ and |rωN −1| 6 2δ2 +ε, hence

r|x′.ω′| 6 π
6 if |x′| 6

√
2π

24 δ−1 and |xN (rωN − 1)| 6 π
6 if |xN | 6 π

6 (2δ2 + ε)−1. We conclude
that {

(x′, xN ) ∈ RN−1 ×R
∣∣ |x′| 6 √2π

24
δ−1, |xN | 6

π

6
(2δ2 + ε)−1

}
⊂ Aε,δ.

Hence there exists C > 0 independent of ε and δ such that |Aε,δ| > C
δN−1(δ2+ε)

and (2.29)
gives

(2.30) ‖uε,δ‖Lp(RN ) > Cεδ
(N−1)(1− 1

p )(δ2 + ε)−
1
p .

From (2.27), (2.28), and (2.30) we obtain

(2.31) Qκ(uε,δ) > Cδ
(N−1)( 1

2−
1
p )εκ−

1
2 (δ2 + ε)−

1
p .

Fix δ0 ∈ (0, 1
10 ) and let ε −→ 0. If Qκ(uε,δ0) remains bounded, (2.31) implies that κ > 1

2 .

Putting ε = δ2 in (2.31) we get Qκ(uδ2,δ) > Cδ(N−1)( 1
2−

1
p )+2κ−1− 2

p . If Qκ(uδ2,δ) remains
bounded as δ −→ 0 we must have (N − 1)( 1

2 −
1
p ) + 2κ− 1− 2

p > 0, and this is equivalent to

N+1
2

(
1
2 −

1
p

)
> 1− κ.

Remark 2.8 The method used in the proof of Theorem 2.6 is very flexible and can be used
to prove non-homogeneous Gagliardo-Nirenberg inequalities of the form

(2.32) ‖u‖Lp 6 C‖P1(D)u‖κL2‖P2(D)u‖1−κL2 ,

where N > 2, p > 2N+2
N−1 and P1(D), P2(D) are Fourier integral operators defined by

Pi(D)(u) = F−1 (Pi(·)û) , i = 1, 2.

Assuming that there exist non-negative functions p1, p2 : [0,∞) −→ R+ such that |Pi(ξ)| >
pi(|ξ|) for all ξ ∈ RN , i = 1, 2 and proceeding as in (2.20) and (2.21) we get for all u ∈ S(RN )

(2.33) ‖Pi(D)u‖2L2 >
1

(2π)N

∫ ∞
0

p2
i (r)z

2
u(r) dr, where zu(r) = r

N−1
2 ‖û(r·)‖L2(SN−1).

In order to prove the inequality (2.32) in some function space X (typically X = Hs(RN ),
but other spaces might be considered), one needs to show the continuity of the Lp−norm and
of the operators P1(D) and P2(D) on X , as well as the density of S(RN ) in X . Then, taking

into account (2.19) and (2.33) and denoting w(r) = r
N−1

2 −
N
p , it suffices to show that

sup

{
‖wϕ‖L1(0,∞)

‖p1ϕ‖κL2(0,∞)‖p2ϕ‖1−κL2(0,∞)

∣∣∣ piϕ ∈ L2(0,∞) \ {0}, i = 1, 2

}

is finite. To do this, by Lemma 2.1 and Remark 2.2 (iii) it suffices to prove that the function

(2.34) H(t) :=
∥∥∥ t

1−κ
2 w

(p2
1 + t|p2|2)

1
2

∥∥∥2

L2(0,∞)
=

∫ ∞
0

rN−1− 2N
p

tκ−1p2
1(r) + tκp2

2(r)
dr

is bounded on (0,∞).
If N = 1 or if the Tomas-Stein inequality is not available (for instance, if 2 < p < 2N+2

N−1 ),
one may try to use the Hausdorff-Young Theorem to prove the inequality (2.32), as in the
proof of Theorem 2.3. Indeed, to establish (2.32) it suffices to show that the supremum

sup

{
‖ϕ‖Lp′

‖P1ϕ‖κL2

∥∥P2ϕ
∥∥
L2

∣∣∣ Piϕ ∈ L2(RN ) \ {0}, i = 1, 2

}
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is finite, and by Lemma 2.1 this amounts to proving that the function

(2.35) K(t) :=

∥∥∥∥∥ t
1−κ
2

(P 2
1 + tP 2

2 )
1
2

∥∥∥∥∥
2p
p−2

L
2p
p−2

=

∫
RN

1

(tκ−1|P1(ξ)|2 + tκ|P2(ξ)|2)
p
p−2

dξ

is bounded on (0,∞). However, we expect the approach based on the Hausdorff-Young in-
equality to give weaker results than the approach based on the Tomas-Stein inequality. For
instance, if P1 and P2 are radial and non-negative (that is, if Pi(ξ) = pi(|ξ|) > 0), it is easily
seen that the boundedness of the function K implies the boundedness of the function H, but
the converse might not be true. See Remark 2.5.

As a matter of fact, the Gagliardo-Nirenberg-Sobolev inequality

‖u‖Lp 6 C‖u‖
1−N(p−2)

4sp

L2 ‖(−∆)su‖
N(p−2)

4sp

L2

(with 2 < p < 2N
N−4s if s < N

4 ) can be proven by using our method and the Hausdorff-Young

inequality; in this case P1 = 1 and P2(ξ) = |ξ|2s, and the integral in K(t) is easily evaluated

using polar coordinates and the change of variables r = t−
1
4s y. For s = 1 and p = 2σ+ 2, this

gives (3.3).

Remark 2.9 More quantitative variants of (2.32) can be proved, too. For instance, in some
applications it is useful to dispose of inequalities of the form (2.32) under the additional
constraint ‖P2(D)u‖L2 6 R‖P1(D)u‖L2 , where R > 0 is given. To obtain such inequalities
we may use a slight modification of Lemma 2.1.

With the notation and the assumptions in Lemma 2.1, let

MR
1 = sup

{
‖ϕw‖Lq

‖ϕw1‖κL2 · ‖ϕw2‖1−κL2

∣∣∣∣∣ ϕ is measurable, ϕwi ∈ L2(X) for i = 1, 2,
and 0 < ‖ϕw2‖L2 6 R‖ϕw1‖L2

}
,

Ma
2 = sup

t>a

(
t
1−κ
2

∥∥∥ w

(w2
1 + t|w2|2)

1
2

∥∥∥
L

2q
2−q

)
.

Then we have MR
1 6 (1− κ)

κ−1
2 κ−

κ
2M

(1−κ)
κR2

2 .
To prove the above statement we use again the observation that for any A,B > 0, the

function f(t) = Atκ−1 +Btκ achieves its minimum on (0,∞) at tmin = (1−κ)A
κB and f(tmin) =

(1− κ)κ−1κ−κAκB1−κ. If ϕ is a measurable function satisfying ϕwi ∈ L2(X) for i = 1, 2 and

0 < ‖ϕw2‖L2 6 R‖ϕw1‖L2 , taking A = ‖ϕw1‖2L2 , B = ‖ϕw2‖2L2 and tmin =
(1−κ)‖ϕw1‖2L2

κ‖ϕw2‖2
L2

, we

see that (2.2) holds and, moreover, tmin >
(1−κ)
κR2 . Then we use (2.2) and (2.4) and we proceed

exactly as in the proof of Lemma 2.1.

Assume that P1 and P2 are radial, that is Pi(ξ) = pi(|ξ|) for i = 1, 2. Then we have equality
in (2.33) and the condition ‖P2(D)u‖L2 6 R‖P1(D)u‖L2 is equivalent to ‖p2(| · |)û‖L2(RN ) 6
R‖p1(| · |)û‖L2(RN ) and to ‖p2zu‖L2(0,∞) 6 R‖p1zu‖L2(0,∞). We infer that

(2.36) sup

{
‖u‖Lp

‖P1(D)u‖κL2‖P2(D)u‖1−κL2

∣∣∣ u ∈ S(RN ), 0 < ‖P2(D)u‖L2 6 R‖P2(D)u‖L2

}

is finite if one of the functions H or K defined in (2.34) and in (2.35) is bounded on [ (1−κ)
κR2 ,∞).

If H(t) (respectively K(t)) is finite for some t > 0, it suffices to verify the boundedness of H
(respectively of K) in a neighbourhood of infinity. Of course, having explicit bounds on H or

on K on the interval [ (1−κ)
κR2 ,∞) would provide explicit bounds on the supremum in (2.36).

Remark 2.9 enables us to state the following quantitative variant of Theorems 2.3 and 2.6.

Corollary 2.10 Let Qκ be as in (2.8). The supremum

(2.37) sup
{
Qκ(u)

∣∣ u ∈ Hs(RN ) \ {0} and ‖(|D|s − 1)u‖L2 6 R‖u‖L2

}
17



is finite for any fixed R > 0 if

(2.38)
1

p
>

1

2
− s

N
, κ >

1

2
and 1− κ 6 N + 1

2

(
1

2
− 1

p

)
.

Proof. We have already seen in the proofs of Theorems 2.3 and 2.6 that the functions F
given by (2.12) and G given by (2.24) are well-defined and continuous on (0,∞) if 1

p >
1
2 −

s
N .

In the proof of Theorem 2.3 it is shown that F is bounded in a neighbourhood of infinity
if 1− κ 6 1

2 −
1
p , and Remark 2.9 above implies Corollary 2.10 in dimension N = 1.

Assume that N > 2. In the case p > 2(N+1)
N−1 , it is shown in the proof of Theorem 2.6

that the function G is bounded near infinity if κ > 1
2 and this proves Corollary 2.10. In the

case 2(N+1)
N+4κ−3 6 p <

2(N+1)
N−1 , the conclusion follows from the case p = 2(N+1)

N−1 by interpolation,
using (2.25). �

3 Global minimisation of the energy at fixed L2−norm

In this section we study the minimisation problem (Pm). Recall that Emin has been introduced
in (1.4). Scaling properties of various terms appearing in E will be important. It is easily
seen that for any function u ∈ H2(RN ) and for any a, b > 0, letting ua,b(x) = au

(
x
b

)
we have

(3.1)

∫
RN

|∆ua,b|2 dx = a2bN−4

∫
RN

|∆u|2 dx,
∫
RN

|∇ua,b|2 dx = a2bN−2

∫
RN

|∇u|2 dx,

∫
RN

|ua,b|2σ+2 dx = a2σ+2bN
∫
RN

|u|2 dx,
∫
RN

|ua,b|2 dx = a2bN
∫
RN

|u|2 dx.

Using the Plancherel Theorem we have for all u ∈ H2(RN )

‖∆u‖2L2 =
1

(2π)N
‖|ξ|2û‖2L2 =

1

(2π)N

∫
RN

|ξ|4|û(ξ)|2 dξ and
∥∥∥ ∂2u

∂xj∂xk

∥∥∥2

L2
=

1

(2π)N

∥∥∥ξjξkû‖2L2 .

It is then obvious that
∥∥ ∂2u
∂xj∂xk

∥∥
L2 6 ‖∆u‖L2 . We have also the interpolation inequality

(3.2) ‖∇u‖2L2 =
1

(2π)N
‖ | · |û‖2L2 6

1

(2π)N
‖ | · |2û‖L2‖û‖L2 = ‖∆u‖L2‖u‖L2 .

Notice that we have strict inequality in (3.2), except for u = 0.
We denote 2∗∗ = ∞ if N 6 4 and 2∗∗ = 2N

N−4 if N > 5. It is well-known (see, e.g., [8]

section 9.3) that H2(RN ) ⊂ L∞(RN ) if N 6 3, H2(RN ) ⊂ Lp(RN ) for any p ∈ [2,∞) if
N = 4 and H2(RN ) ⊂ L2∗∗(RN ) if N > 5. Moreover, in the latter case we have the Sobolev
inequality ‖u‖L2∗∗ 6 CS‖∆u‖L2 for any u ∈ H2(RN ).

For any σ ∈ [0, 2∗∗

2 − 1) we have the Gagliardo-Nirenberg-Sobolev inequality

(3.3) ‖u‖2σ+2
L2σ+2 6 B‖∆u‖

σN
2

L2 ‖u‖
2+2σ−σN2
L2 for all u ∈ H2(RN ),

where B is independent of u (see e.g. [21] or the end of Remark 2.8). We denote by B(N, σ)
the best possible value of the constant B in (3.3), namely

(3.4) B(N, σ) = sup
u∈H2(RN ), u 6=0

‖u‖2σ+2
L2σ+2

‖∆u‖
σN
2

L2 ‖u‖
2+2σ−σN2
L2

.

It is also well known that there exist optimal functions for (3.4); that is, the supremum in
(3.4) is, in fact, a maximum (see, e.g., Example 3.10 in [19]).

The properties of the function Emin will be crucial in the sequel. They are summarized
in the next Proposition and in the remark following it.
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Proposition 3.1 The function m 7−→ Emin(m) has the following properties:

(i) If σN > 4 we have Emin(m) = −∞ for all m > 0.

For the following statements we assume that 0 < σN 6 4. We have:

(ii) The function Emin is concave on (0,∞).

(iii) For any m > 0 there holds Emin(m) 6 −m.

(iv) lim
m↓0

Emin(m) = 0 and lim
m↓0

Emin(m)

m
= −1.

(v) If 0 < σN < 4 we have Emin(m) > −∞ for all m > 0 and there exist A ∈ R, B > 0

such that Emin(m) < Am − Bmσ+1 (thus, in particular,
Emin(m)

m
−→ −∞ as m −→ ∞).

Moreover, for any k1, k2 > 0 the set {u ∈ H2(RN ) | ‖u‖L2 6 k1 and E(u) 6 k2} is bounded
in H2(RN ).

(vi) Assume that σN = 4. Let B(N, σ) be as in (3.4) and let k∗ = (σ + 1)
1
σB(N, σ)−

1
σ .

Then Emin(m) is finite for any m ∈ (0, k∗) and Emin(m) = −∞ if m > k∗.
In addition, for any k1 < k∗ and any k2 > 0, the set

{
u ∈ H2(RN ) | ‖u‖2L2 6

k1 and E(u) 6 k2

}
is bounded in H2(RN ).

Remark 3.2 The function Emin is finite and concave on (0,∞) if σN < 4, respectively
on (0, k∗) if σN = 4, hence it is continuous and admits left and right derivatives at any
point of these intervals. We denote by E′min,`(m) and E′min,r(m), respectively, the left and
right derivatives of Emin at m. The functions E′min,` and E′min,r are nonincreasing, we have
E′min,`(m) > E′min,r(m) for all m and equality must occur at all but countably many m’s.
Proposition 3.1 (iv) implies that

lim
m↓0

E′min,`(m) = sup
m>0

E′min,`(m) = lim
m↓0

E′min,r(m) = sup
m>0

E′min,r(m) = −1.

Let

(3.5) m0 := sup{m > 0 | Emin(m) = −m}.

It is clear that Emin(m) = −m on (0,m0) and Emin(m) < −m on (m0,∞). If m > m0

and Emin(m) > −∞ we must have E′min,`(m) < −1. If σN < 4 we have m0 < ∞ and

lim
m→∞

E′min,`(m) = lim
m→∞

E′min,r(m) = −∞ because lim
m→∞

Emin(m)
m = −∞ by Proposition 3.1

(v).

Proof of Proposition 3.1. (i) Let m > 0. Choose u ∈ H2(RN ) satisfying ‖u‖2L2 = m.

We use (3.1) with ua,b = au
( ·
b

)
and a = t

N
4 , b = t−

1
2 . It is obvious that ‖utN/4, t−1/2‖2L2 =

‖u‖2L2 = m for any t > 0, and consequently Emin(m) 6 E(utN/4, t−1/2) for all t. From (3.1)
we have

(3.6) E(utN/4, t−1/2) = t2
∫
RN

|∆u|2 dx− 2t

∫
RN

|∇u|2 dx− tNσ2
∫
RN

|u|2σ+2 dx.

If Nσ > 4, letting t −→∞ we discover Emin(m) 6 lim
t→∞

E(utN/4, t−1/2) = −∞.

(ii) It is obvious that u ∈ S(m) if and only if there exists v ∈ S(1) such that u =
√
mv.

Hence for any m > 0 we have

Emin(m) = inf{E(
√
mv) | v ∈ S(1)}

= inf

{
m

(∫
RN

|∆v|2 dx− 2

∫
RN

|∇v|2 dx
)
− mσ+1

σ + 1

∫
RN

|v|2σ+2 dx
∣∣∣ v ∈ S(1)

}
.

For any A ∈ R and any B > 0 the function m 7−→ Am − Bmσ+1 is concave on (0,∞). The
infimum of a family of concave functions is also a concave function and statement (ii) follows.
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(iii) Let m > 0 and ε > 0. Choose a function η ∈ C∞c (RN ) such that ‖η‖2L2 = (2π)Nm
and the support of η is contained in the annulus B(0, 1) \ B(0, 1 − ε). Let u = F−1(η).
Then u ∈ S(RN ) and ‖u‖2L2 = 1

(2π)N
‖η‖2L2 = m. Using the basic properties of the Fourier

transform, Plancherel’s formula and the fact that 0 6
(
|ξ|2 − 1

)2
6 4ε2 on the support of η

we get∫
RN

|∆u|2 dx− 2

∫
RN

|∇u|2 dx+

∫
RN

|u|2 dx =
1

(2π)N

∫
RN

(
|ξ|4 − 2|ξ|2 + 1

)
|û(ξ)|2 dξ

=
1

(2π)N

∫
B(0,1)\B(0,1−ε)

(
1− |ξ|2

)2 |η(ξ)|2 dξ 6 4ε2

(2π)N

∫
RN

|η(ξ)|2 dξ = 4ε2m.

We infer that

Emin(m) +m 6 E(u) + ‖u‖2L2 6
∫
RN

|∆u|2 dx− 2

∫
RN

|∇u|2 dx+

∫
RN

|u|2 dx 6 4ε2m,

that is Emin(m) 6 −m+ 4ε2m. Since ε > 0 is arbitrary, (iii) follows.

(iv) Consider first the case 0 < σN < 4. Let 0 < ε < 1. Using the Gagliardo-Nirenberg-

Sobolev inequality (3.3) and Young’s inequality (|ab| 6 |a|
p

p + |b|
q

q if 1
p + 1

q = 1) with exponents

p = 4
σN and q = 4

4−σN , we get for any v ∈ H2(RN )

1

σ + 1
‖v‖2σ+2

L2σ+2 6 B
1

σ + 1
‖∆v‖

σN
2

L2 ‖v‖
2+2σ−σN2
L2 6 ε‖∆v‖2L2 + C1(ε)‖v‖

8(σ+1)−2σN
4−σN

L2 ,

where C1(ε) is independent of v. It follows that

(3.7) E(v) > (1− ε)‖∆v‖2L2 − 2‖∇v‖2L2 − C1(ε)‖v‖
8(σ+1)−2σN

4−σN
L2 .

Using Plancherel’s formula we get

(3.8) (1− ε)‖∆v‖2L2 − 2‖∇v‖2L2 +
1

1− ε
‖v‖2L2 =

1− ε
(2π)N

∫
RN

(
|ξ|2 − 1

1− ε

)2

|v̂(ξ)|2 dξ > 0.

Notice that the inequality in (3.8) is strict if u 6= 0. From (3.7) and (3.8) we get

(3.9) E(v) > − 1

1− ε
‖v‖2L2 − C1(ε)‖v‖

8(σ+1)−2σN
4−σN

L2 for all v ∈ H2(RN ).

Taking the infimum in (3.9) over all v ∈ H2(RN ) satisfying ‖v‖2L2 = m we discover

(3.10) Emin(m) > − m

1− ε
− C1(ε)m

4(σ+1)−σN
4−σN for any m > 0.

From (iii) and (3.10) it follows that Emin(m) −→ 0 asm −→ 0 and− 1

1− ε
6 lim inf

m↓0

Emin(m)

m
6

lim sup
m↓0

Emin(m)

m
6 −1. Since ε is arbitrary, (iv) is proven.

Next consider the case σN = 4. The Gagliardo-Nirenberg-Sobolev inequality (3.3) be-
comes

(3.11) ‖v‖2σ+2
L2σ+2 6 B‖∆v‖2L2‖v‖2σL2 .

Let 0 < ε < 1. Using (3.11), for any v ∈ H2(RN ) satisfying B
σ+1‖v‖

2σ
L2 6 ε we get

E(v) > (1− ε)‖∆v‖2L2 − 2‖∇v‖2L2

and then using (3.8) we obtain E(v) > − 1
1−ε‖v‖

2
L2 . This gives Emin(m) > − m

1−ε for all m > 0

satisfying B
σ+1m

2σ 6 ε. Taking into account (iii), statement (iv) is now obvious.
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(v) Using (3.10) with ε = 1
2 , say, it is clear that Emin(m) > −∞ for any m > 0.

Fix u ∈ H2(RN ) such that ‖u‖L2 = 1. Let A =

∫
RN

|∆u|2 dx − 2

∫
RN

|∆u|2 dx and

B =
1

σ + 1

∫
RN

|u|2σ+2 dx. For all m > 0 we have ‖m 1
2u‖2L2 = m, hence Emin(m) 6 E(u) =

Am−Bmσ+1.
If ‖u‖L2 6 k1 and E(u) 6 k2, using (3.2) and (3.3) we get

k1 > ‖∆u‖2L2 − 2k1‖∆u‖L2 − B

σ + 1
k

2+2σ−σN2
1 ‖∆u‖

σN
2

L2 .

Since σN
2 < 2, the above inequality implies that ‖∆u‖L2 is bounded. Then (3.2) and the

inequality
∥∥∥ ∂2u
∂xi∂xj

∥∥∥
L2
6 ‖∆u‖L2 imply that ‖u‖H2(RN ) is bounded.

(vi) Assume σN = 4. By (3.2) and (3.3) we have for all u ∈ H2(RN )

(3.12)

E(u) > ‖∆u‖2L2 − 2‖u‖L2‖∆u‖L2 − B(N,σ)
σ+1 ‖∆u‖

2
L2‖u‖2σL2

=
(

1− B(N,σ)
σ+1 ‖u‖

2σ
L2

)
‖∆u‖2L2 − 2‖u‖L2‖∆u‖L2 .

Let k1 < k∗ = (σ + 1)
1
σB(N, σ)−

1
σ . Let τ(k1) = 1− B(N,σ)

σ+1 kσ1 > 0. For any u ∈ H2(RN )

such that ‖u‖2L2 6 k1, by (3.12) we get

(3.13) E(u) > τ(k1)‖∆u‖2L2 − 2k1‖∆u‖L2 > min
s∈R

(τ(k1)s2 − 2k1s) = − k2
1

τ(k1)
.

We infer that Emin(m) > − k21
τ(k1) > −∞ for all m ∈ (0, k1]. Since k1 < k∗ was arbitrary, we

see that Emin is finite on (0, k∗). Moreover, if ‖u‖2L2 6 k1 < k∗ and E(u) 6 k2 then (3.13)
implies that ‖∆u‖L2 is bounded and arguing as in part (v) we see that ‖u‖H2(RN ) is bounded.

Let Q be an optimal function for the Gagliardo-Nirenberg-Sobolev inequality (3.3) with

σ = 4
N such that ‖Q‖L2 = k

1
2
∗ = (σ + 1)

1
2σB(N, σ)−

1
2σ . Such a function Q exists because

whenever u is an optimal function for (3.3), the rescaled functions ua,b(·) = au
( ·
b

)
are optimal

functions, too. We have

1

σ + 1
‖Q‖2σ+2

L2σ+2 =
1

σ + 1
B(N, σ)‖∆Q‖2L2‖Q‖2σL2 = ‖∆Q‖2L2 .

For t > 0 let ut(x) = t
N
4 Q(t

1
2x). From (3.1) and (3.6) it follows that ‖ut‖2L2 = ‖Q‖2L2 = k∗

and E(ut) = −2t‖∇Q‖2L2 . Letting t −→ ∞ we discover Emin(k∗) = −∞. If m > k∗, using

the test function m
1
2 k
− 1

2
∗ ut and letting t −→∞ we find Emin(m) = −∞. �

As we will see later, problem (Pm) admits solutions if and only if −∞ < Emin(m) < −m.
We have already seen that Emin(m) = −∞ for all m if σ > 4

N . Proposition 3.3 gives necessary
and sufficient conditions to have Emin(m) < −m whenever σ ∈ (0, 4

N ]. Its proof relies on the
functional inequalities proved in Section 2 and on the test functions constructed there.

Proposition 3.3 Let N ∈ N∗. We have:

(i) If 0 < σ < max
(

1, 4
N+1

)
, then Emin(m) < −m for all m > 0.

(ii) If max
(

1, 4
N+1

)
6 σ 6 4

N , there exists m0 > 0 such that Emin(m) = −m for any

m ∈ (0,m0] and Emin(m) < −m for any m > m0. Moreover, m0 is given by (3.16) below.

(iii) Assume that σ = 4
N and let k∗ be as in Proposition 3.1 (vi). Let m0 be as in (3.16).

Then m0 < k∗ and we have Emin(m) = −m if m ∈ (0,m0], respectively −∞ < Emin(m) <
−m if m ∈ (m0, k∗).
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Proof. (i) Assume that N = 1 and 0 < σ < 2. Fix m > 0 and let uτ be as in

Example 2.4. Denote vτ = π−
1
4 τ−

1
2m

1
2uτ . By (2.13) we have ‖vτ‖2L2 = m, ‖vτ‖2σ+2

L2σ+2 =

(σ + 1)−
1
2π−

σ
2mσ+1τ−σ and (2.14) gives ‖(∆ + 1)vτ‖2L2 ∼ Cmτ−2 as τ −→ ∞. For τ

sufficiently large we have E(vτ ) + ‖vτ‖2L2 = ‖(∆ + 1)vτ‖2L2 − 1
σ+1‖vτ‖

2σ+2
L2σ+2 < 0, and this

implies Emin(m) < −m.

If N > 2, for small ε, δ > 0 let uε,δ be as in (2.26). Denote wε,δ =
√
m

‖uε,δ‖L2
uε,δ, so that

‖wε,δ‖2L2 = m. By (2.27) and (2.28) we have ‖(∆ + 1)wε,δ‖2L2 ∼ mε2, while (2.27) and (2.30)

give ‖wε,δ‖2σ+2
L2σ+2 > Cmσ+1εσ+1δσ(N−1)(δ2 + ε)−1 for some C > 0.

If σ ∈ (0, 1), fix a small δ0 > 0 and observe that

(3.14) E(wε,δ0) + ‖wε,δ0‖2L2 = ‖(∆ + 1)wε,δ0‖2L2 −
1

σ + 1
‖wε,δ0‖2σ+2

L2σ+2 < 0

if ε is sufficiently small, hence Emin(m) +m < 0.

If σ ∈
(

0, 4
N+1

)
, taking ε = δ2 it follows from the above estimates that ‖(∆+1)wδ2,δ‖2L2 ∼

mδ4 and ‖wδ2,δ‖2σ+2
L2σ+2 > Cmσ+1δσ(N+1) for some C > 0 and any small δ > 0. As in (3.14), this

implies E(wδ2,δ) + ‖wδ2,δ‖2L2 < 0 for sufficiently small δ, and consequently Emin(m) +m < 0.

(ii) It is easy to see that for any u ∈ H2(RN ) we have

E(u)+‖u‖2L2 = ‖(∆+1)u‖2L2−
1

σ + 1
‖u‖2σ+2

L2σ+2 = ‖(∆+1)u‖2L2

(
1−
‖u‖2σL2

σ + 1

‖u‖2σ+2
L2σ+2

‖u‖2σL2‖(∆ + 1)u‖2L2

)
.

Let κ= σ
σ+1 andQκ(u)=

‖u‖L2σ+2

‖u‖κL2‖(∆+1)u‖1−κL2

(see (2.8)). The above equality can be written as

(3.15) E(u) + ‖u‖2L2 = ‖(∆ + 1)u‖2L2

(
1−
‖u‖2σL2

σ + 1
Qκ(u)2σ+2

)
for all u ∈ H2(RN ) \ {0}.

We use the results in Section 2 with s = 2, p = 2σ + 2 and κ = σ
σ+1 .

If N = 1, condition 1
2s 6

(1−κ)p
p−2 6 1

2 in Theorem 2.3 is equivalent to 4 > σ > 2. Hence

Qκ is bounded from above if σ ∈ [2, 4].

If N > 2, the condition κ > 1
2 in (2.18) is equivalent to σ > 1, N

s

(
1
2 −

1
p

)
6 1 − κ is

equivalent to σ 6 4
N , and 1− κ 6 N+1

2

(
1
2 −

1
p

)
is equivalent to σ > 4

N+1 . By Theorem 2.6,

Qκ is bounded from above if and only if max
(

1, 4
N+1

)
6 σ 6 4

N .

Whenever Qκ is bounded from above, let M = sup
u∈Hs(RN )\{0}

Qκ(u), as in (2.9), and let

(3.16) m0 = (σ + 1)
1
σM−

2σ+2
σ .

If m ∈ (0,m0], using (3.15) we infer that E(u) + ‖u‖2L2 > 0 for any u ∈ H2(RN ) satisfying
‖u‖2L2 = m, hence Emin(m) +m > 0. Then Proposition 3.1 (iii) implies Emin(m) = −m.

If m > m0, we have (σ + 1)
1

2σ+2m−
σ

2σ+2 < M . Choose u ∈ H2(RN ), u 6= 0, such that

Qκ(u) > (σ + 1)
1

2σ+2m−
σ

2σ+2 . Let v =
√
m

‖u‖L2
u, so that ‖v‖2L2 = m and Qκ(v) = Qκ(u). From

(3.15) we get E(v) + ‖v‖2L2 < 0, hence Emin(m) < −m.

(iii) Taking into account (3.16) and the expression of k∗ in Proposition 3.1 (vi), the in-
equality m0 < k∗ is equivalent to B(N, σ) < M2σ+2, where B(N, σ) is given by (3.4). Denote
by Q(u) the quotient appearing in (3.4). Let u∗ be an optimal function for (3.4). Then

uτ = u∗

(
·√
τ

)
is also an optimal function for (3.4), that is Q(uτ ) = B(N, σ) for all τ > 0.

The conclusion follows if we find τ > 0 such that Q(uτ ) < Qκ(uτ )2σ+2, and this is equivalent

to ‖(∆ + 1)uτ‖2L2 < ‖∆uτ‖2L2 , or using Plancherel’s theorem,

∫
RN

(
|ξ|2 − τ

)2 |û∗|2(ξ) dξ <∫
RN

|ξ|4|û∗|2(ξ) dξ. The last inequality can be written as

−2τ

∫
RN

|ξ|2|û∗|2(ξ) dξ + τ2

∫
RN

|û∗|2(ξ) dξ < 0
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and holds true if 0 < τ <
2‖ |·|û∗‖2L2

‖û∗‖2
L2

. We have thus shown that m0 < k∗. The rest follows

from part (ii) and Proposition 3.1 (vi). �

The next Theorem establishes the existence of minimizers for the problem (Pm) as well as
the pre-compactness modulo translations of all minimizing sequences.

Theorem 3.4 Assume that Nσ < 4 and m > 0 is such that Emin(m) < −m.
Then for any sequence (un)n>1 ⊂ H2(RN ) satisfying M(un) −→ m and E(un) −→

Emin(m) there exist a subsequence, still denoted (un)n>1, a sequence of points (xn)n>1 ⊂ RN

and a function u ∈ H2(RN ) such that un(·+ xn) −→ u strongly in H2(RN ).
In particular, there exists a solution u ∈ H2(RN ) to the minimization problem (Pm).
The same conclusion holds if Nσ = 4, 0 < m < k∗ (where k∗ is as in Proposition 3.1

(vi)), and Emin(m) < −m.

Proof. Let (un)n>1 be a minimizing sequence. It follows from Proposition 3.1 (v) or (vi)
that (un)n>1 is bounded in H2(RN ).

Using (3.8) with ε = 0 we infer that for any u ∈ H2(RN ) there holds

(3.17)

∫
RN

|u|2σ+2 dx = (σ + 1)

∫
RN

|∆u|2 − 2|∇u|2 + |u|2 dx− (σ + 1)(E(u) + ‖u‖2L2)

> −(σ + 1)(E(u) + ‖u‖2L2).

Choose σ′ > σ such that 2σ′ + 2 < 2∗∗. We denote by LN the Lebesgue measure in RN .
Using Hölder’s inequality and the Sobolev embedding we get for any u ∈ H2(RN ) and for
any t > 0,

(3.18)

∫
RN |u|2σ+2 dx =

∫
{|u|<t} |u|

2σ+2 dx+
∫
{|u|>t} |u|

2σ+2 dx

6 t2σ
∫
{|u|<t} |u|

2 dx+
(∫
{|u|>t} |u|

2σ′+2 dx
) σ+1
σ′+1 LN ({|u| > t})1− σ+1

σ′+1

6 t2σ‖u‖2L2 + (CS‖u‖H2)
2σ+2 LN ({|u| > t})1− σ+1

σ′+1 .

Choose δ > 0 such that 2δ < −(σ+1)(Emin(m)+m) (this is possible because Emin(m) < −m).

Since ‖un‖2L2 −→ m and E(un) −→ Emin(m), (3.17) implies that

∫
RN

|un|2σ+2 dx > 2δ for

all n sufficiently large. Choose t0 > 0 such that t2σ0 (m+ 1) = δ. Using (3.18) for un and the
boundedness of (un)n>1 in H2(RN ), we infer that there exists a constant a > 0, independent
of n, such that LN ({|un| > t0}) > a for all sufficiently large n. Using Lieb’s Lemma (see
Lemma 6 p. 447 in [15] or Appendix 2 in [19]) we infer that there exists a constant b > 0,
independent of n, and for each n large there exists xn ∈ RN such that

LN
({

x ∈ B(xn, 1)
∣∣ |un| > t0

2

})
> b.

From now on we replace un by un(· + xn), which is still a minimizing sequence and satis-
fies LN

(
{x ∈ B(0, 1)

∣∣ |un| > t0
2 }
)
> b. Since (un)n>1 is bounded in H2(RN ) there exists a

subsequence, still denoted (un)n>1, and there is u ∈ H2(RN ) such that

(3.19)
un ⇀ u weakly in H2(RN ),
un −→ u in Lploc(R

N ) for 1 6 p < 2∗∗ and a.e.

It is clear that
∫
B(0,1)

|un|p dx > b
(
t0
2

)p
for all n sufficiently large. Take any p ∈ [1, 2∗∗)

and pass to the limit to get
∫
B(0,1)

|u|p dx > b
(
t0
2

)p
. In particular, we infer that u 6= 0.

Let m1 = ‖u‖2L2 . It is clear that 0 < m1 6 lim infn→∞ ‖un‖2L2 = m. We will show that
m1 = m. We argue by contradiction and we assume that m1 < m. The weak convergence in
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a Hilbert space gives as n −→∞

(3.20)

‖un‖2L2 = ‖u‖2L2 + ‖un − u‖2L2 + o(1),

‖∇un‖2L2 = ‖∇u‖2L2 + ‖∇(un − u)‖2L2 + o(1),

‖∆un‖2L2 = ‖∆u‖2L2 + ‖∆(un − u)‖2L2 + o(1).

Using the Brezis-Lieb Lemma (see e.g. Lemma 4.6 p. 10 in [14]) we get

(3.21)

∫
RN

|un|2σ+2 dx =

∫
RN

|u|2σ+2 dx+

∫
RN

|un − u|2σ+2 dx+ o(1).

From (3.20) and (3.21) we get

(3.22) E(un) = E(u) + E(un − u) + o(1) as n −→∞.

It is obvious that E(u) > Emin(m1) and E(un − u) > Emin(‖un − u‖2L2). By (3.20) we
have ‖un − u‖2L2 −→ m − m1. The function Emin is continuous on (0,∞) if 0 < σN < 4,
respectively on (0, k∗) if σN = 4, and passing to the limit in (3.22) we get

(3.23) Emin(m) > Emin(m1) + Emin(m−m1).

Since Emin is concave and Emin(η) −→ 0 as η −→ 0 we have Emin(m1) > m1

m Emin(m)
and Emin(m − m1) > m−m1

m Emin(m). Moreover, equality may occur in one of these in-
equalities if and only if Emin is linear on (0,m]. Summing up and comparing to (3.23) we
infer that necessarily we have Emin(m1) = m1

m Emin(m) and Emin must be linear on (0,m].
Then Proposition 3.1 (iv) implies that Emin(η) = −η for any η ∈ (0,m], and in particular
Emin(m) = −m, contradicting the fact that Emin(m) < −m. This contradiction shows that
necessarily m1 = m.

Since un ⇀ u weakly in L2(RN ) and ‖un‖2L2 −→ m = ‖u‖2L2 we infer that un −→ u
strongly in L2(RN ). Using (3.2) and (3.3) for un − u we infer that ∇un −→ ∇u strongly in
L2(RN ) and un −→ u strongly in L2σ+2(RN ). The weak convergence un ⇀ u in H2(RN )
gives ‖∆u‖2L2 6 lim inf

n→∞
‖∆un‖2L2 , and consequently we get E(u) 6 lim inf

n→∞
E(un) = Emin(m).

On the other hand we have E(u) > Emin(m) because ‖u‖2L2 = m. Therefore E(u) = Emin(m)
and u solves the problem (Pm). Moreover, we have ‖∆un‖2L2 −→ ‖∆u‖2L2 . Since ∆un ⇀
∆u weakly in L2(RN ), we infer that ∆un −→ ∆u strongly in L2(RN ). The inequality∥∥∥ ∂2v
∂xi∂xj

∥∥∥
L2
6 ‖∆v‖L2 for any v ∈ H2(RN ) implies that un −→ u strongly in H2(RN ) and

Theorem 3.4 is proven. �

Proposition 3.5 Assume that σN 6 4, m > 0 and u ∈ H2(RN ) is a solution of the mini-
mization problem (Pm). Then there exists c = c(u) > 0 such that u satisfies the equation

(3.24) ∆2u+ 2∆u+ (1 + c)u− |u|2σu = 0 in H−2(RN ).

Moreover, we have:

(i) 1 + c ∈ [−E′min,`(m),−E′min,r(m)].

(ii) If m0 = 0 (where m0 is given by (4.6)), then c(u) −→ 0 as m −→ 0.

(iii) If σN < 4 we have c(u) −→∞ as m −→∞.

(iv) If m > m0 and E′min,`(m) > E′min,r(m), there exist at least two solutions u1 and u2

for the problem (Pm) such that 1 + c(u1) = −E′min,`(m) and 1 + c(u2) = −E′min,r(m).

(v) If m1 < m2, the function u1 solves (Pm1
) and u2 solves (Pm2

), then c(u1) < c(u2).

(vi) If m0 > 0, problem (Pm) does not admit solutions for any m ∈ (0,m0).
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Proof. Since E and M(u) := ‖u‖2L2 are C1 functionals on H2(RN ), the existence of a Lagrange
multiplier λu ∈ R such that E′(u) = λuM

′(u) in H−2(RN ) is standard. Then we have

(3.25) ∆2u+ 2∆u− λuu− |u|2σu = 0 in H−2(RN ).

We claim that λ ∈ [E′min,r(m), E′min,`(m)]. We have ‖(1± t)u‖2L2 = (1± t)2m, hence E(u±
tu) > Emin

(
(1± t)2m

)
and therefore

2λum = 2λu‖u‖2L2 = λuM
′(u).u = E′(u).u = lim

t↓0

E(u+ tu)− E(u)

t

> lim
t↓0

Emin
(
(1 + t)2m

)
− Emin(m)

t
= 2mE′min,r(m).

We conclude that λu > E′min,r(m). Proceeding similarly with 1 − t instead of 1 + t we get
−λu > −E′min,`(m) and the claim is proven. Denoting c(u) = −λu − 1, statement (i) follows.

Taking the H−2 −H2 duality product of (3.25) and of u we get

(3.26)

∫
RN

|∆u|2 dx− 2

∫
RN

|∇u|2 dx− λu
∫
RN

|u|2 dx−
∫
RN

|u|2σ+2 dx = 0.

Using (3.26) and the identities ‖u‖2L2 = m, E(u) = Emin(m) we get
(3.27)

‖u‖2σ+2
L2σ+2 =

σ + 1

σ
(Emin(m)−λum) and

∫
RN

|∆u|2 − 2|∇u|2dx =
σ + 1

σ
Emin(m)− λu

σ
m.

Since Emin(m) 6 −m for all m > 0, the first part in (3.27) implies that for any m > 0 and for
any solution u of (Pm) we must have λu < −1, that is c(u) > 0. If m0 > 0, m ∈ (0,m0) and
u is a solution to the problem (Pm) by (i) we should have λu = −1, a contradiction. Thus
(vi) is proven.

Consider m > m0 such that Emin(m) is finite. Take an increasing sequence (mn)n>2 in
(m0,m) such that mn −→ m. For each n, let un be a solution of the minimization problem
(Pmn) (the existence of un is guaranteed by Theorem 3.4). Then (un)n>2 is a minimizing
sequence for (Pm). Using Theorem 3.4 again we see that there exists a subsequence, still
denoted (un)n>2, and there exists a solution u1 of the problem (Pm) such that un −→ u1

strongly in H2(RN ). Identity (3.26) and the strong convergence in H2(RN ) imply that
λu1

= lim
n→∞

λun . On the other hand, (i) and the basic properties of concave functions imply

that λun −→ E′min,`(m). Thus we have λu1
= E′min,`(m). Taking a decreasing sequence

mn −→ m and proceeding similarly we see that there exists a solution u2 of (Pm) such that
λu2 = E′min,r(m). This proves (iv).

To prove (v) we argue by contradiction and we assume that there are m1 < m2 and there
are solutions u1 and u2 of (Pm1

) and of (Pm2
), respectively, such that c(u1) = c(u2). Since

−1− c(u1) > E′min,r(m1) > E′min,`(m2) > −1− c(u2), we see that E′min,r(m1) = E′min,`(m2),
and this implies that Emin is affine on [m1,m2]. Hence there exist λ < −1 and B ∈ R such
that Emin(m) = λm+B for any m ∈ [m1,m2]. For any m ∈ (m1,m2), Theorem 3.4 gives the
existence of a solution u to the problem (Pm) and statement (i) above implies that λu = λ,
or equivalently c(u) = c(u1) = c(u2). Fix m3 ∈ (m1,m2) and let u be a minimizer for (Pm3

).
The first part of (3.27) gives ‖u‖2σ+2

L2σ+2 = σ+1
σ B, hence B > 0. Using

√
tu as test function and

taking (3.27) into account we get for t sufficiently close to 1,

(3.28)

λtm3 +B = Emin(tm3) 6 E(
√
tu) = t

∫
RN |∆u|2 − 2|∇u|2dx− tσ+1

σ+1

∫
RN |u|2σ+2 dx

= λtm3 +B +
σ + 1

σ
B

(
t− tσ+1

σ + 1
− σ

σ + 1

)
.

Since B > 0 and t− tσ+1

σ+1 −
σ
σ+1 < 0 for t 6= 1, (3.28) gives a contradiction. This proves (v).

All other statements in Proposition 3.5 are obvious. �
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Proposition 3.6 Assume that 0 < σ < max(1, 4
N+1 ) and σ 6 4

N . For any m > 0 let um
be any solution of the minimisation problem (Pm), as given by Theorem 3.4 and Proposition
3.3, and let cm = c(um) be the Lagrange multiplier given by Proposition 3.5, so that (um, cm)
solve (3.24). Denote vm = vm√

m
= vm
‖um‖L2

, so that ‖vm‖L2 = 1. Then we have

(3.29) ‖∆vm‖L2 −→ 1, ‖∇vm‖L2 −→ 1, ‖(∆ + 1)vm‖L2 −→ 0 as m −→ 0,

and ‖vm‖Lp −→ 0 for any p ∈ (2,∞) if N > 4, respectively for any p ∈ (2, 2∗∗) if N ≥ 5.

Proof. The H−2−H2 duality product of (3.24) with um gives Tcm(um) =
∫
RN |um|2σ+2 dx.

Using (3.2) and (3.3) we get

‖∆um‖2L2 − 2‖∆um‖L2‖um‖L2 + (1 + cm)‖um‖L2 −B(N, σ)‖∆um‖
σN
2

L2 ‖um‖
2σ+2−σN2
L2 6 0.

Dividing the above inequality by ‖um‖2L2 we see that ‖∆vm‖2L2 =
‖∆um‖2L2

‖um‖2
L2

remains bounded

if m is sufficiently small. Using (3.3) again we find ‖um‖2σ+2
L2σ+2 6 C‖um‖2σ+2

L2 , and then
dividing the equality Tcm(um) =

∫
RN |um|2σ+2 dx by ‖um‖2L2 and letting m −→ 0 we infer

that ‖(∆ + 1)vm‖L2 −→ 0 as m −→ 0.
It is proven in Remark 3.11 below that um satisfies the identity Pcm(um) = 0, where Pc is

given in (3.38). Dividing this identity by ‖um‖2L2 and letting m −→ 0 we obtain

N − 4

N
‖∆vm‖2L2 − 2

N − 2

N
‖∇vm‖2L2 + ‖vm‖2L2 −→ 0 as m −→ 0.

The above convergence and the fact that ‖(∆ + 1)vm‖L2 −→ 0 and ‖vm‖L2 = 1 give (3.29).
We claim that for any sequence mn −→ 0 and for any sequence (xn)n>1 ⊂ RN , the only

possible weak limit inH2(RN ) of vmn(·+xn) is zero. Indeed, assume that inH2(RN ) ⇀ w 6= 0
weakly in H2(RN ). Then by weak convergence we have

‖(∆ + 1)w‖L2 6 lim inf
n→∞

‖(∆ + 1)vmn(·+ xn)‖L2 = lim inf
n→∞

‖(∆ + 1)vmn‖L2 = 0,

and then Plancherel’s identity implies (| · |2−1)ŵ = 0 a.e. in RN , thus w = 0, a contradiction.
The claim is thus proven. It is then standard to show that vm −→ 0 strongly in Lp(RN ) for
all p ∈ (2,∞) if N > 4, respectively for all p ∈ (2, 2∗∗) if N ≥ 5 (see, e.g., Lemma 6.1 in [20]).
�

So far we have solved the global minimization problem (Pm) in H2(RN ) in the case σN 6 4
and we have shown that any solution satisfies (3.24) for some c > 0. Obviously, u ∈ H2(RN )
solves (3.24) if and only if u is a critical point of the following functional, called action:

Sc(u) =

∫
RN

|∆u|2 dx− 2

∫
RN

|∇u|2 dx+ (1 + c)

∫
RN

|u|2 dx− 1

σ + 1

∫
RN

|u|2σ+2 dx.

At this stage it is not clear that given any c > 0, there exists m > 0 and a solution u of (Pm)
such that c(u) = c. We will show that for any c > 0 and for any σ > 0 satisfying 2σ+2 < 2∗∗,
equation (3.24) has solutions and, moreover, it has solutions minimizing the action Sc among
all solutions (these are called minimum action solutions or ground states). Moreover, we will
show that all minimizers of a problem (Pm) are ground states. To this end we introduce
another family of minimization problems.

Let c > 0. We consider the minimization problem

(Tc)

minimize Tc(u) :=

∫
RN

|∆u|2 dx− 2

∫
RN

|∇u|2 dx+ (1 + c)

∫
RN

|u|2 dx

in the set U :=

{
u ∈ H2(RN )

∣∣∣ ∫
RN

|u|2σ+2 dx = 1

}
.

We denote t(c) = inf{Tc(u) | u ∈ U}. It is clear that

(3.30) Sc(u) = Tc(u)− 1

σ + 1

∫
RN

|u|2σ+2 dx = E(u) + (1 + c)

∫
RN

|u|2 dx.
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Theorem 3.7 Assume that 0 < σ <∞ if N > 4 and 0 < σ < 4
N−4 if N > 4. Then for any

c > 0 we have t(c) > 0 and the minimization problem (Tc) admits solutions. Moreover, for
any sequence (un)n>1 ⊂ H2(RN ) satisfying

∫
RN |un|2σ+2 dx −→ 1 and Tc(un) −→ t(c) there

exist a subsequence (unk)k>1, a sequence (xk)k>1 ⊂ RN and a minimizer u for (Tc) such that
unk(·+ xk) −→ u strongly in H2(RN ).

Proof. The proof is standard, so we only sketch it. Fix c > 0. Then fix ε > 0 such that
1

1−ε + ε < 1 + c. Using (3.8) we get Tc(v) > ε‖∆v‖2L2 + ε‖v‖2L2 for any v ∈ H2(RN ), and then

it is clear that T
1
2
c is a norm on H2(RN ) and that it is equivalent to the usual norm. By the

Sobolev embedding there exists Kc > 0 such that ‖v‖L2σ+2 6 KcT
1
2
c (v), thus t(c) > K−2

c > 0.

For any v ∈ H2(RN ), v 6= 0 we have v
‖v‖L2σ+2

∈ U , hence Tc

(
v

‖v‖L2σ+2

)
> t(c) and this gives

(3.31) Tc(v) > t(c)‖v‖2L2σ+2 for any v ∈ H2(RN ).

Let (un)n>1 be a sequence as in Theorem 3.7. It is obvious that (un)n>1 is bounded in
H2(RN ). We choose σ′ > σ such that 2σ′+2 < 2∗∗ and we use (3.18) for un to infer that there
exists constants t0, a > 0, independent of n, such that LN ({|un| > t0}) > a for all sufficiently
large n. Then Lieb’s Lemma implies that there exists a constant b > 0, independent of n,
and for each n large there exists xn ∈ RN such that LN

({
x ∈ B(xn, 1)

∣∣ |un| > t0
2

})
> b. We

replace un by un(·+ xn), which is still a minimizing sequence and satisfies
∫
B(0,1)

|un|p dx >
b
(
t0
2

)p
for all n. Since (un)n>1 is bounded in H2(RN ) there is a subsequence, still denoted

(un)n>1, and there is u ∈ H2(RN ) such that (3.19) holds. The convergence un −→ u in
Lploc for 1 6 p < 2∗∗ gives

∫
B(0,1)

|u|p dx > b
(
t0
2

)p
, and therefore u 6= 0. Denote η =∫

RN |u|2σ+2 dx > 0. By Fatou’s Lemma we get η 6 1. It is obvious that (3.20) and (3.21)
hold. By (3.21) we have

∫
RN |un − u|2σ+2 dx −→ 1 − η and then using (3.20) and (3.31) we

find

Tc(un) = Tc(un − u) + Tc(u) + o(1) > t(c)‖un − u‖2L2σ+2 + t(c)‖u‖2L2σ+2 + o(1).

Letting n −→ ∞ in the above inequality we obtain 1 > (1 − η)
1

σ+1 + η
1

σ+1 and this implies
that η = 1, that is u ∈ U . Then we must have Tc(u) > t(c). On the other hand, Tc(u) 6
lim inf
n→∞

Tc(un) = t(c) by weak convergence, and therefore Tc(u) = t(c) = lim
n→∞

Tc(un). Since

Tc is a norm on H2(RN ) we infer that un −→ u strongly in H2(RN ), as desired. �

Proposition 3.8 The mapping c 7−→ t(c) is strictly increasing on (0,∞) and there is C > 0
such that t(c) 6 C

√
c for all sufficiently small c. In particular we have t(c) −→ 0 as c −→ 0.

Proof. Let 0 < c1 < c2. Let u be a minimizer for the problem (Tc2). We have u ∈ U and
t(c2) = Tc2(u) > Tc1(u) > t(c1). Hence the mapping c 7−→ t(c) is strictly increasing.

Let uε,δ be as in (2.26). Fix δ0 = 1
20 and let vc = u√c,δ0 . By (2.27), (2.28) and (2.30) we

have

‖vc‖2L2 6 C1c
1
2 , ‖∆vc‖2L2 − 2‖∇vc‖2L2 + ‖vc‖2L2 6 C2c

3
2 and ‖vc‖L2σ+2 > C3c

1
2

for some C1, C2, C3 > 0, so that Tc(vc) 6 C4c
3
2 . Using (3.31) we see that t(c) 6 Tc(vc)

‖vc‖2
L2σ+2

6

C
√
c. �

Proposition 3.9 Let u be any minimizer for the problem (Tc). Then v := t(c)
1
2σ u is a

solution of (3.24). Moreover, for any solution w ∈ H2(RN ) of (3.24) we have Sc (w) >
Sc(v) = σ

σ+1 t(c)
σ+1
σ . In other words, v is a least action solution of (3.24).

Conversely, if ṽ is any least action solution of (3.24) then ũ := t(c)−
1
2σ ṽ is a solution of (Tc).

Proof. Assume that u solves (Tc). The functionals Tc and u 7−→ ‖u‖2σ+2
L2σ+2 are C1 on

H2(RN ), and consequently there exists a Lagrange multiplier κ ∈ R such that

(3.32) ∆2u+ 2∆u+ (1 + c)u = κ|u|2σu in H−2(RN ).
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Taking the H−2−H2 duality product of (3.32) with u we get Tc(u) = κ
∫
RN |u|2σ+2 dx, which

implies that t(c) = κ. Denoting v = t(c)
1
2σ u = κ

1
2σ u, it is clear that v solves (3.24). We have

(3.33) Sc(v) = t(c)
1
σ Tc(u)− 1

σ + 1
t(c)

σ+1
σ

∫
RN

|u|2σ+2 dx =
σ

σ + 1
t(c)

σ+1
σ .

Let w 6= 0 be an arbitrary solution of (3.24). The duality product of (3.24) with w gives

(3.34) Tc(w) =

∫
RN

|w|2σ+2 dx.

From (3.34) and (3.31) we obtain Tc(w) 6 t(c)−σ−1Tc(w)σ+1 and this implies Tc(w) > t(c)
σ+1
σ .

(By (3.34) we have also the lower bound
∫
RN |w|2σ+2 dx = Tc(w) > t(c)

σ+1
σ .) Using again

(3.34) we find

Sc(w) = Tc(w)− 1

σ + 1

∫
RN

|w|2σ+2 dx =
σ

σ + 1
Tc(w) >

σ

σ + 1
t(c)

σ+1
σ = Sc(v).

Conversely, let ṽ be a least action solution of (3.24). Then we have Sc(ṽ) = Sc(v) =
σ
σ+1 t(c)

σ+1
σ . On the other hand, by (3.34) we get Sc(ṽ) = σ

σ+1Tc(ṽ) = σ
σ+1‖ṽ‖

2σ+2
L2σ+2 . We

conclude that Tc(ṽ) = ‖ṽ‖2σ+2
L2σ+2 = t(c)

σ+1
σ and then one immediately checks that ũ = t(c)−

1
2σ ṽ

is a minimizer for the problem (Tc). �

Proposition 3.10 Assume that u ∈ H2(RN ) is a solution of the minimization problem (Pm)
for some m > 0 and that u solves (3.24). Then:

(i) u is a minimum action solution of (3.24).

(ii) If v is any minimum action solution of (3.24) we have ‖v‖2L2 = m and v is a minimizer
for (Pm).

Proof. Since u solves (Pm) and (3.24), using Proposition 3.9 we get

(3.35) Emin(m) + (1 + c)m = E(u) + (1 + c)‖u‖2L2 = Sc(u) >
σ

σ + 1
t(c)

σ+1
σ .

Let v be an arbitrary minimum action solution for (3.24) (the existence of such solutions
follows from Theorem 3.7 and Proposition 3.9). From the proof of Proposition 3.9 we know

that Tc(v) =
∫
RN |v|2σ+2 dx = t(c)

σ+1
σ . Denote m′ = ‖v‖2L2 . For any a > 0 we have ‖a 1

2 v‖2L2 =

am′ and taking a
1
2 v as test function we discover

(3.36)

Emin(am′) + (1 + c)am′ 6 E(a
1
2 v) + (1 + c)‖a 1

2 v‖2L2

= Tc(a
1
2 v)− 1

σ + 1

∫
RN

|a 1
2 v|2σ+2 dx =

(
a− aσ+1

σ + 1

)
t(c)

σ+1
σ .

The mapping a 7−→ ϕ(a) := a− aσ+1

σ+1 reaches its maximum value on (0,∞) only at a = 1 and
the maximum is ϕ(1) = σ

σ+1 . Comparing (3.35) and (3.36) we get

σ

σ + 1
t(c)

σ+1
σ 6 Emin(m) + (1 + c)m 6 ϕ

(m
m′

)
t(c)

σ+1
σ 6

σ

σ + 1
t(c)

σ+1
σ .

We infer that we must have equality throughout in the above sequence of inequalities. There-

fore Sc(u) = σ
σ+1 t(c)

σ+1
σ and u is a minimum action solution for (3.24). Moreover, we must

have m = m′, that is any minimum action solution v of (3.24) satisfies ‖v‖2L2 = m. Then we
find E(v) = Sc(v)−(1+c)‖v‖2L2 = Sc(u)−(1+c)‖u‖2L2 = E(u) = Emin(m), and consequently
v solves (Pm). �
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Remark 3.11 (Some integral identities) Taking the H−2−H2 duality product of (3.24) with
u we see that any solution u ∈ H2(RN ) of (3.24) satisfies the identity Nc(u) = 0, where

(3.37) Nc(u) =

∫
RN

|∆u|2 dx− 2

∫
RN

|∇u|2 dx+ (1 + c)

∫
RN

|u|2 dx−
∫
RN

|u|2σ+2 dx.

Any solution u ∈ H2(RN ) of (3.24) satisfies the identity Pc(u) = 0, where

(3.38)

Pc(u) =
N − 4

N

∫
RN

|∆u|2 dx− 2
N − 2

N

∫
RN

|∇u|2 dx+ (1 + c)

∫
RN

|u|2 dx

− 1

σ + 1

∫
RN

|u|2σ+2 dx.

The functionals Nc and Pc are the Nehari and Pohozaev functionals, respectively, and Nc(u) =
0 and Pc(u) = 0 are the Nehari and Pohozaev (or Derrick-Pohozaev) identities. The Pohozaev
identity expresses the behaviour of the action functional Sc with respect to dilations: for any
u ∈ H2(RN ) we have Pc(u) = d

dt |t=1
Sc
(
u
( ·
t

))
, and consequently one expects Pc(u) = 0

for any critical point of Sc. To give a formal proof of this fact, one first uses a bootstrap
argument to prove some regularity of solutions of (3.24) (u ∈ H3(RN ) is enough). Then
consider a cut-off function χ ∈ C∞c (RN ) such that χ = 1 on B(0, 1) and supp(χ) ⊂ B(0, 2),

take the H−2 −H2 duality product of (3.24) with χ
( ·
n

)∑N
j=1 xj

∂u
∂xj

and integrate by parts,

then let n −→∞. See Lemma 2.1 in [3] for details.
Two other functionals are of interest:

(3.39) P1(u) =
N

4
(Nc(u)− Pc(u)) =

∫
RN

|∆u|2 dx−
∫
RN

|∇u|2 dx− Nσ

4(σ + 1)

∫
RN

|u|2σ+2 dx

and

P2(u) =
1

σ
Nc(u)− σ + 1

σ
Pc(u)

=

(
4(σ + 1)

Nσ
− 1

)∫
RN

|∆u|2 dx− 2

(
2(σ + 1)

Nσ
− 1

)∫
RN

|∇u|2 dx− (1 + c)

∫
RN

|u|2 dx.

Obviously, any solution u ∈ H2(RN ) of (3.24) satisfies P1(u) = P2(u) = 0. If u ∈ H2(RN )
satisfies Nc(u) = 0 and Pi(u) = 0 for some i ∈ {1, 2}, then Pc(u) = P1(u) = P2(u) = 0.

Given u ∈ H2(RN ) and t > 0, we denote

(3.40) ut(x) = t
N
4 u(t

1
2x) and ut(x) = t

N
2σ+2u(tx).

By (3.1) we have ‖ut‖L2 = ‖u‖L2 and ‖ut‖L2σ+2 = ‖u‖L2σ+2 for all t > 0.
One has d

dt (Sc (ut)) = d
dt (E (ut)) = 2

tP1(ut). If the mapping t 7−→ E(ut) (or, equiva-
lently, t 7−→ Sc(ut)) achieves a local minimum or a local maximum at t = 1 we must have
d
dt |t=1

E (ut) = 0 and this gives P1(u) = 0.

If t 7−→ Tc(u
t) (or, equivalently, t 7−→ Sc(u

t)) achieves a local minimum at t = 1 we must
have d

dt |t=1
Tc (ut) = 0 and this gives P2(u) = 0.

We will study the behaviour of minimum action solutions of (3.24) as c −→∞. To do this
we use once again the scaling properties of functionals. Given c > 0 and v ∈ H2(RN ), we
denote

(3.41) Kc(v) =

∫
RN

|∆v|2 dx− 2√
1 + c

∫
RN

|∇v|2 dx+

∫
RN

|v|2 dx

and K(v) =
∫
RN |∆v|2 dx+

∫
RN |v|2 dx. We consider the minimisation problems

(Ac) minimize Kc(v) in H2(RN ) under the constraint

∫
RN

|v|2σ+2 dx = 1,

29



(A) minimize K(v) in H2(RN ) under the constraint

∫
RN

|v|2σ+2 dx = 1.

Let c > 0. Take b = (1 + c)−
1
4 . Using (3.1) we see that for any u ∈ H2(RN ) we have

Tc(ua,b) = a2(1 + c)1−N4 Kc(u) and ‖ua,b‖2σ+2
L2σ+2 = a2σ+2(1 + c)−

N
4 ‖u‖2σ+2

L2σ+2 .

Now choose a such that a2σ+2(1 + c)−
N
4 = t(c)

σ+1
σ , that is a = (1 + c)

N
8(σ+1) t(c)

1
2σ . With

choice of a and b and using Proposition 3.9 we see that ua,b is a minimum action solution
for (3.24) if and only if u is a minimizer for (Ac). Theorem 3.7 and Proposition 3.9 give the
existence of minimizers for (Ac) for any c > 0. The existence of minimizers for (A) is standard
(see, e.g., Example 3.10 in [19]), as well as the pre-compactness of any minimizing sequence
modulo translations. We have the following:

Proposition 3.12 Let (cn)n>1 be any sequence of positive numbers such that cn −→ ∞.
Assume that for each n, vn is a minimizer for the problem (Acn). There exists a subsequence
(cnk)k>1, a sequence of points (xk)k>1 ⊂ RN and a minimizer v for the problem (A) such
that vnk −→ v strongly in H2(RN ).

Proof. It suffices to show that (vn)n>1 is a minimizing sequence for the problem (A).
Then the conclusion of Proposition 3.12 is a consequence of the pre-compactness modulo
translations of minimizing sequences for problem (A). Let

(3.42) I = inf{K(u) | u ∈ H2(RN ) and ‖u‖L2σ+2 = 1}.

From (3.3) we have I > 0. 1

Since ‖vn‖L2σ+2 = 1 for any n, all we have to do is to show that K(vn) −→ I as n −→∞.
From (3.8) we have

Kc(u) <

(
1− 1√

1 + c

)
K(u) for any u ∈ H2(RN ), u 6= 0.

Let Q be a minimizer for the problem (A) and let vc be a minimizer for (Ac). Taking Q as
test function in (Ac) we get Kc(vc) 6 Kc(Q) and taking vc as test function in (A) we obtain
K(Q) 6 K(vc), hence

(3.43)

(
1− 1√

1 + c

)
K(Q) 6

(
1− 1√

1 + c

)
K(vc) < Kc(vc) 6 Kc(Q) < K(Q).

Using (3.43) we infer that K(vn) is bounded, thus (vn)n>1 is bounded in H2(RN ). Moreover,
the above inequality implies that lim

n→∞
K(vn) = K(Q) = I and the conclusion of Proposition

3.12 follows. �

Corollary 3.13 Let I be as in (3.42). For any c > 0 we have

(3.44)

(
1− 1√

1 + c

)
(1 + c)1− Nσ

4(σ+1) I < t(c) < (1 + c)1− Nσ
4(σ+1) I.

Moreover, if uc is any minimum action solution of (3.24) we have

(3.45) (1 + c)
N
4 −

1
σ

∫
RN

|uc|2 dx −→
4(σ + 1)−Nσ

4(σ + 1)
I
σ+1
σ ,

(3.46) (1 + c)
N
4 −

1
σ−1

∫
RN

|∆uc|2 dx −→
Nσ

4(σ + 1)
I
σ+1
σ and

(3.47) (1 + c)
N
4 −

1
σ−1

∫
RN

|uc|2σ+2 dx −→ I
σ+1
σ as c −→∞.

1It can be proved that I =
4(σ + 1)

Nσ

(
4(σ + 1)

Nσ
− 1

) Nσ
4(σ+1)

−1

B(N,σ)−
1

σ+1 , where B(N,σ) is as in (3.4), and

that minimizers for (A) are optimal functions for (3.3), but we will not make use of this fact. See [19] for details.
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Proof. If Q is a minimizer for (A) and Qt(x) = t
N

2σ+2Q(tx) is as in (3.40), the mapping
t 7−→ K(Qt) achieves its minimum on (0,∞) at t = 1, hence t

dt |t=1
K(Qt) = 0 and this gives(

4− Nσ

σ + 1

)∫
RN

|∆Q|2 dx− Nσ

σ + 1

∫
RN

|Q|2 dx = 0.

From this identity and the fact that K(Q) = I we get∫
RN

|∆Q|2 dx =
Nσ

4(σ + 1)
I and

∫
RN

|Q|2 dx =
4(σ + 1)−Nσ

4(σ + 1)
I.

Notice that the above identities hold for any minimizer of (A). For c > 0, let vc be any
minimizer for the problem (Ac). Then Proposition 3.12 and the previous identities imply
that

(3.48)

∫
RN

|∆vc|2 dx −→
Nσ

4(σ + 1)
I and

∫
RN

|vc|2 dx =
4(σ + 1)−Nσ

4(σ + 1)
I as c −→∞.

Given c > 0, let uc be a minimum action solution of (3.24). Let a = (1 + c)
N

8(σ+1) t(c)
1
2σ ,

b = (1 + c)−
1
4 , and let vc = (uc)a−1,b−1 = 1

auc(·). We have already seen that vc is a minimizer
for problem (Ac). We have uc = (vc)a,b and

t(c)
σ+1
σ = Tc(uc) = a2(1 + c)1−N4 Kc(vc) = (1 + c)1− Nσ

4(σ+1) t(c)
1
σKc(vc).

From the above equality and (3.43) we get (3.44). We have also∫
RN

|uc|2 dx = a2bN
∫
RN

|vc|2 dx = (1 + c)−
Nσ

4(σ+1) t(c)
1
σ

∫
RN

|vc|2 dx and

∫
RN

|∆uc|2 dx = a2bN−4

∫
RN

|∆vc|2 dx = (1 + c)1− Nσ
4(σ+1) t(c)

1
σ

∫
RN

|∆vc|2 dx.

Then taking into account (3.48) we obtain (3.45) and (3.46). Recall that
∫
RN |uc|2σ+2 dx =

t(c)
σ+1
σ , and consequently (3.47) follows from (3.44). �

Remark 3.14 We have 1 + 1
σ −

N
4 > 0 because 2 + 2σ < 2∗∗, and (3.46) implies that

we have always ‖∆uc‖L2 −→ ∞ as c −→ ∞. On the contrary, from (3.45) we see that
‖uc‖L2 −→ ∞ if Nσ < 4 and ‖uc‖L2 −→ 0 if Nσ > 4. In the case Nσ = 4, (3.45) implies

that ‖uc‖L2 −→ (σ + 1)
1
σB(N, σ)−

1
σ = k∗, where k∗ is as in Proposition 3.1 (vi).

Remark 3.15 For any σ > 0 such that 2σ + 2 < 2∗∗, the functional Sc has a mountain-pass
geometry. Indeed, we have

Sc(u) = Tc(u)− 1

σ + 1
‖u‖2σ+2

L2σ+2 > Tc(u)−
(
Tc(u)

t(c)

)σ+1

.

The mapping ϕ(t) := t− 1
σ+1

(
t
t(c)

)σ+1

is increasing on [0, t(c)
σ+1
σ ], decreasing on [t(c)

σ+1
σ ,∞),

and ϕ
(
t(c)

σ+1
σ

)
= σ

σ+1 t(c)
σ+1
σ > 0. Denoting Bc := {u ∈ H2(RN ) | Tc(u) < t(c)

σ+1
σ }, we

have:
• Sc(u) > ϕ (Tc(u)) > 0 for any u ∈ Bc and inf

u∈Bc
Sc(u) = Sc(0) = 0.

• inf{Sc(u) | u ∈ H2(RN ) and Tc(u) = t(c)
σ+1
σ } = σ

σ+1 t(c)
σ+1
σ > 0.

• lim
t→∞

Sc(tu) = −∞ for any u 6= 0.

Let Γ := {γ : [0, 1] −→ H2(RN ) | γ is continuous, γ(0) = 0 and Sc(γ(1)) < 0}. It is

obvious that for any γ ∈ Γ there exists s ∈ (0, 1) such that Tc(γ(s)) = t(c)
σ+1
σ and therefore

ic := inf
γ∈Γ

(
sup
s∈[0,1]

Sc(γ(s))
)
> ϕ

(
t(c)

σ+1
σ

)
=

σ

σ + 1
t(c)

σ+1
σ > 0.
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On the other hand, let uc be a minimum action solution of (3.24), as given by Theorem 3.7
and Proposition 3.9. We have

Sc(τ
1
2uc) = τt(c)

σ+1
σ − τσ+1

σ + 1
t(c)

σ+1
σ

and we see that max
τ>0

Sc(τ
1
2uc) = Sc(uc) =

σ

σ + 1
t(c)

σ+1
σ . We conclude that necessarily ic =

σ
σ+1 t(c)

σ+1
σ , that for a > 0 sufficiently large the mapping τ 7−→ τ

1
2 auc is an optimal path in

Γ, and that uc is a ”mountain-pass solution” of (3.24).
Conversely, if u is any critical point of Sc at the mountain-pass level ic (that is, Sc(u) = ic),

by Proposition 3.9 we know that u is a minimum action solution of (3.24).

4 Local minimization in the case Nσ > 4

Throughout this section we assume that σ > 4
N and 2σ+2 < 2∗∗, that is σ <∞ if N 6 4 and

σ < 4
N−4 if N > 5. By Proposition 3.1 (i) we have Emin(m) = −∞ for any m > 0. We will

investigate the existence of local minimizers of E when the L2−norm is kept fixed. By local
minimizer we mean a function u ∈ H2(RN ) such that there exists an open set U ⊂ H2(RN )
such that u ∈ U and E(u) = inf{E(v) | v ∈ U and ‖v‖L2 = ‖u‖L2}.

For any u ∈ H2(RN ) let ut(x) = t
N
4 u(t

1
2x) be as in (3.40). We denote

ϕu(t) = E(ut) = t2
∫
RN

|∆u|2 dx− 2t

∫
RN

|∇u|2 dx− t
Nσ
2

σ + 1

∫
RN

|u|2σ+2 dx,

and

(4.1) D(u) =

∫
RN

|∆u|2 dx− Nσ

4(σ + 1)

(
Nσ

2
− 1

)∫
RN

|u|2σ+2 dx.

The behaviour of the function ϕu inspired the local minimization approach developed below.
For later use we state here the following elementary lemma.

Lemma 4.1 Let a, b, c > 0 and define f : [0,∞) −→ R by f(t) = at2−2bt− ctNσ2 . We have:

(i) The second derivative f ′′ is decreasing. There exists a unique tinfl > 0 such that

f ′′(tinfl) = 0, and it is given by tinfl =
(

8a
Nσ(Nσ−2)c

) 2
Nσ−4

.

(ii) The derivative f ′ is increasing on [0, tinfl] and decreasing on [tinfl,∞), and we have

f ′(tinfl) > 0 if and only if a1−Nσ2 b
Nσ
2 −2c < 8

Nσ(Nσ−2)

(
Nσ−4
Nσ−2

)Nσ
2 −2

.

For the next statements we assume that f ′(tinfl) > 0.

(iii) There exist a unique t1 ∈ (0, tinfl) and a unique t2 ∈ (tinfl,∞) such that f ′(t1) = 0
and f ′(t2) = 0. The map f is decreasing on [0, t1], increasing on [t1, t2], decreasing on [t2,∞)
and reaches its minimum value on [0, t2] at t1.

(iv) For t2 6 t′ < t′′ we have f(t′′)− f(t′) 6 1
2 (t′′ − t′)2f ′′(t2).

(v) We have f(tinfl)− f(t1) = h
(
tinfl
t1

)
t
Nσ
2

1 c, where

h(s) = 1
2

(
Nσ
2 + 1

) (
Nσ
2 − 2

)
s
Nσ
2 − Nσ

2

(
Nσ
2 − 1

)
s
Nσ
2 −1 + Nσ

4

(
Nσ
2 − 1

)
s
Nσ
2 −2 + Nσ

2 (s− 1) + 1.

The function h satisfies h(1) = h′(1) = h′′(1) = 0 and

h′′(s) = Nσ
4

(
Nσ
2 − 1

) (
Nσ
2 − 2

)
s
Nσ
2 −4(s− 1)

[(
Nσ
2 + 1

)
s−

(
Nσ
2 − 3

)]
,

thus h is positive, increasing and convex on (1,∞).
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Proof. This is simple Calculus. We have

f ′(t) = 2at− 2b− Nσ

2
ct
Nσ
2 −1 and f ′′(t) = 2a− Nσ

2

(
Nσ

2
− 1

)
ct
Nσ
2 −2.

Statements (i), (ii), (iii) are obvious. For (iv) we use the fact that f ′′ is decreasing on [0,∞)
and f ′ < 0 on (t2,∞). We have:

f(t′′)− f(t′) =

∫ t′′

t′

(
f ′(t′) +

∫ s

t′
f ′′(τ) dτ

)
ds 6

∫ t′′

t′

∫ s

t′
f ′′(t2) dτ ds =

1

2
(t′′ − t′)2f ′′(t2).

(vi) Let s =
tinfl
t1

. Recall that s > 1 because t1 < tinfl. From the identity f ′′(tinfl) =

f ′′(t1s) = 0 we get a = Nσ
4

(
Nσ
2 − 1

)
ct
Nσ
2 −2

1 s
Nσ
2 −2. Replacing this into the identity f ′(t1) =

0 we obtain b = Nσ
4 ct

Nσ
2 −1

1

[(
Nσ
2 − 1

)
s
Nσ
2 −2 − 1

]
. Replacing these values of a and b into

f(t1s) − f(t1) we get the announced identity. The properties of the function h are obtained
by direct computation. �

Recall that the functional P1 has been introduced in (3.39). We have
(4.2)

ϕ′u(t) = 2t
∫
RN |∆u|2 dx− 2

∫
RN |∇u|2 dx−

Nσt
Nσ
2 −1

2(σ + 1)

∫
RN

|u|2σ+2 dx =
2P1(ut)

t
and

ϕ′′u(t) = 2
∫
RN |∆u|2 dx−

Nσt
Nσ
2 −2

2(σ + 1)

(
Nσ

2
− 1

)∫
RN

|u|2σ+2 dx =
2

t2
D(ut).

For any u 6= 0 there exists a unique tu,infl > 0 such that ϕ′′u(tu,infl) = 0. It is given by

(4.3) tu,infl =

(
8(σ + 1)

Nσ(Nσ − 2)

∫
RN

|∆u|2 dx
) 2
Nσ−4

(∫
RN

|u|2σ+2 dx

)− 2
Nσ−4

.

We have ϕ′′u > 0 on (0, tu,infl) and ϕ′′u < 0 on (tu,infl,∞), hence ϕ′u is increasing on (0, tu,infl]
and decreasing on [tu,infl,∞), therefore reaches its maximum value at tu,infl. If ϕ′u(tu,infl) 6
0, the mapping ϕu is (strictly) decreasing on (0,∞) and consequently none of the functions
(ut)t>0 can be a local minimizer of E when the L2−norm is kept fixed. If ϕ′u(tu,infl) > 0,
it is easily seen that there exist a unique tu,1 ∈ (0, tu,infl) and a unique tu,2 ∈ (tu,infl,∞)
such that ϕ′u(tu,1) = ϕ′u(tu,2) = 0. We have ϕ′u < 0 on (0, tu,1) ∪ (tu,2,∞) and ϕ′u > 0 on
(tu,1, tu,2), therefore ϕu is decreasing on (0, tu,1], increasing on [tu,1, tu,2] and decreasing on
[tu,2,∞). It is now clear that among the functions (ut)t>0, the only one that could eventually
be a local minimizer of E when the L2−norm is fixed is utu,1 . If u is a local minimizer of E at
constant L2−norm, we must have tu,1 = 1 and 1 < tu,infl < tu,2, thus necessarily D(u) > 0.
The above discussion indicates that it is natural to look for local minimizers of E at fixed
L2−norm in the set

(4.4)
O = {u ∈ H2(RN ) | u 6= 0, tu,infl > 1 and ϕ′u(tu,infl) > 0}

= {u ∈ H2(RN ) | u 6= 0, D(u) > 0 and ϕ′u(tu,infl) > 0}.

It is clear that u 7−→ tu,infl and u 7−→ P1(utu,infl) are continuous on H2(RN ) \ {0} (see
(4.3)), hence O is open. Given any u ∈ H2(RN ) \ {0}, using Lemma 4.1 (ii) we see that
ϕ′u(tu,infl) > 0 if and only if

(4.5) H(u) :=

(∫
RN |∆u|2 dx

)Nσ
2 −1∫

RN |u|2σ+2 dx ·
(∫

RN |∇u|2 dx
)Nσ

2 −2
>

Nσ

4(σ + 1)

(
Nσ

2
− 1

)(
Nσ − 2

Nσ − 4

)Nσ
2 −2

.

Using (3.2) (with strict inequality because u 6= 0) and (3.3) we have∫
RN

|u|2σ+2 dx ·
(∫

RN

|∇u|2 dx
)Nσ

2 −2

< B(N, σ)‖∆u‖Nσ−2
L2 ‖u‖2σL2 .
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Therefore H(u) > 1
B(N,σ)‖u‖2σ

L2
. Denote

(4.6) µ0 = B(N, σ)−
1
σ

[
Nσ

4(σ + 1)

(
Nσ

2
− 1

)]− 1
σ
(
Nσ − 2

Nσ − 4

) 2
σ−

N
2

.

We infer that (4.5) holds for any u ∈ H2(RN ) \ {0} satisfying ‖u‖2L2 6 µ0.

Using (3.3) we see that D(u) > ‖∆u‖2L2 − Nσ
4(σ+1)

(
Nσ
2 − 1

)
B(N, σ)‖∆u‖

Nσ
2

L2 ‖u‖
2σ+2−Nσ2
L2

for any u, hence D(u) > 0 if u 6= 0 and 1 > Nσ
4(σ+1)

(
Nσ
2 − 1

)
B(N, σ)‖∆u‖

Nσ
2 −2

L2 ‖u‖2σ+2−Nσ2
L2 .

Let

O1 =
{
u ∈ H2(RN )

∣∣∣ u 6= 0, ‖∆u‖
Nσ
2 −2

L2 ‖u‖2σ+2−Nσ2
L2 < 8(σ+1)

Nσ(Nσ−2)B(N,σ) and ‖u‖2L2 < µ0

}
.

Obviously, O1 ∪ {0} is an open neighbourhood of 0 in H2(RN ) and O1 ⊂ O. It follows
immediately from the definition of D and from (4.5) that O ∪ {0} is ”star-shaped”: for all
u ∈ O and for all a ∈ (0, 1) we have au ∈ O.

For any m > 0 we denote

(4.7) Ẽmin(m) = inf{E(u) | u ∈ O and ‖u‖2L2 = m}.

It is obvious that (ut)s = uts. If u ∈ O and t > 0 we have ut ∈ O if and only if t < tu,infl,

and tut,infl =
tu,infl
t , tut,i =

tu,i
t for i = 1, 2. If u ∈ O satisfies ‖u‖2L2 = m, the previous

discussion shows that min{E(ut) | 0 < t < tu,infl} = E(utu,1) and utu,1 is the only function
among (ut)0<t<tu,infl where P1 vanishes. We have thus proved that

(4.8) Ẽmin(m) = inf{E(u) | u ∈ O and ‖u‖2L2 = m and P1(u) = 0}.

Remark 4.2 If σ > 4
N and E is as in (1.9) with ε 6 0, there do not exist non-trivial

minimizers of E at fixed L2−norm. Indeed, let u ∈ H2(RN ) \ {0}, let ut = t
N
4 u(t

N
2 ·),

as in (3.40), and let ϕu(t) = E(ut) as above. There exists a unique tu,infl > 0 such that
ϕ′′u(tu,infl) = 0 and it is given by (4.3). We have ϕ′′u > 0 on (0, tu,infl) and ϕ′′u < 0 on
(tu,infl,∞). There exists a unique tu > 0 such that ϕ′u(tu) = 0 and we have tu > tu,infl,
ϕ′u > 0 on (0, tu) and ϕ′u < 0 on (tu,∞). Therefore ϕu is increasing on (0, tu), decreasing
on (tu,∞), it achieves its global maximum at t = tu and it has no local minimum on (0,∞).
The previous discussion shows that no function u ∈ H2(RN ) \ {0} can be a local minimizer
of the energy at fixed mass.

Lemma 4.3 The following assertions hold true:

(i) For any m > 0, the set {u ∈ O | ‖u‖2L2 = m and P1(u) = 0} is not empty (thus

Ẽmin(m) <∞), and Ẽmin(m) > − (Nσ−2)2

Nσ(Nσ−4)m.

(ii) For all m > 0 and all d, e ∈ R, the set{
u ∈ H2(RN ) | D(u) > d, ‖u‖2L2 6 m and E(u) 6 e

}
is bounded in H2(RN ).

(iii) Ẽmin is sub-additive: Ẽmin(m1 +m2) 6 Ẽmin(m1) + Ẽmin(m2) for any m1,m2 > 0.

(iv) Ẽmin(m) 6 −m for any m > 0.

(v) Ẽmin is decreasing and continuous on (0,∞) and Ẽmin(m) −→ 0 as m −→ 0.

(vi) Let m > 0. Assume that (un)n>1 is a bounded sequence in H2(RN ) such that
‖un‖2L2 −→ m and E(un) −→ e as n −→∞, where e 6 −m. Then we have lim inf

n→∞
‖∆un‖2L2 >

0. In addition, if e < −m then we have lim inf
n→∞

‖un‖2σ+2
L2σ+2 > 0.

(vii) If u ∈ H2(RN ) satisfies D(u) > 0 and P1(u) = 0, we have

(4.9)
Nσ − 2

Nσ − 4
‖u‖2L2 > ‖∇u‖2L2 >

Nσ − 4

Nσ − 2
‖∆u‖2L2 >

Nσ

4(σ + 1)

(
Nσ

2
− 2

)∫
RN

|u|2σ+2 dx.
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Proof. (i) If m 6 µ0 (where µ0 is as in (4.6)), we have seen that any u ∈ H2(RN )
with ‖u‖2L2 = m satisfies (4.5), and then utu,1 ∈ O, ‖utu,1‖2L2 = m and P1(utu,1) = 0. If
m > µ0, choose an integer n such that m

n < µ0, and take v ∈ C∞c (RN ) such that ‖v‖2L2 = m
n .

Let w = vtv,1 , so that w ∈ C∞c (RN ), ‖w‖2L2 = m
n , P1(w) = 0 and D(w) > 0. Choose

R > 0 such that supp(w) ⊂ B(0, R), then choose x0 ∈ RN such that |x0| > 2R. Let
u = w+w(·+ x0) +w(·+ 2x0) + · · ·+w(·+ (n− 1)x0). Then we have ‖u‖2L2 = n‖w‖2L2 = m,
P1(u) = nP1(w) = 0 and D(u) = nD(w) > 0. From (4.2) we see that ϕ′u(t) > 0 if t > 1 and t
is close to 1, hence ϕ′u(tu,infl) > 0 and therefore u ∈ O.

We use (4.8) to obtain a lower bound for Ẽmin(m). Let u ∈ H2(RN ) such that ‖u‖2L2 = m
and P1(u) = 0. From the identity P1(u) = 0 we obtain

1

σ + 1

∫
RN

|u|2σ+2 dx =
4

Nσ

∫
RN

|∆u|2 dx− 4

Nσ

∫
RN

|∇u|2 dx.

Replacing this into E(u) and using (3.2) we get

E(u) =
(
1− 4

Nσ

) ∫
RN |∆u|2 dx−

(
2− 4

Nσ

) ∫
RN |∇u|2 dx

>
(
1− 4

Nσ

)
‖∆u‖2L2 −

(
2− 4

Nσ

)
‖∆u‖L2‖u‖L2 > inf

s>0

{(
1− 4

Nσ

)
s2 −

(
2− 4

Nσ

)
m

1
2 s
}

= − (Nσ−2)2

Nσ(Nσ−4)m.

The above estimate is true for any u satisfying ‖u‖2L2 = m and P1(u) = 0, and (i) follows
from (4.8).

(ii) From D(u) > d we get 1
σ+1

∫
RN |u|2σ+2 dx 6 8

Nσ(Nσ−2)

∫
RN |∆u|2 dx − 8d

Nσ(Nσ−2) .

Using this inequality, the bound E(u) 6 e, then (3.2) and the fact that ‖u‖2L2 6 m we find

e > E(u) =
(

1− 8
Nσ(Nσ−2)

) ∫
RN |∆u|2 dx− 2

∫
RN |∇u|2 dx+ 8d

Nσ(Nσ−2)

>
(

1− 8
Nσ(Nσ−2)

)
‖∆u‖2L2 − 2m

1
2 ‖∆u‖L2 + 8d

Nσ(Nσ−2) .

Notice that 1− 8
Nσ(Nσ−2) > 0 because Nσ > 4, and the above inequality implies that ‖∆u‖L2

is bounded. Since ‖u‖2L2 6 m, we infer that ‖u‖H2 is bounded.

(iii) Fix m1,m2 > 0 and ε > 0. Using the density of C∞c (RN ) in H2(RN ), it is easily
seen that for i ∈ {1, 2} there exist ui ∈ C∞c (RN ) ∩ O such that ‖ui‖2L2 = mi and E(ui) <

Ẽmin(mi) + ε
2 . We may assume that P1(ui) = 0 for i = 1, 2 (otherwise we replace ui by

(ui)tui,1). Choose R > 0 so large that supp(ui) ⊂ B(0, R) for i = 1, 2. Choose x0 ∈ RN such

that |x0| > 2R and define u = u1 + u2(·+ x0). It is obvious that ‖u‖2L2 = ‖u1‖2L2 + ‖u2‖2L2 =
m1 + m2, D(u) = D(u1) + D(u2) > 0 and P1(u) = P1(u1) + P1(u2) = 0. This implies that
P1(ut) > 0 for t > 1 and t close to 1, and we infer that ϕ′u(tu,infl) > 0 and consequently
u ∈ O. Then we have

Ẽmin(m1 +m2) 6 E(u) = E(u1) + E(u2) 6 Ẽmin(m1) + Ẽmin(m2) + ε.

Since ε is arbitrary, the conclusion follows.

(iv) Let m > 0 and ε > 0. Let u be the function constructed in the proof of Proposition 3.1
(iii). Since supp(û) ⊂ B(0, 1)\B(0, 1−ε), we have ‖∆u‖2L2 6 ‖u‖2L2 . Then using (3.3) and the

fact that Nσ > 4 we get ‖u‖2σ+2
L2σ+2 6 B(N, σ)‖∆u‖

Nσ
2

L2 ‖u‖
2+2σ−Nσ2
L2 6 B(N, σ)‖∆u‖2L2‖u‖2σL2 ,

and consequently

D(u) > ‖∆u‖2L2

(
1− Nσ(Nσ − 2)B(N, σ)

8(σ + 1)
‖u‖2σL2

)
.

Denote m1 = min

(
µ0,
(

8(σ+1)
Nσ(Nσ−2)B(N,σ)

) 1
2σ

)
. If m < m1 we have D(u) > 0 by the above

inequality. It is obvious that u satisfies (4.5) because ‖u‖2L2 < µ0, hence u ∈ O. In the proof
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of Proposition 3.1 (iii) we have shown that E(u) 6 −‖u‖2L2 + 4ε2m, thus Ẽmin(m) 6 E(u) 6
−m+ 4ε2m. Since ε > 0 is arbitrary, assertion (iv) is proven in the case m < m1.

If m > m1, choose n ∈ N∗ such that m
n < m1. Using the sub-additivity of Ẽmin we get

Ẽmin(m) 6 nẼmin
(m
n

)
6 −m.

(v) Form (i) and (iv) we get Ẽmin(m) −→ 0 as m −→ 0. If 0 < m1 < m2, by (iii) and (iv)
we have Ẽmin(m2) 6 Ẽmin(m1) + Ẽmin(m2 −m1) 6 Ẽmin(m1) − (m2 −m1), thus Ẽmin is
decreasing.

Fix M > 0. By (ii), the set {u ∈ O | ‖u‖2L2 6 M and E(u) 6 0} is bounded in H2(RN ).
Using the Sobolev embedding we see that there exists K = K(M,N, σ) > 0 such that for any
u in the above set we have 1

σ+1‖u‖
2σ+2
L2σ+2 6 K. It is easily seen that for any u ∈ O and any

a ∈ (0, 1) we have au ∈ O. Let 0 < m1 < m2 6M and denote a =
(
m1

m2

)− 1
2

. Let u ∈ O such

that ‖u‖2L2 = m2 and E(u) < 0. We have au ∈ O, ‖au‖2L2 = m1 and consequently

Ẽmin(m1) 6 E(au) = a2E(u) +
a2 − a2σ+2

σ + 1
‖u‖2σ+2

L2σ+2 6 a
2E(u) + (a2 − a2σ+2)K.

Taking the infimum in the above inequality we find

Ẽmin(m1) 6
m1

m2
Ẽmin(m2) +

(
m1

m2
− mσ+1

1

mσ+1
2

)
K.

Thus 0 < Ẽmin(m1)− Ẽmin(m2) 6
(
m1

m2
− 1
)
Ẽmin(m2) +

(
m1

m2
− mσ+1

1

mσ+1
2

)
K. Using (i) we infer

that Ẽmin is continuous on (0,M). Since M is arbitrary, (v) is proven.

(vi) Let ` = lim inf
n→∞

‖un‖2σ+2
L2σ+2 . If ` = 0, there is a subsequence (unk)k>1 such that

‖un‖2σ+2
L2σ+2 −→ 0 and using (3.8) with ε = 0 we get lim sup

k→∞
E(unk) > −m. Since E(unk) −→

e 6 m we infer that necessarily e = −m. Moreover, using again (3.8) we have∫
RN

(
|ξ|2 − 1

)2 |ûnk(ξ)|2 dξ = (2π)N
(
E(unk) + ‖unk‖2L2 +

1

σ + 1
‖unk‖

2σ+2
L2σ+2

)
−→ 0

as k −→ ∞. Using Plancherel’s formula, the Cauchy-Schwarz inequality, the above conver-
gence and the boundedness of (un)n>1 in H2(RN ) we get∣∣∣‖∆unk‖2L2 − ‖unk‖2L2

∣∣∣ 6 1
(2π)N

∫
RN

∣∣∣|ξ|4 − 1
∣∣∣|ûnk(ξ)|2 dξ

6 1
(2π)N

(∫
RN

(
|ξ|2 − 1

)2 |ûnk(ξ)|2 dξ
) 1

2
(∫

RN

(
|ξ|2 + 1

)2 |ûnk(ξ)|2 dξ
) 1

2 −→ 0

as k −→∞ and we conclude that lim
k→∞

‖∆unk‖2L2 = lim
k→∞

‖unk‖2L2 = m.

If ` > 0, from (3.3) and the fact that ‖un‖L2 is bounded it follows that there exist η > 0
and n0 ∈ N such that ‖∆un‖L2 > η for all n > n0, thus lim inf

n→∞
‖∆un‖2L2 > η2.

Obviously, our arguments hold for any subsequence of (un)n>1. We infer that there cannot
be a subsequence (unj )j>1 satisfying ‖∆unj‖L2 −→ 0 as j −→ ∞, and this implies that

lim inf
n→∞

‖∆un‖2L2 > 0.

It follows from the above arguments that in the case e < −m we must have ` > 0 and the
second assertion in (vi) is now clear.

(vii) Assume that u ∈ H2(RN ) satisfies D(u) > 0 and P1(u) = 0. From D(u) > 0
we get

∫
RN |∆u|2 dx > Nσ

4(σ+1)

(
Nσ
2 − 1

) ∫
RN |u|2σ+2 dx, which is the last inequality in (4.9).

Replacing this into P1(u) = 0 we obtain the second inequality in (4.9). Then the second
inequality in (4.9) and (3.2) give ‖u‖L2 > Nσ−4

Nσ−2‖∆u‖L2 . Combining this with (3.2) we get
the first inequality in (4.9). �
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Lemma 4.4 (i) If N > 5 and 4
N < σ < 1, we have Ẽmin(m) < −m for any m > 0.

(ii) If 4
N < σ and σ > 1, there exists m0 > 0 such that Ẽmin(m) = −m for any m ∈

(0,m0].

Proof. (i) Let m > 0. We use the same test functions as in the proof of Proposition
3.3, constructed in Example 2.7. For small ε, δ > 0 let uε,δ be as in (2.26) and let wε,δ =√

m
‖uε,δ‖L2

uε,δ, so that ‖wε,δ‖2L2 = m. Fix δ0 ∈ (0, 1
10 ). We have already seen in the proof of

Proposition 3.3 that E(wε,δ0) + ‖wε,δ0‖2L2 < 0 for all sufficiently small ε (cf. (3.14)).
The conclusion of Lemma 4.4 (i) follows if we show that wε,δ0 ∈ O for all sufficiently small

ε. Since supp(ŵε,δ0) = supp(ûε,δ)) ⊂ B(0, 1 + ε) \ B(0, 1 − ε), we have (1 − ε)2‖wε,δ0‖L2 6
‖∆wε,δ0‖L2 6 (1 + ε)2‖wε,δ0‖L2 and (1− ε)‖wε,δ0‖L2 6 ‖∇wε,δ0‖L2 6 (1 + ε)‖wε,δ0‖L2 .

By the Hausdorff-Young inequality (2.10) and Hölder’s inequality we have

‖wε,δ0‖L2σ+2 6 C‖ŵε,δ0‖
L

2σ+2
2σ+1

6 C‖ŵε,δ0‖L2 · |supp(ŵε,δ0)|
2σ+1
2σ+2−

1
2 6 C

√
m
(
εδN−1

0

) σ
2σ+2 .

Since δ0 is fixed, we have ‖wε,δ‖2σ+2
L2σ+2 6 Cmσ+1εσ and therefore D(wε,δ0) > (1 − ε)2m −

Cmσ+1εσ > 0 if ε is small enough. Moreover, if H is given by (4.5) we have H(wε,δ0) >
Cm−σε−σ −→∞ as ε −→ 0 and we conclude that wε,δ0 ∈ O for all sufficiently small ε.

(ii) Recall that by (3.15) we have

(4.10) E(u) + ‖u‖2L2 = ‖(∆ + 1)u‖2L2

(
1−
‖u‖2σL2

σ + 1
Qκ(u)2σ+2

)
for any u ∈ H2(RN ) \ {0},

where κ = σ
σ+1 and Qκ is given in (2.8).

Lemma 4.3 (vii) implies that there exists R0 > 0 such that ‖(∆ + 1)u‖L2 6 R0‖u‖L2 for
any u ∈ H2(RN ) satisfying D(u) > 0 and P1(u) = 0. Since 4

N < σ and σ > 1, condition
(2.38) is satisfied with s = 2, p = 2σ+ 2 and κ = σ

σ+1 . Then Corollary 2.10 implies that there
exists M > 0 such that Qκ(u) 6 M for any u as above. Using (4.8) and (4.10) we infer that

Ẽmin(m) + m > 0 if 0 < m 6 (σ + 1)
1
σM−

2σ+2
σ . The conclusion follows from this inequality

and Lemma 4.3 (iv). �

Lemma 4.5 Let (un)n>1 ⊂ O be a sequence satisfying

(a) P1(un) −→ 0,

(b) ‖un‖2L2 −→ m as n −→∞ and m < µ0, where µ0 is given by (4.6), and

(c) there exists k > 0 such that ‖∆un‖L2 > k for all n.

Then lim inf
n→∞

D(un) > 0. Moreover, if ‖∆un‖L2 is bounded then we have lim inf
n→∞

tun,infl > 1.

Proof. We have D(un) > 0 for all n because un ∈ O. We argue by contradiction and we
assume that there is a subsequence, still denoted (un)n>1, such that D(un) −→ 0. We have

(4.11)
Nσ

4(σ + 1)

∫
RN

|un|2σ+2 dx =
2

Nσ − 2

(∫
RN

|∆un|2 dx−D(un)

)
.

Using this identity in the expression of P1(un) we get

(4.12) P1(un) =
Nσ − 4

Nσ − 2

∫
RN

|∆un|2 dx−
∫
RN

|∇un|2 dx+
2

Nσ − 2
D(un).

From the equality above and (3.2) we obtain

‖∆un‖L2‖un‖L2 > ‖∇un‖2L2 =
Nσ − 4

Nσ − 2
‖∆un‖2L2 +

2

Nσ − 2
D(un)− P1(un).

The last inequality, assumptions (a) and (b) and the fact that D(un) −→ 0 imply that
‖∆un‖L2 is bounded. We rewrite the last inequality in the form

(4.13) ‖∆un‖L2 <
Nσ − 2

Nσ − 4

(
‖un‖L2 − 2

Nσ − 2

D(un)

‖∆un‖L2

+
P1(un)

‖∆un‖L2

)
.
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Using the definition of D (see (4.1)) and (3.3) we get

‖∆un‖2L2 −D(un) =
Nσ(Nσ − 2)

8(σ + 1)
‖un‖2σ+2

L2σ+2 6
Nσ(Nσ − 2)B(N, σ)

8(σ + 1)
‖∆un‖

Nσ
2

L2 ‖un‖
2σ+2−Nσ2
L2 .

Dividing by ‖∆un‖2L2 and using (4.13) we discover

1− D(un)
‖∆un‖2

L2
6 Nσ(Nσ−2)B(N,σ)

8(σ+1) ‖∆un‖
Nσ
2 −2

L2 ‖un‖
2σ+2−Nσ2
L2

< Nσ(Nσ−2)B(N,σ)
8(σ+1)

[
Nσ−2
Nσ−4

(
‖un‖L2 − 2

Nσ−2
D(un)
‖∆un‖L2

+ P1(un)
‖∆un‖L2

)]Nσ
2 −2

‖un‖
2σ+2−Nσ2
L2 .

Letting n −→ ∞ in the above inequality and using assumptions (b), (c) and (4.6) we obtain
1 6 mσ

µσ0
, contradicting the fact that m < µ0. We have thus proved that lim inf

n→∞
D(un) > 0.

Since un ∈ O we have tun,infl > 1 for each n. We argue again by contradiction for the
second part of Lemma 4.5 and we assume that there is a subsequence, still denoted (un)n>1,

such that tun,infl −→ 1 as n −→ ∞. By (4.3) we have D(un) =
(

1− t−
Nσ
2 +2

un,infl

)
‖∆un‖2L2 and

the boundedness of ‖∆un‖L2 implies that D(un) −→ 0, contradicting assumption (c). �

Lemma 4.6 Assume that m < µ0, where µ0 is given by (4.6). Suppose that the sequence
(un)n>1 ⊂ H2(RN ) satisfies ‖un‖2L2 −→ m and D(un) −→ 0 as n −→∞.

Then we have lim inf
n→∞

E(un) > Ẽmin(m).

Moreover, if Ẽmin(m) < −m we have lim inf
n→∞

E(un) > Ẽmin(m).

Notice that in Lemma 4.6 we do not assume that (un)n>1 ⊂ O.
Proof. The sequence (un)n>1 is bounded in H2(RN ) by Lemma 4.3 (ii). By Lemma 4.3

(iv) we have Ẽmin(m) 6 −m, so the conclusion of Lemma 4.6 is obvious if lim inf
n→∞

E(un) > −m.

Form now on we only consider the case when lim inf
n→∞

E(un) < −m. Passing to a subsequence

we may assume that E(un) −→ e < −m as n −→ ∞ and that ‖un‖2L2 < µ0 for all n > 1, so
that ϕ′un(tun,infl) > 0 and tun,1, tun,2 do exist.

It follows from Lemma 4.3 (vi) that there exist η > 0 and n0 ∈ N such that ‖∆un‖L2 > η
for all n > n0. Using (4.11) and (3.3) we get for n > n0,

Nσ

4(σ + 1)
B(N, σ)‖∆un‖

Nσ
2 −2

L2 ‖un‖
2σ+2−Nσ2
L2 >

2

Nσ − 2

(
1− 1

η2
D(un)

)
Then using (4.12), (3.2) and the above inequality we obtain for n > n0

P1(un) > ‖∆un‖L2

(
Nσ−4
Nσ−2‖∆un‖L2 − ‖un‖L2

)
+ 2

Nσ−2D(un)

>‖∆un‖L2

(
Nσ−4
Nσ−2

(
8(σ+1)

Nσ(Nσ−2)B(N,σ)

(
1− 1

η2D(un)
)) 2

Nσ−4 ‖un‖
− 4σ+4−Nσ

Nσ−4

L2 − ‖un‖L2

)
+ 2D(un)

Nσ−2 .

Letting n −→∞ and using the fact that D(un) −→ 0 we discover

(4.14) lim inf
n→∞

P1(un) > η

(
Nσ − 4

Nσ − 2

(
8(σ + 1)

Nσ(Nσ − 2)B(N, σ)

) 2
Nσ−4

m−
2σ+2−Nσ

2
Nσ−4 −m 1

2

)
.

Since 0 < m < µ0, where µ0 is given by (4.6), the right-hand side of (4.14) is equal to

ηm
1
2

((
µ0

m

) 2σ
Nσ−4 − 1

)
and this quantity is positive. We conclude that there exists n1 ∈ N

such that P1(un) > 0 for all n > n1. This means that tun,1 < 1 < tun,2 for all n > n1.
We denote vn = (un)tun,1 , so that vn ∈ O, ‖vn‖L2 = ‖un‖L2 , P1(vn) = 0 and E(vn) 6

E(un) for each n > n1 (recall that t 7−→ E(ut) is increasing on [tu,1, tu,2]). By Lemma 4.3
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(ii), the sequence (vn)n>1 is bounded in H2(RN ). Since Ẽmin(‖vn‖2L2) 6 E(vn) 6 E(un),

passing to the limit and using the continuity of Ẽmin (see Lemma 4.3 (v)) we get

(4.15) Ẽmin(m) 6 lim inf
n→∞

E(vn) 6 lim sup
n→∞

E(vn) 6 lim
n→∞

E(un) = e.

We show that if Ẽmin(m) < −m, then at least one inequality in (4.15) is strict. This
clearly implies the conclusion of Lemma 4.6. We assume that equality occurs in the first
two inequalities in (4.15), which means precisely that E(vn) −→ Ẽmin(m) < −m. We show
that in this case the last inequality in (4.15) must be strict. Denote ` := lim inf

n→∞
‖vn‖2σ+2

L2σ+2 .

Using Lemma 4.3 (vi) we see that ` > 0 and there exist η1 > 0 such that ‖∆vn‖L2 > η1

for all sufficiently large n. Now we may apply Lemma 4.5 to (vn)n>1 and we infer that
lim inf
n→∞

D(vn) > 0 and lim inf
n→∞

tvn,infl > 1.

Denote sn = (tun,1)−1, so that un = (vn)sn . Recall that tun,1 < 1, hence sn > 1 for all
n > n1. We have

D(un) = D((vn)sn) = s2
n

(∫
RN

|∆vn|2 dx− s
Nσ
2 −2
n

Nσ(Nσ − 2)

8(σ + 1)

∫
RN

|vn|2σ+2 dx

)
.

Since D(un) −→ 0, the second factor in the expression of D((vn)sn) here above must tend to
0, and from (4.3) and the fact that ` > 0 we infer that rn := sn

tvn,infl
−→ 1 as k −→∞. Using

the boundedness of (un)n>1 in H2(RN ) we obtain then

(4.16) E(un)− E((vn)tvn,infl) = E(un)− E((un)r−1
n

) −→ 0 as n −→∞.

From Lemma 4.1 (v) we have

(4.17) E((vn)tvn,infl)− E(vn) =
h(tvn,infl)

σ + 1

∫
RN

|vn|2σ+2 dx.

Fix t∗ such that 1 < t∗ < lim inf
n→∞

tvn,infl. From (4.16) and (4.17) we see that E(un)−E(vn) >

`
2σ+2h(t∗) for all sufficiently large n. Therefore the last inequality in (4.15) is strict and the
conclusion of Lemma 4.6 follows. �

Lemma 4.7 Let µ0 be as in (4.6). Denote m0 = inf{m ∈ (0, µ0] | Ẽmin(m) < −m}. Then:

(i) The mapping m 7−→ Ẽmin(m)
m is non-increasing on (0, µ0], and it is decreasing on

(m0, µ0].
(ii) If m ∈ (0, µ0] satisfies Ẽmin(m) < −m, then for any m′ ∈ (0,m) we have

Ẽmin(m) < Ẽmin(m′) + Ẽmin(m−m′).

Proof. It is easy to see that for any u ∈ O and any a ∈ (0, 1) we have au ∈ O.
Assume that u ∈ H2(RN ) satisfies D(u) > 0, P1(u) = 0 ‖u‖2L2 < µ0. We show that

for any a ∈
[
1,

µ0

‖u‖2L2

]
we have a

1
2u ∈ O. Since ‖a 1

2u‖2L2 = a‖u‖2L2 6 µ0, the function a
1
2u

automatically satisfies (4.5) and we only have to prove that D(a
1
2u) > 0. Using (3.3) and the

fact that ‖u‖L2 > Nσ−4
Nσ−2‖∆u‖L2 (see (4.9)) we have

D(a
1
2u) = a‖∆u‖2L2 − Nσ

4(σ+1)

(
Nσ
2 − 1

)
aσ+1‖u‖2σ+2

L2σ+2

> a‖∆u‖2L2

(
1− Nσ

4(σ+1)

(
Nσ
2 − 1

)
aσB(N, σ)‖∆u‖

Nσ
2 −2

L2 ‖u‖2σ+2−Nσ2
L2

)
> a‖∆u‖2L2

(
1− Nσ

4(σ+1)

(
Nσ
2 − 1

)
B(N, σ)

(
Nσ−2
Nσ−4

)Nσ
2 −2

aσ‖u‖2σL2

)
.

The last expression is non-negative if a‖u‖2L2 6 µ0 by (4.6), hence a
1
2u ∈ O. Thus we have

(4.18)

Ẽmin(a‖u‖2L2) 6 E(a
1
2u) = aE(u) +

a− aσ+1

σ + 1

∫
RN

|u|2σ+2 dx for any a ∈
(

0,
µ0

‖u‖2L2

]
.
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Let m ∈ (0, µ0). Take a minimising sequence (un)n>1 ⊂ O such that ‖un‖L2 = m,

P1(un) = 0 and E(un) −→ Ẽmin(m). By (3.8) we have 1
σ+1‖un‖

2σ+2
L2σ+2 > −(E(un) + ‖un‖2L2)

for each n. Using this in (4.18) and letting n −→∞ we obtain

Ẽmin(am) 6 aẼmin(m) + (aσ+1 − a)(Ẽmin(m) +m) for any a ∈
[
1,
µ0

m

]
or equivalently

(4.19)
Ẽmin(am)

am
6
Ẽmin(m)

m
+ (aσ − 1)

(
Ẽmin(m)

m
+ 1

)
for any a ∈

[
1,
µ0

m

]
.

Since Ẽmin(m) 6 −m (see Lemma 4.3 (iv)), conclusion (i) of Lemma 4.7 follows easily from
(4.19).

(ii) It follows from the continuity of Ẽmin that Ẽmin(m′) < −m′ for m′ in a neighbourhood

of m, and using part (i) we infer that Ẽmin(m)
m < Ẽmin(m′)

m′ for all m′ ∈ (0,m). In particular,

for m′ ∈ (0,m) we have Ẽmin(m)
m < Ẽmin(m′)

m′ and Ẽmin(m)
m < Ẽmin(m−m′)

m−m′ . Combining the last
two inequalities we get (ii). �

Theorem 4.8 Assume that 0 < m < µ0 and Ẽmin(m) < −m. Then Ẽmin(m) is achieved.
Moreover, for any sequence (un)n>1 ⊂ O satisfying ‖un‖2L2 −→ m and E(un) −→

Ẽmin(m) there exist a subsequence (unk)k>1, a sequence of points (xk) ⊂ RN and u ∈ O
such that unk(· + xk) −→ u strongly in H2(RN ). (Then, obviously, ‖u‖2L2 = m and E(u) =

Ẽmin(m).)

Proof. Let (un)n>1 be a sequence as in Theorem 4.8. It follows from Lemma 4.3 (ii) that
(un)n>1 is bounded in H2(RN ). Lemma 4.3 (vi) implies that there exist δ > 0 and ` > 0
such that ‖∆un‖L2 > δ and ‖un‖2σ+2

L2σ+2 > ` for all sufficiently large n.
Proceeding exactly as in the proof of Theorem 3.4 we see that there exists a subsequence,

still denoted (un)n>1, there exist points xn ∈ RN and there is u ∈ H2(RN ), u 6= 0 such
that after replacing un by un(·+ xn), (3.19) holds. Then the weak convergence un ⇀ u gives
(3.20), while Brezis-Lieb Lemma and the fact that un −→ u a.e. give (3.21).

We denote vn = (un)tun,1 . Then we have vn ∈ O for all n, ‖vn‖L2 = ‖un‖L2 , P1(vn) = 0,

and Ẽmin(‖vn‖2L2) 6 E(vn) 6 E(un) for all n, thus

(4.20) E(vn) −→ Ẽmin(m) < −m as n −→∞.

Lemma 4.3 (ii) implies that (vn)n>1 is bounded in H2(RN ), and by Lemma 4.3 (vi) there

exist δ̃ > 0 and ˜̀> 0 such that ‖∆vn‖L2 > δ̃ and ‖un‖2σ+2
L2σ+2 > ˜̀ for all sufficiently large n.

We have ‖∆vn‖L2 = tun,1‖∆un‖L2 , and ‖∆vn‖L2 as well as ‖∆un‖L2 are bounded and stay
away from zero, thus the sequence (tun,1)n>1 is bounded and stays away from zero. We infer
that there exist t1 ∈ (0,∞) such that after passing to a subsequence of (un)n>1, still denoted
the same, we have tun,1 −→ t1 as n −→ ∞. It is easy to see that (un)tun,1 ⇀ ut1 6= 0 as
n −→ ∞. Let v = ut1 . Then v 6= 0 and vn ⇀ v weakly in H2(RN ). Passing eventually to
further subsequences of (un)n>1 and of (vn)n>1, still denoted the same, we may assume in
addition that vn −→ v in Lploc(R

N ) for any 1 6 p < 2∗∗, and almost everywhere. It is then
clear that (3.20) and (3.21) hold with vn and v instead of un and u, respectively.

Our strategy is as follows. We will show firstly that ‖v‖2L2 = m. Then we prove that
vn −→ v strongly in H2(RN ) and that v ∈ O. Finally we show that necessarily t1 = 1 (thus
u = v) and that un −→ u strongly in H2(RN ).

To carry out the first step of our plan we argue by contradiction and we assume that
‖v‖2L2 < m. Then (3.20) implies that ‖vn − v‖2L2 −→ m − ‖v‖2L2 ∈ (0,m) as n −→ ∞. By
(3.20) and (3.21) we have

(4.21) E(vn) = E(v) + E(vn − v) + o(1),

(4.22) D(vn) = D(v) +D(vn − v) + o(1), and
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(4.23) 0 = P1(vn) = P1(v) + P1(vn − v) + o(1) as n −→∞.

Passing to a further subsequence if necessary, we may assume that∫
RN

|∆vn −∆v|2 dx −→ a, ‖∇vn −∇v‖2L2 −→ b and
1

σ + 1

∫
RN

|vn − v|2σ+2 dx −→ c

as n −→∞, where a, b, c > 0. Notice that lim inf
n→∞

D(vn) > 0 by Lemma 4.5, and using (4.22)

and passing to the limit we infer that D(v) + a− Nσ
4

(
Nσ
2 − 1

)
c > 0. Thus at least one of the

quantities D(v) and a − Nσ
4

(
Nσ
2 − 1

)
c must be positive. There are several possibilities and

we analyse all of them, showing that in each case we get a contradiction.

Case 1. D(v) > 0 and a − Nσ
4

(
Nσ
2 − 1

)
c > 0. In this case we have v ∈ O and

D(vn − v) > 0 (thus vn − v ∈ O) for all sufficiently large n, hence E(v) > Ẽmin(‖v‖2L2) and

E(v − vn) > Ẽmin(‖v − vn‖2L2). Using (4.21), (4.20) and the continuity of Ẽmin we get

(4.24) Ẽmin(m) > Ẽmin(‖v‖2L2) + Ẽmin(m− ‖v‖2L2)

and this contradicts Lemma 4.7 (ii).

Case 2. D(v) > 0 and a− Nσ
4

(
Nσ
2 − 1

)
c = 0. We have v ∈ O and D(vn − v) −→ 0, and

Lemma 4.6 implies lim inf
n→∞

E(vn − v) > Ẽmin(m − ‖v‖2L2). Proceeding as in the first case we

get (4.24), and this is in contradiction with Lemma 4.7 (ii).

Case 3. D(v) = 0 and a− Nσ
4

(
Nσ
2 − 1

)
c > 0. As in Case 1, for all sufficiently large n we

have D(vn − v) > 0, hence vn − v ∈ O and we find lim inf
n→∞

E(vn − v) > Ẽmin(m−‖v‖2L2). We

have tv,infl = 1, hence E(v) > E(vtv,1) > Ẽmin(‖v‖2L2) and using (4.21) we get (4.24) (with
strict inequality), contradicting again Lemma 4.7 (ii).

Case 4. a− Nσ
4

(
Nσ
2 − 1

)
c < 0. In this case we have necessarily D(v) > 0, hence v ∈ O

and E(v) > Ẽmin(‖v‖2L2). We distinguish two subcases:
Subcase A. There is a subsequence (vnk)k>1 such that P1(vnk−v) > 0, that is t(vnk−v),1 6

1 6 t(vnk−v),2. For all k sufficiently large we have ‖vnk − v‖2L2 < µ0 and then (vnk −
v)t(vnk−v),1

∈ O, hence

E(vnk − v) > E
(

(vnk − v)t(vnk−v),1

)
> Ẽmin

(
‖vnk − v‖2L2

)
.

Letting k −→ ∞ we discover lim inf
k→∞

E(vnk − v) > Ẽmin
(
m− ‖v‖2L2

)
. Then using (4.20) and

(4.21) for the subsequence (vnk)k>1 we infer that (4.24) holds and we reach a contradiction
as in the previous cases.

Subcase B. P1(vn−v) < 0 for all sufficiently large n. To simplify notation, let wn = vn−v.
Since vn satisfies (3.19), we have wn ⇀ 0 weakly in H2(RN ) and wn −→ 0 strongly in Lp(RN )
for all p ∈ [1, 2∗∗) and almost everywhere, and it is clear that for any fixed t > 0, the sequence
((wn)t)n>1 has the same properties. We fix t > 1 (and t sufficiently close to 1) such that

D(v) + at2 − Nσ

4

(
Nσ

2
− 1

)
ct
Nσ
2 > 0.

Such t exists because D(v)+a−Nσ
4

(
Nσ
2 − 1

)
c > 0. Let ṽn = v+(wn)t. The weak convergence

(wn)t ⇀ 0 weakly in H2(RN ) gives

‖ṽn‖2L2 = ‖v‖2L2 + ‖(wn)t‖2L2 + o(1) = ‖v‖2L2 + ‖wn‖2L2 + o(1) = ‖vn‖2L2 + o(1) = m+ o(1),

‖∇ṽn‖2L2 = ‖∇v‖2L2 + ‖∇(wn)t‖2L2 + o(1),

‖∆ṽn‖2L2 = ‖∆v‖2L2 + ‖∆(wn)t‖2L2 + o(1).

Since (wn)t −→ 0 a.e. and ‖(wn)t‖2σ+2
L2σ+2 is bounded, using Brezis-Lieb Lemma we have

‖ṽn‖2σ+2
L2σ+2 = ‖v‖2σ+2

L2σ+2 + ‖(wn)t‖2σ+2
L2σ+2 + o(1) = ‖v‖2σ+2

L2σ+2 + t
Nσ
2 ‖wn‖2σ+2

L2σ+2 + o(1).
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In particular, we infer that

(4.25) E(ṽn) = E(v) + E((wn)t) + o(1) as n −→∞.

It follows from the above that D(ṽn) −→ D(v) +at2− Nσ
4

(
Nσ
2 − 1

)
ct
Nσ
2 > 0 as n −→∞,

hence D(ṽn) > 0 and consequently ṽn ∈ O for all sufficiently large n. This implies E(ṽn) >
Ẽmin(‖ṽ‖2L2), and letting n −→∞ and using the continuity of Ẽmin we get

(4.26) lim inf
n→∞

E(ṽn) > Ẽmin(m).

On the other hand, from (4.21) and (4.25) we get

E(ṽn)− E(vn) = E((wn)t)− E(wn) + o(1).

For all sufficiently large n (so that P1(wn) 6 0), using (4.2) and Lemma 4.1 (iv) we obtain

E((wn)t)− E(wn) 6 2(t− 1)P1(wn)− (t− 1)2D(wn) 6 (t− 1)2D(wn).

We infer that

(4.27)

lim sup
n→∞

E(ṽn) 6 lim
n→∞

E(vn) + (t− 1)2 lim
n→∞

D(wn)

= Ẽmin(m) + (t− 1)2
(
a− Nσ

4

(
Nσ
2 − 1

)
c
)
< Ẽmin(m)

and this is in contradiction with (4.26).

Case 5. D(v) < 0. This case is very similar to Case 4, and a bit simpler. We have
necessarily a − Nσ

4

(
Nσ
2 − 1

)
c > 0, thus D(vn − v) > 0 and consequently vn − v ∈ O for all

sufficiently large n, and we find E(vn−v) > Ẽmin(‖vn−v‖2L2), which implies lim inf
n→∞

E(vn−v) >

Ẽmin(m− ‖v‖2L2).
If P1(v) > 0 we have t1,v 6 1 6 t2,v, hence E(v) > E(vtv,1) > Ẽmin(‖v‖2L2) and we find

that (4.24) holds.
If P1(v) < 0 we may choose t > 1 such that D(vt) + a − Nσ

4

(
Nσ
2 − 1

)
c > 0. Denoting

v]n = vt + vn − v we see that ‖v]n‖2L2 −→ m and D(v]n) > 0 if n is sufficiently large. Thus

v]n ∈ O for all large n and then it is easy to see that lim inf
n→∞

E(v]n) > Ẽmin(m). On the other

hand,

lim
n→∞

E(v]n) = E(vt) + lim
n→∞

E(vn − v) < E(v) + lim
n→∞

E(vn − v) = lim
n→∞

E(vn) = Ẽmin(m),

which is a contradiction.
Cases 1-5 here above cover all possible situations and all of them lead to a contradiction.

We have thus proved that ‖v‖2L2 = m. Now let us prove that vn −→ v in H2(RN ) and
v ∈ O. The weak convergence vn ⇀ v in L2(RN ) and the convergence of norms ‖vn‖2L2 −→
m = ‖v‖2L2 imply that vn −→ v strongly in L2(RN ). Then (3.2), (3.3) and the boundedness
of vn in H2(RN ) imply that vn −→ v in L2σ+2(RN ) and ∇vn −→ ∇v in L2(RN ). Since
∆vn ⇀ ∆v in L2(RN ) we have ‖∆vn‖2L2 = ‖∆v‖2L2 +‖∆vn−∆v‖2L2 +o(1), therefore E(vn) =

E(v) + ‖∆vn −∆v‖2L2 + o(1). We have E(vn) −→ Ẽmin(m) and we infer that ‖∆vn −∆v‖2L2

converges in R. It is clear that D(vn) = D(v) + ‖∆vn − ∆v‖2L2 + o(1). Recall that by
Lemma 4.5 we have lim inf

n→∞
D(vn) > 0, hence D(v) + lim

n→∞
‖∆(vn − v)‖2L2 > 0. We may

thus choose t ∈ (0, 1) such that D(v) + t2‖∆(vn − v)‖2L2 > 0 for all n sufficiently large and
we denote ṽn = v + t(vn − v). Since vn −→ v in L2 ∩ L2σ+2(RN ) we have ṽn −→ v in
L2 ∩ L2σ+2(RN ). Similarly we get ∇ṽn −→ ∇v in L2(RN ). Since ∆vn − ∆v ⇀ 0 we get
‖∆ṽn‖2L2 = ‖∆v‖2L2 +t2‖∆(vn−v)‖2L2 +o(1) and then D(ṽn) = D(v)+t2‖∆(vn−v)‖2L2 +o(1).
Therefore ‖ṽn‖2L2 < µ0 and D(ṽn) > 0 for all sufficiently large n, which implies that ṽn ∈ O
and consequently E(ṽn) > Ẽmin(‖ṽn‖2L2) for all large n. Letting n −→∞ we get

lim inf
n→∞

E(ṽn) > Ẽmin(m).
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On the other hand we have

E(ṽn) = E(v) + t2‖∆(vn − v)‖2L2 + o(1) = E(vn) + (t2 − 1)‖∆(vn − v)‖2L2 + o(1)

and letting n −→∞ we find

Ẽmin(m) 6 lim inf
n→∞

E(ṽn) = Ẽmin(m) + (t2 − 1) lim
n→∞

‖∆(vn − v)‖2L2 .

We conclude that necessarily ‖∆vn − ∆v‖L2 −→ 0. Since ‖vn − v‖L2 −→ 0, this implies
that vn −→ v in H2(RN ), as desired. Then D(v) = lim

n→∞
D(vn) and Lemma 4.5 implies

that D(v) > 0, hence v ∈ O. Moreover, we have E(v) = lim
n→∞

E(vn) = Ẽmin(m), hence v

minimizes E in the set {w ∈ O | ‖w‖2L2 = m}, and P1(v) = lim
n→∞

P1(vn) = 0.

Recall that vn = (un)tun,1 and tun,1 −→ t1 ∈ (0,∞) as n −→ ∞. Then we have un =

(vn)t−1
un,1

. Since vn −→ v in H2(RN ), it is easy to show that un −→ v−1
t1 in H2(RN ). This

implies that E(un) −→ E(v−1
t1 ), that is E(v−1

t1 ) = Ẽmin(m). We have D(un) > 0 for all n

and we infer that D(v−1
t1 ) > 0; in other words, t1

−1 6 tv,infl. Therefore 0 < t1
−1 6 tv,infl

and E(v−1
t1 ) = E(v) = Ẽmin(m). Since t 7−→ E(vt) reaches its minimum on [0, tv,infl] only at

t = 1, we infer that necessarily t1 = 1, thus u = v and un −→ u strongly in H2(RN ). This
completes the proof of Theorem 4.8. �

Remark 4.9 If there exists m0 > 0 such that Ẽmin(m) = −m on (0,m0], it is easily seen
that Ẽmin(m) is not achieved for m ∈ (0,m0). Indeed, if u ∈ O is a minimizer for Ẽmin(m)
then

√
au ∈ O for a > 1 and a close to 1 and we get Ẽmin(am) 6 E(

√
au) < aE(u) = −am,

contradicting the fact that Ẽmin(am) = −am.

Remark 4.10 Let u be a minimizer for Ẽmin(m), as given by Theorem 4.8. It is obvious
that P1(u) = 0 and u satisfies (4.9). In particular, we have ‖u‖2H2 6 Cm = C‖u‖2L2 , where C
depends only on N and on σ.

Since u minimizes E at constant L2−norm in the open set O ⊂ H2(RN ), it is standard to
see that there exists a Lagrange multiplier λu such that (3.25) holds. Taking the H−2 −H2

duality product of (3.25) with u we see that u satisfies (3.26) and this integral identity can
be written as

E(u)− σ

σ + 1
‖u‖2σ+2

L2σ+2 = λu‖u‖2L2 .

Since 0 < σ
σ+1‖u‖

2σ+2
L2σ+2 <

8(Nσ−2)
N(Nσ−4)2 ‖u‖

2
L2 (see (4.9), we infer that

−1 >
Ẽmin(m)

m
> λu >

Ẽmin(m)

m
− 8(Nσ − 2)

N(Nσ − 4)2
.

Denoting λu = −1 − c(u) and using the above estimate and Lemma 4.3 (i) we see that u

satisfies (3.24) with 0 < c(u) < −1 + (Nσ−2)2

Nσ(Nσ−4) + 8(Nσ−2)
N(Nσ−4)2 . Thus we have an explicit bound

on Lagrange multipliers associated to local minimizers provided by Theorem 4.8.
Using (3.8) with ε = 0 and (3.26) we get c(u)‖u‖2L2 < ‖u‖2σ+2

L2σ+2 . Then using (3.3) and

(4.9) we see that there is C > 0, depending only on N and σ, such that ‖u‖2σ+2
L2σ+2 6 C‖u‖2σ+2

L2 .
These estimates give c(u) 6 C‖u‖2σL2 = Cmσ and we conclude that necessarily c(u) −→ 0 as
m −→ 0.

Remark 4.11 Let uc be a minimum action solution of (3.24) as provided by Theorem 3.7
and Proposition 3.9. We have already seen (cf. (3.45) and Remark 3.14) that in the case
Nσ > 4 we have ‖uc‖2L2 −→ 0 as c −→∞. Using (3.46) and (3.47) we see that as c −→∞,

(1 + c)
N
4 −

1
σ−1D(uc) −→

Nσ

4(σ + 1)

(
2− Nσ

2

)
I
σ+1
σ < 0.

Therefore for sufficiently large c we have ‖uc‖2L2 < µ0 and D(uc) < 0, hence uc 6∈ O. We
conclude that if c is large enough, uc cannot be a local minimizer of E when the L2−norm is
kept fixed. (See Remark 3.15 for another interesting variational characterization of uc.)
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We have thus proved that there are at least two types of small L2− norm solutions for
equation (3.24):

(a) the minimizers in O of the energy E at fixed L2− norm. They exist for any L2−norm
smaller than µ0. Their Lagrange multipliers are bounded, and their H2−norm is controlled
by their L2−norm because they satisfy (4.9).

(b) the minimum action solutions uc for large values of the Lagrange multiplier c. These
solutions have large H2−norm: although ‖uc‖L2 −→ 0, we have ‖∆uc‖L2 −→∞ (see Remark
3.14). We were no able to show that the set {‖uc‖2L2 | c > 0} contains an interval of the form
(0, a) with a > 0.

Remark 4.12 Some related results have been obtained in [17]. The authors have worked
in the space of radial functions H2

rad = {u ∈ H2(RN ) | u is radially symmetric} and for m
sufficiently small they proved the existence of two solutions of (3.24) with L2−norm equal to
m. The first one is a local minimizer, and the second one is a mountain-pass type solution.
The associated Lagrange multipliers are not explicit (they are part of the problem).

It is an open question whether the minimizers provided by Theorems 3.4, 3.7 and 4.8
are or not radially symmetric (some partial results if σ is an integer can be found in [7]).
We could have worked in H2

rad, too. All our arguments are valid when working in this
space, and most proofs become much simpler. In this way we get the analogues of Theorems
3.4, 3.7 and 4.8 in H2

rad, which give the existence of radial solutions to (3.24). We do not
know whether the energies of solutions in H2

rad are higher or not than the energies of the
corresponding solutions in H2(RN ). Our main motivation is to understand the existence and
the properties of standing waves to a fourth-order non-linear Schrödinger equation. Since E
and the L2−norm are conserved quantities by that equation, the set of travelling waves that
we obtain is orbitally stable. When working in H2

rad one can get stability only with respect
to radial perturbations.
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de l’ENS, série 4, vol. 50, no. 3 (2017), pp. 503-544.

[7] L. Bugiera, E. Lenzmann, A. Schikorra, J. Sok, On symmetry of traveling solitary
waves for dispersion generalized NLS, Nonlinearity 33 (2020), pp. 2797-2819.

44



[8] H. Brezis, Functional analysis, Sobolev spaces and partial differential equations,
Springer, Universitext, 2011.

[9] T. Cazenave, P.-L. Lions, Orbital stability of standing waves for some nonlinear
Schrödinger equations, Commun. Math. Phys. 85, (4) (1982), pp. 549-561.

[10] G. Fibich, B. Ilan, and G. Papanicolaou, Self-focusing with fourth-order dispersion,
SIAM J. Appl. Math. 62, No. 4, 2002, pp. 1437 - 1462.

[11] Y. Fukumoto and H. K. Mofatt, 2000 Motion and expansion of a viscous vortex
ring: I. A higher-order asymptotic formula for the velocity, J. Fluid. Mech. 417, 2000, pp.
1 - 45

[12] V. I. Karpman, Stabilization of soliton instabilities by higher-order dispersion: Fourth-
order nonlinear Schrödinger-type equations, Phys. Rev. E 53, No. 2, pp. R1336–R1339, 1996,
American Physical Society, doi 10.1103/PhysRevE.53.R1336.

[13] V. I. Karpman, A. G. Shagalov, Stability of solitons described by nonlinear
Schrödinger-type equations with higher-order dispersion, Physica D. Nonlinear Phenomena
144, 2000, No. 1-2, pp. 194 - 210, doi 10.1016/S0167-2789(00)00078-6.

[14] O. Kavian, Introduction à la théorie des points critiques et applications aux problèmes
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Institut Universitaire de France
118, Route de Narbonne, 31062 Toulouse, France
mihai.maris@math.univ-toulouse.fr

46


