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GLOBAL STRICHARTZ ESTIMATES FOR AN INHOMOGENEOUS

MAXWELL SYSTEM

PIERO D’ANCONA AND ROLAND SCHNAUBELT

Abstract. We show a global in time Strichartz estimate for the isotropic Maxwell system

with divergence free data. On the scalar permittivity and permeability we impose decay

assumptions as |x| → ∞ and a non-trapping condition. The proof is based on smoothing
estmates in weighted L2 spaces which follow from corresponding resolvent estimates for the

underlying Helmholtz problem.

1. Introduction

This paper investigates a model for the propagation of electromagnetic waves in continuous
media, the Maxwell equations

Dt = ∇×H− J, Bt = −∇×E, ∇ ·D = ∇ ·B = 0, (1.1)

on Rt × R3
x with linear inhomogeneous material laws

D = ε(x)E, B = µ(x)H, (1.2)

and the (divergence free) current density J = J(t, x). Here, E and D are the electric fields, B
and H are the magnetic fields, and the permittivity ε and the permeability µ are positive scalar
functions on R3. Hence the model is isotropic, i.e., the interaction of fields with matter depends
on the location but not on the direction of the fields D,H,E,B : R × R3 → R3. We note that
the divergence constraints follow from the evolution equations if the initial data D(0) and B(0)
and the current J are divergence free.

The Maxwell system is the foundation of electromagnetic theory so that it is not necessary
to recall the importance of model (1.1) and (1.2) in applications, including the classical case
ε, µ = const. Despite the large literature devoted to the subject, see e.g. the monographs [8] and
[17], many important questions are still unclear.

Global well posedness in Sobolev spaces Hs of the Cauchy problem for (1.1) follows from
the general theory of hyperbolic systems, under rather weak conditions on the coefficients ε
and µ. Here we are mainly interested in the asymptotic properties of solutions. Besides its
inherent importance, information on the decay of the solutions is essential for the study of the
corresponding nonlinear problems. In the constant coefficient case

Et = ∇×B− J, Bt = −∇×E, ∇ ·E = ∇ ·B = 0,

with data

E(0, x) = E0, B(0, x) = B0,

Date: October 6, 2020.
2010 Mathematics Subject Classification. 35Q61, 35J05.

Key words and phrases. Maxwell equations; smoothing estimates; Strichartz estimates.
Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) –Project-ID 258734477

– SFB 1173.

1



2 P. D’ANCONA AND R. SCHNAUBELT

solutions are easily seen to satisfy diagonal systems of wave equations

�E = −Jt, �B = ∇× J.

Hence one can apply the well established theory on dispersive properties of wave equations. The
strongest property is the pointwise decay

‖E(t, ·)‖L∞ + ‖B(t, ·)‖L∞ .
(
‖∇E0‖L1 + ‖∇B0‖L1

)
· |t|−1, (1.3)

where we set J = 0. From (1.3) Strichartz estimates can be deduced. For all couples of wave
admissible indices (p, q) and (r, s), that is to say

1
p + 1

q = 1
2 , p ∈ [2,∞], q ∈ [2,∞) (1.4)

in dimension 3, we have

‖|D|−
2
pDt,xE‖LpLq+‖|D|−

2
pDt,xB‖LpLq . ‖∇E0‖L2+‖∇B0‖L2+‖J(0, ·)‖L2+‖|D| 2rDt,xJ‖Lr′Ls′

(see [19], [23]). Here we are using the notations |D|su = F−1(|ξ|sû(ξ)), where Fu = û is the
Fourier transform, and LpLq = Lp(R;Lq(R3)). An even weaker form of dispersion is expressed
by the so called smoothing estimates

‖〈x〉−1/2−E‖L2L2 + ‖〈x〉−1/2−B‖L2L2 . ‖E0‖L2 + ‖B0‖L2 (1.5)

for J = 0. (See e.g. [10] for a comprehensive framework for such estimates.)
Substantial work has been devoted in recent years to extend dispersive estimates to more

general equations, including in particular equations with electromagnetic potentials or variable
coefficients, and equations on manifolds (see among many others [20], [30], [31] for the Schrödinger
equation; [9], [18], [14] for the wave equation; for wave equations with variable coefficients in
highest order, [33], [32], [28]; concerning dispersive estimates, [34], [35], [36], [1], [21], [12]).

Astonishingly, only little is known about such estimates for the Maxwell system (1.1) and
(1.2). In [15] local in time Strichartz estimates were shown for smooth scalar coefficients ε and
µ being constant outside a compact set. For matrix valued coefficients the situation seems to be
much more complicated, as already for constant matrices ε and µ the dispersive decay depends
on the multiplicity of their eigenvalues, see [25] or [26]. In this work we are concerned with global
in time Strichartz estimates for scalar ε and µ in C2 under some decay assumptions as |x| → ∞.

In our arguments we use a second-order formulation of (1.1) and (1.2). By a computation
similar to the constant coefficient case, any solution D(t, x) to the problem (1.1) with (1.2) also
solves the system

Dtt+∇× 1
µ∇×

1
εD = −Jt, ∇·D = 0, D(0, x) = D0, Dt(0, x) = ∇× 1

µB0−J(0). (1.6)

The other fields satisfy similar equations, e.g., B satisfies an analogous system with ε and µ
interchanged and modified data, namely

Btt +∇× 1
ε∇×

1
µB = ∇× 1

εJ, ∇ ·B = 0, B(0, x) = B0, Bt(0, x) = −∇× 1
εD0. (1.7)

The material laws (1.2) then imply

Ett + 1
ε∇×

1
µ∇×E = − 1

εJt, ∇ · (εE) = 0, E(0) = E0, Et(0) = 1
ε∇×H0 − 1

εJ(0), (1.8)

Htt + 1
µ∇×

1
ε∇×H = 1

µ∇×
1
εJ, ∇ · (µH) = 0, H(0) = H0, Ht(0) = − 1

µ∇×E0. (1.9)

In this work we focus on (1.6). Equations (1.6) and (1.7) are essentially systems of wave equations
with variable coefficients. Indeed, one can write

εµ∇× 1
µ∇×

1
εU = ∇×∇× U − b(x, ∂)U

where b(x, ∂) is the first-order matrix operator

b(x, ∂)U = (p+ q)× (∇× U) +∇× (p× U)− (p+ q)× (p× U) (1.10)
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with coefficients

p = ∇ log ε, q = ∇ logµ.

Here we heavily use that ε and µ are scalar. We also denote by b̃(x, ∂) the operator as in (1.10)
with p and q interchanged:

b̃(x, ∂)U = (p+ q)× (∇× U) +∇× (q × U)− (p+ q)× (q × U).

Since ∇×∇×D = −∆D +∇(∇ ·D) = −∆D, we see that (1.6) can be written as

εµDtt −∆D− b(x, ∂)D = −εµJt, ∇ ·D = 0, (1.11)

and similarly (1.7) is equivalent to

εµBtt −∆B− b̃(x, ∂)B = εµ∇× 1
εJ, ∇ ·B = 0. (1.12)

In other words, for scalar ε and µ the divergence constraint allows us to reduce (1.1) and (1.2)
to a wave system with uncoupled principal part (εµ)−1∆I3×3.

The main goal of the paper is to prove the following estimates, which apply in particular to
the fields solving the Maxwell system (1.1) and (1.2).

Theorem 1.1. Let ε(x), µ(x) : R3 → R and assume for some δ ∈ (0, 1/2) that

(1) inf εµ > 0 and (εµ)′− ≤ 1
4 (1− 2−δ)−1εµ〈x〉−1−δ

(2) |ε− 1|+ |µ− 1| . 〈x〉−2−δ, |∇ε|+ |∇µ| . 〈x〉−5/2−δ, and |D2ε|+ |D2µ| . 〈x〉−7/2−δ.

Let D0 = εE0, B0 = µH0 and J be divergence free. Then the solution D to (1.6) satisfies the
Strichartz estimate

‖|D|−
2
pDt,xD‖LpLq . ‖∇D0‖L2 + ‖∇B0‖L2 + ‖J(0)‖L2 + ‖|D| 2r Jt‖Lr′Ls′

for all wave admissible (p, q) and (r, s). The solution B to (1.7) fulfill

‖|D|−
2
pDt,xB‖LpLq . ‖∇D0‖L2 + ‖∇B0‖L2 + ‖|D| 2r∇J‖Lr′Ls′ .

Here we can replace D by E and B by H, solving (1.8) respectively (1.9).

We briefly discuss the previous statements. In (1), the symbol (a)′− = max{−∂ra, 0} denotes

the negative part of the radial derivative, and 〈x〉 = (1 + |x|2)1/2. Wave admissible couples and
the notations LpLq and |D|s have been defined above (see (1.4)).

The second assumption in (1) is our non-trapping condition. Note that this is a one–sided
condition, affecting only the negative part of the radial derivative of εµ; it is a kind of ‘repulsivity’
of the coefficients. It is well known that some hypothesis of this type is necessary to exclude
trapped rays, which are an obstruction to global decay in time and even to the much weaker local
energy decay. Many of our intermediate results are true under weaker decay assumptions than
(2). For instance, our basic smoothing estimate (5.1) for the wave equation and the corresponding
resolvent bound (4.6) are shown assuming condition (1), the decay

|ε− 1|+ |µ− 1|+ |D2ε|+ |D2µ| . 〈x〉−2−δ, |∇ε|+ |∇µ| . 〈x〉−1−δ, (1.13)

and a non-resonance condition for the frequency z = 0 stated before Proposition 2.4. The extra
decay in the above hypothesis (2) is needed to remove this non-resonance condition and also to
establish certain Riesz-type bounds in Lemma 5.3 in (weighted) L2 spaces which are crucial to
derive the Strichartz estimates.

The proof of Theorem 1.1 is given at the end of the paper. It follows the general principle,
pionereed in [30] and further developed in many works (e.g., [13], [16], [27], [32], [33]), that weak
decay properties of solutions can be upgraded to much stronger decay, under suitable regularity
and localization information on the coefficients. The main novelty of our paper is that we treat
a system with variable coefficients in higher order terms. We explain our proofs in more detail.
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For scalar wave equations, the paper [28] gives global Strichartz estimates if the coefficients
are close to constants and decay as |x| → ∞. (For derivatives the decay assumptions are similar
to (1.13).) Moreover, local in time estimates are proven without the smallness condition. As
we can put our problem in the form (1.11), we are able to apply these results after suitable
localizions of our solution. Recall that the possibility to deduce global Strichartz estimates from
local estimates combined with global local energy decay was discovered in [4]. The localization
procedure introduces commutator terms which we must estimate in L2L2. These are controlled
using the smoothing estimates in Propositions 5.4 and 5.5 which are based on (4.6). In this
analysis, one must switch between homogeneous and inhomogeneous estimates; this requires
TT ∗ arguments and suitable Riesz-type inequalities, see Lemma 5.3. To prove the latter, we use
crucially the divergence conditions of the Maxwell system. On the other hand, we must avoid

the usual TT ∗ argument since it would need Riesz’ bounds in Ḣ
−2/p
q which are not available for

our operator.
The necessary smoothing estimates are deduced directly from the resolvent bound (4.6) for

the stationary problem, which also involves weighted L2 norms, via Plancherel’s Theorem. In
principle, here we follow the general framework of Kato smoothing (see [10]). However we cannot
apply the general theory since we have to work with the operator L(z) = εµz2+∆+b(x, ∂) without
divergence constraint when showing the resolvent estimates. Since the operator ∆ + b(x, ∂) is
not self adjoint, the Kato theory can not be applied directly.

We prove the resolvent estimates by splitting into three different regimes: bounded frequencies,
which we handle via compactness arguments, see Section 2; large frequences and large x, via
Morawetz type estimates, see Section 3.1; and large frequences on a compact region of space
via Carleman estimates, see Section 3.2. In the step for small frequencies one has to exclude
eigenvectors and resonances of L(z). Here it is crucial to show that such functions have to be
divergence free, which is proved in the relevant Propositions 2.6, 2.7, and 2.8 using the structure
of (1.11).

2. Low frequencies

We first prove a resolvent estimate which is valid for all values of the complex frequency, but
with a constant C(z) which may grow as |z| → ∞. Hence, we will use this estimate only for z in
a suitably chosen compact region. In the next section we shall prove a uniform estimate for large
|z|. Except for the final result, in the present section the space dimension is n ≥ 3, however in
this paper we shall only need n = 3.

We shall apply a few variations of the following standard argument. Suppose a reference
operator H0 satisfies, for z in an open domain Ω ⊆ C, a resolvent estimate

‖R0(z)v‖B1
≤ C(z)‖v‖B2

, R0(z) = (H0 + z)−1,

where B1 and B2 are some Banach spaces. Suppose also that

• H is a relatively compact perturbation of H0, meaning that the operator K(z) = (H −
H0)R0(z) extends to a bounded and compact operator on B2,

• z 7→ K(z) is continuous in the operator norm.

Then we can write

H + z = (H −H0) +H0 + z = (I + (H −H0)R0(z))(H0 + z) = (I +K(z))(H0 + z).

Let the operator I + K : B2 → B2 be injective. Then it is also bijective since it is Fredholm.
Moreover, the operator norm of (I+K(z))−1 is locally bounded for z ∈ Ω. This type of argument
is classical on weighted L2 spaces, see e.g. Theorem VI.14 in [29], and it holds more generally
in Banach spaces (a fact likely rediscovered several times, see e.g Lemma 3.4 in [11]). As a
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consequence, we can invert H + z for all values of z ∈ Ω and the resolvent estimate holds also
for H, in the form

‖(H + z)−1v‖B1
≤ C ′(z)‖v‖B2

,

with a different C ′(z), which is locally bounded for z ∈ Ω, but otherwise undetermined.
We first look at the operator without lower order terms b(x, ∂) starting with a basic resolvent

estimate outside the spectrum for

R(z) = (∆ + az)−1, z ∈ C \ [0,+∞).

Proposition 2.1. Assume that a ∈ L∞, a > 0, lim|x|→+∞ a(x) = 1 and z ∈ D = C \ [0,+∞).

Then ∆ + az : H2 → L2 is a bijection and R(z) := (∆ + az)−1 satisfies

‖R(z)f‖H2 ≤ C(z)‖f‖L2

for some continuous function C : D→ R+.

Proof. Let z ∈ D and R0(z) = (z + ∆)−1. We can write

∆ + az = ∆ + z + (a− 1)z = (I + (a− 1)zR0(z))(∆ + z). (2.1)

The operator K(z) = (a− 1)zR0(z) is bounded and compact on L2. We prove that I +K(z) is
injective for each z ∈ D. Assume that (I +K)u = 0. Setting v = R0(z)u, we have v ∈ H2 and

(∆ + za)v = 0 which implies
�
|∇v|2 − z

�
a|v|2 = 0.

If =z 6= 0, taking the imaginary part we infer v = 0 and hence u = (∆ + z)v = 0. If =z = 0 so
that z = −λ ∈ (−∞, 0), we obtain �

|∇v|2 + λ
�
a|v|2 = 0

and this implies again v = 0.
Thus by analytic Fredholm theory we can invert I + K(z) on L2 and the operator norm of

(I +K(z))−1 is locally bounded in z ∈ D. The claim follows writing

(∆ + az)−1 = R0(z)(I +K(z))−1

and using the elementary estimate

‖R0(z)v‖H2 ≤ C(z)‖v‖L2 , C(z) = Cd(z,R+)−1,

and the bound on (I +K(z))−1. Note that C(z) blows up as z → R+. �

The next step is a limiting absorption principle for R(z), where the limits of R(z) as ±=z ↓ 0
exist in a suitable topology. In the following, we commit a slight abuse of notation since for
λ ∈ σ(−∆) = [0,+∞) there are two extensions R0(λ± i0) of the resolvent, and we shall denote
both limits with the same notation R0(z) for the sake of terseness. The limiting absorption
principle for the free Laplacian is expressed by the uniform estimate

‖R0(z)f‖X + |z|1/2‖R0(z)f‖Y + ‖∇R0(z)f‖Ẏ ≤ C‖f‖Y ∗

valid for all z ∈ C, with a constant independent of z. Here the norms of X, Y and Y ∗ are defined
as follows: Y ∗ is the predual of Y , while

‖v‖2X := sup
R>0

1
〈R〉2

�
{|x|=R} |v|

2dS, ‖v‖2Y := sup
R>0

1
〈R〉

�
{|x|≤R} |v|

2dx.

We shall also need the (stronger) homogeneous norms

‖v‖2
Ẋ

= supR>0
1
R2

�
{|x|=R} |v|

2dS, ‖v‖2
Ẏ

= supR>0
1
R

�
{|x|≤R} |v|

2dx. (2.2)

We note the equivalent expressions in terms of dyadic norms

‖v‖Y h ‖〈x〉− 1
2 v‖`∞L2 , ‖v‖Y ∗ h ‖〈x〉

1
2 v‖`1L2 , ‖v‖X h ‖〈x〉−1v‖`∞L∞L2 , (2.3)
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writing (using polar coordinates in the last term)

‖v‖`∞L2 = sup
j≥0
‖v‖L2(Aj), A0 = {|x| ≤ 1}, Aj = {2j−1 ≤ |x| ≤ 2j},

‖v‖`1L2 =
∑
j≥0

‖v‖L2(Aj), ‖v‖`∞L∞L2 = sup
j≥0
‖v‖L∞|x|L2

ω(Aj).

These norms can be considered as sharp versions of weighted L2 norms. Indeed, it is easy to
check the inequalities

‖〈x〉− 1
2−δv‖L2 ≤ C(δ)‖v‖Y , ‖v‖Y ∗ ≤ C(δ)‖〈x〉 12 +δv‖L2 ,

‖〈x〉− 3
2−δv‖L2 ≤ C(δ)‖v‖X , ‖〈x〉−1v‖Y ≤ ‖v‖X

(2.4)

for all δ > 0.
In the next lemma we collect the relevant estimates for the free Laplacian. We write them at

the point z2 with =z ≥ 0, thus covering the entire complex plane for both sides of [0,+∞). (In
later sections it will be convenient to use z2.) We set x̂ = |x|−1x for x ∈ Rn \ {0}.

Lemma 2.2. Let z ∈ C with =z ≥ 0. Then we have, with constants independent of z,

‖R0(z2)f‖X + ‖zR0(z2)f‖Y + ‖∇R0(z2)f‖Y ≤ C‖f‖Y ∗ , (2.5)

‖(∇− ix̂z)R0(z2)f‖L2 ≤ C‖|x|f‖L2 . (2.6)

Moreover, for s ∈ [ 1
2 , 1] we have, with C independent of s and z,

‖〈x〉s−1(∇− ix̂z)R0(z2)f‖`∞L2 ≤ C‖〈x〉sf‖`1L2 . (2.7)

Proof. Estimate (2.5) is essentially the classical Agmon–Hörmander estimate, which is uniform
in z in the special case of the operator ∆. See e.g. [7] for a complete proof.

Consider now (2.6). Take f ∈ L2 with |x|f ∈ L2. The restriction that f ∈ L2 can be removed
by approximation. Define u = R0(λ+ iη)f , so that (∆+λ+ iη)u = f . We multiply this equation
by u, take the imaginary and the real part of the resulting identity, and integrate over Rn. We
then obtain (see (3.6) and (3.8) below for a similar computation)

η‖u‖2L2 = =
�
fu, ‖∇u‖2L2 = λ‖u‖2L2 −<

�
fu. (2.8)

If λ ≤ 2|η|, these equations imply

‖∇u‖2L2 ≤ 2|η|‖u‖2L2 + ‖fu‖L1 ≤ 3‖fu‖L1 ,

and hence

(|η|+ |λ|)‖u‖2L2 + ‖∇u‖2L2 . ‖fu‖L1 ≤ ‖|x|f‖L2‖|x|−1u‖L2 .

Using Hardy’s inequality ‖|x|−1u‖L2 . ‖∇u‖L2 , we conclude

(|η|+ |λ|)‖u‖2L2 + ‖∇u‖2L2 . ‖|x|f‖2L2 .

We write this estimate in terms of z2 = λ + iη. Note that if arg z ∈ [π8 , π −
π
8 ], then arg z2 ∈

[π4 , 2π −
π
4 ], i.e., λ ≤ |η|. We have thus proved

‖zR0(z2)f‖L2 + ‖∇R0(z2)f‖L2 . ‖|x|f‖L2 provided arg z ∈ [π8 , π −
π
8 ]. (2.9)

This estimate obviously implies

‖(∇− ix̂z)R0(z2)f‖L2 . ‖|x|f‖L2 (2.10)

for the same values of z. Next, we consider the region arg z ∈ [0, π8 ] ∪ [π − π
8 , π], i.e., arg z2 =

λ+ iη ∈ [0, π4 ] ∪ [2π − π
4 , 2π] or equivalently 0 ≤ |η| ≤ λ. Proposition 3.1 in [3] shows that

‖(∇− ix̂
√
λ)R0(λ+ iη)f‖L2 . ‖|x|f‖L2 (2.11)



7

with a constant independent of η and λ. Setting u = R0(λ + iη)f and v = e−i|x|
√
λu, we have

∇v = e−i|x|
√
λ(∇− ix̂

√
λ)u. By Hardy’s inequality, estimate (2.11) implies

‖|x|−1R0(λ+ iη)f‖L2 = ‖|x|−1u‖L2 = ‖|x|−1v‖L2 . ‖∇v‖L2 . ‖|x|f‖L2 .

From the first part of (2.8) we then deduce

|η| ‖R0(λ+ iη)f‖2L2 ≤ ‖|x|f‖L2‖|x|−1u‖L2 . ‖|x|f‖2L2 .

Observe that for λ+ iη = z2 and 0 ≤ |η| ≤ λ we have

|
√
λ− z| = |(<z2)1/2 − z| ≤

√
|η|.

The previous estimates thus lead to

‖(∇− izx̂)R0(z2)f‖L2 ≤ ‖(∇− i
√
λx̂)R0(z2)f‖L2 +

√
|η|‖R0(z2)f‖L2 . ‖|x|f‖L2 .

Combined with (2.10), we see that (2.6) holds uniformly in z for all =z ≥ 0.
For the last assertion, we note that (2.7) for s = 1 follows from (2.6). If s = 1

2 , inequalities
(2.3) and (2.5) yield

‖〈x〉− 1
2 (∇− ix̂z)R0(z2)f‖`∞L2 ≤ C‖(∇− ix̂z)R0(z2)f‖Y ≤ C‖f‖Y ∗ ≤ C‖〈x〉

1
2 f‖`1L2 .

Real interpolation between the cases s = 1
2 and s = 1 then leads to (2.7). �

We can now prove the limiting absorption principle for ∆ + az2. As for R0(z), the two
extensions on the positive reals for =z ↓ 0 and for =z ↑ 0 are different, but for simplicity we will
use the same notation R(z) for both. The weighted L2 space with norm ‖〈x〉su‖L2 is denoted by
L2
s.

Proposition 2.3. Assume 〈x〉2+δ(a−1) ∈ L∞ for some δ > 0. Then R(z) satisfies the estimate

‖R(z2)f‖X + ‖zR(z2)f‖Y + ‖∇R(z2)f‖Y ≤ C(z)‖f‖Y ∗ (2.12)

for all =z ≥ 0 and for some continuous C(z). Let s′ < s in (1/2, 1] and 〈x〉s+ 3
2 +δ(a− 1) ∈ L∞.

We then have
‖〈x〉s

′−1(∇− ix̂z)R(z2)f‖L2 ≤ C(s′, s, z)‖〈x〉sf‖L2 . (2.13)

Moreover, for f ∈ L2
s there exists g ∈ L2

s with R(z2)f = R0(z2)g.

Proof. We shall use the inequalities

‖u‖Y ∗ . ‖〈x〉1+δu‖Y , ‖u‖Y ∗ . ‖〈x〉2+δu‖X . (2.14)

valid for any δ > 0, see (2.4). Let K(z) = (a − 1)z2R0(z2). The operator 〈x〉−2−δzR0(z2) is
compact on Y ∗ and bounded uniformly in z, as it follows from estimates (2.5) and (2.14) (or as
a special case of Lemma 3.1 in [11]). Writing K(z) = 〈x〉2+δ(a − 1)z · 〈x〉−2−δzR0(z2) we see
that K(z) : Y ∗ → Y ∗ is also a compact operator for each z ∈ C whose operator norm is locally
bounded in z ∈ C.

We next prove that I +K(z) : Y ∗ → Y ∗ is injective. Thus assume (I +K(z))v = 0 for some
v ∈ Y ∗ ↪→ L2. Let u = R0(z2)v so that u ∈ Y ∩ H2

loc if z 6= 0, u ∈ X ∩ H2
loc if z = 0, and u

satisfies ∆u+ az2u = 0. If z = 0 this means that u ∈ X is harmonic, hence v = 0. If =z2 6= 0 or
z2 < 0, we have u = R0(z2)v ∈ H2. Proposition 2.1 now yields u = 0 = v. Finally, if z2 = λ > 0
then u satisfies

(∆ + λ)u+ λ(a− 1)u = 0.

Regarding W (x) = λ(a − 1) as a potential with |x|2〈x〉δ/2W ∈ `1L∞, Lemma 3.3 in [11] shows
that v = 0. Then (2.12) follows from (2.5) as before by analytic Fredholm theory and the
representation R(z2) = R0(z2)(I +K(z))−1.

Consider now the radiation estimate (2.13) assuming 〈x〉s+ 3
2 +δ(a − 1) ∈ L∞. We transfer

estimate (2.7) for R0 to the perturbed resolvent R, using the representation R(z2) = R0(z2)(I +
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K(z))−1. In view of (2.3) and (2.7), we only have to prove that I+K(z) is an invertible operator
on the weighted space L2

s with norm ‖〈x〉sf‖L2 . Note that we have already shown that I +K(z)
is injective on the larger space Y ∗. It thus it remains to check that K(z) is compact on L2

s. We
can write

K(z) = 〈x〉 32 +δ(a− 1)z · 〈x〉 12 · 〈x〉−2−δzR0(z2).

Observe that 〈x〉 32 +δ(a− 1)z is a bounded operator from L2 to L2
s since 〈x〉s+ 3

2 +δ(a− 1) ∈ L∞,

〈x〉 12 is bounded from Y ∗ to L2 by (2.3), and 〈x〉−2−δR0(z) is compact on Y ∗ because of (2.5)
and (2.14). Summing up, K(z) : Y ∗ → L2

s is compact and due to the embedding L2
s ↪→ Y ∗ it is

also compact on L2
s.

The final claim is a consequence of the representation R(z2) = R0(z2)(I+K(z))−1 and of the
bijectivity of I +K(z) on L2

s for the above values of s. �

Note that writing ∆R(z)f = f − azR(z)f , Proposition 2.3 also yields

‖∆R(z2)f‖Y ≤ ‖f‖Y + |z|C(z)‖f‖Y ∗ ≤ C1(z)‖f‖Y ∗
where we used the inequality ‖f‖Y . ‖f‖Y ∗ , cf. (2.3). This gives the complete estimate

‖R(z2)f‖X + ‖zR(z2)f‖Y + ‖∇R(z2)f‖Y + ‖∆R(z2)f‖Y ≤ C(z)‖f‖Y ∗ . (2.15)

Finally we consider the case of the full operator

L(z) = ∆ + a(x)z2 + b(x, ∂).

In the following, we actually treat a more general matrix operator

L(z) = I3∆ + I3a(x)z2 + b(x, ∂).

Here I3 is the 3× 3 identity matrix so that the principal part is a diagonal Laplacian operator.
Moreover, b(x, ∂) is a 3×3 matrix first-order operator subject to conditions as in the scalar case.
It will be clear from the proofs that in our setting no change is required in the matrix case.

In order to perform the usual injectivity step, we shall make the following spectral assumption
saying that L(z) has no resonances or eigenvalues. See Remark 2.5 and Propositions 2.6, 2.7,
and 2.8 below for a closer examination of these conditions. There we show that these conditions
only lead to mild extra conditions when establishing our main results on the Strichartz estimates
for the Maxwell system. Actually, these extra conditions are only needed to exclude a resonance
at z = 0, see Proposition 2.8.

Spectral assumption (S). Let =z ≥ 0. Then L(z)u = 0 implies u = 0, provided

(1) either z 6∈ R and u ∈ H2 (no eigenvalues)

(2) or z ∈ R and u = R0(z2)f for some 〈x〉 12 +f ∈ L2 (no embedded resonances).

Note that u ∈ R0(z2)Y ∗ satisfies ∇u,∆u ∈ Y , and u ∈ X (and u ∈ Y if z 6= 0) by Lemma 2.2.
We briefly discuss condition (2) for z = 0 (no resonances at 0). It is necessary since the

presence of resonances competes with dispersion, a well studied effect since [22]. If 〈x〉 12 +σf ∈ L2

then u = ∆−1f satisfies 〈x〉− 1
2−σ

′
u ∈ L2 for all σ′ > 0, thus our non-resonance assumption is

slightly weaker than the usual one.
Moreover, the non-resonance assumption is generic in the following sense. We take a parameter

ω ∈ R \ 0 and consider the modified operator ∆ + ωb. Under the previous assumptions on ε and
µ, then the set of values ω such that ∆ + ωb has a resonance at 0 is discrete. Indeed, one easily
checks that 0 is a resonance for ∆ + ωb if and only if −ω−1 is an eigenvalue for the compact
operator b(x, ∂)∆−1 on the weighted L2 space with weight 〈x〉 12 +σ.

Proposition 2.4. Let L(z) = I3∆ + I3a(x)z2 + b(x, ∂) with |x|2〈x〉δ(a− 1) ∈ L∞ and b(x, ∂) a
first-order matrix differential operator satisfying

|b(x, ∂)v| ≤ Cb(〈x〉−2−δ|v|+ 〈x〉−1−δ|∇v|) (2.16)
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for some Cb, δ > 0. Assume L(z) satisfies the spectral assumption (S). Then for =z ≥ 0 we have

‖u‖X + ‖zu‖Y + ‖∇u‖Y + ‖∆u‖Y ≤ C(z)‖〈x〉 12 +L(z)u‖L2 . (2.17)

Proof. As before we write

L(z) = (I +K(z))(∆ + az2), K(z) = b(x, ∂)R(z2), (2.18)

where R(z) = (∆ + az2)−1 is the operator constructed in Proposition 2.3. Estimates (2.4) and
(2.15) and the assumptions on the coefficients imply the compactness of K(z) as an operator on
L2

1/2+ and the continuity of the map z 7→ K(z) in the operator norm.

To prove injectivity of I+K(z), assume f+K(z)f = 0 for some f ∈ L2
1/2+. Let u = R(z2)f so

that u solves L(z)u = 0. Note that by the final claim of Proposition 2.3 we also have u = R0(z2)g
for some g ∈ L2

1/2+. If z ∈ R, assumption (S) yields u = 0 and hence f = (∆ + az2)u = 0. If

z 6∈ R, since Y ∗ ⊂ L2 and R(z2) : L2 → H2, we see that u is actually an eigenfunction of L(z),
and again by (S) we deduce u = 0. The rest of the proof is similar to the previous ones. �

Remark 2.5. Assumption (S) is satisfied for z sufficiently large with respect to the coefficients.
This is a consequence of estimate (4.6) in the next section.

The spectral assumption (S) is satisfied if a and b have some additional structure that is
present in our main goal, the Maxwell system in the second-order form (1.11). We first consider
part (1) of (S) and exclude eigenvalues in the next result. Observe that the assumptions (2.19)
and (2.25) imply condition (2.16) from Proposition 2.4, cf. (1.10). This fact is used below several
times.

Proposition 2.6. Assume that the coefficients in Proposition 2.4 have the form

a(x) = ε(x)µ(x), b(x, ∂)u = ∇×∇× u− ε(x)µ(x)∇× ( 1
µ(x)∇×

1
ε(x)u), (2.19)

where ε and µ are bounded and uniformly strictly positive. Then property (1) in the spectral
assumption (S) is satisfied.

Proof. In the present case the equation L(z)u = 0 can be rewritten as

z2εµu+ ∆u+∇×∇× u− εµ∇× ( 1
µ∇×

1
εu) = 0

or equivalently
z2u+ 1

εµ∇(∇ · u)−∇× ( 1
µ∇×

1
εu) = 0. (2.20)

Assume that z 6∈ R and u ∈ H2 is a solution of (2.20). By taking the divergence of the equation,
we see that the function φ = ∇ · u satisfies

z2φ+∇ · ( 1
εµ∇φ) = 0.

As z 6∈ R, this equation implies φ = 0 (i.e., u is divergence free) since the operator ∇ · ( 1
εµ∇φ)

is selfadjoint and non negative as soon as the (real valued) coefficient εµ is bounded and strictly
positive. Thus the equation L(z)u = 0 reduces to

z2u = ∇× ( 1
µ∇×

1
εu), ∇ · u = 0, u ∈ H2. (2.21)

It is now convenient to set

E = u/ε, H = −(iµz)−1∇×E, (2.22)

so that (E,H) are H1 solutions of the stationary Maxwell system

iεzE = ∇×H, iµzH = −∇×E, ∇ · (εE) = ∇ · (µH) = 0. (2.23)

We integrate the identity

|x̂×E|2 + |H|2 − |x̂×E + H|2 = −2<(x̂ ·E×H)
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over a sphere |x| = R. The divergence theorem then yields�
|x|=R[|x̂×E|2 + |H|2 − |x̂×E + H|2]dS = −2<

�
|x|≤R∇ · (E×H)dx.

Writing

∇ · (E×H) = H · (∇×E)−E · (∇×H) = −izµ|H|2 + izε|E|2,
we deduce�

|x|=R[|x̂×E|2 + |H|2]dS + 2=z
�
|x|≤R[ε|E|2 + µ|H|2]dx =

�
|x|=R |x̂×E + H|2dS. (2.24)

If we integrate in R from 0 to +∞, the RHS gives a finite contribution since E,H ∈ L2. As a
consequence the second integral on the LHS must be 0 (recall that =z > 0). We have proved
that E = H = 0 and in particular u = 0. �

We next treat resonances at z2 > 0 which requires more sophisticated tools.

Proposition 2.7. Assume that the coefficients in Proposition 2.4 have the form (2.19) and
satisfy ε, µ > 0 as well as

〈x〉2+δ(|ε− 1|+ |µ− 1|+ |D2ε|+ |D2µ|) + 〈x〉1+δ(|∇ε|+ |∇µ|) ∈ L∞. (2.25)

Then also property (2) in the spectral assumption (S) is satisfied if z ∈ R \ {0}.

Proof. Let z ∈ R \ {0} so that λ = z2 > 0. We take a solution u of L(z)u = 0 of the form
u = R0(λ)f for some f ∈ L2

1/2+ ↪→ Y ∗. In particular, from (2.15) with a = 1 we know that

u,∇u,∆u ∈ Y .
Proceeding as in the previous proposition, we see that φ = ∇ · u ∈ Y satisfies

λφ+∇ · ( 1
εµ∇φ) = 0

which can be written as

(∆ + λ)φ−∇β · ∇φ+ λ(εµ− 1)φ = 0, β = ln(εµ).

Setting φ =
√
εµψ, this equation is transformed into

(∆ + λ)ψ + c(x)ψ = 0, c(x) = 1
2∆β − 1

4 |∇β|
2 + λ(εµ− 1). (2.26)

Condition (2.25) for some δ′ > δ implies that |x|2〈x〉δc(x) ∈ `1L∞ and cψ ∈ Y ∗. Lemma 3.3 in
[11] thus yields ψ = 0 and hence φ = 0.

We next show some decay of u. Since u is divergence free, as in Proposition 2.6 the equation
L(z)u = 0 is reduced to (2.21) with z2 = λ. Defining (E,H) as in (2.22), with

√
λ in place of z,

we see that (E,H) satisfy the Maxwell system (2.23) with z =
√
λ > 0. Since =z = 0, equations

(2.24) and (2.22) imply�
|x|=R[|x̂×E|2 + |H|2]dS =

�
|x|=R |x̂×E + H|2dS

=
�
|x|=R |µ

√
λ|−2|∇ ×E− iµ

√
λx̂×E|2dS.

Multiplying both sides by the (radial) function 〈x〉s−1 and integrating in the radial variable, we
arrive at

‖〈x〉s−1x̂×E‖L2 + ‖〈x〉s−1H‖L2 ≤ C(µ)λ−1/2‖〈x〉s−1(∇×E− iµ
√
λx̂×E)‖L2 .

Now the radiation estimate (2.7) with s = 1
2+ yields

‖〈x〉− 1
2 +(∇− ix̂

√
λ)R0(λ)f‖L2 ≤ C‖〈x〉 12 +f‖L2 . (2.27)

By means of E = u/ε, we write

∇×E− iµ
√
λx̂×E = (∇ 1

ε )× u+ i
√
λ
ε (1− µ)x̂× u+ 1

ε (∇× u− i
√
λx̂× u). (2.28)
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We know that u = R0(λ)f for some f ∈ Y ∗, so that u ∈ X and
√
λu ∈ Y by (2.5). Condition

(2.25) and (2.4) then imply that the first two terms on the RHS of 〈x〉− 1
2 + times (2.28) are

bounded by ‖〈x〉 12 +f‖L2 . Using also (2.27), we derive

‖〈x〉− 1
2 +x̂×E‖L2 + ‖〈x〉− 1

2 +H‖L2 ≤ C(ε, µ, λ)‖〈x〉 12 +f‖L2 <∞.

This proves that 〈x〉− 1
2 +H and hence 〈x〉− 1

2 +∇ × E are contained in L2. On the other hand,
E = ε−1R0(λ)f satisfies 〈x〉−1/2−E ∈ L2 by (2.4). The condition ∇ · (εE) = 0 and the decay of

∇ε thus give 〈x〉− 1
2 +∇ · E ∈ L2. It follows that 〈x〉− 1

2 +∇E is an element of L2, which leads to

〈x〉− 1
2 +∇u ∈ L2 and the estimate

‖〈x〉− 1
2 +∇u‖L2 ≤ C(ε, µ, λ)‖〈x〉 12 +f‖L2 <∞.

Recalling the original equation satisfied by u, we have

(∆ + λ)u = −g
with g = λ(a − 1)u + b(x, ∂)u and a = εµ. Since u,∇u ∈ Y , the decay assumption (2.25) and

(2.4) yield 〈x〉 12 +g ∈ L2. By the radiation estimate (2.7) for R0(λ), we obtain that 〈x〉− 1
2 +(∇u−

i
√
λx̂u) ∈ L2 and in conclusion 〈x〉− 1

2 +u ∈ L2. Note that also |x|− 1
2 +u belongs to L2.

To prove that u = 0, we use a Carleman estimate from Proposition 5 of [24] for the special
case of the operator ∆ + λ and of a function with |x|−1/2+u ∈ L2. There it is shown that

‖wρu‖L2 + ‖ |x|wρ
h′(ln |x|)+|x|∇u‖L2 . ‖w(x)ρ−1(∆ + λ)u‖L2

where w(x) = eh(ln |x|), ε, τ1 > 0 are small but fixed, and

h′(t) = τ1 + (τet/2 − τ1) τ2

τ2+εet , ρ(|x|) =
(
h′(ln |x|)
|x|2

(
1 + h′(ln |x|)2

|x|2

))1/4

.

The estimate is uniform in τ ≥ τ̂ for some τ̂ ≥ 1. We further set ϕ(r) = h(ln r) and note

ρ(r) = r−
1
4 (ϕ′(r) + ϕ′(r)3)

1
4 .

We can write

‖wρ−1(∆ + λ)u‖L2 . ‖wρ−1( 1
εµ∆ + λ)u‖L2 + λ‖wρ−1(εµ− 1)u‖L2

and also
− 1
εµ∆u = ∇× 1

µ∇×
1
εu+ L.O.T. = λu+ L.O.T.

Here the lower order terms are bounded by 〈x〉−2−δ|u| + 〈x〉−1−δ|∇u| due to (1.10) and (2.25).
We obtain

‖wρu‖L2 + ‖ |x|wρ
h′(ln |x|)+|x|∇u‖L2 . ‖wρ−1(L.O.T.)‖L2 + λ‖wρ−1(εµ− 1)u‖L2 .

To absorb the RHS by the left, we have to prove that the functions m1 = ρ−2〈x〉−2−δ and
m2 = ρ−2(1 + ϕ′)〈x〉−1−δ are smaller than a certain constant η > 0 uniformly in x for a fixed
large τ . This will yield u = 0 and thus the result. Let r = |x|. We first observe that

ϕ′(r) =
h′(ln r)

r
=
τ3 + τ1εr

1
2

τ2r
1
2 + εr

3
2

,

m1(x) ≤ 〈x〉− 3
2−δ(ϕ′(r) + ϕ′(r)3)−

1
2 ≤ 〈x〉− 3

2−δϕ′(r)−
1
2 ≤ 〈x〉− 1

2−δϕ′(r)−
1
2 ,

m2(x) ≤ 〈x〉− 1
2−δ 1+ϕ′(r)

(ϕ′(r)+ϕ′(r)3)
1
2

= 〈x〉− 1
2−δϕ′(r)−

1
2 ≤ C〈x〉− 1

2−δ τr
1
4 +ε

1
2 r

3
4

τ
3
2 +(τ1ε)

1
2 r

1
4

=: m(x).

Let r ≥ r0 for some r0 ≥ 1 to be fixed below. We compute

m(x) ≤ r−
1
4−δ

τ
1
2

+
ε

1
2 r

1
4−δ

(τ1ε)
1
2 r

1
4

. τ−
1
2 + r−δ0 .
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uniformly for τ ≥ 1 and r ≥ r0. We can fix r0 ≥ 1 and τ0 ≥ τ̂ such that m(x) ≤ η for all τ ≥ τ0
and |x| ≥ r0. Let now |x| = r ≤ r0. In similar way we estimate

m(x) ≤ τr
1
4 + ε

1
2 r

3
4

τ
3
2 + (τ1ε)

1
2 r

1
4

≤ τ− 1
2 r

1
4
0 + τ−

3
2 ε

1
2 r

3
4
0 .

Fixing a large τ ≥ τ0, we conclude that m(x) ≤ η and hence m1(x),m2(x) ≤ η for all x. �

It is possible to exclude also a resonance at z2 = 0, provided the derivatives of the coefficients
decay at a somewhat faster rate. We now use that the space dimension is n = 3 which did not
play a role so far.

Proposition 2.8. Assume the real-valued coefficients ε, µ > 0 satisfy (2.19) and

|ε− 1|+ |µ− 1|+ |∇ε|+ |∇µ|+ |D2µ| . 〈x〉−2−δ, |D2ε| . 〈x〉−3−δ (2.29)

for some δ ∈ (0, 1
2 ). Let L(0)u = 0 for some u = ∆−1f and f ∈ L2

1/2+. Then u = 0, so that

spectral assumption (S) is true in view of Propositions 2.6 and 2.7.

Proof. 1) We have ∆u = f ∈ L2
1/2+ ↪→ Y ∗ and hence D2u ∈ L2. Moreover, Lemma 2.2 yields

∇u ∈ Y and u ∈ X. As before, we first consider the function φ = ∇ · u which now fulfills the
equation

∇ · ( 1
εµ∇φ) = 0, i.e., ∆φ = ∇β · ∇φ, β = ln(εµ).

Starting from ∇φ ∈ L2, we get ∆φ ∈ L2 and then ∇φ ∈ H2
loc, so that φ ∈ C1. By (2.29),

g = ∇β · ∇φ satisfies g ∈ L2
3
2−δ/2

, ∇g ∈ L2
3
2 +δ.

Note that this implies 〈x〉 32 +δg ∈ L6 because of

‖〈x〉 32 +δg‖L6 . ‖∇(〈x〉 32 +δg)‖L2 . ‖〈x〉 12 +δg‖L2 + ‖〈x〉 32 +δ∇g‖L2 <∞.

Since φ = ∆−1g, we can estimate

|φ(x)| .
� |g(y)|
|x−y|dy . ‖〈x〉

3
2−δ/2g‖L2(

�
dy

〈y〉3−δ|x−y|2 )1/2 . |x|−1+δ/2

using the standard inequality �
Rn

dy
〈y〉a|x−y|b . |x|

n−a−b

for a, b ∈ (0, n) with a+ b > n. In a similar way we obtain

|∇φ(x)| .
� |g(y)|
|x−y|2 dy . ‖〈x〉

3
2 +δg‖L6(

�
dy

〈y〉(3+2δ)3/5|x−y|12/5 )5/6 . |x|−1−δ.

Together we have proved the decay

|φ(x)| . 〈x〉−1+δ/2, |∇φ(x)| . 〈x〉−1−δ. (2.30)

Let χ be a radial cut-off function equal to 1 on B(0, 1) and with support in B(0, 2). Set χR(x) =
χ(R−1x) for R ≥ 1 and φR = χRφ. We compute

∇(α∇φR) = 2α∇χR · ∇φ+∇α · ∇χRφ+ αφ∆χR, α = (εµ)−1.

Multiply by φR and integrate by parts. The above estimates then imply�
|x|≤R α|∇φR|

2 .
�
R≤|x|≤2R

(R−1〈x〉−2−δ/2 + 〈x〉−1−δR−1〈x〉−2+δ + 〈x〉−2+δR−2)

(we used again (2.29)) and we deduce that for R→∞�
|x|≤R α|∇φR|

2 . R−δ/2 → 0. (2.31)

We conclude that ∇φ = 0 and by the decay of φ we have ∇ · u = φ = 0.
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2) Using ∇ · u = 0, as in Proposition 2.6 the equation L(0)u = 0 is reduced to

∇× ( 1
µ∇×

1
εu) = 0 or equivalently ∆u = −b(x, ∂)u =: F. (2.32)

We can write

|F | = |bu| . (|∇µ|2 + |∇ε|2 + |D2ε|)|u|+ (|∇ε|+ |∇µ|)|∇u|. (2.33)

We have ∇u ∈ Y ⊂ L2
−1/2−, u ∈ X ⊂ L2

−3/2− (see (2.4)), and by assumption ∆u ∈ L2
1/2+.

Condition (2.29) then yields that F ∈ L2
3/2+δ/2. Moreover we have

〈x〉 32 + δ
2 |F | . 〈x〉− 1

2−
δ
2 |u|+ 〈x〉− 1

2−
δ
2 |∇u|.

The second term at the right belongs to L6 since ‖∇u‖L6 . ‖∆u‖L2 and ∆u ∈ L2
1/2+. For the

first term we have

‖〈x〉− 1
2−

δ
2u‖L6 . ‖∇(〈x〉− 1

2−
δ
2u)‖L2 . ‖〈x〉− 3

2−
δ
2u‖L2 + ‖〈x〉− 1

2−
δ
2∇u‖L2 <∞

since u ∈ X and ∇u ∈ Y . We infer that 〈x〉 32 + δ
2F ∈ L6. Thus we can repeat the argument in

Step 1) and we obtain

|u(x)| . 〈x〉−1+δ/4, |∇u(x)| . 〈x〉−1−δ/2. (2.34)

For χR as above, the map uR = χRu satisfies

∇× ( 1
µ∇×

1
εuR) = ∇× ( 1

a∇χR × u) + 1
µ∇χR × (∇× 1

εu)

because of (2.32). Similar to (2.31), we conclude that
�
|x|≤R

|∇ × 1
εuR|

2 1
µdx . R

−δ/4

and hence ∇× 1
εu = 0. The Helmholtz decomposition thus yields 1

εu = ∇ϕ with the potential

ϕ = ∆−1∇ · 1
εu = ∆−1(∇ 1

ε · u),

where we employed again ∇ · u = 0. Estimates (2.29) and (2.34) imply

|ϕ(x)| .
�

dy

〈y〉3−|x− y|
. |x|−1+, |∇ϕ(x)| .

�
dy

〈y〉3−|x− y|2
. |x|−2+.

On the other hand, we have 0 = ∇ · u = ∇ · (ε∇ϕ) which leads to
�
|x|≤R

ε|∇ϕ|2dx =
∣∣∣ �
|x|=R

εϕx̂ · ∇ϕdS
∣∣∣ . R2R−1+R−2+ . R−1+

for R ≥ 1. As R→∞, we infer that u = ε∇ϕ = 0. �

3. High frequencies

In the high frequency regime |z| � 1 we can prove more precise estimates, with the correct
dependence on z of the constants. This will require a splitting of space variables in two domains:
for large x we can use a Morawetz type estimate since lower order terms are small there, while
for bounded x a modified Carleman estimate is sufficient. This kind of splitting has been used
by several authors (see e.g. [6]).
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3.1. Morawetz estimate. Assume a(x) > 0 and let

f = ∆v + z2a(x)v, z2 = λ+ iη. (3.1)

Here we may assume η ≥ 0 since the case η < 0 is reduced to the first one by conjugating the
equation. Then for all real valued φ and ψ we have the well known identities

<∇ · {Q+ P} = − 1
2∆(∆ψ + φ)|v|2 + 2∂jv∂j∂kψ∂kv̄ − λa(x)φ|v|2 + λ∇ψ · ∇a|v|2

+ φ|∇v|2 + 2ηa(x)=[v∇ψ · ∇v̄] + <([∆, ψ] + φ)vf ],
(3.2)

∇ · P = φ|∇v|2 − z2a(x)|v|2φ+ fvφ− 1
2∆φ|v|2 + i=(v∇v · ∇φ) (3.3)

for the functions

Q = ∇v [∆, ψ]v − 1
2∇∆ψ|v|2 −∇ψ|∇v|2 +∇ψa(x)λ|v|2,

P = ∇vφv − 1

2
∇φ|v|2.

The quick way to check these identities is by expanding the derivatives of P and Q at the left
hand side. In these computations we assume that the functions are sufficiently regular, and below
we also need some integrability; these technical assumptions can be removed by approximation
arguments. We rewrite (3.2) in the form

<∇{Q+ P}+ Iη + If = I∇v + Iv (3.4)

where

I∇v = 2∂jv (∂j∂kψ) ∂kv + φ|∇v|2, Iv = − 1
2∆(∆ψ + φ)|v|2 − λa(x)φ|v|2 + λ∇ψ · ∇a|v|2,

If = −<(f [∆, ψ]v + f v φ), Iη = −2ηa(x)=(v∇ψ · ∇v).

1) We first deduce from (3.3) some easy estimates, where we now work in three space dimen-
sions for simplicity. We take the imaginary part in (3.3) and integrate on R3. It follows

η
�
a(x)|v|2φ = =

�
fvφ+ =

�
v∇v · ∇φ. (3.5)

Choosing φ = 1, we infer
η‖a1/2v‖2 = =

�
fv. (3.6)

Similarly, the real part of (3.3) yields�
φ|∇v|2 = λ

�
a|v|2φ−<

�
fvφ+ 1

2

�
∆φ|v|2 (3.7)

and with φ = 1
‖∇v‖2 = λ‖a1/2v‖2 −<

�
fv. (3.8)

In order to estimate the term Iη in (3.4), we use (3.6) and (3.8) to deduce�
Iη ≤ 2|η|‖a1/2∇ψ‖L∞‖a1/2v‖L2‖∇v‖L2 ≤ C|η|1/2(

�
|fv|)1/2(|λ|‖a1/2v‖2L2 +

�
|fv|)1/2

with C = 2‖a1/2∇ψ‖L∞ . Equation (3.6) then leads to�
Iη ≤ C(

�
|fv|)1/2(|λ|

�
|fv|+ |η|

�
|fv|)1/2,

and we arrive at the estimate�
Iη ≤ 2‖a1/2∇ψ‖L∞(|λ|+ |η|)1/2‖fv‖L1 . (3.9)

2) In (3.5) we choose φ as

φ(x) = 1 if |x| ≤ R, φ(x) = 2− |x|R if R ≤ |x| ≤ 2R, φ(x) = 0 if |x| ≥ 2R. (3.10)

We compute

|η|
�
|x|≤R a|v|

2 ≤
�
|x|≤2R

|fv|+ 1
R

�
R≤|x|≤2R

|v||∇v|

.
�
|x|≤2R

|fv|+R‖v‖Ẋ‖∇v‖Ẏ .
(3.11)
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Note that we used the homogeneous norms (2.2). Dividing by R and taking the supremum over
R > 0, we obtain the estimate

|η|‖a1/2v‖2
Ẏ
. ‖|x|−1fv‖2L1 + ‖v‖Ẋ + ‖∇v‖2

Ẏ
. (3.12)

Next, take φ = 1
|x|∨R and note that

∆φ = − 1
R2 δ|x|=R.

For this φ, equation (3.7) implies
� |∇v|2−λa|v|2

|x|∨R dx+ 1
2R2

�
|x|=R |v|

2dS ≤
� |fv|
|x|∨R ≤ ‖|x|

−1fv‖L1 . (3.13)

To proceed, we have to distinguish three cases for λ. First, let λ ≤ 0. We deduce

1
R

�
|x|≤R(|∇v|2 + a|λ||v|2)dx+ 1

2R2

�
|x|=R |v|

2dS ≤ ‖|x|−1fv‖L1 ,

and thus, taking the supremum over R > 0,

‖∇v‖2
Ẏ

+ |λ|‖a1/2v‖2
Ẏ

+ ‖v‖2
Ẋ
. ‖|x|−1fv‖L1 .

Combined with (3.12), this relation shows

‖∇v‖2
Ẏ

+ ‖za1/2v‖2
Ẏ

+ ‖v‖2
Ẋ
. ‖|x|−1fv‖L1 for λ ≤ 0. (3.14)

If λ ≥ 0, with a similar computation, from (3.13) we infer the inequality

‖∇v‖2
Ẏ

+ ‖v‖2
Ẋ
≤ C0(‖|x|−1fv‖L1 + |λ|‖a1/2v‖2

Ẏ
) for λ ≥ 0

for a suitable constant C0 > 0. Let now λ ≤ (2C0)−1|η|. As ‖ · ‖Ẏ ≥ ‖ · ‖Y , the above estimate,
(3.12) and (3.14) imply

‖∇v‖2Y + ‖za1/2v‖2Y + ‖v‖2
Ẋ
. ‖|x|−1fv‖L1 for λ ≤ C1|η| (3.15)

where C1 = (2C0)−1.
Recall now that f = (∆ + z2a)v. In the desired result we also have a first-order operator

b = b(x, ∂) satisfying (3.27) below, with a sufficiently small constant σ. To include this term, we
write f = (∆ + z2a+ b)v − bv. We can control the new term with bv via

‖|x|−1vb(x, ∂)v‖L1 . σ‖|x|−1/2〈x〉−1−δ/2v‖2L2 + σ‖〈x〉−(1+δ)/2∇v‖L2‖〈x〉−(1+δ)/2|x|−1v‖L2

so that (a variant of) (2.4) shows

‖|x|−1vb(x, ∂)v‖L1 . σ‖v‖2
Ẋ

+ σ‖∇v‖2Y .

These terms can be absorbed at the left if σ > 0 is small enough. Inserting f = (∆+z2a+b)v−bv
in (3.15), we conclude

‖∇v‖2Y + ‖za1/2v‖2Y + ‖v‖2
Ẋ
. ‖|x|−1v(∆ + z2a+ b)v‖L1 for λ ≤ C1|η|. (3.16)

Observe that

‖|x|−1gv‖L1 ≤ ‖g‖Y ∗‖|x|−1v‖Ẏ . ‖g‖Y ∗‖v‖Ẋ .
again by a variant of (2.4). Absorbing a ‖v‖2

Ẋ
term, we arrive at

‖∇v‖Y + ‖za1/2v‖Y + ‖v‖Ẋ . ‖(∆ + z2a+ b)v‖Y ∗ for λ ≤ C1|η|. (3.17)

3) It remains to consider the case 0 ≤ C1|η| ≤ λ, for which we need (3.4). For arbitrary R > 0,
we now employ the functions

ψ =
R2 + |x|2

2R
1|x|≤R + |x|1|x|>R, φ = − 1

R
1|x|≤R. (3.18)
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One calculates

ψ′ =
|x|
|x| ∨R

, ψ′′ =
1

R
1|x|≤R,

∆ψ + φ =
2

|x| ∨R
, ∆(∆ψ + φ) = − 2

R2 δ|x|=R.

(3.19)

We assume
0 < α ≤ a(x) ≤M, ‖〈x〉a′−a−1‖`1L∞ ≤ 1

4 .

Using these relations and the inequality�
∇ψ · ∇a|v|2 ≥ −‖a′−|v|2‖L1 ≥ −2‖a1/2v‖2Y ‖〈x〉a′−a−1‖`1L∞ ,

cf. (2.3), we obtain
supR>0

�
Iv ≥ ‖v‖2Ẋ + λ

2 ‖a
1/2v‖2Y . (3.20)

(Recall (2.2).) Since ψ is radial, we can write

2∂jv (∂j∂kψ) ∂kv = 2ψ′′ |x̂ · ∇v|2 + 2 ψ
′

|x|

[
|∇v|2 − |x̂ · ∇v|2

]
≥ 2

R1|x|≤R|∇v|
2,

so that
supR>0

�
I∇v ≥ ‖∇v‖2Y . (3.21)

Integrating (3.4), the lower bounds (3.20) and (3.21) show

‖v‖2
Ẋ

+ λ‖a1/2v‖2Y + ‖∇v‖2Y . supR>0

�
If + supR>0

�
Iη. (3.22)

In view of |∆ψ + φ| ≤ 2/|x| and |∇ψ| ≤ 1, we have�
If ≤ 2‖|x|−1fv‖L1 + 2‖f∇v‖L1 .

Because of 0 ≤ C1|η| ≤ λ, estimate (3.9) for the above ψ yields�
Iη . (Mλ)1/2‖fv‖L1 . (3.23)

for every R > 0. We thus arrive at

‖v‖2
Ẋ

+ λ‖a1/2v‖2Y + ‖∇v‖2Y . ‖|x|−1fv‖L1 + ‖f∇v‖L1 + (Mλ)1/2‖fv‖L1 for λ ≥ C1|η|.
We now use the inequalities

‖|x|−1fv‖L1 ≤ ‖f‖Y ∗‖v‖Ẋ , ‖fv‖L1 ≤ ‖f‖Y ∗‖v‖Y
as well as |η| ≤ 1

C1
λ and a ≥ α, to obtain

‖v‖2
Ẋ

+ ‖zv‖2Y + ‖∇v‖2Y ≤ C(M,α)‖f‖2Y ∗ . (3.24)

Recall that f = (∆ + z2a(x))v. As in (3.16), in (3.24) one can now add and subtract the
term bv on the right hand side and absorb error terms for a small σ > 0 (w.r.t. α and M). We
conclude that

‖v‖2
Ẋ

+ ‖zv‖2Y + ‖∇v‖2Y ≤ c(α,M)‖(∆ + z2a+ b)v‖2Y ∗ . (3.25)

Putting the pieces together, (3.17) and (3.25) we have proved the following uniform resolvent
estimate under a smallness condition on the coefficients of b(x, ∂).

Proposition 3.1. Let z ∈ C with =z ≥ 0. Assume that for some M,α > 0

α ≤ a(x) ≤M, ‖〈x〉a−1a′−‖`1L∞ ≤ 1
4 , (3.26)

while the first-order operator b(x, ∂) satisfies for some σ, δ > 0

|b(x, ∂)v| ≤ σ(〈x〉−2−δ|v|+ 〈x〉−1−δ|∇v|). (3.27)

Let σ be sufficiently small with respect to α and M . We then have

‖v‖Ẋ + ‖zv‖Y + ‖∇v‖Y ≤ c(α,M, σ, δ)‖(∆ + z2a+ b)v‖Y ∗ . (3.28)
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We now localize estimate (3.28) to a region |x| ≥ S, where S > 1 is fixed but arbitrary. We
shall assume that condition (3.27) is satisfied only in this region:

|b(x, ∂)v| ≤ σ(〈x〉−2−δ|v|+ 〈x〉−1−δ|∇v|) for |x| > S. (3.29)

Let χ0 be a real valued radial cutoff equal to 0 for |x| ≤ 1 and equal to 1 for |x| ≥ 2, with a non
negative radial derivative χ′0 ≥ 0. Set χ(x) = χ0(x/S) with the parameter S > 1. Note that

|∇χ| . S−11|x|∼S , |∆χ| . S−21|x|∼S

where |x| ∼ S is a shortcut for S ≤ |x| ≤ 2S. We consider w = χv, L = ∆ +az2 + b, z2 = λ+ iη,
and

f = Lv, g = Lw = χf + [L, χ]v, [L, χ]v = 2∇χ · ∇v + ∆χv + [b, χ]v.

Assumption (3.29) yields

|[b(x, ∂), χ]v| ≤ |v|σ〈x〉−1−δ|∇χ| . σS−2−δ|v|1|x|∼S ,
where we can assume w.l.o.g. σ ≤ 1. We thus obtain

|[L, χ]v| ≤ cS−1(|v|+ |∇v|)1|x|∼S (3.30)

for some constant c = c(σ,M). We now prove a version of (3.28) for vS = χv.

1) It is sufficient to consider η ≥ 0 as the case η < 0 follows by conjugation. First, let
−∞ < λ ≤ C1η < +∞. We can here apply estimate (3.16) with w in place of v, i.e.,

‖∇w‖2Y + ‖zw‖2Y + ‖w‖2
Ẋ
≤ c‖|x|−1wLw‖L1 .

(Since w = 0 for |x| ≤ S, it is sufficient to assume the localized condition (3.29) on the lower
order terms.) Writing Lw = χLv + [L, χ]v and using the estimate (3.30), we infer

‖|x|−1wχLw‖L1 ≤ ‖|x|−1wχLv‖L1 + cS−1‖(|v|+ |∇v|)v‖L1(|x|∼S)

for some c = c(σ,M). The space `∞L∞L2 was introduced after (2.3). Analogously, we define
`1L1L2 and control its norm by

‖u‖`1L1L2 :=
∑
j≥0

� 2j+1

2j

(�
|x|=r

|u|2dS
) 1

2

dr ≤
∑
j≥0

2
j
2

(�
Aj

|u|2dx
) 1

2

. ‖u‖Y ∗ ,

employing (2.3) in the last step. By means of a variant of (2.3), we thus obtain

‖|x|−1wχLv‖L1 ≤ ‖|x|−1w‖`∞L∞L2‖χLv‖`1L1L2 . ‖w‖Ẋ‖χLv‖Y ∗ ,
We conclude

‖∇w‖2Y + ‖zw‖2Y + ‖w‖2
Ẋ
≤ c‖χLv‖2Y ∗ + cS−1‖(|v|+ |∇v|)v‖L1(|x|∼S) (3.31)

for −∞ < λ ≤ C1η < +∞.

2) Let now λ ≥ C1η ≥ 0. For this case we resort to (3.22) with w = χv in place of v and
h = (∆ + z2a(x))w in place of f which gives

‖w‖2
Ẋ

+ λ‖w‖2Y + ‖∇w‖2Y . supR>0

�
Ĩh + supR>0

�
Ĩη (3.32)

where ψ and φ are given by (3.18) as well as

Ĩh = −<
(
(2∇ψ · ∇w + ∆ψw + φw)h

)
, Ĩη = −2ηa(x)=(w∇ψ · ∇w).

By (3.19) we have |∇ψ| ≤ 1 and hence�
Ĩη ≤ 2Mη‖w∇w‖L1 . 2Mη‖w∇v‖L1 + 2MηS−1‖|v|2‖L1(|x|∼S) (3.33)

for all R > 0. Next, identities (3.6) and (3.8) imply the estimates

η‖v‖2 ≤ α−1‖fv‖L1 , ‖∇v‖2 ≤Mλ‖v‖2 + ‖fv‖L1
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where ‖ · ‖ = ‖ · ‖L2 . Taking into account S > 1 and λ ≥ C1η, we infer

ηS−1‖1|x|∼Sv‖2 ≤ α−1‖fv‖L1 ,

η‖v∇v‖L1 ≤ ηλ1/2‖v‖2 + ηλ−1/2‖∇v‖2 ≤ α−1λ1/2‖fv‖L1 +Mηλ1/2‖v‖2 + ηλ−1/2‖fv‖L1

≤ (α−1 +Mα−1 + C−1
1 )λ1/2‖fv‖L1 .

So (3.33) leads to�
Ĩη ≤ C(α,M)(1 + λ)1/2‖fv‖L1 ≤ C(α,M, ρ)‖Lv‖2Y ∗ + ρ2(1 + λ)‖v‖2Y (3.34)

for all ρ > 0. On the other hand, Ĩh can be written as

Ĩh = −<
(
(2χψ′vr + 2χ′ψ′v + (∆ψ + φ)w) · (2χ′vr + ∆χv + χLv − χb(x, ∂)v)

)
= N + I + II + III + IV

for the summands

N = −4χχ′ψ′|vr|2,
I = −<(2χ′ψ′v + (∆ψ + φ)w) · 2χ′vr,
II = −<

(
(2∇ψ · ∇w + (∆ψ + φ)w)∆χv

)
,

III = −<
(
(2∇ψ · ∇w + (∆ψ + φ)w)χLv

)
,

IV = <
(
(2∇ψ · ∇w + (∆ψ + φ)w)(b(x, ∂)w − [b, χ]v)

)
.

The term N is negative and can be dropped. For the remaining terms, we recall from (3.19) that
|∇ψ| ≤ 1 and |∆ψ + φ| ≤ 2/〈x〉 on the support of χ, independently of R > 0. Moreover, the
definition of χ yields

χ′ ≤ cS−11|x|∼S ≤ c〈x〉−1 and |∆χ| ≤ cS−21|x|∼S ≤ c〈x〉−2

for S > 1. We thus obtain

I + II . S−2|v|(|∇v|+ |v|)1|x|∼S ,
III . |χLv|(|∇w|+ 〈x〉−1|w|),

‖III‖L1 ≤ c′‖χLv‖2Y ∗ +
1

10
‖〈x〉−1w‖2Y +

1

10
‖∇w‖2Y .

Note that ‖〈x〉−1w‖Y ≤ ‖w‖Ẋ , cf. (2.4). For IV we use (3.29) and get

IV ≤ c(|∇w|+ 〈x〉−1|w|)σ(〈x〉−1−δ|∇w|+ 〈x〉−2−δ|w|+ S−2−δ|v|1|x|∼S)

≤ cσ〈x〉−1−δ(|∇w|+ 〈x〉−1|w|)2 + cσS−2|v|21|x|∼S ,

estimating [b, χ] as in (3.30). Invoking (2.4), it follows

‖IV ‖L1 . σ‖w‖2
Ẋ

+ σ‖∇w‖2Y + σS−2‖v2‖L1(|x|∼S).

Thus if σ is small enough we derive�
Ĩh ≤ c‖χLv‖2Y ∗ + cS−2‖(|∇v|+ |v|)v‖L1(|x|∼S) + 1

5‖w‖
2
Ẋ

+ 1
5‖∇w‖

2
Y .

Plugging this estimate and (3.34) in (3.32) and absorbing some terms at the LHS, we arrive at

‖w‖2
Ẋ

+ λ‖w‖2Y + ‖∇w‖2Y ≤ C‖Lv‖2Y ∗ +CS−1‖(|v|+ |∇v|)v‖L1(|x|∼S) + ρ2(1 + λ)‖v‖2Y . (3.35)

By the condition 0 ≤ η ≤ C1λ we can replace λ by |λ + iη| = |z|2 on the LHS of the inequal-
ity. Combining (3.31) and (3.35), we have proved the following uniform resolvent estimate for
functions localized outside a ball, provided that the lower order coefficients are small in that
region.
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Proposition 3.2. Let M,α, σ, δ > 0 and S > 1. Assume that a(x) satisfies (3.26), while the
first-order operator b(x, ∂) satisfies

|b(x, ∂)v| ≤ σ(〈x〉−2−δ|v|+ 〈x〉−1−δ|∇v|) for all |x| ≥ S. (3.36)

Let σ > 0 be sufficiently small with respect to α and M . Then for all z ∈ C the function
vS = v1|x|≥2S satisfies

‖vS‖X + ‖zvS‖Y + ‖∇vS‖Y ≤ C‖Lv‖Y ∗ + C
S ‖(|v|+ |∇v|)v‖

1/2
L1(|x|∼S) + ρ(1 + λ)1/2‖v‖Y (3.37)

for all ρ > 0, where λ = <z2, L(z) = ∆ + z2a(x) + b(x, ∂) and C = C(α,M, σ, δ, ρ).

3.2. Carleman estimate. We shall combine estimate (3.37) with a Carleman estimate in a
compact subset of R3, in order to handle coefficients which may be large on a bounded subset of
R3. Our goal is an estimate for (large) frequencies z2 = λ+ iη belonging to a suitable parabolic
region, which is needed for our later investigations. In the following computations we consider
functions u ∈ H2 which decay fast enough, actually the result will be applied to functions with
compact support.

First, let <z2 = λ < 0. Integration by parts yields�
|∇v|2 −<z2

�
a(x)|v|2 = −<

�
((∆v + z2av)v), =z2

�
a(x)|v|2 = =

�
((∆v + z2av)v).

These identities lead to

‖∇v‖2L2 + |λ|‖a1/2v‖2L2 ≤ ‖∆v + z2av‖L2‖v‖L2 ≤ 1
|λ|‖∆v + z2av‖2L2 + |λ|

4 ‖a
1/2v‖2L2

|η|‖a1/2v‖2L2 ≤ 1
|λ|‖∆v + z2av‖2L2 + |λ|

4 ‖a
1/2v‖2L2 .

Using α ≤ a(x), we obtain the elliptic estimate

‖∇v‖2L2 + ‖zv‖2L2 ≤ ‖∇v‖2L2 + 1
α‖za

1/2v‖2L2 ≤ C(α)
|λ| ‖(∆ + z2a)v‖2L2 .

For any first-order operator b(x, ∂) with bounded coefficients, the above inequality implies

‖∇v‖2L2 + ‖zv‖2L2 ≤ C(α, λ0)‖(∆ + z2a+ b(x, ∂))v‖2L2 ,

‖v‖2X + ‖∇v‖2Y + ‖zv‖2Y ≤ C(α, λ0)‖(∆ + z2a+ b(x, ∂))v‖2Y ∗ (3.38)

for all <z2 ≤ −λ0(a, b), where λ0(a, b) > 0 depends only on α = inf a(x) and the supremum of
the coefficients of b(x, ∂). In the second line we employ (3.18) from [5] and (2.3).

We thus focus on the case λ > 0, starting with the main part ∆ + az2. We use the notations

r = |x|, x̂ = x
|x| , ∂r = x̂ · ∇, Ω = r∇− x∂r, Ω̃ = Ω− 2x̂.

As above, we denote the radial derivative of a radially symmetric function with an apex, i.e.,

φ′(r) = ∂rφ. The vector fields Ω and Ω̃ satisfy the relations

x̂ · Ω = 0,
�
S2 Ω̃fdS = 0

and we have

Ω2 = ∆S2 , ∆ = ∂2
r + 2

r∂r + 1
r2 Ω2, |∇v|2 = |∂rv|2 + 1

r2 |Ωv|
2.

Fix two radially symmetric, real valued functions φ and γ. We introduce the transformed
operator

Q = reφ(∆ + z2a(x))e−φr−1, z2 = λ+ iη, λ, η ∈ R,
or more explicitly

Q = ∂2
r + 1

r2 Ω2 + z2a(x) + φ′2 − φ′′ − 2φ′∂r.



20 P. D’ANCONA AND R. SCHNAUBELT

It is straighforward to check

∂r{γA0}+ Ω̃ · {γZ0} = 2γ · <[Qv · vr] + 2γηa(x)=(v · vr)+
+ (γ′ + 4φ′γ)|vr|2 − ( γr2 )′|Ωv|2 + [(λa(x) + φ′2 − φ′′)γ]′|v|2,

(3.39)

where λ = <z2, η = =z2 and

A0 = |∂rv|2 − 1
r2 |Ωv|

2 + (λa(x) + φ′2 − φ′′)|v|2, Z0 = 2<(r−2Ωv · vr).

Lemma 3.3. Assume a(x) satisfies

0 < a(x) ≤M, (ν + r)a′− ≤ 2a− ν, (3.40)

for some M > 0 and ν ∈ (0, 1]. Let λ = <z2, η = =z2, νλ ≥ 2η2, and τ ≥ M2 + 4. Then we
have the estimate

‖eφ〈x〉−1/2∇u‖2L2 + (<z2 + τ2)‖eφu‖2L2 ≤ 10ν−4τ−1‖eφ(ν + r)(∆ + za)u‖2 (3.41)

where φ(r) = τ(r2 + r).

Proof. Identity (3.39) implies

∂r{γA0}+ Ω̃ · {γZ0}+ τ−1γ|Qv|2

≥ (γ′ + (4φ′ − τ)γ −M2γ
3
2 )|vr|2 − ( γr2 )′|Ωv|2 + [(λa(x) + φ′2 − φ′′)γ]′|v|2 − η2γ

1
2 |v|2.

We make the choices
γ(r) = (ν + r)2, φ(r) = τ(r2 + r)

with the parameters τ ≥M2 + 4 and ν ∈ (0, 1]. We obtain

` := ∂r{γA0}+ Ω̃ · {γZ0}+ τ−1γ|Qv|2 ≥ 2τ(r + 1)γ|vr|2 + 2ν(ν+r)
r3 |Ωv|2

+ (λ(aγ)′ + τ2(ν + r)3 − η2γ
1
2 )|v|2.

Condition (3.40) yields (aγ)′ ≥ νγ1/2, and νλ− η2 ≥ 1
2νλ follows from the assumption on z. We

can thus continue the previous inequality as

` ≥ 2τ(r + 1)γ|vr|2 + 2ν(ν+r)
r3 |Ωv|2 + ( 1

2νλ(ν + r) + τ2(ν + r)3)|v|2.

Now we integrate over the cylinder Π = [0,+∞)× S2 and use the notation

‖v‖2Π :=
� +∞

0

�
S2 |v|

2dSdr.

So the above lower bound leads to

τ‖vr‖2Π + ‖ 1
r3/2

Ωv‖2Π + λ‖v‖2Π + 2τ2‖(ν + r)v‖2Π ≤ 2τ−1ν−2‖(ν + r)Qv‖2Π.

Setting v = reφu, we have

‖v‖Π = ‖eφu‖L2(R3), ‖r−3/2Ωv‖Π = ‖r−3/2eφΩu‖L2(R3),

‖(ν + r)Qv‖Π = ‖eφ(ν + r)(∆ + z2a(x))u‖L2(R3),

which implies the first partial estimate

τ‖vr‖2Π + ‖ eφ

r3/2
Ωu‖2L2 + λ‖eφu‖L2 + 2τ2‖(ν + r)eφu‖2L2

≤ 2ν−2τ−1‖eφ(ν + r)(∆ + z2a(x))u‖2L2 .
(3.42)

In order to handle the vr term, we first define v = rw, i.e., w = eφu. Observe that

‖vr‖2Π =
�
|wr + w

r |
2dx =

�
(|wr|2 + |w|2

r2 + 2<wr wr )dx,
�

2<wr wr dx =
�

1
r x̂ · ∇|w|

2dx = −
�
|w|2∇ · ( x̂r )dx = −

� |w|2
r2 dx,
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and hence

‖vr‖Π = ‖wr‖L2(R3) = ‖eφ(ur + φ′u)‖L2(R3), φ′(r) = τ(2r + 1).

We deduce
‖eφur‖2L2(R3) ≤ 2‖vr‖2Π + 8ν−2τ2‖eφ(ν + r)u‖2L2(R3).

So estimate (3.42) gives

‖eφur‖2L2 + ‖ eφ

r3/2
Ωu‖2L2 + (λ+ τ2)‖eφu‖2L2 ≤ 10ν−4τ−1‖eφ(ν + r)(∆ + z2a)u‖2L2 .

Inserting |∇u|2 = |ur|2 + 1
r2 |Ωu|

2, the assertion (3.41) follows. �

We now take a first-order operator b(x, ∂) and let L = ∆ + z2a+ b. Note that

‖eφ(ν + r)(∆ + z2a)u‖L2 ≤ ‖eφ(ν + r)Lu‖L2 + ‖eφ(ν + r)bu‖L2 .

Assume that u has support in the ball |x| ≤ K for some K ≥ 1 and that b(x, ∂) satisfies

|b(x, ∂)v| ≤ N(|v|+ 〈x〉−1/2|∇v|). (3.43)

We can then estimate

‖eφ(ν + r)bu‖2L2 ≤ 2N2(K + 1)2(‖eφu‖2L2 + ‖eφ〈x〉−1/2∇u‖2L2).

Taking a large parameter τ ≥ 1, the lower order terms on the RHS of (3.41) can be absorbed
yielding our Carleman estimate.

Proposition 3.4. Assume a(x) satisfies (3.40) and b(x, ∂) satisfies (3.43). Take z ∈ C with
λ = <z2, η = =z2 and νλ ≥ 2η2. Let φ(r) = τ(r2 + r), u ∈ H2 have support in |x| ≤ K for
some K ≥ 1, and τ ≥ max{4 +M2, 80ν−4N2(K + 1)2}. Then the following estimate holds

‖eφ〈x〉−1/2∇u‖2L2 + (<z2 + τ2)‖eφu‖2L2 ≤ 40ν−4τ−1‖eφLu‖2L2 . (3.44)

Since 〈x〉−1 ≥ (2K)−1 on the support of u, choosing τ sufficiently large we deduce from (3.44)
the estimate

‖u‖X + ‖zu‖Y + ‖∇u‖Y ≤ c(K,M,N, ν)‖(∆ + z2a(x) + b)u‖Y ∗ (3.45)

provided u is supported in |x| ≤ K and z2 = λ+ iη lies in the parabolic region νλ ≥ 2η2.

4. The complete resolvent estimate

We are ready to patch the previous estimates and deduce a global one valid for all frequencies
z2 = λ+ iη in a region of the form

Ω = Ω(ν, λ1) = {λ ≤ −λ1/2} ∪ {λ2 + η2 ≤ λ2
1} ∪ {νλ ≥ 2η2} (4.1)

for suitable ν, λ1 > 0. Recall that

• if <z2 ≤ −λ0 for a sufficiently large λ0 > 0, we can use the elliptic estimate (3.38);
• if z2 belongs to an arbitrarily large (but fixed) ball |z2| ≤ λ1, we can use Proposition 2.4.

Thus to cover the entire region Ω(ν, λ1) it remains to consider frequencies z2 = λ + iη in the
parabolic region given by λ ≥ λ′0 and νλ ≥ 2η2 for a sufficiently large λ′0 > 0.

To this aim, we combine estimates (3.37) and (3.44) for functions vanishing inside, resp.
outside, balls. The assumptions on a(x) are

0 < α ≤ a(x) ≤M, ‖〈x〉a−1a′−‖`1L∞ ≤ 1
4 , (ν + r)a′− ≤ 2a− ν (4.2)

for some ν ∈ (0, 1]. For b(x, ∂) we require

|b(x, ∂)v| ≤ Cb(〈x〉−2−δ|v|+ 〈x〉−1−δ|∇v|) (4.3)

for some Cb, δ > 0, which is the same as (2.16) in Proposition 2.4. Note that (4.2) contains both
(3.26) and (3.40), and (4.3) implies (3.43) (after possibly increasing N). On the other hand, if
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we take S0 > 1 sufficiently large (and possibly decrease δ), we see that (4.3) implies (3.36) for
|x| ≥ S for any S ≥ S0. From now on, S0 is fixed. Thus the assumptions of both Propositions
3.2 and 3.4 are verified.

Fix a radial cutoff function χ0 such that χ0 = 0 for |x| ≤ 1 and χ0 = 1 for |x| ≥ 2. Set
S = 2S0 and χ(x) = χ0(S−1x). We then decompose

‖u‖X + ‖zu‖Y + ‖∇u‖Y ≤ I + II (4.4)

with

I = ‖χu‖X + ‖χzu‖Y + ‖∇(χu)‖Y ,
II = ‖(1− χ)u‖X + ‖(1− χ)zu‖Y + ‖∇((1− χ)u)‖Y .

Writing L = L(z) = ∆+z2a+b, we can apply (3.45) to II since (1−χ)u is compactly supported
in |x| ≤ 2S, obtaining

II . ‖L((1− χ)u)‖Y ∗ . ‖Lu‖Y ∗ + ‖|u|+ |∇u|‖L2(S≤|x|≤2S)

The last term at the right is supported in |x| ≥ 2S0. It can thus be estimated via (3.37) in
Proposition 3.2 with S0 instead of S, and hence

II ≤ C‖Lu‖Y ∗ + ρ(1 + |z|)‖u‖Y + C‖(|u|+ |∇u|)u‖1/2L1(|x|∼S0)

where ρ > 0 is arbitrarily small and C = C(α,M, σ, δ, ρ, S0). We next treat I again using (3.37)
with S0 instead of S (recall that we have S = 2S0), which yields

I ≤ C‖Lu‖Y ∗ + ρ(1 + |z|)‖u‖Y + C‖(|u|+ |∇u|)u‖1/2L1(|x|∼S0).

Summing up, we get

I + II ≤ C‖Lu‖Y ∗ + ρ(1 + |z|)‖u‖Y + C‖(|u|+ |∇u|)u‖1/2L1(|x|∼S0)

For every ρ > 0, the last summand is bounded by

‖(|u|+ |∇u|)u‖1/2L1(|x|∼S0) ≤ ρ‖∇u‖Y + C(S0, ρ)‖u‖Y , (4.5)

leading to

‖u‖X + ‖zu‖Y + ‖∇u‖Y ≤ C‖Lu‖Y ∗ + ρ(‖zu‖Y + ‖∇u‖Y ) + C‖u‖Y .
Here ρ > 0 is arbitrary and C = C(α,M, σ, δ, ρ, S0). Taking ρ = 1/2 and absorbing two terms
by the LHS, we infer

‖u‖X + ‖zu‖Y + ‖∇u‖Y ≤ C‖Lu‖Y ∗ + C‖u‖Y .
If we assume |z| ≥ 2C, we can also absorb the last summand and we obtain

‖u‖X + ‖zu‖Y + ‖∇u‖Y ≤ C‖Lu‖Y ∗
for all z in the region |z| ≥ 2C(α,M, σ, δ, S0) such that νλ ≥ 2η2. We now choose a sufficiently
large λ1 > 0 in the definition (4.1) of Ω and employ (3.38) and Proposition 2.4 as indicated after
(4.1). In this way, the following main resolvent estimate is proved.

Proposition 4.1. Assume a(x) and b(x, ∂) satisfy (4.2), (4.3), |x|2〈x〉δ(a − 1) ∈ L∞, and the
spectral assumption (S). Then we can find λ1 > 0 such that for all z2 = λ+ iη ∈ C in the region
Ω = Ω(ν, λ1) defined in (4.1), the operator L(z) = ∆ + z2a(x) + b(x, ∂) satisfies the estimate

‖u‖X + ‖zu‖Y + ‖∇u‖Y . ‖L(z)u‖Y ∗ (4.6)

with a constant uniform in z.

The same proof applies to a matrix operator of the special form

L(z) = I3∆ + I3a(x)z2 + b(x, ∂).
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Remark 4.2. The last condition in (4.2) is implied by

a′−
a
≤ 1

ν + r

(provided ν is small enough). Thus we see that the following assumption

a′−(x) ≤ ν0a(x)〈x〉−1−δ (4.7)

implies the last two conditions in (4.2), provided ν0 is small enough.

5. Smoothing estimates

We shall now convert estimate (4.6) into a smoothing estimate for the wave equation. First,
we repackage (4.6) in a weaker form in terms of weighted L2 norms, in order to apply the Laplace
transform. Recall from Propositions 2.6–2.8 that hypothesis (S) is valid for our Maxwell system,
under mild extra decay conditions.

Corollary 5.1. Let L(z) = I3∆ + I3a(x)z2 + b(x, ∂) be a matrix operator such that

(1) α = inf a(x) > 0, 〈x〉2+δ(a− 1) ∈ L∞, and a′− ≤ 1
4 (1− 2−δ)−1a〈x〉−1−δ,

(2) |b(x, ∂)v| . 〈x〉−2−δ|v|+ 〈x〉−1−δ|∇v|,
(3) the spectral assumption (S) holds

for some δ > 0. Then there exists λ1 > 0 such that for any z with z2 ∈ Ω(1 ∧ α, λ1) we have

‖v‖L2
−3/2−

+ ‖zv‖L2
−1/2−

+ ‖∇v‖L2
−1/2−

. ‖L(z)v‖L2
1/2+

(5.1)

where we use the notation ‖u‖L2
s

= ‖〈x〉su‖L2(R3).

Proof. It is easy to check that assumption (1) implies (4.2), with ν = 1 ∧ α. In view of (2.4),
estimate (4.6) implies (5.1). �

Let u : Rt × R3
x → C3 be a function with u(t, x) = 0 for t < 0 and such that the maps

∂kt u : R→ H2−k(R3) are continuous and grow sub-exponentially for k = 0, 1, 2. For z = α + iβ
in the upper half plane =z > 0, then the ‘damped’ Fourier transform

v(z, ·) :=
� +∞
−∞ eitzu(t, ·)dt

is defined in L2(R3). It satisfies

−z2v(z, ·) =
� +∞
−∞ eitz∂2

t u(t, ·)dt, (∆ + b)v(z, ·) =
� +∞
−∞ eitz(∆ + b)u(t, ·)dt

so that

(∆ + az2 + b)v(z, x) =
� +∞
−∞ eitz(∆ + b− a∂2

t )u(t, x)dt

for a.e. x ∈ R3. Plancherel’s formula thus yields�
|(∆ + (α+ iβ)2a+ b)v(α+ iβ, x)|2dα = 2π

�
e−2βt|(∆ + b− a∂2

t )u(t, x)|2dt.

We multiply by the weight 〈x〉2s and integrate also in x, obtaining

‖(∆ + (·+ iβ)2a+ b)v‖L2(dα)L2
s(R3) h ‖e−βt(∆ + b− a∂2

t )u‖L2(dt)L2
s(R3)

for any s ∈ R, though the norms could be infinite. In a similar way we deduce

‖v(·+ iβ)‖L2(dα)L2
s(R3) h ‖e−βtu‖L2(dt)L2

s(R3),

‖∇v(·+ iβ)‖L2(dα)L2
s(R3) h ‖e−βt∇u‖L2(dt)L2

s(R3),

|z|‖v(·+ iβ)‖L2(dα)L2
s(R3) h ‖e−βt∂tu‖L2(dt)L2

s(R3).
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Note that if z = α+ iβ with β > 0 sufficiently small, then z2 = λ+ iη lies in the parabolic region
Ω. We assume that G = (∆ + b− a∂2

t )u belongs to L2L2
1/2+. Estimate (5.1) thus implies that

‖e−βtu‖L2(dt)L2
−3/2−

+ ‖e−βt∂tu‖L2(dt)L2
−1/2−

+ ‖e−βt∇u‖L2(dt)L2
−1/2−

. ‖e−βt(∆ + b− a∂2
t )u‖L2(dt)L2

1/2+
.

(5.2)

for sufficiently small β > 0. (In particular, the involved norms are finite.) Here the implicit
constant does not depend on β, so that one can let β → 0 by Fatou’s lemma. As usual, no
modification is necessary in the matrix case.

We apply (5.2) to a solution of the problem

(a∂2
t −∆− b(x, ∂))U = G(t, x), U(0, x) = ∂tU(0, x) = 0. (5.3)

Proposition 5.2. Let U(t, x) : Rt×R3
x → C3 be a solution of the Cauchy problem (5.3) subject to

the above growth conditions, where a(x) and b(x, ∂) are as in Corollary 5.1 and 〈x〉1/2+G ∈ L2L2.
Then the following estimate holds:

‖U‖L2L2
−3/2−

+ ‖∂tU‖L2L2
−1/2−

+ ‖∇U‖L2L2
−1/2−

. ‖G‖L2L2
1/2+

. (5.4)

Proof. Assume G = 0 for t ≤ 0, so that U = 0 for t ≤ 0 and we can apply (5.2). Letting β ↓ 0
we obtain (5.4). The same estimate is valid if G = 0 for t ≥ 0 (just by time reversal t → −t).
By linearity, estimate (5.4) holds for arbitrary G. �

We next focus on the actual Maxwell equations

∂2
tE + 1

ε∇×
1
µ∇×E = 0, ∇ · (εE) = 0,

or equivalently (with D = εE)

∂2
tD +∇× 1

µ∇×
1
εD = 0, ∇ ·D = 0.

Let H be the Hilbert space

H = {u ∈ L2(R3;C3) : ∇ · u = 0} (5.5)

endowed with the scalar product (u, v)H =
�
ε−1u · vdx and the corresponding norm ‖u‖H =

(u, u)
1/2
H , and let H = H(x, ∂) be the operator

H(x, ∂)U = ∇× 1
µ∇×

1
εU (5.6)

which is selfadjoint and non negative on H. The spectral theorem implies that the flow eit
√
H is

well defined, bounded and continuous on H. Let U(t, x) be the solution to

∂2
tU +HU = F (t, x), U(0, x) = 0, ∂tU(0, x) = 0, (5.7)

where F is H–valued and hence
∇ · F = 0.

By Duhamel’s formula U is given by

U(t, x) =
� t

0
H−1/2 sin((t− s)

√
H)F (s)ds.

We thus have
√
HU =

� t
0

sin((t− s)
√
H)F (s)ds, ∂tU =

� t
0

cos((t− s)
√
H)F (s)ds. (5.8)

Note that also U is divergence free and hence HU is given by

HU = − 1
εµ∆U +∇× 1

µ∇×
1
εU −

1
εµ∇×∇× U.

Therefore problem (5.7) can be written in the form (5.3) with the choices

a = εµ, b(x, ∂)U = ∇×∇× U − εµ∇× 1
µ∇×

1
εU, G = aF. (5.9)



25

We collect in the next lemma some basic estimates involving
√
H and H. Observe that a map

u ∈ Ḣ2 satisfies ∇u ∈ L6 and |u| . 〈x〉1/2. Hence, H : Ḣ2 → L2 is bounded if

|∇ε|+ |∇µ| . 〈x〉−1−δ, |D2ε| . 〈x〉−2−δ. (5.10)

Lemma 5.3. Let H be the operator in (5.6) and c, δ > 0. Assume that the coefficients ε, µ and
their first and second derivatives are bounded and that ε, µ ≥ c. We take divergence free functions

f from Ḣ1 in (i) and (ii), from H2 in (iii), and from Ḣ2 in (iv). Then the following estimates
hold.

(i) If |∇ε| . 〈x〉−1−δ, then

‖
√
Hf‖L2 . ‖∇f‖L2 . (5.11)

(ii) If |∇ε| . 〈x〉−2−δ and |D2ε| . 〈x〉−3−δ, then

‖
√
Hf‖L2 h ‖∇f‖L2 . (5.12)

(iii) We have

‖〈x〉−1/2−δ∆f‖L2 . ‖〈x〉−1/2−δHf‖L2 + ‖〈x〉−1/2−δf‖L2 , (5.13)

‖〈x〉−1/2−δHf‖L2 . ‖〈x〉−1/2−δ∆f‖L2 + ‖〈x〉−1/2−δf‖L2 . (5.14)

(iv) If |∇ε|+ |∇µ| . 〈x〉−5/2−δ and |D2ε| . 〈x〉−7/2−δ, then for σ ∈ (0, δ)

‖〈x〉− 1
2−σ∇f‖L2 . ‖〈x〉− 1

2−σ
√
Hf‖L2 , ‖〈x〉− 1

2−σ∆f‖L2 . ‖〈x〉− 1
2−σHf‖L2 . (5.15)

Proof. Proof of (5.11). Integrating by parts we have

‖
√
Hf‖2L2 h ‖

√
Hf‖2H = (Hf, f)H =

�
1
µ |∇ ×

1
ε f |

2dx . ‖∇ × f‖2L2 + ‖∇ε× f‖2L2 (5.16)

. ‖∇f‖2L2 + ‖〈x〉−1−δf‖2L2 . ‖∇f‖2L2 + ‖f‖2L6 . ‖∇f‖2L2 .

This computation is valid for f ∈ H2 ∩H, and extends to f ∈ Ḣ1 ∩H by approximation.
Proof of (5.12). The converse inequality is proved by contradiction. Suppose it does not

hold, so that there are divergence free fn ∈ Ḣ1 with ‖∇fn‖L2 = 1 and
√
Hfn → 0 in L2. Note

that ‖∇ × fn‖L2 = 1. By (5.16), the functions ∇× 1
ε fn also tend to 0 in L2. Moreover, (fn) is

bounded in L6 due to Sobolev’s embedding. We can thus find a subsequence, which we denote
again by fn, and a map f ∈ Ḣ1 ↪→ L6 such that

• fn → f in L2
loc,

• ∇ × 1
ε fn → 0 in L2,

• ∇fn ⇀ ∇f weakly in L2.

It follows ∇× 1
ε f = 0 and ∇ · f = 0.

We now show that f 6= 0. Indeed, we can write

1 =
�
|x|≤R |∇ × fn|

2 +
�
|x|>R |∇ ×

ε
εfn|

2

≤
�
|x|≤R |∇ × fn|

2 + C
�
|x|>R |∇ ×

1
ε fn|

2 + C
�
|x|>R〈x〉

−4−2δ|fn|2

≤
�
|x|≤R |∇ × fn|

2 + C‖∇ × 1
ε fn‖

2
L2 + CR−δ.

Fixing R sufficiently large, we obtain�
|x|≤R |∇ × fn|

2 ≥ 1
2 − C‖∇ ×

1
ε fn‖

2
L2 .

Since the last term tends to 0 as n→∞, we see that ∇× fn 6→ 0 in L2(|x| ≤ R). The identity

∇× fn = ε∇× 1
ε fn + ∇ε

ε × fn
then yields that fn 6→ 0 in L2(|x| ≤ R) and so f 6= 0.
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We next prove that f = 0, yielding a contradiction. Consider the vector potential

v = −∆−1∇× f = −∆−1(ε−1∇ε× f) =: ∆−1g.

Because ∇ε×f ∈ H1
loc the function v is contained H3

loc, and hence v and ∇v are locally bounded.

Since 〈x〉−1−f and ∇f belong to L2, we infer from the decay assumption in (ii) that 〈x〉1+δ/2g
belongs to L2 and 〈x〉2+δ/2g to L6. Thus we can argue as in (2.30) providing the decay

|v(x)| . 〈x〉− 1
2−

δ
2 , |∇v(x)| . 〈x〉− 3

2−
δ
2 .

Observe that v satisfies ∇ · v = 0, ∇× v = f , and thus ∇× 1
ε∇× v = 0.

Let χR(x) = χ(R−1x) for a smooth function χ being 1 on B(0, 1) and having support in
B(0, 2). We set vR = χRv and compute

∇× 1
ε∇× vR = ∇χR × 1

ε∇× v +∇× (∇χR × 1
ε v) =: G.

The above estimates yield |GvR| . 〈x〉−3−δ1R≤|x|≤2R so that�
1
ε |∇ × vR|

2dx ≤
�
|GvR|dx . R−δ

and ∇×vR tends to 0 in L2 as R→∞. This means that f = ∇×v = 0, which is a contradiction.
Proof of (5.13) and (5.14). Integration by parts yields (all norms are L2)

‖〈x〉−s∇f‖2 ≤ ‖〈x〉−s∆f‖‖〈x〉−sf‖+ 2s‖〈x〉−s∇f‖‖〈x〉−s−1f‖
for every s > 0. By the Cauchy–Schwartz inequality and absorbing one term at the right, we
obtain

‖〈x〉−s∇f‖2 ≤ 2‖〈x〉−s∆f‖‖〈x〉−sf‖+ 2s2‖〈x〉−s−1f‖2

and then, for arbitrary ρ > 0,

‖〈x〉−s∇f‖ ≤ ρ‖〈x〉−s∆f‖+ C(ρ, s)‖〈x〉−sf‖.
Since ∇ · f = 0, we can write Hf in the form

εµHf = ∆f + b1(x) · ∇f + b0(x)f

for suitable bounded matrices bj . Taking ρ small in the previous estimate, we deduce

‖〈x〉−sHf‖L2 & ‖〈x〉−s∆f‖L2 − ‖〈x〉−s∇f‖L2 − ‖〈x〉−sf‖L2

& ‖〈x〉−s∆f‖L2 − C‖〈x〉−sf‖L2 .

The proof of (5.14) is similar.
Proof of (5.15). Assume again by contradiction the existence of a sequence (fn) such that

∇ · fn = 0, ‖〈x〉−1/2−σ∆fn‖L2 = 1 and ‖〈x〉−1/2−σHfn‖L2 → 0. (We may assume that fn is a
Schwartz function vanishing at 0 together with its derivatives.) By compact embedding we can
extract a subsequence (again denoted by fn) which converges in H1

loc to a limit function f such

that ∇ · f = 0, ‖〈x〉−1/2−σ∆f‖L2 ≤ 1 and ‖〈x〉−1/2−σHf‖L2 = 0.
We first prove that f 6= 0. Note that for this step it is enough to assume (5.10). Recalling

(2.33), for a sufficiently regular v we have

|∇ ×∇× v| . |Hv|+ |b(x, ∂)v|, |b(x, ∂)v| . (|∇µ|2 + |∇ε|2 + |D2ε|)|v|+ (|∇ε|+ |∇µ|)|∇v|.
The decay of the coefficients thus implies (all norms are L2)

‖〈x〉−s∇×∇× v‖ . ‖〈x〉−sHv‖+ ‖〈x〉−s−1−δ∇v‖+ ‖〈x〉−s−2−δv‖.
for s = 1

2 + σ. As in the proof of (5.13), we integrate by parts and get

‖〈x〉−s−1−δ∇v‖2 ≤ ‖〈x〉−s−δ∆v‖‖〈x〉−s−2−δv‖+ C(s, δ)‖〈x〉−s−1−δ∇v‖‖〈x〉−s−2−δv‖.
Cauchy–Schwartz allows us to absorb a term at the left and hence

‖〈x〉−s−1−δ∇v‖ ≤ ρ‖〈x〉−s−δ∆v‖+ C(ρ)‖〈x〉−s−2−δv‖
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where ρ > 0 can be taken arbitrarily small. In conclusion we obtain

‖〈x〉−s∇×∇× v‖ ≤ ρ‖〈x〉−s−δ∆v‖+ C‖〈x〉−sHv‖+ C‖〈x〉−s−2−δv‖.
Now take χR(x) = χ(x/R) as above and suppose v = (1− χR)w, with w divergence free. Then
we have

‖〈x〉−s∆((1− χR)w)‖ . ‖〈x〉−s∇×∇× ((1− χR)w)‖+ ‖|w|+ |∇w|‖L2(R≤|x|≤2R).

We combine this inequality with the previous one. For sufficiently small ρ we can absorb a term
at the left and derive, for v = (1− χR)w with ∇ · w = 0,

‖〈x〉−s∆v‖ . C‖〈x〉−sHv‖+ C‖〈x〉−s−2−δv‖+ ‖|w|+ |∇w|‖L2(R≤|x|≤2R). (5.17)

Now we split

1 = ‖〈x〉−s∆fn‖ ≤ ‖〈x〉−s∆(χRfn)‖+ ‖〈x〉−s∆((1− χR)fn)‖.
For the first term we write

‖〈x〉−s∆(χRfn)‖ ≤ ‖〈x〉−sH(χRfn)‖+ ‖〈x〉−sb(x, ∂)(χRfn)‖
. ‖〈x〉−sHfn‖+ ‖|fn|+ |∇fn|‖L2(|x|≤2R).

For the second one we use (5.17) with w = fn. Summing up, we infer

1 . ‖〈x〉−sHfn‖+ ‖|fn|+ |∇fn|‖L2(|x|≤2R) +R−δ‖〈x〉−s−2(1− χR)fn‖.
We recall the Allegretto–Rellich inequality

‖|x|−a−2u‖L2 . ‖|x|−a∆u‖L2 , (5.18)

if infk∈N0 |4k(k + 1) − (2a + 3)(2a + 1)| > 0 which can be applied to functions vanishing in a
neighborhood of 0 (see Theorem 6.4.1 and Remark 6.4.2 in [2]). Then the last term can be
estimated by

CR−δ‖〈x〉−s∆((1− χR)fn)‖L2 . R−δ‖〈x〉−s∆fn‖L2 +R−δ‖|fn|+ |∇fn|‖L2(|x|≤2R).

Using ‖〈x〉−s∆fn‖L2 = 1 and fixing a large R, we arrive at

1 . ‖〈x〉−sHfn‖+ ‖|fn|+ |∇fn|‖L2(|x|≤2R) +R−δ,

1 . ‖〈x〉−sHfn‖+ ‖|fn|+ |∇fn|‖L2(|x|≤2R).

Since ‖〈x〉−sHfn‖ → 0 and fn → f in H1
loc as n→∞, we conclude that f 6= 0.

We finally prove that f = 0 and so deduce the required contradiction. Indeed, since ∇ · f = 0
and Hf = 0 we have ∆f = −b(x, ∂)f =: F and

|F | . 〈x〉−2−δ|f |+ 〈x〉−1−δ|∇f | (5.19)

just employing (5.10). By construction ∆f belongs to L2
−1/2−σ. An application of (5.18) to

(1− χ1)f yields f ∈ L2
−5/2−σ, and so ∇f ∈ L2

−3/2−σ due to interpolation. This gives

F ∈ L2
−1/2−σ+δ = L2

−1/2+γ

with γ = δ − σ > 0. We then derive f ∈ L2
−5/2+γ and ∇f ∈ L2

−3/2+γ , again using (5.18) and

interpolation. We now bootstrap, and in a finite number of steps we reach F ∈ L2 resulting in
f ∈ L2

−2 and ∇f ∈ L2
−1. Note that (5.19) then yields F ∈ L2

δ , however this decay is still too
weak for our purposes. Here is the only step where we need the additional decay

|∇ε|+ |∇µ| . 〈x〉−5/2−δ, |D2ε| . 〈x〉−7/2−δ.

Thus we have

|F | . 〈x〉−7/2−δ|f |+ 〈x〉−5/2−δ|∇f |
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Because of f ∈ L2
−2 and ∇f ∈ L2

−1, the function F belongs to L2
3/2+δ. Moreover, ∆f = F ∈ L2

implies ∇f ∈ L6, and from the estimate |∇(〈x〉−2f)| . 〈x〉−3|f | + 〈x〉−2|∇f | ∈ L2 we infer
〈x〉−2f ∈ L6. Summing up, we have shown

〈x〉3/2+δ|F | . 〈x〉−2|f |+ 〈x〉−1|∇f | ∈ L6.

Since F ∈ L2
3/2+δ and 〈x〉3/2+δF ∈ L6, the argument used in Proposition 2.8 leads to f = 0.

So the second part of (5.15) is proved. The first one then follows by interpolation. �

We are now in position to apply Corollary 5.1, combined with Propositions 2.6–2.8 concerning
hypothesis (S).

Proposition 5.4. Let ε, µ : R3 → R and b(x, ∂) as in (5.9). For a δ > 0 assume that

(1) inf εµ > 0 and (εµ)′− ≤ 1
4 (1− 2−δ)−1εµ〈x〉−1−δ,

(2) |∇ε|+ |∇µ| . 〈x〉−1−δ and |ε− 1|+ |µ− 1|+ |D2ε|+ |D2µ| . 〈x〉−2−δ,

(3) either 0 is not a resonance (i.e., if (∆ + b)u = 0 with u = ∆−1f for some 〈x〉 12 +δf ∈ L2

then u = 0) or we strengthen (2) by

|∇ε|+ |∇µ| . 〈x〉−2−δ, |D2ε| . 〈x〉−3−δ. (5.20)

Then for any divergence free forcing term F ∈ L2L2
1/2+ we have

‖〈x〉− 1
2−

� t
0

cos((t− s)
√
H)F (s)ds‖L2(dt)L2 . ‖〈x〉1/2+F‖L2L2 , (5.21)

‖〈x〉− 1
2−

�
R cos((t− s)

√
H)F (s)ds‖L2(dt)L2 . ‖〈x〉1/2+F‖L2L2 . (5.22)

Proof. We check the hypotheses in Corollary 5.1 on the coefficients. Assumption (1) in the
corollary follows from conditions (1) and (2) here, and assumption (2) in the corollary is an easy
consequence of (2) here (compare with (2.25)). The spectral assumption (S) reduces to (3) here
in view of Propositions 2.6–2.8.

We can approximate F in L2L2
1/2+ by divergence free functions Fn ∈ C1L2

1/2+ with compact

support in time. The corresponding solutions Un to (5.7) then satisfy the conditions of Proposi-
tion 5.2. By density we can thus assume that U has the required regularity and growth. Since
for divergence free solutions the wave equations εµUtt = (∆ + b)U + εµF and Utt = HU + F
coincide, we can apply estimate (5.4). Hence the solution U of problem (5.7) satisfies

‖〈x〉− 3
2−U‖L2L2 + ‖〈x〉− 1

2−∇U‖L2L2 + ‖〈x〉− 1
2−∂tU‖L2L2 . ‖〈x〉 12 +F‖L2L2 .

Because of (5.8), we obtain

‖〈x〉− 1
2−

� t
0

cos((t− s)
√
H)F (s)ds‖L2L2 . ‖〈x〉 12 +F‖L2L2

i.e., (5.21). By time translation invariance, we can replace the integral
� t

0
with

� t
T

for an arbitrary

T < 0, where the implicit constant does not dependent of T , and hence with
� t
−∞ by letting

T → −∞. By time reversal, the estimate is then valid also with the integral
� t
−∞ replaced by� +∞

t
. Summing the two, we arrive at (5.22). �

By a modification of the standard TT ∗ method we obtain the corresponding homogeneous
estimates.

Proposition 5.5. Under the assumptions of Proposition 5.4 we have for any divergence free
data f in the respective spaces

‖〈x〉−1/2−eit
√
Hf‖L2(dt)L2 . ‖f‖L2 , ‖〈x〉−1/2−∂te

it
√
Hf‖L2(dt)L2 . ‖f‖Ḣ1 , (5.23)

‖〈x〉−1/2−∇eit
√
Hf‖L2(dt)L2 . ‖f‖H1 , ‖〈x〉−1/2−∆eit

√
Hf‖L2(dt)L2 . ‖f‖H2 . (5.24)
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Proof. 1) By the change of variable s→ −s, estimate (5.22) implies

‖〈x〉−1/2− �
R cos((t+ s)

√
H)F (s)ds‖L2(dt)L2 . ‖〈x〉1/2+F‖L2L2 .

Summing the two inequalities, we get

‖〈x〉−1/2− �
R cos(t

√
H) cos(s

√
H)F (s)ds‖L2(dt)L2 . ‖〈x〉1/2+F‖L2L2 . (5.25)

By subtraction we obtain this estimate with sin(t
√
H) sin(s

√
H) instead of cos(t

√
H) cos(s

√
H).

To exploit the above bounds, we consider the duality

((F,G)) =
�
R(F (t), G(t))Hdt =

�
R
�
R3 F (t, x)G(t, x)ε−1dt

and the weighted space Z∗ of divergence free F with finite norm

‖F‖Z∗ = ‖〈x〉1/2+F‖L2L2 .

Define (Tf)(t) = cos(t
√
H)f for f ∈ H and t ∈ R, as well as T ∗F =

�
R cos(s

√
H)F (s) ds ∈ H at

first for F ∈ Z∗ with compact support in time. (Recall H is selfadjoint for the ε–product.) We
obtain

TT ∗F =
�

cos(t
√
H) cos(s

√
H)F (s)ds,

as well as ((F, Tf)) = (T ∗F, f)H and ((TT ∗F,G)) = (T ∗F, T ∗G)H for such f , F and G. Estimate
(5.25) yields

|((T ∗F, T ∗G))| = |((〈x〉−1/2−TT ∗F, 〈x〉1/2+G))| . ‖F‖Z∗‖G‖Z∗ .
Taking F = G we deduce

‖T ∗F‖2H . ‖F‖2Z∗ = ‖〈x〉1/2+F‖2L2L2 .

By density, the operator T ∗ : Z∗ → H is bounded. Duality implies

‖Tf‖Z = ‖〈x〉−1/2−Tf‖L2L2 = ‖〈x〉−1/2− cos(t
√
H)f‖L2L2 (5.26)

= sup
‖F‖Z∗≤1

|((F, Tf))| = sup
‖F‖Z∗≤1

(T ∗F, f)H . ‖f‖H (5.27)

where the suprema are taken over F with compact support in time. A similar argument gives

‖〈x〉−1/2− sin(t
√
H)f‖L2L2 . ‖f‖H.

Combining the two estimates we get the first of (5.23). By the estimate already proved and
(5.11) we have

‖〈x〉−1/2−∂te
it
√
Hf‖L2L2 = ‖〈x〉−1/2−eit

√
H
√
Hf‖L2L2 . ‖

√
Hf‖L2 . ‖∇f‖L2

and this concludes the proof of (5.23).

2) Applying (5.13) to u = eit
√
Hf and using the first inequality in (5.23) we have

‖〈x〉−1/2−∆u‖L2L2 .‖〈x〉−1/2−Hu‖L2L2 + ‖〈x〉−1/2−u‖L2L2

=‖〈x〉−1/2−eit
√
HHf‖L2L2 + ‖〈x〉−1/2−eit

√
Hf‖L2L2

.‖Hf‖L2 + ‖f‖L2

and by (5.14) we obtain the second part of (5.24). The first estimate in (5.24) then follows by
complex interpolation of weighted Sobolev spaces with the first estimate in (5.23). �

Under more restrictive decay conditions on the coefficients, we can prove a variant of (5.24)
in homogeneous norms which is needed below.

Proposition 5.6. Let ε, µ : R3 → R and b(x, ∂) as in (5.9). For some δ > 0 assume that

(1) inf εµ > 0 and (εµ)′− ≤ 1
4 (1− 2−δ)−1εµ〈x〉−1−δ,

(2) |ε− 1|+ |µ− 1|+ |D2µ| . 〈x〉−2−δ, |∇ε|+ |∇µ| . 〈x〉−5/2−δ and |D2ε| . 〈x〉−7/2−δ.
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Let f be divergence free. Then in addition to (5.23) and (5.24), we have the estimates

‖〈x〉−1/2−∇eit
√
Hf‖L2(dt)L2 . ‖∇f‖L2 , ‖〈x〉−1/2−∆eit

√
Hf‖L2(dt)L2 . ‖Hf‖L2 , (5.28)

Proof. Note that under these assumptions, the spectral condition (S) is satisfied due to Propo-
sitions 2.6–2.8. By (5.15) in Lemma 5.3 combined with (5.23) we have

‖〈x〉− 1
2−∆eit

√
Hf‖L2L2 . ‖〈x〉− 1

2−Heit
√
Hf‖L2L2 = ‖〈x〉− 1

2−eit
√
HHf‖L2L2 . ‖Hf‖L2 .

This proves the second estimate in (5.28). Complex interpolation with (5.23) then yields

‖〈x〉− 1
2−∇eit

√
Hf‖L2L2 . ‖

√
Hf‖L2 ,

and recalling (5.11) we obtain also the first estimate. �

6. Strichartz estimates

We first deduce from the results in [28] a conditional Strichartz estimate for the wave equation

(a∂2
t −∆− b(x, ∂))U = F, U(0, ·) = U0, ∂tU(0, ·) = U1. (6.1)

Recall that a couple (p, q) ∈ [2,∞]2 is wave admissible in dimension n = 3 if

1
p + 1

q = 1
2 , p ∈ [2,∞], q ∈ [2,∞).

We often use that multiplication by ε, ε−1, µ or µ−1 is continuous on the Strichartz spaces, as
shown in the next lemma.

Lemma 6.1. Let m ∈ W 1,∞ be positive with 1
m ∈ L∞ and |∇m| . 〈x〉−1− and let (p, q) be

wave admissible. Then the operator f 7→ mf is bounded on spaces Ḣ
2/p
q′ , Ḣ

−2/p
q and Ḣ

1−2/p
q . In

addition, assume that |D2m| . 〈x〉−2−. Then f 7→ mf is also bounded on Ḣ
1+2/p
q′ .

Proof. Observe that | |D|2/pm| . 〈x〉−2/p− by interpolation so that |D|2/pm belongs to L3p/2.

Let 1
κ = 1

q′ −
2
3p ∈ [ 1

2 ,
1
q′ ]. Sobolev’s inequality yields Ḣ

2/p
q′ ↪→ Lκ. We thus obtain

‖ |D|2/p(mf)‖Lq′ . ‖m‖L∞ ‖ |D|
2/pf‖Lq′ + ‖|D|2/pm‖L3p/2 ‖f‖Lκ . ‖f‖Ḣ2/p

q′
.

Duality then implies the boundedness on Ḣ
−2/p
q . We further have | |D|1−2/pm| . 〈x〉−2/q−

and Ḣ
1−2/p
q ↪→ L3q. As above, one now shows that f 7→ mf is continuous on Ḣ

1−2/p
q .

For the last claim, let f ∈ Ḣ1+2/p
q′ . The first step allows us to bound |D|2/p(m∇f) in Lq

′
. For

the term |D|2/p(∇mf), we note that Ḣ
1+2/p
q′ ↪→ L3q′ since 1+ 2

p−
3
q′ = − 1

q′ and that |D|2/p∇m ∈
L3q′/2 since (1 + 2

p ) 3q′

2 = 3. Hence |D|2/p∇mf belongs to Lq
′

by Hölder’s inequality. The

remaining summand ∇m|D|2/pf is contained in Lq
′

because ∇m ∈ L3 and Ḣ1
q′ ↪→ L

1
q′−

1
3 . �

Proposition 6.2. Assume that the coefficients a(x) > 0 and b(x, ∂) satisfy

(1) 〈x〉2+δ|D2a|+ 〈x〉1+δ|Da|+ 〈x〉δ|a− 1| ∈ L∞,
(2) |b(x, ∂)v| . 〈x〉−2−δ|v|+ 〈x〉−1−δ|∇v|

for some δ > 0. Let (p, q) and (r, s) be wave admissible. Then there exists R0 > 0 such that, for
any R ≥ R0 and any solution U of problem (6.1), we have the estimate

‖|D|−
2
pDt,xU‖LpLq . ‖Dt,xU(0)‖L2 + ‖|D| 2rF‖Lr′Ls′ + ‖Dt,xU‖L2L2(|x|≤R+1) (6.2)

with an implicit constant depending on R.
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Proof. Let R be a large parameter to be chosen below and χ(x) = χR(x) be a smooth cutoff
equal to 1 on a ball B(0, R) and vanishing outside B(0, R + 1), whose derivatives are bounded
independently of R. We decompose U = v + w with v = χU and w = (1 − χ)U . Let (p, q) and
(r, s) be wave admissible.

1) The piece w is supported in |x| ≥ R and solves the problem

(a∂2
t −∆− b(x, ∂))w = G+ (1− χ)F, w(0, ·) = (1− χ)U0, wt(0, ·) = (1− χ)U1,

where G is the commutator G = [χ,∆ + b]U . Note that G is supported in R ≤ |x| ≤ R + 1 and
satisfies, for some constant depending on the coefficients,

|G| ≤ C(|U |+ |DxU |)1R≤|x|≤R+1. (6.3)

Moreover, by choosing R large enough, we see that in the region |x| ≥ R the coefficients fulfill
assumptions (8), (9) and (10) of [28] (modified as in Remark 1 of that paper) with a constant
ε > 0 which can be made arbitrarily small as R→∞.

We want to apply Theorem 2 of [28] with s = 0 for R ≥ R0 and some sufficiently large
R0 ≥ 2. However this theorem does directly apply to zero-order terms in our situation. So we
use it with the modified inhomogeneity G + (1 − χ)F + b0w, where bw = b1 · ∇w + b0w. We
combine Theorem 2 with estimates (12) and (16) of [28], all for s = 0. These estimates allow to
bound the X0 and Y 0 norms of [28] from below and above, respectively, by weighted L2-based
norms. Using also Lemma 6.1, it follows

sup
j≥jR
‖〈x〉− 1

2∇w‖L2L2(Aj) + ‖|D|σDt,xw‖LpLq

. ‖Dt,xw(0)‖L2 + ‖|D|ρ((1− χ)F )‖Lr′Ls′ +
∑
j≥jR

‖〈x〉 12 (G+ b0w)‖L2L2(Aj)

. ‖Dt,xw(0)‖L2 + ‖|D|ρF‖Lr′Ls′ + ‖〈x〉 12 +G‖L2L2 +
∑
j≥jR

‖〈x〉− 3
2−δw‖L2L2(Aj),

where R h 2jR , σ = − 2
p , ρ = 2

r and Aj = {2j−1 ≤ |x| ≤ 2j}. Hölder’s and Sobolev’s inequalities

imply∑
j≥jR

‖〈x〉− 3
2−δw‖L2L2(Aj) .

∑
j≥jR

2−j(1/2+δ)‖w‖L2L6(Aj) .
∑
j≥jR

2−j(1/2+δ)‖∇w‖L2L2(Aj)

. R−δ0 sup
j≥jR

‖〈x〉− 1
2∇w‖L2L2(Aj).

Taking a large R0, we infer

‖|D|σDt,xw‖LpLq . ‖Dt,xw(0)‖L2 + ‖|D|ρF‖Lr′Ls′ + ‖〈x〉 12 +G‖L2L2 .

Since G is compactly supported in R ≤ |x| ≤ R+ 1, we can bound

‖〈x〉 12 +G‖L2L2 . ‖G‖L2L2

with an implicit constant h R1/2+, and Sobolev’s embedding further yields

‖Dt,xw(0)‖L2 ≤ C(R)‖Dt,xU(0)‖L2 ,

Recalling the definition of G, the previous estimate can thus be simplified to

‖|D|σDt,xw‖LpLq . ‖Dt,xU(0)‖L2 + ‖|D|ρF‖Lr′Ls′ + ‖|U |+ |DxU |‖L2L2(R≤|x|≤R+1). (6.4)

2) Next we consider the remaining piece v supported in |x| ≤ R+ 1, which solves

(a∂2
t −∆− b(x, ∂))v = −G+ χF, v(0, x) = χU0, ∂tv(0, x) = χU1.

In the region |x| ≤ R + 1 the coefficients satisfy assumptions (8), (9) and (10) of [28] (again
modified as in Remark 1 of the paper) but with a possibly large constant ε. We want to apply
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Theorem 3 of this paper. As above, we have to generalize this result to the case of potentials.

Moreover, in this theorem only treats inhomogenities in Y 0 and not in Lr
′
Ḣ
−2/r
s′ +Y 0, as needed

by us.

We first extend this result to a forcing term of the form f + g ∈ Lr′Ḣ−2/r
s′ + L2L2

1/2+ using

the parametrix K from Theorem 3 of [28]. (We note that L2L2
1/2+ ↪→ Y 0 by (16) of this paper).

Let P = a∂2
t − ∆ − b1 · ∇. We consider a function u with Pu = f + g. Set ũ = u − Kf so

that Pũ = (I − PK)f + g. (See the proof of Lemma 9 in [28].) We restrict the time interval to
t ∈ [0, τ ] for some τ ∈ (0, 2] and let Lpτ = Lp(0,τ). Estimates (24) and (25) of Theorem 3 in [28]

then yield

‖|D|−ρDt,xu‖LrτLs + ‖|D|σDt,xu‖LpτLq
≤ ‖|D|−ρDt,xũ‖LrτLs + ‖|D|−ρDt,xKf‖LrτLs + ‖|D|σDt,xũ‖LpτLq + ‖|D|σDt,xKf‖LpτLq
. ‖Dt,x(u−Kf)‖L∞τ L2 + ‖(I − PK)f + g‖Y 0 + ‖|D|ρf‖Lr′τ Ls′
. ‖Dt,xu‖L∞τ L2 + ‖|D|ρf‖Lr′τ Ls′ + ‖g‖Y 0 .

Here we also used the fact that, on a bounded time interval, the X0 norm (modified as in Remark
1 of [28]) is controlled by the L∞L2 norm. The implicit constant is uniform in τ ∈ (0, 2], but
depends on R.

Let t ∈ [0, τ ] and Dt,xu(0) = 0. A standard energy estimate yields

‖Dt,xu(t)‖2L2 .
� t

0

�
R3

(|f |+ |g|+ |∇u|)|∂tu| dx ds

. ‖|D|ρf‖Lr′τ Ls′ ‖|D|
−ρ∂tu‖LrτLs + ‖g‖L1

τL
2 ‖∂tu‖L∞τ L2 +

� t

0

‖Dt,xu(s)‖2L2ds.

By means of Gronwall’s inquality we infer

‖Dt,xu‖L∞τ L2 ≤ ‖Dt,xu(0)‖L2 + κ‖|D|−ρ∂tu‖LrτLs + κ‖∂tu‖L∞τ L2

+ c(κ)(‖|D|ρf‖Lr′τ Ls′ + ‖〈x〉1/2+g‖L2
τL

2).

We can absorb the second and third term on the right choosing a small κ > 0 so that

‖|D|σDt,xu‖LpτLq . ‖Dt,xu(0)‖L2 + ‖|D|ρf‖Lr′τ Ls′ + ‖〈x〉1/2+g‖L2
τL

2 . (6.5)

3) We put the term −b0v to the RHS as before, now applying (6.5) with f = χF and
g = b0v − G. To deal with the zero-order part, we also involve the trivial Strichartz pair
(∞, 2), obtaining

‖∇v‖L∞τ L2 + ‖|D|σDt,xv‖LpτLq . ‖Dt,xv(0)‖L2 + ‖|D|ρ(χF )‖Lr′τ Ls′ + ‖〈x〉 12 +G‖L2
τL

2

+ ‖〈x〉− 3
2−v‖L2

τL
2 .

Employing Hölder’s and Sobolev’s inequalities as in step 1), we control the last summand by

‖〈x〉− 3
2−v‖L2

τL
2 . ‖∇v‖L2

τL
2 ≤ τ 1

2 ‖∇v‖L∞τ L2 .

For a fixed small τ > 0 we can absorb this term by the LHS. As before we then simplify the
estimate to

‖|D|σDt,xv‖LpτLq . ‖Dt,xv(0)‖L2 + ‖|D|ρF‖Lr′τ Ls′ + ‖G‖L2
τL

2 .

This inequality is invariant under time translations. By a finite iteration, we conclude

‖|D|σDt,xv‖Lp
[0,2]

Lq . ‖Dt,xv(0)‖L2 + ‖|D|ρF‖Lr′
[0,2]

Ls′ + ‖G‖L2
[0,2]

L2 (6.6)

controlling the initial values by means of the Strichartz pair (∞, 2). Observe that this estimate
is valid on any time interval of length 2.
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We now use a reduction which (to our knowledge) originates in [4]. Let I be the sequence of
intervals I = [k, k + 2] for k ∈ Z and {φI}I∈I be a smooth partition of unity adapted to I. The
cutoffed function vI = φI(t)v(t, x) solves

(a∂2
t −∆− b(x, ∂))vI = FI +GI , vI(k, x) = ∂tvI(k, x) = 0,

where FI = χφIF and GI = a[∂2
t , φI ]v − φIG are supported in {|x| ≤ R+ 1, t ∈ I}. We have

|GI(t, x)| ≤ C(|U |+ |Dt,xU |)1|x|≤R+1(x)1I(t). (6.7)

Estimate (6.6) on the time interval I yields

‖|D|σDt,xvI‖LpILq . ‖|D|
ρFI‖Lr′I Ls′ + ‖GI‖L2

IL
2 .

We now raise both sides to the power p ≥ 2 and sum over I ∈ I, obtaining

‖|D|σDt,xv‖pLpLq .
∑
I ‖|D|σDt,xvI‖pLpILq .

∑
I ‖|D|ρFI‖

p

Lr
′
I L

s′ +
∑
I ‖GI‖

p
L2
IL

2 .

Since
∑
cpI ≤ (

∑
cκI )p/κ for κ ∈ [1, p], we deduce

‖|D|σDt,xv‖pLpLq . (
∑
I ‖|D|ρFI‖r

′

Lr
′
I L

s′ )
p/r′ + (

∑
I ‖GI‖2L2

IL
2)p/2.

Inquality (6.7) then leads to

‖|D|σDt,xv‖LpLq . ‖|D|ρ(χF )‖Lr′Ls′ + ‖|U |+ |Dt,xU |‖L2L2(|x|≤R+1).

We also use Sobolev’s inequality to estimate U byDxU with a constant depending on R. Together
with Lemma 6.1 and (6.4), the assertion follows. �

Using estimate (19) of [28] one checks easily that the results in this paper, and hence Propo-
sition 6.2, are valid more generally for the system of wave equations

(aI3∂
2
t − I3∆− b(x, ∂))U = F, U(0, ·) = U0, ∂tU(0, ·) = U1, (6.8)

with diagonal principal part, where b(x, ∂) is a matrix first-order operator which satisfies decay
assumptions as in Proposition 6.2. We now apply (6.2) to the Maxwell system

∂2
tD+∇× 1

µ∇×
1
εD = F, D(0, ·) = D0, ∂tD(0, ·) = D1, ∇·D0 = ∇·D1 = ∇·F = 0. (6.9)

Recall that the solution to the above problem is given by

D(t) = cos(t
√
H)D0 + sin(t

√
H)H−1/2D1 +H−1/2

� t

0

sin((t− s)
√
H)F (s)ds. (6.10)

We denote by Dh the solution to the problem with F = 0 and by Di that one with D0 = D1 = 0.
For F = 0, the conditional Strichartz estimate in Proposition 6.2 and the smoothing estimates

in Propositions 5.5 and 5.6 easily yield the Strichartz inequality for Dh. The usual TT ∗ argument

then allows us to bound ∂tD
i and

√
HDi in LpḢ

−2/p
q . To replace here the square root by ∇, one

needs a variant of Lemma 5.3 in Ḣ
−2/p
q which should require a substantial effort. We by-pass this

difficulty by means of a modified TT ∗ argument that also uses ideas from Proposition 5.5. This
is possible since we only have to control an error term in L2L2

−1/2− arising from Proposition 6.2.

Here it turns out to be enough to estimate ∇H−1/2 in L2
−1/2− just using Lemma 5.3.

Theorem 6.3. Under the assumptions of Proposition 5.6, the solution D(t, x) to problem (6.9)
satisfies for any wave admissible (p, q) and (r, s) the estimate

‖|D|−
2
pDt,xD‖LpLq . ‖∇D0‖L2 + ‖D1‖L2 + ‖|D|2/rF‖Lr′Ls′ . (6.11)
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Proof. As in the proof of Proposition 5.4 we can recast (6.9) in the form (6.8). Since the
conditions in Proposition 6.2 are satisfied, estimate (6.2) yields

‖|D|−
2
pDt,xD‖LpLq . ‖∇D0‖L2 + ‖D1‖L2 + ‖|D|2/rF‖Lr′Ls′ + ‖Dt,xD‖L2L2(|x|≤R0+1).

for some fixed radius R0 ≥ 1. The last term is bounded by a constant times

‖Dt,xD
h‖L2L2

−1/2−
+ ‖∂tDi‖L2L2

−1/2−
+ ‖
√
HDi‖L2L2

−1/2−
,

where we have used (5.15). In view of (6.10), Propositions 5.5 and 5.6 and (5.12) yield

‖Dt,xD
h‖L2L2

−1/2−
. ‖∇D0‖L2 + ‖D1‖L2 .

We thus have shown (6.11) for F = 0.
Consider now the case F 6= 0. To complete the proof it is sufficient to prove the estimate∥∥∥∥Dt,x

� t

0

H−1/2ei(t−s)
√
HF (s)ds

∥∥∥∥
Z

≤ C‖F‖E∗

where F is divergence free and E,Z are the Banach spaces

E = LrḢ−2/r
s , Z = L2L2

−1/2−.

First of all, we notice that by the Christ–Kiselev Lemma this estimate follows from the analogous
unretarded estimate (since r > 2)∥∥∥∥Dt,x

�
H−1/2ei(t−s)

√
HF (s)ds

∥∥∥∥
Z

≤ C‖F‖E∗ .

Next, we split Dt,xH
−1/2

�
ei(t−s)

√
HF (s)ds = Dt,xe

it
√
HH−1/2

�
e−is

√
HF (s)ds and we recall

from Propositions 5.5 and 5.6 the estimates

‖eit
√
Hf‖Z . ‖f‖L2 , ‖∇eit

√
Hf‖Z . ‖∇f‖L2 .

This gives∥∥∥Dt,x

�
H−1/2ei(t−s)

√
HF (s)ds

∥∥∥
Z
.
∥∥∥� e−is√HF (s)ds

∥∥∥
L2

+
∥∥∥∇H−1/2

�
e−is

√
HF (s)ds

∥∥∥
L2

which by (5.12) is equivalent to

'
∥∥∥� cos(s

√
H)F (s)ds

∥∥∥
L2

+
∥∥∥� sin(s

√
H)F (s)ds

∥∥∥
L2
. (6.12)

The first part of the proof yields the estimates

‖Dt,xH
−1/2 sin(t

√
H)f‖E . ‖f‖L2 , ‖Dt,x cos(t

√
H)f‖E . ‖∇f‖L2 .

Considering only Dt, the first inequality implies

‖ cos(t
√
H)f‖E . ‖f‖L2 ,

while the second one gives

‖ sin(t
√
H)f‖E . ‖H−1/2∇f‖L2 ' ‖f‖L2

using again (5.12). Applying the dual estimates we see that both terms in (6.12) can be estimated
by ‖F‖E∗ , and this concludes the proof.

�

The above theorem now easily implies our main result.
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Proof of Theorem 1.1. In view of (1.6), the main results for D is an immediate consequence of
the above theorem. The magnetic field B solves (1.7) which is of the same form as equation (1.6)
for D except that ε and µ are interchanged. So Theorem 6.3 is true with B instead of D if we
replace the condition on second derivatives in (2) of Proposition 5.6 by

|D2ε| . 〈x〉−2−δ, |D2µ| . 〈x〉−7/2−δ.

Theorem 1.1 for B again follows easily taking into account (1.7) and Lemma 6.1.
By Lemma 6.1 we can replace D by E in Theorem 1.1, with the divergence conditions ∇ ·

(εE0) = ∇ · (εE1) = 0. One can pass from B to H in same way as from D to E. �
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[16] M. B. Erdoğan, M. Goldberg, and W. Schlag. Strichartz and smoothing estimates for Schrödinger operators

with almost critical magnetic potentials in three and higher dimensions. Forum Mathematicum, 21:687–722,

2009.
[17] M. Fabrizio and A. Morro. Electromagnetism of continuous media. Oxford Science Publications. Oxford

University Press, Oxford, 2003.
[18] V. Georgiev and N. Visciglia. Decay estimates for the wave equation with potential. Comm. Partial Differ-

ential Equations, 2003.

[19] J. Ginibre and G. Velo. Generalized Strichartz inequalities for the wave equation. J. Funct. Anal., 133(1):50–

68, 1995.
[20] M. Goldberg. Dispersive estimates for the three-dimensional schrödinger equation with rough potential. 2004.

[21] M. Goldberg and W. Schlag. Dispersive estimates for Schrödinger operators in dimensions one and three.
Comm. Math. Phys., 251(1):157–178, 2004.

[22] A. Jensen and T. Kato. Spectral properties of Schrödinger operators and time-decay of the wave functions.

Duke Math. J., 46(3):583–611, 1979.
[23] M. Keel and T. Tao. Endpoint Strichartz estimates. Amer. J. Math., 120(5):955–980, 1998.



36 P. D’ANCONA AND R. SCHNAUBELT

[24] H. Koch and D. Tataru. Carleman estimates and absence of embedded eigenvalues. Comm. Math. Phys.,
267(2):419–449, 2006.

[25] O. Liess. Decay estimates for the solutions of the system of crystal optics. Asymptotic Anal., 4(1):61–95,

1991.
[26] S. Lucente and G. Ziliotti. Global existence for a quasilinear Maxwell system. Rend. Istit. Mat. Univ. Trieste,

31(suppl. 2):169–187, 2000.

[27] J. Metcalfe and D. Tataru. Decay estimates for variable coefficient wave equations in exterior domains. In
Advances in phase space analysis of partial differential equations, volume 78 of Progr. Nonlinear Differential

Equations Appl., pages 201–216. Birkhäuser Boston Inc., 2009.
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