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#### Abstract

A method for the calculation of two-dimensional particle trajectories is proposed in this work. It makes use of the cylindrical symmetry and the simplification of the static electric field, so that there should be no systematic error for the centered large-orbit rotations nor for the acceleration or deceleration in a uniform electric field. The method also shows a lower error level than the standard Boris method in many cases. Typical applications of this method are for example, electron microscopes, electron guns and collectors of gyro-devices as well as of other vacuum tubes, which can be described in axisymmetric cylindrical coordinates. Besides, the proposed method enforces the conservation of canonical angular momentum by construction, which is expected to show its advantages in the simulation of cusp electron guns and other components relying on non-adiabatic transitions in the externally applied static magnetic field.
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## 1. Introduction

Gyrotron oscillators are vacuum tubes, which are used as sources for the RF heating and current drive in the magnetically confined nuclear fusion experiments [1], and for the dynamic nuclear polarization in the NMR spectroscopy [2]. Amplifiers like gyro-TWTs and gyro-klystrons can be applied, for example, in the W -band radars [3]. The full-wave simulation of a gyrodevice as a whole tube is impractical due to the requirement of the computational resources. Therefore, the components of a gyro-device are typically simulated separately, where different simplifications are considered for different types of components. For instance,

- There are special codes e.g. [4,5] for the simulation of the interaction between RF wave and electron beam using advanced models. These codes model the physics clearer than a numerical black box and can simulate the interactions within a reasonable time.
- The code for the simulation of the RF output system does not need to consider the interaction with particles.
- The simulation of electron guns and collectors does not need to include the interaction with the RF waves.

[^0]
## Nomenclature

| $\gamma$ | Lorentz factor | $c$ | speed of light |
| :--- | :--- | :--- | :--- |
| $\varphi$ | electric potential | $g$ | a position-dependent scalar |
| $\theta$ | the azimuthal angular coordinate | $m_{0}$ | rest mass of a particle |
| $\Delta t$ | time step | $q$ | charge of a particle (negative for electrons) |
| $\mathcal{E}_{\text {kin }}$ | kinetic energy of a particle | $\boldsymbol{A}$ | magnetic vector potential |
| $\mathcal{E}_{\text {total }}$ | total energy of a particle | $\boldsymbol{x}$ | coordinates $(z, r)$ of a particle |
| $P_{\theta}$ | canonical angular momentum | $\boldsymbol{u}$ | product of $\gamma$ and velocity $\boldsymbol{v}$ |
| $[\cdot]_{t}$ | the value of a variable at discrete time $t$ |  |  |



Fig. 1. Electron gun for gyrotron.


Fig. 2. Calculation of electron guns and collectors.

The code for the last point is the topic of this work. In the electron guns and collectors there are numerous electrons, whose trajectories need to be traced and resolved accurately in the static fields. It is necessary to improve the calculation of the trajectories, in order to optimize the speed and accuracy of the simulations.

The electron guns and collectors of gyro-devices can be usually modeled and simulated in cylindrical coordinates. An example of a small-orbit gyrotron electron gun (so-called magnetron injection gun) is given in Fig. 1. Electrons are emitted from the emitter ring with a negative potential and are accelerated by the electric field. There is a set of coils (outside the range of the figure) creating an increasing magnetic field, which compresses the annular electron beam and guides the beam towards the RF cavity. On the right-hand side of the figure, the cross section of such an annular electron beam is shown qualitatively. The gyration of the electrons should be accurately resolved in the simulations. The outputs of the simulation are the positions and the velocity components of the beam electrons.

The transient process in the electron guns and collectors is usually not needed (but can also be considered with the proposed method, via adjusting the total energy), instead, the final stationary state is going to be solved. The stationary state can be obtained by the process as shown in Fig. 2. In the following text, an electron beam is chosen for the explanation; however, the process can be applied to other charged particles including a mixture of various species. As it is not always possible to track every real particle due to the large quantity, a "macro particle" will represent a group of the same kind of physical particles in the numerical simulations. Since the $m_{0} / q$ ratio of a macro particle and a physical particle are identical, the macro one and the physical particle leave the same trajectory. Therefore, the terms "an electron" and "a particle" will be used in the following text.

As shown in Fig. 2. First, the magnetic field in the simulation region is solved by Biot-Savart integrals over all coil currents or by other appropriate methods e.g. the finite element method. The initial electric field, when the electron beam is absent, is solved for the given electric boundary conditions (see Fig. 1). Then, the electrons are injected and pushed
individually. At this stage, an electron is not aware of other electrons in the space. After all macro electrons in the electron beam are processed, a new distribution of the charge density $\rho$ will be calculated, which also includes the space charges of the electron beam from the previous iteration. With the new electric field calculated from the updated charge density function, trajectories of the beam electrons will be calculated once again, so on and so forth. The convergence is a necessary condition for a reliable design of the devices. Otherwise, it indicates that the electron beam might interact with its space charge unstably. Optionally, the magnetic field induced by the electron beam can also be considered in each iteration; however, this field is safely negligible compared to the magnetic field from the coils for most cases.

The process in Fig. 2 involves only static electric and magnetic field, though the fields vary between iterations. In addition, the classical designs of the components are axisymmetric, such that the fields and geometries are possible to be described in two dimensions. When the system is axisymmetric, the canonical angular momentum is conserved, which is also known as Busch's theorem [6]. Various codes have been designed for the simulation of the electron guns and collectors such as EGUN [7], BFCPIC [8], DAPHNE [9], CIELAS [10], and EPOS [11]. At KIT, the codes ESRAY [12] and ARIADNE [13] are used. Both codes have been designed to consider the cylindrical coordinates and the symmetric static fields. However, in order to make a better use of this special situation, one could also consider the kinetic energy to be only position-dependent (as the electric field is free of rotation) and the conservation of the canonical angular momentum, which are hard to be taken into account using the existing methods for the particle dynamics.

Two methods: Boris and the classical 4th-order Runge-Kutta were implemented in the code ESRAY and ARIADNE. Boris algorithm [14] is time-reversible [15] and volume preserving in phase space [16]. It has been widely applied and well studied for plasma [17] and accelerator [18,19] simulations, which is not only suitable for such static field scenarios but can also include the interaction with RF waves. Several variants of Boris algorithm are compared in [20]. In particular, improvements based on Boris method have been reported [21-23], for a better accuracy of relativistic particle motions, rotation resolution and preserving the $\boldsymbol{E} \times \boldsymbol{B}$ drift. Beyond the standard two-step Boris method, the three-step variant [24] can improve the accuracy for $\omega_{c} \Delta t>1$ [25], while the accuracy can be further improved by using more sub-steps [26,27]. There are also methods considering cylindrical coordinates [28,29]. A (non-relativistic) formulation [30] derived from the Hamiltonian preserves the energy exactly. However, the special properties (2D axisymmetric, angular momentum conservation, electrostatic) of targeted applications were not fully utilized in the existing methods.

The method proposed in this work considers the conservations of energy and canonical angular momentum. A twodimensional leapfrog algorithm is proposed based on the equations, but the extension to a higher order is also possible. The formulation and the steps of implementation are explained in section 2. Comparisons to the standard Boris and Runge-Kutta method are presented in section 3.

## 2. Formulation and implementation of the proposed method

### 2.1. Formulation of the two-dimensional method

During one iteration in the loop of Fig. 2, the axisymmetric $\boldsymbol{E}(z, r)$ field was pre-calculated from the Poisson equation and $\boldsymbol{B}(z, r)$ was calculated from the external coils. They do not vary during the calculation of particle motions. The position $\boldsymbol{x}$ of a charged particle is updated by

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} t}=\boldsymbol{v} \quad \text { where } \quad \boldsymbol{v}=\frac{\boldsymbol{u}}{\gamma} \tag{1a}
\end{equation*}
$$

The acceleration only considers Lorentz force

$$
\begin{equation*}
m_{0} \frac{\mathrm{~d} \boldsymbol{u}}{\mathrm{~d} t}=q(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B}) \tag{1b}
\end{equation*}
$$

where $m_{0}$ and $q$ are constants of a particle. The general form of $\mathrm{d} \boldsymbol{u} / \mathrm{d} t$ in cylindrical coordinates $(z, r, \theta)$ can be found in textbooks (e.g. chapter 2.1 of [31]). Here, it is practical to assume

$$
\begin{equation*}
\left|B_{\theta} / B_{\text {total }}\right| \ll 1 \text { or even } B_{\theta}=0 \tag{2}
\end{equation*}
$$

since considering a nonzero $B_{\theta}$ component does not affect the simulation results for the targeted applications. For example, the maximum $B_{\theta} / B_{\text {total }}$ ratio from the quasi-optical launcher until the end of collector in the ITER gyrotron [32] with 45 A electron beam current, is in the order of $1 \times 10^{-6}$, according to simulations. Everywhere else, $B_{\theta} / B_{\text {total }}$ is significantly lower than that maximum. Applying eq. (2) to eq. (1b), the time derivative of $\boldsymbol{u}$ on the ( $z, r$ ) plane is

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{u}}{\mathrm{~d} t}=\binom{\frac{q}{m_{0}}\left(E_{z}-v_{\theta} B_{r}\right)}{\frac{q}{m_{0}} E_{r}+v_{\theta}\left(\frac{u_{\theta}}{r}+\frac{q}{m_{0}} B_{z}\right)} . \tag{3}
\end{equation*}
$$

From now on, the notations of vectors and their operations are in the two-dimensional $(z, r)$ projection, i.e. $\boldsymbol{u}=\left(u_{z}, u_{r}\right)$ and $\nabla=(\partial / \partial z, \partial / \partial r)$.

Two conservations can be utilized for the evaluation of eq. (3). One conserved quantity is the canonical angular momentum

$$
\begin{equation*}
P_{\theta}=m_{0} r u_{\theta}+q r A_{\theta}=\text { const. } \tag{4a}
\end{equation*}
$$

of each particle in the axisymmetric system. Therefore, $u_{\theta}$ in eq. (3) is evaluated as

$$
\begin{equation*}
u_{\theta}(z, r)=\frac{P_{\theta}}{m_{0} r}-\frac{q}{m_{0}} A_{\theta}(z, r) \tag{4b}
\end{equation*}
$$

Another conserved quantity is the total energy of a particle in the electrostatic field

$$
\begin{equation*}
\mathcal{E}_{\text {total }}=\mathcal{E}_{\text {kin }}+q \varphi(z, r)=\text { const. } \tag{5a}
\end{equation*}
$$

The Lorentz factor can be written as a function only of position

$$
\begin{equation*}
\gamma(z, r)=1+\frac{\mathcal{E}_{\text {kin }}}{m_{0} c^{2}}=1+\frac{\mathcal{E}_{\text {total }}-q \varphi(z, r)}{m_{0} c^{2}} \tag{5b}
\end{equation*}
$$

Consequently, the velocity component

$$
\begin{equation*}
v_{\theta}(z, r)=\frac{u_{\theta}(z, r)}{\gamma(z, r)} \tag{5c}
\end{equation*}
$$

depends only on position, too. Inserting eqs. (4b) and (5c) into eq. (3), the right-hand side of eq. (3) also becomes a function only of particle position. In this way, the two-dimensional Lorentz force is decoupled from the particle velocity.

An alternative formulation only using $A_{\theta}$ and $\varphi$ is given in eq. (A.7). In addition, one can define an effective scalar potential field. However, the classical effective potential (e.g. in chapter 2.6 of [33]) is not suitable for the calculation of relativistic particle trajectories. In this context, a position-dependent potential $g$ can be derived, see eq. (A.2).

### 2.2. Implementation of the method

In the numerical implementation, each particle has, during its whole "life time", four constants $\mathcal{E}_{\text {total }}, P_{\theta}, q$ and $m_{0}$, whereas the state of a particle consists of two vectors $\boldsymbol{x}=(z, r)$ and $\boldsymbol{u}=\left(u_{z}, u_{r}\right)$. The leapfrog algorithm with staggered $\boldsymbol{x}$ and $\boldsymbol{u}$ is applied here to advance the state of particles for its simplicity (other methods are also possible). The outputs of each step are $[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t}$ and $[\boldsymbol{x}]_{t_{0}+\Delta t}$.

First, it is straightforward to advance the velocity $\boldsymbol{u}$ according to eq. (3):

$$
\begin{equation*}
\frac{[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t}-[\boldsymbol{u}]_{t_{0}-\frac{1}{2} \Delta t}}{\Delta t}=\binom{\frac{q}{m_{0}}\left(E_{z}-v_{\theta} B_{r}\right)}{\frac{q}{m_{0}} E_{r}+v_{\theta}\left(\frac{u_{\theta}}{r}+\frac{q}{m_{0}} B_{z}\right)}_{\text {at time } t_{0}} \tag{6a}
\end{equation*}
$$

or equivalently, the (A, $\phi$ ) formulation from eq. (A.7) can be implemented as

$$
\begin{equation*}
\frac{[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t}-[\boldsymbol{u}]_{t_{0}-\frac{1}{2} \Delta t}}{\Delta t}=\binom{\frac{q}{m_{0}}\left(v_{\theta} \frac{\partial A_{\theta}}{\partial z}-\frac{\partial \varphi}{\partial z}\right)}{\frac{v_{\theta} P_{\theta}}{m_{0} r^{2}}+\frac{q}{m_{0}}\left(v_{\theta} \frac{\partial A_{\theta}}{\partial r}-\frac{\partial \varphi}{\partial r}\right)}_{\text {at time } t_{0}} \tag{6b}
\end{equation*}
$$

Every variable on the right-hand side of eq. (6) is known at time $t_{0}$.
Then, the position will be updated by

$$
\begin{equation*}
\frac{[\boldsymbol{x}]_{t_{0}+\Delta t}-[\boldsymbol{x}]_{t_{0}}}{\Delta t}=\frac{[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t}}{[\gamma]_{t_{0}+\frac{1}{2} \Delta t}} \tag{7}
\end{equation*}
$$

However, $\gamma$ at time $t_{0}+\frac{1}{2} \Delta t$ is unknown. The Lorentz factor $\gamma$ is a function only of $\boldsymbol{x}$ in each iteration of Fig. 2. It is known at time $t_{0}$. Based on the value at time $t_{0}$, a series of $\gamma$ can be expanded:

$$
\begin{equation*}
[\gamma]_{t_{0}+\frac{1}{2} \Delta t} \approx[\gamma]_{t_{0}}+[\nabla \gamma]_{t_{0}} \cdot \frac{[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t}}{[\gamma]_{t_{0}+\frac{1}{2} \Delta t}} \frac{\Delta t}{2} \tag{8}
\end{equation*}
$$

where $[\nabla \gamma]_{t_{0}}$ is


Fig. 3. One step of the two-dimensional leapfrog method.

$$
\begin{equation*}
\nabla \gamma=\frac{\mathrm{d} \gamma}{\mathrm{~d} \varphi} \nabla \varphi=-\frac{q}{m_{0} c^{2}} \nabla \varphi=\frac{q}{m_{0} c^{2}} \boldsymbol{E} \tag{9}
\end{equation*}
$$

at the position $[\boldsymbol{x}]_{t_{0}}$. Equation (8) has two roots:

$$
\begin{equation*}
[\gamma]_{t_{0}+\frac{1}{2} \Delta t}=\frac{1}{2}\left([\gamma]_{t_{0}} \pm \sqrt{[\gamma]_{t_{0}}^{2}+\frac{2 q}{m_{0} c^{2}} \Delta t\left\{[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t} \cdot \boldsymbol{E}\left([\boldsymbol{x}]_{t_{0}}\right)\right\}}\right) \tag{10}
\end{equation*}
$$

Only the upper ( + ) root is acceptable, as the lower ( - ) one would lead to $\gamma \rightarrow 0$, which is not physical. This is a highlight of the proposed method. It is proven in appendix B that in absence of magnetic field, this method yields the exact trajectory in a constant electric field, while in a linearly varying electric field, the accuracy of trajectories is also significantly (e.g. 12000 times) better than the standard Boris method for the same order of convergence. Detailed comparisons can be found in section 3.1.

From a pure physics point of view, the mesh grid only has to store $\boldsymbol{A}$ and $\varphi$. Equation (6b) is evaluated to advance the velocity. This requires the derivations of potentials. Another possibility is to store all $\left(\boldsymbol{E}, \varphi, \boldsymbol{B}, A_{\theta}\right)$ values in the same or different grids. Depending on the applied numerical method for the calculation of fields, numerical derivatives could be avoided, especially when a low-order interpolation of fields is considered. An example is elaborated in the next paragraph.

For the applications described in section 1, typically, both $\boldsymbol{B}$ and $A_{\theta}$ can be calculated from the integrals of coil currents. They are calculated only once, during the initialization. Since no derivative will be evaluated, $\boldsymbol{B}$ and $A_{\theta}$ can be stored in the same uniform grid independent of the shape of electric boundaries. Mapping the coordinates of a particle to the cell location in the uniform grid is fast and straightforward. Not much effort will be added, when $A_{\theta}$ is stored and interpolated alongside $\boldsymbol{B}$. For the finite element or finite difference methods, the $\boldsymbol{E}$ field in a mesh cell is derived from $\varphi$; whereas in particular formulations of boundary element method, $\boldsymbol{E}$ on the grid can be integrated from the charge densities in each iteration without numerical derivatives. Moreover, local mesh grids [34] can be applied to improve the performance. A graphical overview of the calculation steps using all of the field quantities $(\boldsymbol{E}, \boldsymbol{\varphi}, \boldsymbol{B}, \boldsymbol{A})$ is depicted in Fig. 3.

## 3. Comparison to the other methods in various scenarios

The proposed method will be compared to the standard Boris and the 4th-order Runge-Kutta method using concrete examples. Their implementations are explained as follows:

- The proposed method needs the implementations of eqs. (4b), (5b), (6a), (7) and (10). Totally six field scalars $B_{z}, B_{r}, A_{\theta}$, $E_{z}, E_{r}$, and $\varphi$ are fetched once at the point $[\boldsymbol{x}]_{t_{0}}$ in each time step. Here, the fields will be given analytically. In case of using mesh grids, the components of $B$ and $A_{\theta}$ can be stored in a uniform mesh grid or share the grid with the $E$ field, while $\phi$ and the components of $E$ can share a grid. This method is expected to have a second-order convergence for one force evaluation per time step.
- Boris method is implemented according to chapter 15 of [17]. The vectors $\boldsymbol{u}$ and $\boldsymbol{x}$ are staggered in time. The equations for the transition from the current state $\left([\boldsymbol{x}]_{t_{0}},[\boldsymbol{u}]_{t_{0}-\frac{1}{2} \Delta t}\right)$ to the next state $\left([\boldsymbol{x}]_{t_{0}+\Delta t},[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t}\right)$ are

$$
\begin{equation*}
\boldsymbol{u}_{-}=[\boldsymbol{u}]_{t_{0}-\frac{1}{2} \Delta t}+\frac{q \Delta t}{2 m_{0}} \boldsymbol{E}\left([\boldsymbol{x}]_{t_{0}}\right) \tag{11a}
\end{equation*}
$$

$$
\begin{align*}
& \boldsymbol{u}_{+}=\boldsymbol{u}_{-}+\frac{2}{1+s^{2}}\left(\boldsymbol{u}_{-}+\boldsymbol{u}_{-} \times \boldsymbol{s}\right) \times \boldsymbol{s} \text { where } \boldsymbol{s}=\frac{q \Delta t}{2 \gamma m_{0}} \boldsymbol{B}\left([\boldsymbol{x}]_{t_{0}}\right) \quad \text { with } \quad \gamma=\sqrt{1+\frac{\left(u_{-}\right)^{2}}{c^{2}}}  \tag{11b}\\
& {[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t}=\boldsymbol{u}_{+}+\frac{q \Delta t}{2 m_{0}} \boldsymbol{E}\left([\boldsymbol{x}]_{t_{0}}\right)}  \tag{11c}\\
& {[\boldsymbol{x}]_{t_{0}+\Delta t}=[\boldsymbol{x}]_{t_{0}}+\frac{[\boldsymbol{u}]_{t_{0}+\frac{1}{2} \Delta t}}{[\gamma]_{t_{0}+\frac{1}{2} \Delta t}} \Delta t \text { where }[\gamma]_{t_{0}+\frac{1}{2} \Delta t}=\sqrt{1+\left([u]_{t_{0}+\frac{1}{2} \Delta t} / c\right)^{2}}} \tag{11d}
\end{align*}
$$

The fields ( $B_{x}, B_{y}, B_{z}$ ) and ( $E_{x}, E_{y}, E_{z}$ ) at point $[\boldsymbol{x}]_{t_{0}}$ are fetched once per time step. Boris method has second-order convergence. If the field components are considered as scalars, the number of scalars to be interpolated from the grid is the same as the proposed method.

- In the classical 3D Runge-Kutta method (RK4), the position and velocity of a particle is given at the same time. To simplify the formulation, a function $\mathcal{H}$ is defined as

$$
\begin{equation*}
\mathcal{H}\binom{\boldsymbol{x}}{\boldsymbol{u}}:=\binom{\boldsymbol{v}}{\frac{q}{m_{0}}[\boldsymbol{E}(\boldsymbol{x})+\boldsymbol{v} \times \boldsymbol{B}(\boldsymbol{x})]} \Delta t \quad \text { where } \quad \boldsymbol{v}=\frac{\boldsymbol{u}}{\sqrt{1+u^{2} / c^{2}}} \tag{12a}
\end{equation*}
$$

and the previous state of a step is written as

$$
\begin{equation*}
[\boldsymbol{X}]_{t_{0}}:=\binom{[\boldsymbol{x}]_{t_{0}}}{[\boldsymbol{u}]_{t_{0}}} . \tag{12b}
\end{equation*}
$$

The implementation of RK4 can be formulated using $\mathcal{H}$ as

$$
\begin{align*}
& \boldsymbol{h}_{1}=\mathcal{H}\left([\boldsymbol{X}]_{t_{0}}\right) ; \quad \boldsymbol{h}_{2}=\mathcal{H}\left([\boldsymbol{X}]_{t_{0}}+\frac{\boldsymbol{h}_{1}}{2}\right) ; \quad \boldsymbol{h}_{3}=\mathcal{H}\left([\boldsymbol{X}]_{t_{0}}+\frac{\boldsymbol{h}_{2}}{2}\right) ; \quad \boldsymbol{h}_{4}=\mathcal{H}\left([\boldsymbol{X}]_{t_{0}}+\boldsymbol{h}_{3}\right)  \tag{12c}\\
& {[\boldsymbol{X}]_{t_{0}+\Delta t}=\binom{[\boldsymbol{x}]_{t_{0}}+\Delta t}{[\boldsymbol{u}]_{t_{0}+\Delta t}}=[\boldsymbol{X}]_{t_{0}}+\frac{1}{6}\left(\boldsymbol{h}_{1}+2 \boldsymbol{h}_{2}+2 \boldsymbol{h}_{3}+\boldsymbol{h}_{4}\right) .} \tag{12d}
\end{align*}
$$

The function $\mathcal{H}$ has to be evaluated at four different points per time step. The field components at these four points need to be interpolated, while the number of scalar field components to be interpolated at each point is the same as the other two methods. Therefore, RK4 is expected to take 4 times calculation time as the other two methods. Although RK4 costs significantly more time to calculate, it has 4th-order convergence and can use an adaptive $\Delta t$.

The comparisons only consider a single probe electron in a single iteration of Fig. 2, where the applied electric and magnetic field are defined by elementary functions, in order to exclude the error of field interpolations. Besides, exact analytical solutions can be derived from the analytical field functions in certain scenarios. The fields are given in the two-dimensional $(z, r)$ coordinates for all three cases, while the states $(\boldsymbol{x}, \boldsymbol{u})$ of the particles in RK4 and Boris method are in 3D Cartesian coordinates.

### 3.1. Acceleration by an electric field

The error of the acceleration or deceleration by electric field will be checked in this section. In particular, the following three scenarios will be considered:

- The basic scenario: a uniform constant axial electric field $E(z)=E_{z}$ without magnetic field.
- Including the first-order term of the axial electric field: $E(z)=E_{z}+z E_{z}^{\prime}$ without magnetic field.
- Including a perpendicular magnetic field: $E(z)=E_{z}$ with a constant $B_{r}$ component of magnetic field. ( $B_{z}$ will be considered in the next sections.)

The error of final axial positions for the same total travel time ( 16 ps ) will be compared. The reasons for choosing these scenarios are the follows. The first scenario has an analytical solution. It will be shown that the proposed method yields the exact solution for this field. However, if the electric field strength has a gradient, the assumptions for the exact solution are broken; therefore, the second scenario is introduced to check the error in such an electric field. On the other hand, introducing a magnetic field breaks the assumptions of the exact solution, too. This is the third scenario. When the particle starts to move axially like in the first case, the magnetic field component $B_{r}$ exerts a force in $\theta$ direction, which causes the probe electron to gyrate. The gyration exerts then another axial force. The system becomes complicated and the reference result $z_{\text {expect }}$ of this scenario has to be calculated numerically.


Fig. 4. Convergence of the particle final position in an electric field. Comparisons based on the number of force evaluations can be made by the dashed curve for RK4 and the curves of the other two methods.

### 3.1.1. Uniform axial electric field, zero magnetic field

The applied electric field is $\boldsymbol{E}=\hat{\boldsymbol{z}} E_{z}$. The strength of $E_{z}$ is chosen so, that the relativity is significant. Initially, a particle starts at an arbitrary axial position $z=z_{0}$ and has an arbitrary initial $\boldsymbol{u}_{0}=\left(u_{z 0}, u_{r}, u_{\theta}\right)$, where the $r$ and $\theta$ components of $\boldsymbol{u}_{0}$ are kept constant. The analytical solution of $z(t)$ is

$$
\begin{equation*}
z(t)=z_{0}+c \int_{0}^{t} \frac{u_{z 0}+\frac{q E_{z}}{m_{0}} t}{\sqrt{c^{2}+\left(u_{z 0}+\frac{q E_{z}}{m_{0}} t\right)^{2}+u_{r}^{2}+u_{\theta}^{2}}} \mathrm{~d} t=z_{0}+\left.\frac{m_{0} c}{q E_{z}} \sqrt{c^{2}+u_{r}^{2}+u_{\theta}^{2}+\left(\frac{q E_{z}}{m_{0}} t+u_{z_{0}}\right)^{2}}\right|_{0} ^{t} \tag{13}
\end{equation*}
$$

It is proven in appendix $B$, that the numerical solution $[z]_{n \Delta t}$ by the proposed method is identical to the analytical one:

$$
\begin{equation*}
[z]_{n \Delta t}=z(n \Delta t) \tag{14}
\end{equation*}
$$

where the number of steps $n$ is a non-negative integer.
A test case is shown in Fig. 4(a). As expected, Boris method has the 2nd order convergence, while RK4 the 4th order. The proposed method has an exact solution, independent of the applied time step. One can see the growth of the numerical noise, when more time steps are going to be calculated.

### 3.1.2. Linearly increasing electric field, zero magnetic field

If the electric field is not constant, the proposed method is not exact anymore. To show the first order of perturbation, the axial electric field is set to have a constant gradient. The error of final position considering the following axial field

$$
\begin{equation*}
E(z)=-100 \frac{\mathrm{kV}}{\mathrm{~mm}}+\frac{z}{\mathrm{~m}} \frac{\mathrm{kV}}{\mathrm{~mm}} \quad, \quad B=0 \tag{15a}
\end{equation*}
$$

and a probe electron with initial parameters

$$
\begin{equation*}
z=0 \quad, \quad u_{z}=-1 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}} \tag{15b}
\end{equation*}
$$

for a total time of approximately 16 pico-seconds is shown in Fig. 4(b). The initial $u_{z}$ has the order of magnitude comparable to the electrons in a gyrotron. It is negative, so that after a total deceleration and a re-acceleration, the final position is still around $z \approx 0$. All calculations are performed using 64 bit floating-point numbers, except the reference solution, which is calculated with RK4 using tiny steps and 128 bit precision numbers. A local average of the last converging points is taken as the reference solution. The initial velocities of the 2 nd-order methods should be given at the time point $-1 / 2 \Delta t$. They


Fig. 5. Convergence of the centered large orbits for 1000 rotation cycles in a uniform magnetic field.
are obtained via backwards pushing the particle with the RK4 method for $1 / 2 \Delta t$ time using small steps, even if the RK4 method is in principle not reversible.

From Fig. 4(b) one can see that the proposed method also has the 2nd-order convergence as Boris method, but the proposed one has a significantly better accuracy. For example, on the vertical line where the calculation is subdivided into 100 steps, the error of the proposed method is

$$
\frac{7.489 \times 10^{-6}}{6.084 \times 10^{-10}}>12000 \text { times }
$$

lower than Boris. This factor depends on the configuration. Especially if the gradient of electric field strength is small, the proposed method will always show a much lower error than Boris. In a high-order wildly non-uniform electric field, this advantage will disappear and the proposed method will perform similar to Boris method.

### 3.1.3. Uniform axial electric field, constant radial magnetic field

In this comparison, a constant $B_{r}$ is considered in addition to the constant $E_{z}$. To fulfill $\nabla \cdot \boldsymbol{B}=0$, there should be

$$
\begin{align*}
& B_{z}=-\frac{B_{r} z}{r} \approx 0 \text { for } r \gg z  \tag{16a}\\
& A_{\theta}=-B_{r} z \tag{16b}
\end{align*}
$$

The other initial parameters are same as in section 3.1.2, except that there is no gradient in the electric field strength. A probe electron will start at a large radius, in order to minimize the influence of $B_{z}$, whose effects will be presented in the later sections.

Fig. 4(c) shows that the proposed method converges in the 2 nd order as Boris in a weak $B_{r}$ field, while its error level is significantly lower than Boris. If the perpendicular magnetic field is higher, the error level of the proposed method raises, as shown in Fig. 4(d). If the magnetic field is even higher, until $B_{r} \gg 1 \mathrm{~T}$ in this example, the error of the proposed method converges to the error of Boris.

### 3.2. Uniform axial magnetic field

The proposed method does not resolve the motion in $\theta$ direction. It may have advantages in the cases, when the $\theta$ component of the motion could cause deviations of trajectories. Two scenarios with the same uniform axial magnetic field are checked, in order to present the properties of the proposed method:

- the guiding center of the electron gyration is on the axis (centered large-orbit gyration),
- the guiding center radius is much larger than the Larmor radius (small-orbit gyration).

A non-centered large-orbit gyration is the intermediate case between the centered one and the small-orbit one, thus, it will not be presented here.

### 3.2.1. Large-orbit gyration

A uniform magnetic field of $B_{z}=1 \mathrm{~T}$ is assumed. A probe electron is placed at $r=r_{\text {Larmor }}$ with the initial velocity $u=u_{\theta}=1 \times 10^{8} \mathrm{~m} / \mathrm{s}$, such that its rotation center is axis of the cylindrical coordinates. The $1 / 2 \Delta t$ delay between position and velocity is taken into account for the 2nd-order methods.

Fig. 5 shows the convergence of the radius for the centered large-orbit gyrations. The maximum error within 1000 cyclotron cycles (a total angle of $1000 \times 2 \pi$ ) is recorded and compared to each other. Fig. 5(a) only considers a $B_{z}$ field, while Fig. 5(b) includes an additional radial electric field with the strength of $E_{r}=1 \mathrm{kV} / \mathrm{cm}$. The latter case causes an $\boldsymbol{E} \times \boldsymbol{B}$


Fig. 6. Convergence of the small orbits for 1000 rotation cycles in a uniform magnetic field.
drift in $\theta$ direction. The proposed method yields exact solutions in both cases, since the net radial force exerted on the probe electron is zero.

### 3.2.2. Small-orbit gyration

The check of the small-orbit gyration considers the following parameters. The magnetic field is $B_{z}=7 \mathrm{~T}$. A probe electron has $u=u_{\theta}=1.8 \times 10^{8} \mathrm{~m} / \mathrm{s}$ (which corresponds to the kinetic energy of 90 keV ) and its guiding center is at $r=10 \mathrm{~mm}$ (typical in a fusion gyrotron). The probe electron will gyrate 1000 cycles.

Fig. 6(a) shows the maximum recorded errors of electron radial coordinate $r$ normalized to the Larmor radius within the 1000 gyration cycles. At the beginning of the diagram, the accumulated phase error could become so large, that the simulated $r$ and the expected $r_{\text {expect }}$ could be on the opposite phases of a gyration. Therefore, the flat part of the curves has the value of two. This is visualized in Fig. 6(c).

As expected, Boris and the proposed method both converge at the 2nd order. However, the error of the proposed method is half of Boris. The comparison based on the number of force evaluations is shown in Fig. 6(b). RK4 only wins when the rotation cycle is resolved with tiny steps. Hence, the proposed method is also very worth to be considered in the small-orbit simulations.

### 3.3. Non-adiabatic magnetic field

The proposed method enforces the conservation of canonical angular momentum. This is generally not feasible with other methods. There are applications where the magnetic field is not adiabatic, such as cusp-guns [35] for large-orbit gyrotrons or for gyro-TWTs, non-adiabatic electron guns [36,37], and axisymmetric collectors [38-40] of vacuum tubes where the magnetic flux diverges intensively within a short distance. In these applications, the conservation of angular momentum is especially meaningful.

In this section, a magnetic cusp is taken for example. A cusp is where the magnetic field changes its sign. As the magnetic field vanishes at some point, the magnetic moment is no more a constant. However, the canonical angular momentum should still be conserved, as far as the system is axisymmetric. For instance, there is a negative magnetic field $B_{z}=-10 \mathrm{mT}$ in the region of $z<0$ and $B_{z}=10 \mathrm{mT}$ in the region of $z>0$. In the interval around $z \approx 0$, the field still fulfills $\nabla \cdot \boldsymbol{B}=0$ numerically. A very short cusp interval is chosen, because with such a short transition, the electron radius keeps almost unchanged before and after the cusp, so that one can have a coarse expectation of the correct result. (This case is explained e.g. in [41].) An electron from $z<0$ travels with an initial velocity of $\boldsymbol{u}=\hat{\boldsymbol{z}} u_{z}$, where $u_{z}=1 \times 10^{8} \mathrm{~m} / \mathrm{s}$, from the region $z<0$ towards the cusp. The electron trajectories after the cusp are compared.

The electron trajectories for different methods are shown in Fig. 7(a). The proposed method has an almost unchanged radius after the transition, whereas the other reference methods introduce observable oscillations. The amplitude of oscillations from the other methods will converge to the proposed method, as the $\Delta t$ becomes smaller. The difference to the initial radius as a parameter of the step number inside the cusp is shown in Fig. 7(b). The proposed method can handle the cusp with fewer steps than the other ones.


Fig. 7. Behaviors in a magnetic cusp.

## 4. Conclusion

A new method to calculate the particle trajectories in two-dimensional cylindrical coordinates considering the axisymmetry and static electric and magnetic fields is proposed. As an alternative to the classical Boris method, the proposed method shows better accuracy for the same time step in many cases. In particular, the trajectory is exact for the acceleration in a constant electric field (in absence of magnetic field), as well as for the centered large-orbit gyration in a magnetic field. Perturbations to these exact situations will have a much lower error level than the classical 2nd-order method. Besides, the proposed method evaluates $v_{\theta}$ directly from the canonical angular momentum, whose conservation is ensured by construction. Therefore, the method is expected to show its advantages especially in the simulation of non-adiabatic and cusp electron guns, non-adiabatic single and multiple stage collectors, where the results might be less sensitive to the simulation setups due to the enforced conservation. Showcases for these devices will be presented in the subsequent publications. For an outlook, the method can be modified to simulate the transient process in the static electric field, in the way that the total energy $\mathcal{E}_{\text {total }}$ has to be adjusted when the electric potential is updated.
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## Appendix A. Another approach to derive the two-dimensional formulation

The formulation for the Lorentz factor

$$
\begin{equation*}
\gamma^{2}=1+\frac{u_{z}^{2}+u_{r}^{2}+u_{\theta}^{2}}{c^{2}} \tag{A.1}
\end{equation*}
$$

can be rearranged to

$$
\begin{equation*}
\frac{1}{2} u_{z}^{2}+\frac{1}{2} u_{r}^{2}=g \tag{A.2}
\end{equation*}
$$

where $g$ is

$$
\begin{equation*}
g=\frac{1}{2}\left[c^{2}\left(\gamma^{2}-1\right)-u_{\theta}^{2}\right] \tag{A.3}
\end{equation*}
$$

For each particle, $g$ depends only on the position, because both $\gamma$ and $u_{\theta}$ depend only on the position. Hence, eq. (A.2) can be analogized to a two-dimensional conservative system if $B_{\theta}=0$. Applying a total derivative of time on both sides of eq. (A.2) results in

$$
\begin{equation*}
\boldsymbol{u} \cdot \frac{\mathrm{d} \boldsymbol{u}}{\mathrm{~d} t}=\boldsymbol{v} \cdot \nabla g \tag{A.4}
\end{equation*}
$$

Canceling $\boldsymbol{v}$ on both sides of eq. (A.4) yields the equation for advancing $\boldsymbol{u}$ in each time step:

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{u}}{\mathrm{~d} t}=\frac{1}{\gamma} \nabla \mathrm{~g} \tag{A.5}
\end{equation*}
$$

where the gradient term is derived from eq. (A.3):

$$
\begin{equation*}
\nabla g=\left(0, \frac{u_{\theta} P_{\theta}}{m_{0} r^{2}}\right)+u_{\theta} \frac{q}{m_{0}} \nabla A_{\theta}+c^{2} \gamma \nabla \gamma \tag{A.6}
\end{equation*}
$$

$\nabla \gamma$ is given in eq. (9). Then, eq. (A.5) can be formulated only using potentials

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{u}}{\mathrm{~d} t}=\left(0, \frac{v_{\theta} P_{\theta}}{m_{0} r^{2}}\right)+v_{\theta} \frac{q}{m_{0}} \nabla A_{\theta}-\frac{q}{m_{0}} \nabla \varphi \tag{A.7}
\end{equation*}
$$

where $\gamma$ is a function only of the electric potential, see eq. (5b). An alternative formulation of eq. (A.7) is to use $\boldsymbol{E}$ and $\boldsymbol{B}$ instead of the potentials. For the derivation of this alternative form, one needs to expand $\boldsymbol{B}=\operatorname{curl}(\boldsymbol{A})$ in axisymmetric cylindrical coordinates, to obtain the components of the two-dimensional $\nabla A_{\theta}$ :

$$
\begin{equation*}
\frac{\partial A_{\theta}}{\partial z}=-B_{r} \quad \text { and } \quad \frac{\partial A_{\theta}}{\partial r}=B_{z}-\frac{A_{\theta}}{r}=B_{z}-\frac{P_{\theta}}{q r^{2}}+\frac{m_{0}}{q r} u_{\theta} \tag{A.8}
\end{equation*}
$$

eq. (A.7) is equivalent to

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{u}}{\mathrm{~d} t}=\binom{\frac{q}{m_{0}}\left(E_{z}-v_{\theta} B_{r}\right)}{\frac{q}{m_{0}} E_{r}+v_{\theta}\left(\frac{u_{\theta}}{r}+\frac{q}{m_{0}} B_{z}\right)} \tag{A.9}
\end{equation*}
$$

This is another way to derive eq. (3).
Appendix B. Proof of eq. (14)
No matter whether the proposition of eq. (14) is true or not, the numerical value of $u_{z}$ is exact:

$$
\begin{equation*}
\left[u_{z}\right]_{\left(n+\frac{1}{2}\right) \Delta t}=u_{z}\left(\left(n+\frac{1}{2}\right) \Delta t\right) \tag{B.1a}
\end{equation*}
$$

which is the nominator of the integrand in eq. (13). If eq. (14) will turn to be true, then $\gamma$ is also exact at time $n \Delta t$ :

$$
\begin{equation*}
[\gamma]_{n \Delta t}=\gamma(n \Delta t) \tag{B.1b}
\end{equation*}
$$

since $\gamma$ is derived from the position of the particle. The initial $z$ position of the particle is an input (when $n=0$ ). For an inductive proof of eq. (14), it would be enough to show

$$
\begin{equation*}
[z]_{(n+1) \Delta t}-[z]_{n \Delta t} \stackrel{?}{=} z((n+1) \Delta t)-z(n \Delta t) \tag{B.2}
\end{equation*}
$$

The left-hand side of eq. (B.2) is

$$
\begin{equation*}
[z]_{(n+1) \Delta t}-[z]_{n \Delta t}=\Delta t \frac{\left[u_{z}\right]_{\left(n+\frac{1}{2}\right) \Delta t}}{[\gamma]_{\left(n+\frac{1}{2}\right) \Delta t}} \tag{B.3}
\end{equation*}
$$

where the numerical value of $[\gamma]$ is according to eq. (10)

$$
\begin{equation*}
[\gamma]_{\left(n+\frac{1}{2}\right) \Delta t}=\frac{1}{2}\left([\gamma]_{n \Delta t}+\sqrt{[\gamma]_{n \Delta t}^{2}+\Delta t \frac{2 q E_{z}}{m_{0} c^{2}}\left[u_{z}\right]_{\left(n+\frac{1}{2}\right) \Delta t}}\right)=\frac{1}{2}\left([\gamma]_{n \Delta t}+[\gamma]_{(n+1) \Delta t}\right) \tag{B.4}
\end{equation*}
$$

which is actually the mid-position value, rather than the expected mid-time one. Inserting the numerical $\gamma$ into eq. (B.3) results in

$$
\begin{equation*}
[z]_{(n+1) \Delta t}-[z]_{n \Delta t}=\Delta t \frac{\left[u_{z}\right]_{(n+1) \Delta t}+\left[u_{z}\right]_{n \Delta t}}{[\gamma]_{(n+1) \Delta t}+[\gamma]_{n \Delta t}} \tag{B.5}
\end{equation*}
$$

Multiplying $\left[u_{z}\right]_{(n+1) \Delta t}-\left[u_{z}\right]_{n \Delta t}=\Delta t q E_{z} / m_{0}$ to the fraction parts yields

$$
\begin{equation*}
[z]_{(n+1) \Delta t}-[z]_{n \Delta t}=\frac{m_{0}}{q E_{z}} \frac{\left[u_{z}\right]_{(n+1) \Delta t}^{2}-\left[u_{z}\right]_{n \Delta t}^{2}}{[\gamma]_{(n+1) \Delta t}+[\gamma]_{n \Delta t}}=\frac{m_{0} c^{2}}{q E_{z}} \frac{[\gamma]_{(n+1) \Delta t}^{2}-[\gamma]_{n \Delta t}^{2}}{[\gamma]_{(n+1) \Delta t}+[\gamma]_{n \Delta t}}, \tag{B.6}
\end{equation*}
$$

which is identical to the analytical solution of the step distance on the right-hand side of eq. (B.2):

$$
\begin{equation*}
z((n+1) \Delta t)-z(n \Delta t)=\frac{m_{0} c^{2}}{q E_{z}}\left([\gamma]_{(n+1) \Delta t}-[\gamma]_{n \Delta t}\right) \tag{B.7}
\end{equation*}
$$

Hence, the particle position in a (locally) uniform electric field can be exactly solved using the proposed method.
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