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Abstract

Computational simulations are currently extensively applied for analysis of power systems in
order to ensure a secure and stable operation of the network. However, the actual trend in
the power system operating environment shows several transformations in the grid structure
as a result of increasing operation of large interconnected networks, growth in electricity de-
mand, and the integration of renewable energy sources in the energy transition context. Such
changes directly impose additional requirements to the stability analysis process, whereby the
time-domain simulations widely used for dynamic stability studies are faced with an increase
in computational burden due to the increasing complexity of the system under analysis. Never-
theless, the continuous changes in the system’s operating point owing to variations in operation
conditions shows a need for continuous analysis during network operation. This therefore ne-
cessitates advanced methods to cope with the introduced complexity in the analysis process.

The present thesis describes a new parallel hybrid computational method for the fast analysis
of power system dynamics in large networks in order to address the above mentioned chal-
lenges. As a first step, mathematical models of power system components are described for
representing the dynamic behavior of the system. New models of renewable energy sources –
solar photovoltaic and wind power – are described for the functional representation of grid inte-
grated distributed generation in system stability analysis. A phasor time-domain computational
method is then presented for analyzing network dynamics in the electromechanical transient
phenomena. In this case, a method is described for the conventional balanced transients’ analy-
sis and extended to a new method that includes analysis of unbalanced transients. To address the
complexity in the analysis of large networks, a parallelization approach is proposed for the time-
domain computations. For this, a grid partitioning strategy is presented for dividing networks
into simplified parallelizable subnetworks, which are applied in a parallel-in-space computation
approach. In a further step to account for continuous analysis including all scenarios in the anal-
ysis process, a direct-method is described for fast assessment of system dynamic stability. The
direct-method introduces the ability of fast identification of critical network contingencies that
require detailed analysis. With this property, the direct-method is combined with the parallel
time-domain simulation approach to develop a hybrid computational method for fast, detailed
and continuous analysis of power system stability during network operation.

The models and methods proposed in the present thesis are benchmarked against available
open source and commercial software packages. As part of system integration, the methods are
integrated into a modeling, simulation and visualization software framework which facilitates
application of the methods in an interactive stability analysis environment. The results from the
analysis in the integrated software framework show that the new methods provide an impor-
tant contribution for setup of online power grid dynamic stability assessment in the smart grid
context.
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1 Introduction

1.1 Power Systems in the Context of Energy Transition
The electric power system is a central infrastructure supporting the operation of a number of
critical systems. As a result, high requirements are placed on the security and stability of the
electrical network in order to ensure continuous and reliable supply of electricity to end con-
sumers. In traditional grids, network stability has been efficiently managed by the intercon-
nected generation stations reacting to variations in network operating conditions to maintain the
necessary balance between generation and demand. However, the need to address the climate
change challenge necessitates solutions across different sectors to reduce greenhouse gas emis-
sions [1]. The main contribution of the power system sector is the transition from dependence
on conventional energy sources based on fossil fuels with a high level of carbon dioxide emis-
sion to alternative energy sources. Among the available alternative energy sources, variable
renewable energy sources, especially solar photovoltaic (PV) and wind energy, are widely con-
sidered to have a great potential towards future low-carbon energy generation systems [2, 3].
This can also be observed from the actual trend, which shows a large growth in the installed
capacity of such sources over the past few years. For instance, the trend in the installed capacity
in Germany from 2010 to 2018 as depicted in Figure 1.1 shows a 151% increase in the solar
PV capacity from 18.01 to 45.23GW, and a 118% increase in the wind power capacity from
26.90 to 58.85GW, considering both onshore and offshore wind power generation [4]. A simi-
lar trend in the installed electricity generation capacity is observed on the global scale as shown
in Figure 1.1 [5, 6].

The increased integration of the variable renewable energy sources to meet the requirements
of the energy transition [7] has led to transformations in the existing grid infrastructure. Firstly,
from the power generation point of view, the primary energy sources are weather dependent
and therefore variable and highly unpredictable [8]. This variability transforms into continu-
ous mismatch between generation and consumption; thus affecting system stability in form of
continuous frequency deviations such as the registered drop in the continental European grid
frequency to 49.8Hz in January 20191. Secondly, variable renewable generators are mainly
connected to the grid through power converter interfaces rather than using conventional syn-
chronous machines. Synchronous machines are the main source of inertia, which contributes
to system damping and thus determines the rate of change of frequency (RoCoF) following
a disturbance. This capability is not inherently provided by the power electronic converters
adapted for renewable energy sources [9]. Therefore, replacing conventional generators with
more variable renewable generators results in a decrease in system inertia and may leave the
power system vulnerable to sudden interruptions in form of disturbances. Thirdly, traditional

1 https://gridradar.net/Unterfrequenzereignis_Januar_2019.html
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Figure 1.1: Net installed solar and wind electricity generation capacity from 2010 to 2018 [4]

power systems were constructed for unidirectional flow of power from generation, through the
transmission and distribution networks, to consumers. Integration of distributed generation in-
troduces a shift to bidirectional power flows with additional flows from the consumption points
into the distribution and transmission networks. Furthermore, the connection points of variable
renewable generators on the distribution level [10] result in regulation challenges for distribu-
tion system operators in maintaining the voltage profile within the standard acceptable operating
limits.

A number of solutions have been proposed to address the challenges faced in the current
grids in the process of achieving the energy transition. Among the suggested solutions are the
flexibilities in energy storage systems, demand side management, and pooling of intelligent
devices to form virtual power plants [8, 11]. The combination of distributed generation with
such flexibility solutions in network operations has led to increased integration of information
and communications technology (ICT) to interconnect the network intelligent devices. This
integrated concept is referred to as a smart grid [12]. Several research projects have been initi-
ated to study the requirements for future smart grid operations and devise possible solutions for
the challenges associated with the energy transition [13]. Among such projects are the Energy
Lab 2.0 demonstrator project [14] and Energy System 2050 (ES2050) research project2 of the
Helmholtz program.

In the current systems, detailed system studies are applied to ensure continuous network
operation and reliable transmission and distribution of electrical power. Since system wide ex-
perimental setups are impractical for power system studies, computational simulations provide
an alternative platform to perform the relevant tests and analysis studies as an integral part in the
design, planning and operation of electrical networks [15]. The transformations observed in the

2 https://www.helmholtz.de/en/research/energy/energy_system_2050
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power grid structure as highlighted above, however, result in major changes in the power system
operation environment. Network operators are continuously faced with new requirements for
stability and dynamic performance of the integrated network system. The main requirement is
to accurately represent the introduced transformations in the smart grid context in the analy-
sis environment for studying the critical system security measures, such as frequency stability,
voltage stability, rotor angle stability, and n-1 network security. In addition, there is a need
to address the resulting increase in complexity involved in the continuous analysis of system
stability and reliability during network operation. It is therefore of interest to advance power
system models and simulation methods for the implementation of the smart grid solutions in
order to cope with the changing analysis requirements. To this end, the current thesis presents
new computational methods for transient stability analysis based on parallel time-domain sim-
ulations and direct stability analysis to address the challenges and increasing complexity in
system analysis due to the changing power system operating environment.

1.2 Overview of Power System Simulations
Power system simulations are reviewed in the following to cover all stages of the electrical
power system including system planning, design, development, operation and control. For
power system operation, simulations aid in assessing the impact of potential network con-
tingencies and provide information on variations in system operation after the occurrence of
disturbances. This information is used by operators to identify possible strategies and solu-
tions to mitigate the subsequent effects of network disturbances. In addition, power system
operators rely on real-time, fast and accurate simulations to train network operators, assess
the dynamic security of the network and plan short-term operations. From the system design
perspective, computational simulations are essential in evaluating the impact of proposed sys-
tem changes. This property is vital in the current power system environment which includes
numerous changes, such as network expansions, integration of distributed energy sources, de-
commissioning of conventional power plants, and re-dimensioning of control and protection
schemes for the new structures in the smart grids context. The various roles of simulation tools
in the operation of power systems are summarized in Figure 1.2 [16].

Control and Energy
Management

Feasibilty Studies System Optimization

AC & DC Systems
Control and Protection

Grid Extension
Planning

Protection Device
Testing

Network Fault
Analysis

Power Flow
Analysis

Figure 1.2: Roles of simulation tools [16]
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The base computational simulation in power system studies is the power flow analysis [17],
which evaluates the equilibrium operating states of the system under the assumption of steady
state operating conditions. Power flow studies have been extensively used for predictive analysis
of power systems in steady-state operation for any change in the system operating point [18].
Performing such analyses provides an overview of the system operation and is used to derive
recommendations regarding control settings to optimize operation costs, while maximizing the
grid transfer capacity. The main system variables analyzed are voltage magnitudes and phase
angles at all buses, and the active and reactive power flows in the network transmission line
sections.

However, the steady state assumption applied in power flow studies does not accurately rep-
resent the practical state of the power system which is continuously faced with random occur-
rences, like changes in load demand, network faults, equipment malfunction, sudden application
or removal of loads, line failure, and loss of generation. Such occurrences cause significant sys-
tem imbalances at all times resulting in a change in system operation from one equilibrium state
to another. The network transients during the transition period may result in loss of synchro-
nism or growing oscillations in the entire system. Dynamic simulations are therefore applied
to analyze the system response to different disturbances and determine time-series responses
during the transient period following a disturbance.

The possible time-scale separation of the power system dynamic behavior results in the divi-
sion of dynamic simulations broadly into the following groups: transient stability simulations
(TS) and electromagnetic transient simulations (EMT). Transient stability simulations are used
to analyze electromechanical dynamics representing the interaction between the electrical and
mechanical energies in the machines, which cause oscillations in the rotating masses following
a disturbance. The time scale of electromechanical dynamics ranges from milliseconds to sec-
onds [19]. The most significant assumption made during power system modeling for transient
stability simulations is that the system frequency remains nearly constant, which implies that
the voltages and currents can be expressed as fundamental frequency phasor quantities [20].
This significantly improves the computational efficiency in transient simulations by allowing a
large time-step to be used during numerical computations. On the other hand, electromagnetic
transient simulations are used to analyze dynamics caused by the interaction between electri-
cal machines and the network. These transients constitute frequencies above the fundamental
frequency and require a high level of precision for analysis [21]. For electromagnetic transient
analysis, the system is modeled using the full three phase model by considering all phases, and
the voltages and currents are represented by their exact waveforms allowing detailed analysis in
time-domain to be conducted. The main difference between the numerical computation in tran-
sient stability simulations and electromagnetic transient simulations is the discretization time
step. Electromagnetic transient simulations require a smaller time step, in the range of micro
seconds or less, in order to capture the fast dynamics involved with such transients. The small
time step and detailed modeling result in higher computational complexity in electromagnetic
transient simulations compared to transient stability simulations. The next section describes the
developments in power system simulations.

4



1.3 State-of-the-Art in Power System Computational Methods

1.3 State-of-the-Art in Power System Computational
Methods

Computational simulations have been developed for system wide studies considering steady-
state and dynamic conditions. Specific to dynamics simulation as the focus of the present thesis,
a number of simulation methods exist for various applications with varying levels of complex-
ity and analysis accuracy. The current section presents the state-of-the-art of the methods and
software packages applied for the power system transient stability analysis in research and in-
dustry. Section 1.3.1 describes the main analysis methods, based on time-domain simulations,
and the development efforts which have been undertaken to include asymmetrical component
modeling in system analysis. Since the solution methods applied in time-domain simulations
result in high computational requirements for analyzing large networks, Section 1.3.2 describes
the applied parallelization techniques to improve the computational efficiency in time-domain
simulations. In the context of dynamic security assessment, the developments in the alternative
transient stability analysis approaches based on direct methods are presented in Section 1.3.3.

1.3.1 Time-Domain Simulation Approach

In research and industry, the computational methods applied for power system stability anal-
ysis mostly rely on the time-domain simulation approach [22]. This approach is based on the
step-by-step numerical solution of the differential and algebraic equations describing the system
dynamic behavior and its interaction with interconnected subsystems over different time scales.
The main advantage of using time-domain simulations is that they can be applied to any level of
detail of power system models. This provides the benefit of directly applying detailed models
to accurately represent the system components during simulations. It has been observed that the
higher the model details, the better the representation of the transient behavior in the whole sys-
tem [23]. It is for this reason, combined with the accurate numerical integration applied in the
solution approach, that time-domain simulations achieve a high level of simulation accuracy.

The existing computational software packages applying time-domain simulations are broadly
divided into two groups: commercial and open source simulation tools. The available commer-
cial software packages have proved to be highly reliable, computationally efficient and user-
friendly, with a wide range of available models and functionality; including electromagnetic and
transient stability analysis. In view of the separation in time-scales, separate software packages
have been developed for transient stability (TS) and electromagnetic transient (EMT) simula-
tions with a different level of modeling complexity and computational accuracy. The software
packages for electromagnetic transient analysis are used for detailed modeling and analysis of
dynamic conditions where the main requirement is high simulation accuracy and consideration
of fast transients, network nonlinearities and unbalanced conditions [21]. Examples of com-
mercial tools for electromagnetic transient analysis include EMTP-ATP [24], PSCAD/EMTDC
[25], RSCAD/RTDS [26], and SimPowerSystems [27]. Very small time steps are applied in
such tools for discretization of the differential equations in the numerical computation process
in order to capture the very fast dynamics. The characteristics of very small time steps together
with the detailed component modeling result in high computational requirements in electromag-
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netic transient simulations. It is therefore computationally challenging to apply EMT tools in
analyses involving large networks; thereby limiting their application to relatively small network
sections.

Simplifying assumptions are considered during component modeling in commercial pack-
ages with transient stability analysis modules such as PSS/E [28], DIgSILENT PowerFactory
[29], and NEPLAN [30]. The result of such simplification is a relaxation in the maximum al-
lowable simulation step size to make the overall computation as time-efficient as possible. It is
due to this reason that these tools are extensively used for stability analysis considering system
wide transient behavior in large networks. From a research and educational perspective, the
main drawback of commercial software packages is that they have a closed architecture [17].
This implies that users have no access to the source code to explore the implementation as-
pects in order to modify system models. Users are mainly restricted to the level of accepting the
assumptions and simplifications considered during the development phase of the software pack-
ages. This in turn results in a limitation on the ability to extend the functionality and scalability
of the tools to address the changing network requirements.

In view of the limitations in commercial software packages, open source simulation tools
have been developed for research and educational purposes. Open source tools provide users
with easy access to source code, which allows modeling flexibility and ease of functionality
extension. The benefit of modeling and functional flexibility is that the challenges arising due
to the changing power system operating environment in the smart grid context can be easily
investigated through continuous development and improvement of the power system analysis
methods. Table 1.1 shows examples of existing open-source static and dynamic simulation
tools for power system analysis. The analysis functions shown in Table 1.1 are power flow (PF),
optimal power flow (OPF) and time-domain simulation (TDS). An extensive description of the
open source software packages with different levels of complexity and analysis functionality is
given in [17, 31].

The key simplifying assumption in transient stability analysis is the consideration of balanced
three-phase operating conditions in order to reduce the size of the system to be solved. In this
case, the complexity of the system model is reduced by considering only a single phase positive
sequence network during the analysis. The discrepancies that exist between the three phases
are disregarded in this kind of analysis. This implies that the errors caused by neglecting the
differences in the magnitudes of the voltage and the phase angle between the three phases are
considered to be negligible. For operating conditions – such as due to unbalanced loads and
during asymmetrical faults which form the majority of fault types in a real power system –
where system imbalances cannot be ignored, it becomes increasingly relevant to include the
analysis of asymmetrical transients.

Major steps have been taken in research and industrial applications to extend power system
analysis to asymmetrical system studies. The significant developments have mainly focused
on developing individual component models, applying modeling and analysis techniques spe-
cific for asymmetrical systems, and combining the models and analysis methods for application
to the different categories in power system stability studies. Specific component models have
been developed for transformers [45] and synchronous generators in the sequence and phase
coordinates for application to large network studies [46, 47]. The main method applied in the
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Table 1.1: Examples of open-source simulation tools for power system analysis

Analysis domain Tools Language
Analysis functions

PF OPF TDS

Static simulation GridLAB-D [32] C/C++ X

Matpower [33] Matlab X X

PyPower [34] Python X X

PyPSA [35] Python X X

Dynamic simulation PSAT [36] Matlab X X X

InterPSS [37] Java X X

OpenModelica [38] Modelica X

OpenDSS [39] Delphi X X

MatDyn [40] Matlab X X

GridCal [41] Python X X

Dome [42] Python X X X

pypower-dynamics [43] Python X

Pandapower [44] Python X X X

literature for asymmetrical power system analysis in time-domain simulations is the symmet-
rical components technique. This method decomposes the asymmetrical three-phase system
into three decoupled sequence circuits that can be analyzed on a single phase basis [48, 49].
The symmetrical components method has been applied for unbalanced three-phase power flow
simulation studies, such as considering formulation of generator, transformer and transmis-
sion line models presented in [50], applied to micro-grids and active distribution system as
described in [51], and for medium and low voltage networks including distributed generation
from photovoltaic generators in [52]. Applications of the symmetrical components method for
system stability assessment include: small signal stability assessment (SSSA) [53], dynamic
analysis for fault studies in distribution and transmission networks [54] and a combination of
three-phase unbalanced transient dynamics and power flow simulation studies for micro-grid
and distribution-level modeling [55].

Another method for modeling and analysis involving asymmetrical systems is based on dy-
namic phasors [56]. This method incorporates frequency information in the dynamic modeling
of the power system components. In the dynamic phasor formulation, the fast varying time-
domain instantaneous quantities are represented as a series of slow varying Fourier coefficients
of a specific time window of interest [57]. The dynamic phasor approach has been applied for
asymmetrical fault analysis, analysis of unbalanced polyphase machines and power electronic
modeling as evaluated in [58].

The above approaches focused on developing methods for separately analyzing transient sta-
bility and electromagnetic transients. In order to close the separation gap between EMT and
TS analysis, further research efforts have focused on extending the analysis methods to hybrid
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simulations and co-simulation platforms (for an overview cf. [20]). The aim in such methods is
to combine the computational efficiency in transient stability simulations with the accuracy of
electromagnetic transient simulations. Thereby, a small part of the power system is simulated
using the accurate electromagnetic transient program, while the rest of the system is modeled
by the computationally efficient transient stability programs. In hybrid simulations, the TS and
EMT approaches are implicitly coupled to combine and simultaneously solve the equations of
the two phenomena as presented in [59, 60]. On the other hand, co-simulation platforms use
an explicit approach to interface separate tools by running the two programs independently and
exchanging network information via defined data exchange modules at regular time intervals as
described in the applications presented in [61, 62, 63, 64, 65]. Hybrid and co-simulation meth-
ods have been extended to applications integrating the simulation of transmission and distribu-
tion network dynamics. Further details about such applications can be found in [66, 67, 68, 69].

1.3.2 Parallel Time-Domain Simulations

The simulation process in the time-domain approach is computationally demanding due to the
complexity of the numerical integrations involved in the solution of the large system of equa-
tions resulting from modeling the power system [70]. Parallel processing techniques, combined
with improved solution algorithms, have been proposed to achieve better computational per-
formance in power system simulations [71, 72]. The increasing need for parallel solutions
for power system simulations is further supported by the advances in computational technol-
ogy shifting from running applications on single computers – with a single processor – to a
distributed and parallel computing architecture. A number of methods and applications of high
performance computing in power system studies have been reported in the literature [73, 74, 75].
Specific to dynamics simulation, parallel computing techniques depend on the decomposition of
the system’s differential and algebraic equations into subsystems that can be parallelized based
on the parallel-in-space, parallel-in-time, and waveform relaxation algorithms [72].

In the parallel-in-space algorithm, the network is partitioned into independent subnetworks
and the subnetwork equations are assigned to different processors. One approach for the
parallel-in-space network decomposition is the Block-Bordered Diagonal Form (BBDF) [76],
which splits the network based on node sectioning. This results in division of the matrix rep-
resenting the network interconnections into a form where the subsystems can be solved in
parallel. The information exchange points in this formulation are the interface nodes between
the subsystems, through the interface node voltages. The BBDF network decomposition ap-
proach been has applied to implement transient stability simulations on parallel and distributed
computation platforms as described in [77, 78, 79]. Another approach for the parallel-in-space
decomposition is the Multi-Area Thévenin Equivalent algorithm (MATE) [80], based on branch
sectioning. In the formulation of the network subsystems, each end of the sectioned network
branch is represented by a Thévenin equivalent in the adjacent subsystem. The interconnecting
branch currents are used for the global information exchanged between subsystems. A sim-
ilar branch sectioning strategy has been applied for the implementation of parallel dynamic
simulations in [81] and [82].
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The parallel-in-time algorithm is applied by combining the differential and algebraic equa-
tions over several time steps to create a larger system which can then be solved simultaneously.
The equations over several integration steps are assigned to each processor. An example of such
an algorithm is the parallel in-time block-Newton method described in [83]. The approach uses
the trapezoidal integration method for discretizing the differential equations and formulates the
problem for simultaneous solution for all time steps. Other applications of the parallel-in-time
algorithm for transient stability analysis are reported in [84, 85].

The waveform relaxation algorithm was proposed in [86, 87, 88] for transient stability analy-
sis. The method is based on domain decomposition in which the differential algebraic equations
of the system are separated into subsystems and distributed to different processors to be solved
simultaneously. For the simultaneous execution to derive the combined system response, the
different subsystems approximate the behavior of the neighboring subsystems using previously
estimated variables. The solution in each subsystem is reduced to solving for unknowns spe-
cific to that subsystem. Variables are exchanged between subsystems to update the estimates in
the other subsystems until convergence is achieved. The waveform relaxation method has been
extended and implemented in parallel applications using shared memory computers [89], in real
time transient stability analysis [90], and hybrid coupled electromechanical and electromagnetic
transient simulations [91].

An overview of the applications of high performance computing in power systems and trends
in algorithms and computing hardware is given in [74]. Further implementations and advances
in the use of parallel and distributed computing techniques for efficient computations in power
and energy system simulations are described in [92].

1.3.3 Direct Analysis Approach

The analysis methods described in Section 1.3.1 and Section 1.3.2 are based on the time-domain
simulation approach. Time-domain simulations generally provide satisfactory system analyses,
but the computational complexity involved in the applied solution techniques based on numer-
ical integrations limits their application to a limited set of test operation scenarios. A complete
power system stability analysis, however, usually requires several studies in order to analyze
the network response to all the possible disturbances and account for the continuous variation
in power system operation conditions. This is specifically important in the smart grid environ-
ment, which experiences continuous changes in the operating point due to the variable nature
of generation levels from the renewable energy sources. An alternative analytical approach
for transient stability assessment is provided by the direct analysis methods. In general, direct
methods assess system stability using algorithmic techniques by comparing the system energies
during the fault period and at the initial post-fault state. The computational advantage in direct
methods over time-domain simulations during stability estimation is achieved by eliminating
the need for the time consuming numerical integration of the system differential equations in
the post-fault period [93].

Direct methods are divided into two groups based on the characteristic assessment technique:
the equal area criterion based methods, and the Lyapunov-based methods. An overview of
the state of the art of direct methods is given in [94]. The equal area criterion (EAC) based
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methods apply a graphical assessment approach for the transient stability analysis. System
stability is derived directly by comparing the energy gained during fault and the energy that can
be absorbed in the post-fault period. A detailed description of the equal area criterion is given
in [95, 96].

In the earlier applications, the EAC method was limited to one-machine infinite bus (OMIB)
and two-machine systems. The EAC has been extended to the analysis of multi-machine sys-
tems using an approach referred to as the extended equal area criterion (EEAC). The analysis
in the EEAC is based on an aggregation strategy of a multi-machine system into one set of crit-
ical machines and another of non-critical machines to form a two-machine system. The formed
two-machine system is then analyzed using the basic equal area criterion. The formulation and
analysis procedure in the EEAC method is described in [95]. The extended equal area criterion
has been applied for contingency filtering in transient stability analysis processes as described
in [97]. The equal area criterion method has further been applied to implementation of a hybrid
approach known as the single machine equivalent (SIME). The SIME approach combines time-
domain simulations with the equal area criterion for the effective screening of contingencies.
The idea of the SIME method is to apply time-domain simulations to a multi-machine system
in order to derive an equivalent two machine system, which is then analyzed using the equal
area criterion [98, 99]. The SIME method has been extended to applications in contingency and
stability assessment studies as described in [100, 101].

Transient stability assessment using Lyapunov-based direct methods [102] relies on definition
of a transient energy function for a given power system under analysis. The system stability is
analyzed using the system trajectory, and a specified region of attraction. The general analysis
approach in the Lyapunov-based methods can be summarized in two main steps: The first step
computes the relationship between a pre-fault stable equilibrium point and the system state
during fault. To achieve this, numerical integrations are carried out on the system equations
during the fault period to derive the fault-on trajectory. The integration process is continued
until the fault clearing time. The second step of the analysis directly derives the system stability
by analyzing the location of a given state in relation to the region of attraction. If the initial state
of the post-fault system lies inside the stability region of a specified stable equilibrium point,
then it can be concluded that the system will return to the equilibrium point. This is carried out
without numerical integration of the post-fault system equations.

The main requirement in the application of the Lyapunov-based direct methods is the approx-
imation of the region of attraction. The following energy-based methods have been developed
for the estimation of the region of stability as described in [102]: Closest unstable equilibrium
point method (Closest UEP); Controlling unstable equilibrium point method (CUEP); Bound-
ary of stability region-based Controlling UEP method (BCU); and Potential energy boundary
surface (PEBS). The difference in these approaches is in the calculation of the critical energy,
which is used to estimate the stability region boundary in power system applications [102]. The
first three approaches require a detailed computation of the unstable equilibrium points (UEPs),
in order to determine the closest or controlling boundary equilibrium point which is used to
estimate the critical energy. In power system applications using direct methods, computing the
UEPs is the most computationally demanding step in the analysis process. On the other hand,
the PEBS method eliminates the need of computing the UEPs by considering an approximation
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using the potential energy, which results in computational simplification. However, it is shown
in the literature that the existing PEBS methods based on maximum potential energy [103] and
the directional derivative approximation [104] generally give conservative approximations as
compared to the BCU method [102].

The different Lyapunov-based direct methods are analyzed in [105] for the application to dy-
namic studies in large-scale electric power systems. Additional applications of the Lyapunov-
based direct methods are shown in the implementations of fast and accurate stability control
strategies using the PEBS method [106], and application of the CUEP method in transient
stability screening and contingency categorization [107]. Furthermore, a comparison of the
Lyapunov-based methods and equal area criterion based methods is given in [108] in an effort
to assess the adaptability of the methods for real time operation. According to the study, the
efficiency of the Lyapunov-based methods is related to the network reduction technique applied
during the solution. On the other hand, the efficiency of the equal area criterion based SIME
method increases as the ratio of the generation nodes to total network nodes increases. Recent
applications have shown a renewed interest in direct methods for transient stability assessment,
as seen in the application of the general Lyapunov method in [109], improvement in estimations
using the CUEP method presented in [110], and the revived application and improvement of the
SIME assessment approach in [111, 112].

As far as dynamic security assessment is concerned, the complete assessment of power sys-
tem stability usually involves a combination of techniques using power flow analysis, time-
domain simulations and direct methods to achieve efficient computations with an acceptable
level of accuracy. For this purpose, hybrid methods have been developed to combine the advan-
tages of direct methods and time-domain simulations for dynamic security assessment in power
system operation. The hybrid methods reported in the literature are based on the SIME-method
and the BCU-method as the direct method components connected to standard time-domain
simulation tools. Further information regarding the state-of-the-art of the tools and analysis
methods applied in industry for the different aspects involved in dynamic security assessment
can be found in [22].

1.4 Open Questions
Despite the extensive developments in methods and tools for power system stability analysis
identified in the literature, the continuously changing power system operating environment cre-
ates new challenges for the system dynamics analysis problem. Therefore, further research is
required in the modeling and development of simulation methods to address the following open
questions:

• Flexibility in analysis tools: Time domain simulations are widely applied for power sys-
tem operations with acceptable accuracy levels for network simulation studies. The cur-
rent simulation tools with extensive analysis features are the commercial software pack-
ages that are mainly used in industry. Such tools, however, are observed to offer less
flexibility in the research and education environment in terms of modification of system
models, extension of analysis functionalities, and scalability of computation methods.
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In order to facilitate further research into possible solutions to address the continuously
changing requirements in the power system operation environment, extensive flexibility
is required for research-based analysis software packages.

• Model extension: The difference in time scales of the component dynamics has been
addressed by applying simplified models in the transient stability analysis function; thus
reducing the computational effort. However, more accurate system analysis depends on
the details of all the component models that affect the dynamic behavior of the system.
Therefore, it is necessary to revise the models used in the simulation tools to improve the
dynamic representation of the system components.

• Functionality extension: The main simplification in transient stability analysis tools
shown in Table 1.1 is the consideration of balanced network operating conditions to re-
duce the computational complexity. However, this condition does not correctly represent
the practical power system state, which is continuously faced with network imbalances
especially in the current grids with distributed energy sources. Regardless of the exis-
tence of models and methods for asymmetrical system analysis, the methods in research
have been developed for individual components and separate analysis functions which
are tested in commercial software packages. It is therefore necessary for research-based
software packages to include the asymmetrical transient analysis function to account for
a wide range of transients in system studies.

• Modeling of renewable energy sources: The development of models to represent renew-
able energy sources in the current power system has been driven by standard grid codes.
Various studies have been undertaken to develop dynamic models for studying the be-
havior of the system in response to the increase in the new generation sources. However,
there is still a lack of validated models especially for renewable energy sources connected
at the distribution level, which form the majority of the sources. This can also be seen in
the large number of studies that ignore the dynamic behavior of renewable energy sources
by applying the simplified negative load model during the analysis [10]. Therefore, it is of
interest to derive models that accurately represent the dynamic behavior of grid connected
renewable energy generators based on grid operation codes.

• Computational complexity: The changes seen in the current grids in light of the increas-
ing operation of large interconnected networks, growth in electricity demand from e.g.
electric vehicles and heat pumps, and integration of renewable energy sources result in
an increase in complexity of the systems under analysis. This transforms into an increase
in computational complexity of the transient stability analysis process. The approaches
proposed in the literature for improving the analysis efficiency are based on parallel com-
putation using network decomposition schemes and numerical solutions using implicit
integration methods. However, these approaches have not been applied to extend the
optimized and efficient sequential algorithms to parallel computations. In this regard, im-
proved computation algorithms are required using the fundamental parallelization tech-
niques and state-of-the-art high performance computing environments in order to address
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computational burden in the simulation and analysis process. In addition, since the funda-
mental parallel approaches rely on system decomposition, it is important to derive optimal
network decomposition strategies in the formulation of the parallel solutions.

• Continuous system analysis: The complete analysis in power systems requires continu-
ously analyzing a large set of contingencies during network operation. Despite the com-
putational efficiency in time-domain simulations used for the accurate analysis of tran-
sient stability, the overall computational effort involved usually limits their application to
a few analysis scenarios. The alternative approaches based on direct methods generally
provide fast analysis. However, analyzing the performance of the direct methods in the
literature shows that there is a requirement to balance the analysis accuracy and efficiency
in the methods. This requires a method which eliminates the challenging step of comput-
ing the unstable equilibrium points during the analysis and reduces the conservativeness
in stability assessment. Moreover, since the direct methods in general do not provide
complete analysis details, a combined approach with time-domain simulations is neces-
sary for the complete system analysis, providing fast derivation of system stability state
and detailed analysis of the system transient behavior.

• Validation of models and methods: Testing of component models and methods is an
important step in the validation of the applicability of the developed methods in system
analysis. It is also necessary to benchmark and evaluate the developed solutions for the
correct functionality in the changing power system operating environment using standard
and practical networks.

• Testing in smart grid environment: The identified power system operation is tending to-
wards smart grid operations and several solutions are being developed for smart grid
applications. However, it is necessary to establish how the new solutions fit into the
smart grid operating environment. To achieve this, it is of interest to integrate compo-
nent models and solution methods in testing platforms that represent the future smart grid
environment.

1.5 Objectives
The motivation of the present thesis is the need to address the open questions and challenges
identified within the existing analysis methods and to account for the changing requirements
in the power system operating environment during stability studies. The main objective of the
thesis is therefore to develop new computational simulation methods for fast analysis of power
system dynamics in large networks. The general concept in the development is to consider en-
hanced time-domain simulations with extensive computational features for balanced and unbal-
anced network transients’ analysis, combined with a direct analysis approach for fast derivation
of the stability state under different network configuration during the system analysis process.
The implementation goal in the present thesis is an extendable and scalable research-based hy-
brid computational method combining a direct-method and parallel time-domain simulations.

13



1 Introduction

The specific work packages executed in order to achieve the thesis objective are described in
the following subsections.

1.5.1 Mathematical Modeling

More accurate representation of the power system and its components is necessary for a com-
prehensive study of the dynamic behavior of the system. In computational simulation methods,
the system representation is defined in terms of mathematical models. For this reason, math-
ematical models are derived to describe the fundamental components constituting the power
system in the present thesis. Generally, the details of the mathematical models used for power
system components are related to the time-scale separation of the simulation functions, which
are categorized into steady state, transient stability and electromagnetic transient analysis. The
modeling in the present thesis is specifically for steady state and transient stability analysis
phenomena. Component models are developed for the analysis of transients in the following
computational functions:

• Transient stability analysis function (TS): In this simulation function, the power system
component models are represented in a symmetrical and steady state form. Balanced
three-phase networks and operating conditions are assumed, which simplifies the mod-
eling by considering the network model on a per-phase basis. The system frequency is
assumed to remain constant, and voltages and currents are expressed as fundamental pha-
sor quantities. The models are used for studying slow dynamics and electromechanical
transients under balanced conditions. The computational method using this kind of mod-
eling is referred to as the symmetrical transient stability analysis method in the present
thesis.

• Three-phase transient stability analysis function (3ph-TS): Network components in this
function are represented on a steady state three-phase basis. In addition to the balanced
conditions analyzed using the TS function models, unbalanced operating conditions are
also considered and system modeling is undertaken using the symmetrical components
technique where the three sequence networks (positive-, negative-, and zero-sequence
networks) are applied. The system frequency is assumed to remain constant and voltages
and currents expressed as fundamental phasor quantities. The simulation function is ap-
plied for studying electromechanical transients resulting from balanced and unbalanced
network disturbances. The computational method applying such models is referred to as
the three-phase transient stability analysis method in the present thesis.

The major change in terms of structural composition in the current power systems is the in-
tegration of renewable energy sources and replacement of the conventional generation sources.
To represent this transition, dynamic models of renewable energy sources – solar photovoltaic
and wind power – are derived for studying the effects of the integration of distributed energy
generation based on standard grid operation codes.
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1.5.2 Development of Computational Methods

The main aspect in the present thesis is the development of new computational simulation meth-
ods for the analysis of power system dynamics. Computational solution methods are derived
for the respective transient analysis functions described in Section 1.5.1. The methods are com-
bined into a flexible and extendable phasor time-domain simulation toolbox for the analysis of
balanced and unbalanced network transients. In light of the high requirement on computational
performance in the analysis process, additional measures are derived to improve the efficiency
of the computational methods. This is carried out considering individual simulation cases and
the complete system stability analysis under different operating conditions. The following com-
putation advancements in terms of environment, technique and method are applied to address
the network complexity and improve the computational efficiency:

• Computation environment: This approach considers the advancement of the derived sim-
ulation methods using the same solution technique but in a computing environment which
offers high performance computing capability. For this, the implementation of the compu-
tation method is transferred from a Matlab-based environment to a Julia-based computing
environment [113].

• Computation technique: In this approach, the power system problem is reformulated in
such a way that the solution of the resulting system of equations can be executed in paral-
lel. A new parallel solution technique is therefore developed, based on a parallel-in-space
scheme and an extended graph partitioning strategy, to adapt the time-domain computa-
tional method to high performance computing technology. This allows the use of parallel
and distributed computing mechanisms to take full advantage of multi-core processors
and cluster computing in order to speed-up the time-domain simulations.

• Computation method: This approach addresses the need to speed-up the whole analysis
process, which involves studying a large set of network contingencies. Thereby, an alter-
native stability analysis approach based on a direct-method is developed for fast stability
analysis. As a result, a computational method combining the direct-method and parallel
time-domain simulations is developed for the complete and detailed analysis of system
stability considering all network disturbances and the variation in network operating con-
ditions. This method is referred to as the hybrid computation method.

Figure 1.3 illustrates an overview of the development concept, showing the developed analy-
sis functions for time-domain simulations and the enhancement in analysis efficiency across the
computation method and parallel computation technique.

1.5.3 Evaluation and Benchmarking

The developed models and computational methods are tested to validate their functionality. The
evaluation in the development process is carried out by comparing the developed models and
algorithms against open source and commercial simulation software packages at each stage.
This is undertaken to assess the relative accuracy of the component mathematical models and
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Figure 1.3: Overview of the combined analysis framework

algorithms in relation to validated models in existing tools in a process of benchmarking. Stan-
dard test network structures – such as IEEE test networks and open-source networks – and real
networks are used for benchmarking purposes.

1.5.4 System Integration

The computational simulation methods developed in the present thesis are further integrated
into the eASiMOV (for energy system Analysis, Simulation, Modeling, Optimization, and Vi-
sualization) software framework [114, 115]. The framework is thus extended for interactive
modeling, editing, graphical representation and interactive analysis and visualization of the dy-
namic behavior in complex power system networks. The integrated framework contributes to
the EnergyLab 2.0 project [14], which provides a facility with software and hardware settings
for studying the interaction between components in future energy systems and for testing new
solutions necessary for the energy transition.

1.6 Thesis Outline
In Chapter 2, the mathematical modeling of the conventional power system components is de-
scribed. Firstly, component models applied in the balanced system analyses and the corre-
sponding simplifying assumptions are presented. To address the requirement of extending the
analysis functionality, the component models derived for unbalanced system analyses are de-
scribed. The aim of the chapter is to provide a clear definition of the application domain of the
derived models and an understanding of the mathematical representation of the power system
and the interaction between the different components in the whole system.
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Chapter 3 describes the developed time-domain simulation method for transients’ analysis in
the conventional power system. Initially, the fundamental building block of the time-domain
computational method is described based on an open-source simulation framework for analysis
of balanced power systems. This is followed by the extension of the method to unbalanced
system analyses; thus describing a new simulation module for the analysis of balanced and
unbalanced power system transients.

Following the modeling and analysis in conventional power systems, Chapter 4 further de-
scribes the integration of renewable energy sources in stability studies of power systems. For
this, the chapter describes the mathematical modeling of solar photovoltaic and wind power
generation systems. The simplifying assumptions in the modeling process are described to de-
fine the analysis domain of the integrated system. The developed models are integrated into
the time-domain simulation methods developed in Chapter 3 and tested in the integrated power
system for compliance with standard grid operation codes.

Chapter 5 describes the advancement of the time-domain simulation method in terms of com-
putation environment and computation technique using a parallelization scheme. The main fo-
cus in the chapter is the description of the developed parallel computation algorithm for power
system transient stability analysis and assessment of its performance in terms of accuracy and
computation speedup.

In Chapter 6, the third measure in advancement of the performance of the developed compu-
tational algorithms in terms of computation method is addressed. For this, the chapter describes
the development of an alternative analysis approach based on a direct-method for fast stability
assessment.

The aim of Chapter 7 is to describe the formulation of the parallel hybrid analysis approach
coupling the direct-method and time-domain simulation method to create an analysis approach
for fast and detailed analysis of transient stability. In addition, the chapter describes the inte-
gration of the developed methods as simulation modules into the eASiMOV framework, which
was developed as part of the research and development work at the Institute for Automation and
Applied Informatics of Karlsruhe Institute of Technology and contributes to the Energy Lab 2.0
testing facility.

Finally, Chapter 8 summarizes the present thesis, including the main contributions and out-
look for possible future work.
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Knowledge of the power system structure and its components is an important step in the devel-
opment of computational methods for power system stability analysis. Mathematical modeling
is a vital concept used to describe the system components and their effect on the transient behav-
ior of the system. A comprehensive system model should include the steady state and dynamic
representation of the various elements influencing the electrical and mechanical torques of the
machines in the system in order to capture the different scales of dynamics. The complexity of
the models applied in the computational methods, however, depends on the type of transients
and the system under investigation. The current chapter describes the mathematical models of
key components that constitute an electrical power system for electromechanical transient sta-
bility analysis. The models are described using a set of differential and algebraic equations.
Generally, differential equations mainly model the behavior of the machines, while algebraic
equations are used to represent the transmission network and the interface between the ma-
chines and the transmission network. In the current chapter, component models are initially de-
scribed for the traditional transient stability analysis computational method based on balanced
network operating conditions. Modified models are then developed for an extended computa-
tional method for analyzing asymmetrical network transients. Underlying assumptions are also
described to define the basis for the complexity simplification in the developed computational
models.

2.1 General Modeling Assumptions
The power system model considered in the current thesis is broadly divided into the generator
subsystem and the network subsystem. The generator subsystem includes the synchronous gen-
erators and the associated controllers, such as the turbine-governor system and the excitation
system. As part of the network subsystem are buses (also referred to as nodes), transformers,
and the interconnecting transmission lines. System loads are included as part of the network
subsystem. The interface between the two subsystems is through the stator of the generator. A
complete representation of the components highlighted above results in a large number of dif-
ferential and algebraic equations (DAE) that have to be solved during the computation process.

The modeling details presented in the current chapter are based on the publications [116, 117].

M. Kyesswa, H. K. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “Generator Model Extension for Higher
Accuracy Simulation of Power System Transients in OpenModelica,” in 4th International Conference on
Mathematics and Computers in Sciences and in Industry (MCSI), Corfu, Greece, pp. 44–50, August 2017.

M. Kyesswa, H. K. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “A Matlab-Based Simulation Tool for the
Analysis of Unsymmetrical Power System Transients in Large Networks,” in European Conference on Mod-
elling and Simulation (ECMS), Wilhelmshaven, Germany, pp. 246–253, May 2018.
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Moreover, analyzing the time scales of the different components shows that the power system
is naturally a stiff system, consisting of a wide range of time varying dynamics associated with
the various components. In view of the broad structural composition, the computational analy-
sis of power system dynamics using detailed component models to capture multi-scale system
transients is generally a challenging task.

In order to simplify the modeling and reduce the complexity in the analysis process, a num-
ber of assumptions are introduced in the models derived in the current thesis. The main as-
sumption, as applied in transient stability computational software packages, is the quasi-steady
state approximation of the network [96]. This assumption implies that the network quantities
are considered to be at fundamental frequency, neglecting all harmonics, and represented by
perfectly pure sinusoidal signals. The sinusoidal voltages and currents are further simplified to
fundamental phasor quantities, represented using an amplitude, phase angle, and a fixed angular
frequency [20]. This simplification is acceptable in transient stability studies since the analyzed
transients are slow compared to the propagating signals. The implications of the quasi-steady
state assumption on the dynamic behavior, network modeling and computational complexity
are summarized as follows:

• Dynamic behavior: The interaction between the different dynamic components is consid-
ered to occur with the electrical network at a constant frequency. Therefore, the transient
response to the system’s machine dynamics is only represented using the time variations
in the current- and voltage-phasors [96].

• Network modeling: By assuming instantaneous variations of the network voltages and
currents, the transients in the line elements are ignored. The transmission line model is
therefore approximately modeled using the simplified lumped line model [96] representa-
tion of the line behavior from the interconnecting terminals. In addition, the assumption
of constant network frequency simplifies the electrical network representation to a phasor
model using equivalent impedances or admittances instead of the elementary resistive,
inductive and capacitive (R, L, C) components.

• Computational complexity: The phasor representation allows transient stability simula-
tions to use a time step in the range of milliseconds, depending on the investigated phe-
nomenon, which reduces the computational burden during the numerical solution of the
system equations.

The above simplifications and assumptions result in considerable model reduction that al-
lows the models to be effectively applied in the analysis of relatively large network structures.
It should be noted that the model reduction under the above suppositions is achieved at a cost of
reduced computational accuracy. This limits the application range of the models in the present
thesis to slow system transients in the electromechanical domain. The fast transients in the elec-
tromagnetic domain that require detailed component modeling are not taken into consideration
in the current thesis.
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2.2 Component Models for Transient Stability Analysis
Transient stability analysis provides the basis in the simulation of power system dynamics based
on the simplifications outlined in Section 2.1. In addition to the assumptions stated above, the
conventional transient stability methods apply further simplification of the network in order to
reduce the size of the network system equations. The simplification is reached by assuming bal-
anced network and operating conditions in normal operation and during fault conditions [20].
In such a case, the three-phases of the electrical network are assumed to have uniform charac-
teristics and the network dynamics can be analyzed by considering a single phase. As a result,
the system representation is further simplified to a single-phase equivalent of the three-phases
based on the positive sequence network. The current section describes the mathematical mod-
els of the fundamental system components applied for transient stability computations under
balanced and symmetrical network conditions in the present thesis.

2.2.1 Synchronous Generator

Before describing the generator models, it is necessary to make a note on the sources of dy-
namics in the system and how they are represented. The synchronous generator is the main
source of system dynamics as a result of the electromechanical and electromagnetic interactions
between the mechanical and electrical components in the internal generator structure. The gen-
erator electromechanical dynamics are caused by the energy exchange between the mechanical
power source and the electrical network in form of power demand. This interaction is com-
monly represented by the equation of motion showing the balance in the generator acceleration
torque [118]. The electromagnetic dynamics represent the electrical current and magnetic flux
interactions within the generator’s internal windings. These interactions in the internal wind-
ings are represented based on Park’s transformation, which simplifies the electrical dynamics
using equivalent circuits in the rotor direct axis (d-axis) and quadrature axis (q-axis) [118].

The stability analysis in the present thesis focuses on the transient response of synchronous
generators following a disturbance. The level of detail of the synchronous generator models
varies depending on the dominant transient phenomenon and the number of electrical circuits
considered to represent the rotor windings. The difference in time response of transients through
generator windings results in classification of the generator representation into either the sub-
transient or transient electromotive force (emf) with the corresponding reactances [23]. In the
present thesis, the generator is modeled using the transient emf. Two types of generator models
with a different level of complexity and accuracy are applied: the fourth-order model and the
second order (classical) model. The simplifying assumptions considered in the two models and
the resulting differential and algebraic equations constituting the mathematical models of the
generators are described in the following.

Fourth-Order Generator Model

The fourth-order model is represented by transient emfs in the d-axis, E ′

d, and in the q-axis,
E

′
q, behind the respective transient reactances X ′

q and X ′

d of the generator. In this model, the
generator construction is simplified by neglecting the effect of the d-axis damper windings [23].
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The resulting structure of the model consists of an excitation field circuit on the d-axis and an
equivalent damper winding circuit on the q-axis. This model is referred to in the literature as
being accurate enough to represent synchronous generators for studying the electromechani-
cal transient behavior [23], which is the scope of the current thesis. Thereby, the differential
equations of this generator model comprise of Equations (2.1) and (2.2) describing the change
in transient emfs due to decaying flux in the rotor circuit, and the equations representing the
change in rotor angle and speed given by the equation of motion in Equations (2.3) and (2.4).

T
′

d0Ė
′
q = Ef − E

′

q − (Xd −X
′

d)Id (2.1)

T
′

q0Ė
′
d = −E

′

d + (Xq −X
′

q)Iq (2.2)

δ̇ = ω − ω0 (2.3)

ω̇ =
1

M

[
Pm −D(ω − ω0)− Pe

]
(2.4)

From Equations (2.1) and (2.2), Ef is the generator internal excitation voltage, T ′

d0 and T ′
q0

are the open-circuit d-axis and q-axis transient time constants, respectively, and Id and Iq are
the respective d- and q-axis components of the armature current. In Equations (2.3) and (2.4),
M is the moment of inertia given by M = 2H

ω0
, where H is the inertia constant in seconds, Pm is

the mechanical input power, Pe is the air gap electrical power, D is the damping coefficient, δ is
the rotor angle, ω is the generator rotational speed, and ω0 is the synchronous rotational speed.

According to the assumptions described in Section 2.1, the network voltages and currents are
represented as fundamental phasor quantities. This results in simplification of the stator model
by ignoring the stator transients. The stator model is therefore represented using an impedance
consisting of the stator resistance R and the d- and q-axis components of the reactance. The
algebraic equations representing the stator is given asVd

Vq

 =

E ′

d

E
′
q

−
 R −X ′

q

X
′

d R

Id
Iq

 (2.5)

where Vd and Vq are the d- and q-axis components of the generator terminal voltage. The set of
algebraic equations of the generator is completed by the equation of the generator air gap power
given by

Pe = (E
′

dId + E
′

qIq) + (X
′

d −X
′

q)IdIq. (2.6)

The changes in emf Ef in Equation (2.1) and mechanical power Pm in Equation (2.4) are
computed from the equations describing the excitation system model and the turbine-governor
model, respectively, described in Section 2.2.2.

Second-Order Generator Model

The second-order generator model, also known as the classical model, is usually applied for
simplified power system transient studies. It provides a reduced representation of the generator
with no rotor windings on the d- and q-axis. The damper circuits and field flux decay are
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neglected, and therefore ignores all state variables for the rotor coils. In formulation of the
model equations, the changes in the internal excitation voltage Ef and the d-axis armature
current Id are assumed to be negligible during the transient state [23]. The generator is therefore
represented by a constant emf E ′ behind a reactanceX ′

d. The simplified generator model can be
derived for the subtransient, transient and steady state conditions depending on the considered
emf and the respective reactance. For the transient condition, which is of interest in the present
thesis, the generator is represented using a constant transient emf behind transient reactance
[119]. The system of differential equations describing the model is reduced to the equation of
motion given in Equations (2.3) and (2.4). It is important to note that the input mechanical
power Pm is assumed to be constant for studies applying the classical model. The algebraic
equation representing the stator voltage variation is given by

V = E
′ − jX ′

dI (2.7)

where V is the generator terminal voltage with phase angle θ, and I is the armature current. The
magnitude of the machine internal voltage is kept constant during transient analysis. However,
the internal angle δ is variable and accounts for the rotational dynamics of the generator rotor
[119]. The generator air gap power is computed by

Pe =
E

′
V

X
′
d

sin(δ − θ). (2.8)

2.2.2 Synchronous Machine Control

The generator’s dynamic response is affected by the action of the connected controllers. The
controllers considered in the present thesis are the excitation system and the turbine-governor
system. Excitation systems regulate the generator internal voltage through the supplied field
current. Turbine-governor system regulates the mechanical input power by varying the inflow
rate of the fluid driving the turbine. The current section describes the mathematical models of
the controllers applied in the present thesis.

Excitation System

The excitation system model applied in the present thesis is a field-controlled dc commutator
exciter with a continuously acting voltage regulator as described in [120]. The dynamics of the
exciter are described by the following equations:

V̇r =
1

Ta

[
Ka(Vref − Vf − Vc + Vs)− Vr

]
(2.9)

V̇f =
1

Tf

[
Ka

Te
(Vr − Vx −KeEf )− Vf

]
(2.10)

Vx = EfAex exp(BexEf ) (2.11)

Ėf =
1

Te

[
(Vr −KeEf − Vx)

]
(2.12)
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In Equation (2.11), the exponential term Se = Aex exp(BexEf ) is the saturation function, where
Aex and Bex are exponential function parameters. Vr is the regulator output voltage used for
controlling the exciter, Vf is the stabilizing feedback voltage through a gain Kf with a time
constant Tf . Vs is the power system stabilizing output signal, Vc is the measured generator
terminal voltage and Vref is a set reference voltage. Ka and Ta are the amplifying gain and time
constant associated with the regulator. Te is the integrating time (also known as the exciter time
constant) and Ke is the negative feedback gain at the exciter stage. Additional details of the
exciter model are given in [116].

Turbine–Governor System

The turbine-governor system applied in the computation methods developed in the present thesis
is based on the TGOV1 steam turbine generation system (represented by a simple turbine model)
and a droop controlled governor model as described in [121]. The control model for adjusting
the turbine-valve position is based on a proportional-integral (PI) controller. The dynamics of
the turbine-governor system are given by Equations (2.13) to (2.17).

y1 = Pref −KR(ω − ωref )− Pm (2.13)

ẏ2 =
1

Tp
y1 (2.14)

y3 = Kpy1 + y2 (2.15)

ẏ =
1

Tm
(y3 − y) (2.16)

Ṗm =
1

Tk
(y − Pm) (2.17)

Variable y is the control valve position, Pref is the reference power, Pm is the mechanical power
output of the turbine, ωref is reference speed and ω is the rotor speed. The constant KR = 1

R
,

where R is the droop constant, which determines the required change in power with respect to
the frequency deviation [96]. The variable y1 is the input power deviation to the controller. Kp

and Tp are the gain and time constant of the PI controller, respectively. Variables y2 and y3 are
intermediate states of the PI controller. Tm and Tk are the time constants of the valve position
controller and turbine, respectively.

The above turbine-governor model is represented using a simple steam turbine. A more
detailed turbine-governor system is described in [116, 122] using actual thermodynamic char-
acteristics to represent the steam turbine stage. For the purpose of comparison, the detailed
model is implemented and tested in an open source object oriented phasor-time-domain simu-
lation toolbox, OpenModelica [38], which is based on the Modelica modeling language [123].
Detailed results are presented in [116, 122].
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2.2.3 Network Model

Network components are accurately modeled using wave equations, which define the relation
of network voltages and currents depending on time and position as applied in the detailed
electromagnetic transient analysis [24]. However, as described in Section 2.1, transient sta-
bility studies assume that the changes in the propagating voltage and current waves are very
fast compared to the resulting dynamics in the rotating machines. Thereby, the network is as-
sumed to be in a quasi-steady state, changing from one equilibrium operating point to another.
With this assumption, the transmission line model in transient stability analysis is similar to the
model applied in steady state stability studies. The transmission line is therefore modeled using
lumped-parameters as a pi-equivalent circuit with a series impedance Zs and a shunt admit-
tance Ysh as described in [116]. Formulation of the network equation in [116] using the nodal
admittance matrix shows that network elements are symmetrical.

Another component considered as part of the network subsystem model is the transformer. In
a simplified form, a network transformer is represented by an ideal transformer with a complex
transformation ratio in series with an impedance [116]. For the scope of analysis in the present
thesis, the transformers are considered to have fixed voltage ratios and fixed phase shifts. From
the simplified transformer circuit, a nodal admittance matrix formulation is derived for the
representation of the transformer as described in [116].

The resulting transmission line and transformer model representation are shown to have a
similar matrix structure. For the steady state and transient stability analyses considered in the
present thesis, the transmission line and transformer elements are combined in the formulation
of the network model and are referred to as branch elements. The main model parameters of the
branch elements are the resistance, inductance and shunt capacitance, with which the resulting
nodal admittance matrix Y is formulated. The individual line models are combined to form the
whole network based on Kirchhoff’s current law. The nodal network equation in the complex
current balance form is given by

I = Y V (2.18)

where;
Y is the nodal admittance matrix
V is a vector of phasor node voltages
I is a vector of phasor current injections into the network nodes.

The nodal admittance matrix is formulated from the individual branch elements as follows:

• The diagonal elements of the Y matrix are the self-admittances of the corresponding
nodes. These values are computed as the sum of all the admittances of the branches
connected to the corresponding node.

• The off-diagonal elements of the Y matrix are the mutual admittances between two inter-
connected nodes. The admittance is equal to the negative of the series admittance of the
branch connecting the corresponding nodes. An off-diagonal element of the admittance
matrix is zero if there is no branch linking the two nodes [23]. In a typical power sys-
tem network, there are few interconnected nodes, which means many zero off-diagonal
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elements of the matrix. The resulting admittance matrix therefore has a high sparsity
percentage that increases with the network size.

2.2.4 Load Modeling

A load in power system studies may represent an individual consumption device, an aggregation
of individual loads at a specific node or an implicit representation of a network subsection in the
system model. The simplification applied in modeling large networks in transient stability anal-
ysis represents network subsections, especially the distribution networks, in form of aggregated
loads at the interconnecting nodes. The net effect of the aggregated loads can be represented as
static or dynamic load models. Static loads model the load characteristics at a given instant as
a linear or nonlinear function of the node voltage and frequency using algebraic equations. Al-
though this modeling does not represent the actual behavior of the loads, it is acceptable under
the assumption that the loads have a very fast response to reach steady state operation compared
to the transient phenomena in the rotating machines under consideration. However, for studies
where the dynamic behavior of loads plays a significant role, dynamic load models are used.
Dynamic loads are represented using differential equations. The scope of the load models used
in the present thesis is limited to static loads with voltage dependency.

The general representation of the voltage dependency of the static load characteristic is given
by the exponential model

P = P0

(
V

V0

)a

(2.19)

Q = Q0

(
V

V0

)b

(2.20)

where V0 is the initial voltage at the load bus obtained from steady state calculations, P0 and
Q0 are the corresponding active and reactive power values at the initial operating conditions,
and P and Q are the active and reactive power components of the load at voltage V . The active
power exponent a, and the reactive power exponent b are the parameters of the model. For
a = b = 0, 1, 2, the model represents constant power, constant current or constant impedance
characteristics, respectively [96, 124].

Unlike in the steady state power flow analysis, where the loads are represented as constant
power loads (i.e. a = b = 0), loads applied for transient stability analysis in the current thesis
are represented as constant impedance loads (i.e. a = b = 2). This supposition is taken as
part of the system complexity reduction measures; constant impedance load models eliminate
the current injections at the load buses, which results in a linear representation of the loads
where the load admittance is calculated using Equation (2.21). With this simplification, the
load admittance is directly added to the nodal admittance matrix given in Equation (2.18) at the
respective diagonal element.

Yl =
P0 − jQ0

|V0|2
(2.21)
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The assumption of a quasi-steady state network and the constant impedance static load mod-
els result in the overall network subsystem being represented by a linear model formulated in
terms of an admittance matrix. This reduces the model of the network subsystem to a linear
system of equations.

2.2.5 Generator – Network Interface

In addition to the model formulation of the generator subsystem and network subsystem com-
ponents, it is necessary to describe how the two subsystems are interfaced to form the complete
power system model. An important factor which is not evident in the described models is the
difference in the reference coordinates considered during the modeling of the two subsystems.
The two reference frames are the generator’s d-q orthogonal reference frame rotating with the
rotor (represented with coordinates d-q) and the stationary network’s complex coordinate ref-
erence frame (represented with coordinates D-Q). Figure 2.1 depicts the relationship between
the two reference frames.

Im
ag
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y
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d-axis
q-axis

U

UD

UQ

vq

vd

ωr

ω0
θv

δ

Figure 2.1: Reference frame transformation

The equations describing the behavior of the generator are formulated in the rotor d-q or-
thogonal reference coordinates. This representation simplifies system modeling and solution
of the generator equations by transforming the time-varying stator quantities from the station-
ary network coordinate reference frame to a reference frame which rotates with the rotor [96].
The resulting generator equations need to be linked to the network equations in order to form a
systematic interconnection of the generator subsystem to the rest of the network. However, the
network equations are represented in the network’s complex coordinate reference frame. A sys-
tem transformation technique is therefore required to relate the quantities in the two reference
systems. The transformation and inverse transformation between generator quantities (vd and
vq) and the network quantities (UD and UQ) derived from the phasor diagram in Figure 2.1 are
given by Equations (2.22) and (2.23) [96].[

vd
vq

]
=

[
sin δ − cos δ

cos δ sin δ

][
UD

UQ

]
(2.22)
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UD

UQ

]
=

[
sin δ cos δ

− cos δ sin δ

][
vd
vq

]
(2.23)

In Equations (2.22) and (2.23), the variable δ is the rotor angle, which defines the position
of the rotor relative to the stator reference axis. In this representation, the rotor angle δ is
the displacement between the generator q-axis and the real axis (D-axis) of the network. The
generator q-axis is used as the reference axis of the rotor due to the fact that the nominal induced
voltage vector, which represents the rotor position, lies on the q-axis. It is important to note that
the number of d-q system coordinates is equal to the number of generators in the network since
each generator may operate at a different rotor angle [23]. Moreover, the transformations in
Equations (2.22) and (2.23) are applicable to all generator and network variables.

2.3 Modified Models for Asymmetrical Transients’
Analysis

In the previous section, the models described for the basic transient stability analysis are limited
to balanced three-phase operating conditions. One of the contributions in the current thesis is
to extend system analysis to asymmetrical network transients. For this, appropriate component
models are required for the asymmetrical transients’ analysis computational method. The cur-
rent section describes the mathematical modeling of the fundamental power system components
considering balanced and unbalanced operating conditions. The modeling is based on the sym-
metrical components method that represents the system model using three sequence networks.

2.3.1 Modeling Basis

The modeling of the components for the asymmetrical transients’ stability analysis domain in
the present thesis is based on the quasi-stationary symmetrical components method. Generally,
power system variables are represented as a set of three-phase time varying phasors corre-
sponding to the three-phase system. The symmetrical components method is used to resolve
a set of three unbalanced phasors in the three-phase system into three symmetrical compo-
nents; positive-, negative- and zero- sequence components. This is achieved using the symmet-
rical components transformation matrix (Tsym) in Equation (2.24) [125] to transform the phasor
quantities into sequence quantities.

V abc = TsymV
012 (2.24)

where Tsym =

1 1 1

1 a2 a

1 a a2

 and a = 1∠120o.

V abc =
[
V a V b V c

]T is a vector of the respective phasor voltages in phases A, B, C, and
V 012 =

[
V 0 V 1 V 2

]T is a vector of the sequence voltages in the zero, positive and negative
sequence circuits. This relation also applies for the transformation between phasor and sequence
currents.
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The simplifying assumptions considered during component modeling are described in Sec-
tion 2.1. Unlike the modeling in Section 2.2, the modeling described in the current section con-
siders both balanced and unbalanced network operating conditions. The network is represented
using the positive, negative, and zero sequence networks. The sequence circuits are decoupled
during normal operation. This implies that a given sequence current will only affect the voltage
drop in that sequence circuit, and the voltage remains unchanged in the other circuits. This
property allows the entire system including generators, transmission lines and transformers to
be represented by three decoupled sequence systems [125] during normal operation.

2.3.2 New Synchronous Generator Model

Based on the symmetrical components method, the synchronous generator dynamics are divided
into the positive, negative and zero sequence components, which form a set of three decoupled
circuits. Assuming machine physical symmetry constraints, whereby the generator windings
are designed to be balanced, the resulting generator internal voltage is a balanced three-phase
voltage [45]. This implies that there are no negative and zero sequence current sources dur-
ing normal operating conditions. The voltages and currents in the negative and zero sequence
circuits result from unbalanced network operations. Therefore, the negative and zero circuit
power generation is set to zero. This property is the basis of the new synchronous generator
model defined in the current section. The mathematical description of the machine model in the
individual components is explained in the following.

Generator Positive Sequence Dynamics

The generator positive sequence circuit is represented using the balanced transient stability syn-
chronous generator models. This is an acceptable representation since the models used in bal-
anced transient stability studies are developed considering only the positive sequence operation
of the generator. Therefore, the differential and algebraic equations describing the dynamics of
the generator positive sequence network are similar to the equations derived in Section 2.2.1
for the balanced system. However, the computed voltages and currents in this case only refer to
the positive sequence circuit of the machine, unlike in the balanced simulation mode where the
quantities refer to the total machine quantities.

Generator Negative Sequence Dynamics

Due to the generator’s physical symmetry constraints, there is no current source in the negative
sequence circuit during normal operation. As a result, the equivalent generator negative cir-
cuit is represented by a pure impedance connected between the synchronous generator bus and
ground. The relationship between the negative sequence stator voltage and current is given by

0 = V2 + Z2I2 (2.25)

where;
I2 is the complex negative sequence current,
V2 is the complex negative sequence voltage at the generator bus, and
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Z2 is the negative sequence impedance given by Z2 = Rs + jX2. Rs and X2 are the stator
resistance and negative sequence reactance, respectively.

Generator Zero Sequence Dynamics

Similar to the negative sequence circuit, there is no current source in the zero sequence circuit
during normal operation. The zero sequence currents result from network imbalances. There-
fore, the equivalent generator zero sequence circuit is also represented by a pure impedance
connected between the generator bus and ground. Equation (2.26) gives the relationship be-
tween the zero sequence stator voltage and current.

0 = V0 + Z0I0 (2.26)

where;
I0 is the complex zero sequence current,
V0 is the complex zero sequence voltage at the generator bus, and
Z0 is the zero sequence impedance given by Z0 = Rs + jX0, where X0 is the zero sequence
reactance.

As described in [54], the zero sequence stator components vanish in the rotor d-q reference
frame. The alternative representation as described in [54] is to express these dynamics in the
real and imaginary coordinates as

v0(t) = V0 cos(ωst+ θ0)

v0(t) = VR(t) cos(ωst)− VI(t) sin(ωst)
(2.27)

whereby V0 is the magnitude of the zero sequence quantity with the corresponding phase angle
θ0, and ωs is the synchronous rotation speed. The variables VR and VI are the real and imaginary
components of the phasor representing the zero sequence stator quantity, respectively [54],
given by VR(t) = V0 cos θ0 and VI(t) = V0 sin θ0. The expressions in Equation (2.27) apply
for both voltages and currents in the stator.

Generator Mechanical Equations

The mechanical representation of the generator for asymmetrical transients is derived by mod-
ifying the mechanical equations used in the symmetrical transient stability analysis models,
given in Equations (2.3) and (2.4), to include the effect of unbalanced system operation. It
should be noted that the positive sequence current represents the main electrical torque in the
system. An additional term representing a braking torque is included in the mechanical equa-
tion of the generator to account for the resulting negative sequence currents that produce an
opposing torque. The zero sequence currents do not produce an effective torque in the machine
and are not included in the mechanical equation. As a result, the mechanical dynamics of the
synchronous machine are given by the modified swing equation as

δ̇ = ω − ω0 (2.28)
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ω̇ =
1

M

[
Pm −D(ω − ω0)− Pe − (R2 −Rs)I

2
2

]
(2.29)

where R2 is the negative sequence resistance [55]. In Equation (2.29), the electrical power
represents the generator power from the three sequence circuits. However, since the negative
and zero sequence circuits have no voltage sources, the resultant air gap electrical power of the
generator is only due to the positive sequence component. Therefore, the air gap power is given
by Equation (2.6).

Machine Controllers

As described in the preceding section, the negative and zero sequence networks have no voltage
sources. The controllable generator field voltage is therefore located in the positive sequence
network, similar to the model in the balanced system analysis. Consequently, the model of
the generator excitation control system applied during analysis of asymmetrical transients is
similar to the model described by Equations (2.9) – (2.12) in Section 2.2.2. Similarly, since
the electrical power output of the generator only results from the positive sequence component,
the turbine-governor system applied for studying asymmetrical transients is also similar to the
model used for the balanced system analysis described by Equations (2.13) – (2.17).

2.3.3 Network Modeling

The network is modeled using the quasi-steady state assumption as applied to the symmetrical
transients’ analysis. However, the three-phase network in this case is represented by three
decoupled single-line sequence circuits for the positive, negative, and zero sequence networks.
The sequence networks are constructed using equivalent admittances. The relation between the
injected sequence currents at the nodes and the sequence node voltages is given in the complex
current balance form as

I0 = Y0V0
I1 = Y1V1
I2 = Y2V2

(2.30)

where;
Y is the nodal admittance matrix for the corresponding sequence network,
V is a vector of sequence node voltages, and
I is a vector of injected sequence currents into the nodes. In Equation (2.30), 0, 1, 2 refer to
the zero, positive and negative sequence of the respective quantities. In the formulation of the
network equations, the network is assumed to operate at a constant frequency. The voltages and
currents are represented as phasors at fundamental frequency.

The generator stator and loads are modeled as part of the network. In this case, the nodal
admittance matrices of the sequence networks are augmented by adding the generator stator
admittance and load admittance to the diagonal shunt elements at the respective network nodes
to which generators and loads are connected.
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Generator Representation

The generator stator sequence admittances (Yg0, Yg1, Yg2) are given by

Yg0 = 1/Z0

Yg1 = 1/Z1

Yg2 = 1/Z2

(2.31)

where Z0, Z1, Z2 are the zero, positive and negative sequence impedances of the stator.

Load Representation

Static loads are modeled as constant admittances for the asymmetrical transient studies, similar
to the assumption in the balanced transients’ studies, in order to simplify the system modeling
by eliminating current injections from the loads. However, since the network model is sepa-
rated into sequence networks, the loads are also modeled in terms of their sequence component
admittances. The elements of the load admittance diagonal matrix – in terms of the phasor rep-
resentation Y i

abc at the ith node – are derived from the initial load power P i
abc+jQ

i
abc and the load

bus voltage V i
abc in the phase coordinates using Equation (2.32). The load admittance Y i

012 in
terms of sequence components is calculated using the symmetrical components transformation
matrix using Equation (2.33) [125].

Y i
abc =

P i
abc − jQi

abc

|V i
abc|2

(2.32)

Y i
012 = [Tsym]

−1[Y i
abc][Tsym] (2.33)

Considering the combined network subsystem, the three sequences are independent during
balanced system operating conditions. Therefore, the sequence components are modelled and
analyzed separately on a per phase basis. The phase quantities (currents and voltages) are
computed by superimposing the sequence component quantities. For an unbalanced fault, the
sequence admittance matrices are initially computed separately and the networks connected to-
gether using the asymmetrical fault analysis techniques depending on the fault type as described
in [125]. System variables during the fault period are determined from the solution using the
equivalent network connections.

2.3.4 Reference Frame Transformation

The reference frame transformation is applied to interface the generator and the network sub-
systems. As described in Section 2.2.5, the equations of the generator subsystem are developed
in the rotor d-q reference frame, while the network subsystem is modeled in the complex coordi-
nate reference frame. In order to account for the sequence components, the complex coordinate
reference frame in this case is divided into the D1-Q1 and D2-Q2 sequence network reference
frames; where the D1-Q1 axis is similar to the coordinate reference frame described in Section
2.2.5 rotating synchronously in the positive sequence direction, and the D2-Q2 axis represents
the network reference frame rotating synchronously in the negative sequence direction. The

32



2.4 Integrated Power System Model

relative position of the d-q reference frame and sequence network complex coordinates is illus-
trated in Figure 2.2. The d-q axis represents the axis fixed on the generator field magnetic axis
of the respective machine and rotates with the rotor.

Stationary reference frame

d-axis

q-axis

ωt

θm

δ

D1-axis

Q1-axis

D2-axis

Q2-axis

ωt

θN

Figure 2.2: Positive and negative sequence components reference frame transformation

The different angular displacements in Figure 2.2 are defined as follows: The angle between
the real axis of the positive sequence reference D1-axis and the stationary frame is defined by
ωt, where ω is the synchronous angular velocity; Angle θm between the d-axis and the stationary
reference frame represents the angular position of the rotor; δ is the machine rotor angle as de-
scribed in Section 2.2.5 [47]. From Figure 2.2, the following transformations between machine
quantities (vd,vq) and the respective sequence network quantities (UD, UQ) are derived:[

vd1
vq1

]
=

[
sin δ − cos δ

cos δ sin δ

][
UD1

UQ1

]
(2.34)

[
vd2
vq2

]
=

[
cos θN − sin θN
− sin θN − cos θN

][
UD2

UQ2

]
(2.35)

where θN = 2ωt + δ − π/2 is the displacement angle between the D2-axis and the d-axis, and
ω is the synchronous rotational speed in the negative sequence direction [47]. The relations
in Equations (2.34) and (2.35) hold for the transformation of currents and voltages. The zero
sequence transformation is not considered here since the zero sequence stator quantities are
nonexistent in the d-q coordinates.

2.4 Integrated Power System Model
Having illustrated the modeling of the fundamental components of the power system in the
previous sections, the current section briefly describes the general form of the power system
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model. Figure 2.3 shows the interconnection between the main components of a power system
for transient stability analysis and the key variables exchanged between the components. The
full power system model for transient stability studies is described by a set of differential and
algebraic equations of the form

ẋ = f(x, y, u) (2.36)

0 = g(x, y, u) (2.37)

where x is a vector of dynamic state variables associated with the differential equations set, y is
a vector of algebraic variables, and u are system parameters.

Generator
Rotor d-q reference frame

Generator
Control systems

AC Network
Complex reference
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Figure 2.3: Interconnection of power system components

The differential equation is a set of uncoupled subsets representing all synchronous machines
in the system. This property is important for the parallelization of the solution of differential
equations proposed in the current thesis as described in Chapter 5. The equations of the syn-
chronous machines are divided into the rotor electrical and mechanical equations, and control
system equations. The different generator subsystems are coupled to each other through the
network. Other components that are represented by differential equations but not included in
the modeling presented in the current thesis include Static Var Compensators (SVC), dynamic
loads, HVDC and FACTS devices. The set of algebraic equations comprises the stator equa-
tions of each machine expressed in the network frame of reference, coupled to the equations
of the transmission network and static loads. The interface between the synchronous machines
and network system is through a set of transformations represented by algebraic equations as
described in Section 2.2.5 and Section 2.3.4.

The power system model normally uses a single line representation for balanced transients’
studies. A similar generic structure is used for asymmetrical transients’ studies, but with the
network represented using the three sequence circuits connected to the generator system via the
transformations derived in Section 2.3.4. The three circuits are decoupled during normal opera-
tion and interconnected during fault period based on the asymmetrical fault analysis techniques.
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2.5 Summary
The current chapter addresses part of the mathematical modeling objective of the present thesis.
As an outcome of the chapter is the modeling of the conventional power system components
applied for transient stability analysis under balanced network operating conditions – during
normal and fault conditions – and unbalanced network operations as a result of asymmetrical
network transients. The system models are described by a set of differential and algebraic equa-
tions representing the dynamic behavior of individual components based on quasi stationary
phasors. The quasi stationary phasor approximation considered during modeling is acceptable
since the analyzed transients are slow compared to the propagating signals. Since the main
source of the analyzed electromechanical transients is the generator, model details of the gen-
erator and the controllers connected to the generator are important regarding system represen-
tation and analysis accuracy. In general, the assumptions considered during system modeling
are necessary to simplify the overall system model and reduce computational complexity in the
analysis methods described in the next chapter.
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System stability analysis involves the solution of the equations resulting from the system mod-
eling with a general form given by Equations (2.36) and (2.37). The power flow analysis ap-
proach is the commonly used method to derive the system behavior considering steady state
operating conditions. To determine the time response of the system, transient stability analysis
is applied. Time domain simulations are the basis for transient stability analysis in the existing
software packages applied in research and industry. The system solution is derived via step-by-
step numerical integration of the differential algebraic equations describing the power system.
However, the solution method used in most simulation tools is derived mainly assuming sym-
metrical networks and operating conditions, which might no longer be accurate in the current
power system operating environment.

The present chapter describes the development of a Matlab-based time-domain computa-
tional method for the analysis of balanced and unbalanced power system transients. In addition
to the conventional transient stability analysis method, where the transmission network repre-
sentation is based on a per phase positive sequence, an asymmetrical simulation algorithm is
developed to form the combined computational method. The asymmetrical simulation algo-
rithm is based on the symmetrical components technique in which the network is represented
by three sequence circuits. The method is developed as an extension to an analysis approach in
a research-based toolbox, MatDyn, for studying balanced transients. An overview of MatDyn
toolbox is described in Section 3.1 as a basis for the functional modifications in the extended
computational method. Implementation details and the new solution methodology in the ex-
tended analysis method are presented in Section 3.2. Furthermore, Section 3.3 presents the
simulation results obtained using the extended method and validation against the commercial
grade software package DIgSILENT PowerFactory in terms of analysis accuracy.

3.1 Symmetrical Transient Stability Analysis Method
Before presenting the extension of the computational method to asymmetrical power system
analysis, it is of interest to describe the fundamental building block of the developed compu-

The details described in the current chapter are based on the publications [117, 126].

M. Kyesswa, H. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “A Matlab-Based Dynamic Simulation Module
for Power System Transients Analysis in the eASiMOV Framework,” in 2017 European Modelling Sympo-
sium (EMS), Manchester, UK, pp. 157–162, November 2017.

M. Kyesswa, H. K. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “A Matlab-Based Simulation Tool for the
Analysis of Unsymmetrical Power System Transients in Large Networks,” in European Conference on Mod-
elling and Simulation (ECMS), Wilhelmshaven, Germany, pp. 246–253, May 2018.
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tational algorithm. The computational method is based on the symmetrical transient stability
approach as applied in conventional transient simulation software packages for balanced sys-
tem analyses. As a first step of the development, the current section presents an overview of the
transient simulation method providing the basis of the computational method extended to anal-
ysis of symmetrical and asymmetrical power system transients. The main components of the
basic algorithm are also presented to illustrate the interaction between the different stages of the
computation, which provides insight into the necessary modifications in the system structure as
well as the numerical solution technique for the new method.

3.1.1 Overview of the Symmetrical Transient Analysis Method

The symmetrical transient stability analysis (TS) function is the basis in the computational
method for the time-domain simulations presented in the current thesis. In this method, the
analysis is based on symmetrical and steady-state representation of the network and therefore
ignores the fast transients in transmission lines. For this reason, the assumptions stated in Sec-
tion 2.1 and the system models derived in Section 2.2 apply for the computational simulations
under this category. The symmetrical transient stability method is based on MatDyn [40], which
is an open source simulation toolbox in Matlab for analysis of power system transients under
balanced network conditions. The development of the MatDyn software toolbox is based on
Matpower [33], a Matlab toolbox for power flow and optimal power flow computations. With
the analysis limitation of the Matpower toolbox to steady state computations, MatDyn extends
the analysis domain to include transient stability analysis and time domain simulation of power
systems.

An important feature in the MatDyn toolbox is that the transient analysis method directly
applies the optimized and efficient functions in the Matpower library for the relevant steady
state precomputations at the initial stage of the simulation. In addition, the toolbox provides
a flexible modeling environment, which is important for model modification and extension of
its functionality to include additional analysis features. This property provides the basis for the
extension of the time-domain computational method to include the analysis of asymmetrical
network transients in system stability studies as described in Section 3.2.

3.1.2 Components of the Symmetrical Transient Analysis Method

The structure of the computational method for symmetrical transient stability analysis can be
viewed in terms of the model composition and numerical solutions. Component models in the
system are divided into steady state models grouped under the network subsystem represented
by algebraic equations, and dynamic models mainly represented by differential equations. The
solution methodology is divided in such a way that the solution of the steady state system
equations is done using power flow computations, while the dynamic system equations are
solved using numerical integration and algebraic solvers over time. The components in the
basic transient stability toolbox are defined as a collection of Matlab m-files. Figure 3.1 depicts
an overview of the main code blocks in the toolbox as well as the interaction between the
different functions in the computation process.
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ẋ = f(x, y, u)

0 = g(x, y, u)
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Figure 3.1: Block diagram of the dynamic simulation module

The computational analysis starts with the input of the structure of the network to be ana-
lyzed. From the structural representation, a network file is defined in text format using bus
indices and the corresponding transmission line parameters connecting the buses in terms of
resistance, inductance and capacitance. As described in Chapter 2, the network representation
in dynamic simulations is similar to that used in steady state analysis. Therefore, the network
structures defined in the steady state simulation toolbox, Matpower, are directly applied as input
files to the dynamic computational simulation method. The input network structure is defined
in a Matlab file referred to as the Network Casefile in Figure 3.1. The following blocks consti-
tute the network casefile: Bus data block – defining the components connected to the specific
buses; Generator data block – defining the rating and location of the machines connected to the
network; and Branch data block – specifying the parameters of the network branches.

After defining the input network structure, the nodal admittance matrix (YBus) is formulated
using a Matlab function from the Matpower library. The YBus matrix is used in the network
equation given in current balance form in Equation (2.18) for the computation of the bus volt-
ages using defined node current injections. For application to dynamic simulations, the nodal
admittance matrix is modified to include the coupling of the network to the generators and
constant impedance loads. This interconnection is achieved by inserting the generator stator
admittances and load admittances as diagonal shunt elements in the nodal admittance matrix.

As described in Chapter 2, the loads considered in the present thesis are static loads. These
loads are defined as constant power loads in the network casefile. This format of load defini-
tion is directly applied for the steady state power flow simulations. For use in the dynamics
simulation, however, the constant power loads are converted to a form that represents constant
admittances. The load admittance Yload at bus i is derived from the initial load power Pi + jQi

and the initial load bus voltage Vi as

Yload =
Pi − jQi

|Vi|2
. (3.1)
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Similarly, the admittance of the generator stator is added to the nodal admittance matrix
to form the interconnection between the generation system and transmission network. In the
symmetrical transient stability function, the generator stator is represented on a single phase
basis since the same assumption is made for the network model. The equivalent generator
stator admittance at a specific bus is given by

Ygen =
1

Ra + jX
′
d

(3.2)

where Ra is the stator resistance and X ′

d is the d-axis transient reactance. The equivalent nodal
admittance matrix consisting of the line parameters, generator stator admittance and constant
impedance loads constitutes the algebraic equation of the network subsystem.

The first step of the computation process is the initialization stage. This is performed to
compute the initial state of the algebraic and dynamic variables in order to progress the dynamic
simulation from steady state. The steady state power flow computations are used to calculate
the initial steady state bus variables, which include bus voltages – in terms of magnitude and
angle – and the bus active and reactive power. This operation is represented in Figure 3.1 by the
Power Flow Solver block. The power flow calculation is based on standard Newton’s solver in
the Matpower package [33].

During the time-domain simulation, system disturbances are considered to be predefined time
based events. The event file block defines the required changes in the network structure during
the simulation to represent the system disturbances. The file includes the event type and the time
of event occurrence. The simulated event types include changes in bus parameters to simulate
system faults, changes in line parameters to simulate line switching events, and variations in
load parameters. A detailed description of the definition of the event types studied in the present
thesis is given in [127]. In order to account for changes in network structure due to an event,
the admittance matrix is reformulated at every occurrence of an event during the simulation.

The dynamic components block represents the mathematical description of the dynamic mod-
els in form of differential and algebraic equations. The block is a collection of Matlab m-files
representing the different dynamic components in the system. Initialization functions are de-
fined for each component to evaluate the steady state characteristics of the dynamic models at
the beginning of the simulation. In the current chapter, the modeled dynamic components are
the generator, exciter and the turbine-governor as described in Chapter 2. In addition to the
mathematical description of the dynamic models, the parameters of the dynamic components
are defined in the dynamic casefile function. The parameters in the dynamic casefile function
depend on the network structure under consideration and the level of detail of the dynamic
components.

With the network and dynamic models formulated, the DAE solver block represents the nu-
merical solution of the resulting differential equations and algebraic equations. The solution
consists of two main parts; the numerical integration of the differential equations and linear so-
lution of the algebraic equations. MatDyn, which forms the basis of the symmetrical transient
stability analysis function, consists of a number of integration solvers. The integration method
for discretization of the differential equations in the current thesis is the fixed step size fourth
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order Runge-Kutta method [128]. The solution of the algebraic equations is based on the direct
linear solver using LU factorization algorithm from the Matlab library. Further details of the
solution approach for the differential and algebraic equations, and integration solvers included
in the toolbox are given in [40] and [127].

Algorithm 1 shows the pseudo code for the workflow of the dynamic simulation program. The
handle events phase in the simulation workflow consists of reformulation of the combined node
admittance matrix to account for the change in network topology and solution of the algebraic
equations to compute the new state of algebraic variables. This process is carried out at every
event of topology change before the next simulation time step.

Algorithm 1 : Overview of the workflow in the symmetrical transient stability analysis
method

Inputs: Network structure data
Load event file
Load dynamic casefile
Compute power flow
Formulate augmented YBus matrix
Initialize system to steady state 0 = g(x0, y0) and 0 = f(x0, y0)
while t < simulation time do

Solve DAE: ẋ = f(x, y) and 0 = g(x, y)
if event happened then

Reformulate Ybus
Solve 0 = gnew(xold, ynew)

Update: x and y
Save xt and yt variables at time t
t← t+ dt
Repeat: Until set simulation time is reached

Return: System variables x and y

The symmetrical transient stability analysis function described in current section deals with
the analysis of power system performance following a disturbance under balanced network
conditions. The studied events include three-phase short circuit faults, balanced load changes,
changes in line parameters, and loss of generation. During the simulation, specific variables are
saved at every time step. The simulation is advanced with a fixed step size. System stability is
analyzed from the simulation results at the end of the simulation in form of Matlab plots. The
main variables analyzed in this simulation function include generator power, rotational speed,
rotor angle, and bus voltage for a specific period after the disturbance is cleared. A detailed
analysis of the simulation results obtained using the symmetrical transient stability analysis
function and a comparison to the results obtained using an open-source tool, OpenModelica,
and a commercial grade software package, DIgSILENT PowerFactory, are given in [126].
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3.2 Proposed Three-Phase Transient Stability Analysis
Method

The symmetrical transient stability analysis function described in the previous section is limited
to balanced networks and event types since the network model is based on the symmetrical rep-
resentation. The current section describes the extension of the computational method to include
the analysis of asymmetrical transients. Required modifications for asymmetrical transients’
analysis and the solution methodology in the proposed simulation function are described in the
following.

3.2.1 Overview of the Proposed Method

The method developed to include the analysis of asymmetrical network transients is referred to
as the three-phase transient stability analysis method (3Ph-TS) in the present thesis. The three-
phase transient stability function is developed to eliminate the limiting assumption of balanced
transients by considering the analysis based on three sequence circuits. In this way, unbalanced
network transients are analyzed by decomposing the analysis into the positive, negative, and
zero sequence components. Using the sequence transformation matrix, further information can
be derived from the sequence values about the individual phases during normal and fault op-
eration. In other words, the analysis provides phasor current and voltage information for the
positive, negative and zero sequences and for the A-, B-, and C-phases.

In comparison to the symmetrical transient function, the main difference regarding system
modeling is in the algebraic representation of the network subsystem models. This also includes
the generator stator and static load models, which are connected to the transmission network.
The modifications in the component modeling and the simplifying assumptions applied for the
extended computational method are described in Section 2.3.

The structural overview of the three-phase transient stability analysis function is also rep-
resented by the block diagram shown in Figure 3.1. The extended computational method is
developed based on the numerical formulations of the symmetrical transient stability analysis
function presented in Section 3.1. During the formulation of the extended analysis function, it
was cautiously considered to maintain the same level of simplicity of the computational algo-
rithm as the basic simulation method in order to allow for future functional improvements and
scalability of the combined computational methods. The features of the extended simulation
function are power flow analysis, dynamic analysis under balanced and unbalanced network
operating conditions, and analysis of symmetrical and asymmetrical faults. In the following
subsections, the modifications in the functional blocks and solution methodology to achieve the
above mentioned features in the extended computational method are described.

3.2.2 Functional Modifications in the Proposed Method

The functions developed in the three-phase transient stability analysis method are extensions of
the different functional blocks described in Section 3.1.2. The respective functions are modified
to account for the changes introduced by the modeling for the unbalanced network behavior
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and asymmetrical transients’ analysis. Like in the symmetrical transient stability function, the
network structure is formulated based on the Matpower casefile format. It is important to note
that the basic Matpower casefile is a positive sequence network based definition. In order to
account for the other sequence networks, the Network Casefile block is modified to include
the bus and branch data for the negative and zero sequence circuits. This is equivalent to the
construction of three independent network structures. The assumption of physical symmetry
of the generator construction implies that there is no generation from the negative and zero
sequence networks. Thereby, the generator steady state data in the casefile, which include
power generation and internal generated voltage, are defined using only the positive sequence
data. The bus and branch data of the negative sequence network are identical to the data defined
for the positive sequence network. The zero sequence branch data are different from the negative
and positive data since the zero sequence network topology differs from the positive sequence
network topology [125].

During the computation process, it is assumed that the network is balanced, symmetrical
and in steady state at the beginning of the simulation. In this case, only the positive sequence
circuit is considered for the initialization stage of the simulation. With this in mind, the positive
sequence based Matpower power flow calculation algorithm is directly applied for the initial
computations required at the beginning of the simulation process to determine the steady state
network operating conditions. The admittance matrix is formulated for the network solution
similar to the symmetrical transient stability method. As shown in Equation (2.30), the network
solution during normal and fault conditions is based on the current balance form for each of
the three sequence circuits. Nodal admittances matrices are constructed for the positive (Ybus1),
negative (Ybus2) and zero (Ybus0) sequence circuits from the respective network data. In addition,
the generator internal admittance formed from Equation (2.31) and static load admittance from
Equation (2.33) are added to the diagonal components of the respective sequence admittance
matrices to form the augmented network nodal admittance matrices for each circuit.

Definition of the event file component is similar to that used in the symmetrical transient
stability method. However, the modified event file component in the three-phase transient sta-
bility analysis function includes an input for the type of fault to be analyzed and additional
parameters for defining the required changes in each of the sequence networks to represent a
disturbance in the system. In addition to the balanced events, the fault types defined in the event
file include single line-to-ground fault, double line-to-ground fault, line-to-line fault, and three
phase-to-ground fault.

The dynamic component block is similar to that used in the TS method. Modifications in
the mathematical modeling of the dynamic components in the 3Ph-TS method are described in
Section 2.3.2. Compared to the TS method, the main differences between the models in the two
methods are seen in the algebraic equations of the generator to represent the effects of negative
and zero sequence circuit as a result of network imbalances. Moreover, additional parameters
are defined in the dynamic casefile for the sequence generator reactances used in the formulation
of the generator dynamic and algebraic equations and the admittance matrices for the respective
sequence circuits.

As a final block is the DAE solver component, whose structure is similar to that applied in
the TS method, but includes additional functions for the solution of the modified models in the
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3Ph-TS method. The numerical integration solvers for the differential equations and the linear
algebraic solvers for the network equations are similar to the ones implemented in the basic
program of the TS method. However, the solution method is modified in the fault handling
process since the 3Ph-TS functions specifically applies the symmetrical components technique
for the analysis of symmetrical and asymmetrical transients. For this reason, a new function
is included in the solver component for solving the three decoupled sequence circuits during
normal operation and for interconnecting the three circuits during the event handling process.
The numerical solution process and the event handling function of the modified function are
explained in detail in the following subsection.

3.2.3 Solution Methodology

The solution process in the developed three-phase transient stability computation method starts
from steady state operation and a network disturbance is applied at a predefined time point
during the simulation. For the developed analysis method, the system is also assumed to start
from a balanced network operating condition. Thus, only the single phase positive sequence
network is used for the initial computations to initialize the network to steady state operations.
As described in Section 3.2.2, the Matpower toolbox is applied for the power flow computations.
The power flow problem is formulated using an algebraic equation of the form

gz(z) = 0 (3.3)

consisting of a set of equations relating the power balance at the network nodes to the bus volt-
ages. Detailed explanation for the formulation of the power flow problem and the different
solution algorithms in the Matpower toolbox are given in [33]. The computed variables consti-
tuting vector z in Equation (3.3) include the bus voltages, in terms of magnitude and angle, and
the active and reactive power generation at the buses. The results of the power flow calcula-
tion define the initial value z0 of vector z in Equation (3.3). These values are used in Equation
(2.37) to determine the initial values of the rest of the algebraic variables y0 and the dynamic
state variables by solving

f(x0, y0, u) = 0. (3.4)

Note that the computed initial values in this case only refer to the positive sequence network
variables since the initial computations are based on the positive sequence network. The initial
variables of the negative and zero sequence networks are set to zero in the balanced system
considered at the initialization stage of the simulation. The system variables maintain the same
steady values if the network structure remains similar to the structure defined at the initialization
stage.

From the initial steady state established as described above, the system of differential and
algebraic equations in (2.36) and (2.37) is solved using numerical methods at each time step
for the dynamic state variables x and algebraic variables y. The initial values x0 and y0 at
t = 0 are used to solve the system in Equations (2.36) and (2.37) for the solution at the initial
simulation time step. An alternating approach (also known as partitioned approach) [129] is
applied in the numerical solution applied in the presented method. In the alternating approach,
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3.2 Proposed Three-Phase Transient Stability Analysis Method

numerical integration techniques are used to solve the differential equations separately for the
dynamic state variables x and the algebraic equations are solved separately for y [129]. During
the solution for x from Equation (2.36), estimated values of y from the previous time step are
used. The new estimated solution of x is then used in Equation (2.37) to determine the improved
solution for y. For the discretization step in the solution process, explicit integration methods
are used to numerically integrate the differential equations. The numerical solvers used in this
developed computation method are adapted from the symmetrical transient stability analysis
function based on MatDyn, with details given in [40, 127].

The solution of the algebraic equation mainly consists of the network equations. As noted
in Chapter 2, the generator stator and system loads are included as part of the network. Node
admittance matrices are formed for the three sequences using the respective bus and branch
information from the network definition. In solving the network equations, the original node
admittance matrices are augmented by adding the generator and the equivalent load admittances
to the diagonal components. This is carried out at every occurrence of a system transient to
rebuild the admittance matrix. The considered simplifications in load modeling and generator
stator representation as described in Chapter 2 result in a linear network algebraic equation that
can be solved using the sparsity-oriented triangular factorization direct linear solver [128]. The
solution of the three network equations is also based on the LU factorization method from the
Matlab library.

Event Handling

The network structure and admittance matrix vary depending on the simulation period. Before
describing the event handling function, it is important to define the applied network admittance
for the different simulation periods. Considering a simulation starting at t = 0 and stopping at
t = tend, with a fault applied at t = tfault and cleared at t = tclear, the network connections and
admittance matrices used in computing the transient behavior are varied as follows:

• From the start of the simulation to t = tfault, (i.e. 0 < t < tfault), the transient compu-
tations are carried out using the pre-fault admittance matrix using the positive sequence
network.

• During the fault period tfault ≤ t ≤ tclear, the computation is carried out using the
fault-on admittance matrices of the three sequence.

• From t = tclear to the end of the simulation at t = tend (i.e. tclear < t ≤ tend), the
post-fault admittance matrix is applied for the solution and only the positive sequence
network is considered.

Event handling starts at the instant when the network event is detected. At this point, the
admittance matrices of the three circuits are reformulated to account for the change in network
structure. The sequence components are connected using the well-known analysis techniques
depending on the fault type to be analyzed. Detailed analysis of the network connections and
derivation for the solution of network sequence and phase variables are given in [125]. The
network connections are summarized as follows:
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• Single line-to-ground fault – the three networks are connected in series at the fault point,

• Double line-to-ground fault – the positive network is connected in series with a parallel
combination of the negative and zero networks,

• Line-to-line fault – the positive and negative sequence networks are connected in opposite
directions such that the positive sequence fault current is the opposite of the negative
sequence current,

• Three-phase short circuit fault – is a balanced fault and therefore only the positive se-
quence network is considered.

The solution at the instant of fault occurrence proceeds with the computation of the algebraic
variables since the dynamic states do not change instantaneously. The algebraic variables y
after the event are computed by solving the algebraic equation 0 = gnew(x, y, u), where gnew is
the new algebraic function resulting from the change in network configuration. The values of x
used during the solution of gnew refer to the pre-event state values xold. The algebraic variables
ynew and the pre-event dynamic states xold are used as the initial conditions for determining the
new dynamic states xnew during the transient period from ẋnew = f(xnew, ynew). The event
handling process is repeated at every occurrence of an event.

Algorithm 2 : Workflow of the three-phase transient stability analysis method
Inputs: Network structure data – positive, negative and zero sequence
Load event file
Load dynamic casefile
Compute power flow – positive network
Formulate admittance matrices Ybus0, Ybus1, Ybus2
Initialize system to steady state 0 = g(x0, y0) and 0 = f(x0, y0)
while t < simulation time do

Solve DAE: ẋ = f(x, y) and 0 = g(x, y)
if event happened then

Reformulate Ybus0, Ybus1 ,Ybus2
Interconnect networks
Solve 0 = gnew(xold, ynew)

Update: x and y
Save xt and yt variables at time t
t← t+ dt
Repeat: Until set simulation time is reached

Return: System variables x and y

Algorithm 2 summarizes the workflow modification in the developed three-phase transient
stability computation method. The system state of stability is analyzed in a similar way as
in the symmetrical transient stability analysis function using plots of the system variables. In
addition to analysis of the generator rotor speed, angle, and power, the three individual phase

46



3.3 Simulation and Evaluation

and sequence network quantities are analyzed in the three-phase transient stability analysis
function.

3.3 Simulation and Evaluation
The current section presents simulation results using the developed time-domain computation
method. The aim of the simulations is to validate the developed component models and evaluate
the level of accuracy of the developed computation method in capturing the system transient
responses. In order to validate the developed computational method, the simulation results
are compared to the results obtained using a commercial grade software package DIgSILENT
PowerFactory. Furthermore, the developed method is tested using a large network to validate its
reliability in analyzing complex network structures. The computational runtime at the different
stages of the simulation is further analyzed as a quantitative measure of the performance of the
time-domain simulation method for network structures with different levels of complexity.

Standard test networks, ranging from IEEE test systems to larger networks representing the
size and complexity of the European power grid [130, 131], are used for presented simulation
results. The input files of the network structures are obtained from Matpower casefiles. Ta-
ble 3.1 gives a summarized description of the networks in terms of the number of generator
units (Gens), network buses (nodes), interconnected transmission lines including transformers
(branches) and load data in terms of active power (P) and reactive power (Q) consumption. The
tested events in the current section are limited to a single line-to-ground fault and a three-phase
short circuit fault.

Table 3.1: Summary of standard test network structures

Network case Number of components Load data
Gens (m) Nodes (n) Branches (b) Loads P (MW) Q (MVar)

Case9 3 9 9 3 315.0 115.0

Case30 6 30 41 20 189.2 107.2

Case118 54 118 186 99 4242.0 1438.0

Case300 69 300 411 201 23525.8 7788.0

Case1354pegase 260 1354 1991 673 73059.7 13401.4

Case9241pegase 1445 9241 16049 4895 312354.1 73581.6

Case13659pegase 4092 13659 20467 5544 381431.9 98523.4

3.3.1 Accuracy Validation

The test and benchmarking scenario used to analyze the accuracy of the developed method is
based on the standard IEEE nine-bus test feeder (Case9 in Table 3.1). A small network is se-
lected for purposes of illustration. The structural representation of the IEEE 9-bus network is
given in Appendix A.1. The synchronous machines at buses 1, 2 and 3 are connected with exci-
tation and turbine-governor controller systems. The general parameters of the test network are
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derived from [18]. For the test network in DIgSILENT PowerFactory, the controllers connected
to generation units are the excitation system represented by the IEEE type 1 model (IEEE T1) as
described in [120], and turbine-governor system represented by the simplified model (TGOV1)
as described in [121].

A single line-to-ground fault on phase-A – representing an asymmetrical transient – with
zero fault impedance is considered for the benchmarking scenario to validate the accuracy of
the simulation method. The fault is applied on bus 6 at time t = 5 s and cleared at t = 15 s.
For illustration purposes, a long fault duration of 10 s is set in the current test case in order to
qualitatively analyze the simulation accuracy in terms of the generated profiles of the system
variables during the fault and post-fault period. The simulation is run at a fixed step size of
10ms for a duration of 30 s.

Evaluation of Node Voltage Response

Figures 3.2 and 3.3 show the comparison of the phase and sequence bus voltage responses
for the simulated fault scenario using the developed 3ph-TS method and DIgSILENT Power-
Factory. Figure 3.2a shows the bus phase voltage response captured by the 3ph-TS method,
illustrating the transient behavior for the fault duration and during the post-fault period. An im-
portant characteristic of the 3ph-TS method is that all the information of the individual phases
(A, B, and C) is available during analysis as observed in Figure 3.2a. The voltages in the three
phases are initially in steady state and equal in magnitude. Since the simulated fault is asym-
metrical, the responses of the three phase voltages are observed to be differ. At the fault bus,
the voltage on phase-A drops, whereas the phase-B and phase-C voltages increase as expected.
The voltage drop at fault bus 6 is up to zero, reflecting the zero fault impedance applied in the
tested fault scenario. A similar response in the bus phase voltages is observed in DIgSILENT
PowerFactory as shown in Figure 3.2b. When the fault is cleared, the initial network structure
is reestablished and the action of the connected voltage regulators (excitation systems) results
in the voltages returning to the initial operating levels as observed in the post-fault period of the
captured responses in both simulation tools.

Additionally, the three-phase transient stability analysis method derives the sequence quanti-
ties of the system variables. Figure 3.3 shows the responses of the sequence voltages obtained
using the 3ph-TS method and in DIgSILENT PowerFactory. It is observed that only the positive
sequence voltage exists during normal operation under balanced condition. The negative and
zero sequence voltages result from the network imbalance due to the applied asymmetrical fault.
The 3ph-TS method has demonstrated the ability to derive the individual phase and sequence
information. This kind of information cannot be obtained in the traditional transient stability
analysis tools in which the representation is based on the positive sequence network .

Evaluation of Machine Speed and Power Response

The comparison of the machine rotational speed responses is shown in Figure 3.4. Initially,
the machines are in synchronism with a speed of 1.0 pu. Following the fault at 5 s, the change
in network topology results in acceleration of the machine rotors as seen in Figure 3.4 during
the fault period. The change in rotor speed initiates the action of the turbine-governor systems,
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Figure 3.2: Comparison of Phase-A,-B, and -C voltage responses for a single-phase (Phase-A) short circuit fault
in the proposed Matlab-based method and DIgSILENT PowerFactory

which adjust the mechanical power contribution of each machine as shown in Figure 3.5; thus
reducing the speed deviation until synchronous operation of the interconnected machines is
achieved. The responses of the generator rotational speed and turbine-power in the 3ph-TS
function are observed to closely match the responses in DIgSILENT PowerFactory.

Figures 3.2 to 3.5 show the response of the bus voltages, generator rotational speed and power
obtained using the 3ph-TS method in comparison to DIgSILENT PowerFactory. The noticeable
difference in the response following the change in the network topology can be attributed to the
inherent differences in the model details and implementation of the numerical solvers in the
software packages. Nevertheless, qualitative analysis of the results shows a close match in the
responses in the two software packages. Therefore, the proposed simulation method described
in the current chapter is able to analyze system transients with an accuracy level comparable to
a validated commercial software package.

Validation in 9241-Bus Network

The aim of the simulations in the current section is to analyze the ability of the developed
computational method to handle large and complex networks. For this purpose, the simulation
method is tested using a 9241-bus network (Case9241pegase in Table 3.1) representing the size
and complexity of the European high voltage network [131]. In this test case, three-phase faults
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(b) Sequence-voltages in DIgSILENT PowerFactory

Figure 3.3: Comparison of positive-, negative- and zero- sequence voltages for a single-phase (Phase-A) short
circuit fault in the proposed Matlab-based method and DIgSILENT PowerFactory
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Figure 3.4: Comparison of rotational speed response in the proposed Matlab-based method and DIgSILENT
PowerFactory

are applied at two separate network locations at different times during the simulation. The
first fault is applied on bus 28 at 3 s and cleared after 100ms. The second fault is applied on
bus 143 at 5 s and cleared after 100ms. The results of the generator rotational speed and bus
voltage response obtained using the 3ph-TS method are shown in Figure 3.6a and Figure 3.6b,
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Figure 3.5: Comparison of mechanical power response in the proposed Matlab-based method and DIgSILENT
PowerFactory

respectively. Since the applied disturbance is a balanced fault, the voltage responses in the three
phases are similar. Thereby the bus voltage response can be presented on a single phase basis
as shown in Figure3.6b.
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Figure 3.6: Generator rotational speed and bus voltage in response to two faults on a 9241-bus network obtained
using the proposed Matlab-based method

The results obtained from the simulation of the 9241-bus network accurately represent the
expected behavior of the bus voltage and generator rotational speed in response to a balanced
network fault. Therefore, the developed method is capable of handling the complexity involved
in the analysis of network transients in large networks.

3.3.2 Assessment of Computational Complexity

In the current section, the computational complexity of the simulation algorithm is analyzed for
varying network sizes. The main objective for the tests is to identify the most expensive tasks of
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the computational method in relation to the complexity of the network structure. The computer
platform used for the simulation tests is Intel(R) Core(TM) i7-8700 CPU @ 3.20 GHz, 32 GB
memory, Microsoft Windows 10.

For each network as described in Table 3.1, the computation runtime is analyzed at the fol-
lowing dominant stages of the simulation algorithm: Solution of the differential and algebraic
equations of the generator subsystem for the governor system – Gov, exciter system – Exc,
and generator system – Gen; Calculation of the node current injection – Isol; Solution of the
network equation for the node voltages – V sol. The total computation time – RT is the time
taken for the execution of the whole simulation.

Figures 3.7a and 3.7b show the summary of the computation runtime for the dominant stages
of the algorithm for the different network structures. For illustration purposes, networks with the
number of nodes n less than 1000 nodes (n < 1000; Case9, Case118 and Case300) are shown
in Figure 3.7a and the networks with n greater than 1000 (n > 1000; Case1354, Case9241 and
Case13659) are shown in Figure 3.7b. Figure 3.7a shows that the most expensive task for small
networks is the solution of the differential equations and associated algebraic equations in the
generator subsystem, dominated by the solution of the governor equations. Combined together,
the solution of the generator subsystem equations contributes to about 60% of the simulation
runtime for the small networks. The solution of these equations mainly involves vector opera-
tions and therefore have an estimated linear computational complexity, which depends on the
number of generators. The computational complexity expressed in the O−notation is O(m) for
m generators in the system.

On the other hand, as the number of network nodes n increases, the most expensive task
becomes the solution of the network equations as shown is Figure 3.7b. Solving the linear
system of equations by the forward and backward substitution has a computational complexity
of O(n2) and therefore grows faster than the vector operations involved in the solution of the
generator subsystem equations. As observed from Figure 3.7b, the network solution takes up
about 80% of the simulation runtime for the large networks.
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Figure 3.7: Computational runtime of the main stages of the time-domain simulation algorithm
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3.4 Summary
The main contribution of the current chapter is a computational method for analyzing network
transients considering symmetrical and asymmetrical power system operating conditions. The
method proposes a considerable improvement in power system analysis, especially in the cur-
rent operating environment where unbalanced network operations can no longer be overlooked
during system analysis. Test simulations have shown the accuracy the method to be compa-
rable to that of a commercial grade simulation package DIgSILENT PowerFactory. With the
presented results, the current chapter addresses the open questions regarding the need for flex-
ibility and functionality extension in power system analysis methods. Additional tests using
large networks have shown the ability of the method to handle analysis of transients in large
networks. The main challenge when dealing with large networks is the large computational
time required for the simulations. The runtime of the algorithm is observed to increase with a
polynomial complexity as the size of the network increases. The qualitative profiling of the dif-
ferent stage in the simulation algorithm provides insight into which stages should be considered
to address the computational complexity in time-domain simulations.

However, the network models in the current chapter have considered only conventional gen-
eration sources. The objective of including models of renewable energy sources in system anal-
ysis is addressed in Chapter 4 of the present thesis. Furthermore, the objective of addressing
the computational complexity identified with the time-domain simulation method is covered in
Chapter 5 using grid partitioning and parallel computing techniques.
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4 Time-Domain Simulation of Power System
with Renewable Energy Sources

The components considered during modeling and analysis in the present thesis until now are
the standard components of the conventional power system. However, the energy transition to-
wards carbon-free energy generation has led to integration of more renewable energy sources
that introduce different dynamic characteristics to the power system operation. In the present
chapter, models of solar photovoltaic and wind power generators are developed to include re-
newable energy sources into the overall system analysis. Specifically, the models are developed
in order to analyze the impact of large-scale integration of renewable energy sources. Among
the important factors to assess is the impact on system stability if conventional generators –
based on synchronous machines with high inertia – are replaced with variable renewable gen-
erators. Additionally, it is necessary to evaluate the required measures to maintain the network
frequency within normal operational limits in the presence of continuous fluctuations in power
generation.

Given the inherent connection of photovoltaic and wind power generators to the grid through
power electronic converters, new high-level converter functions are developed in the current
chapter for interfacing the renewable energy generators to the electrical network in reference
to standard grid operation codes. The models and corresponding functions are integrated into
the time-domain computational framework and tested in order to analyze the different control
strategies necessary for system stability support.

4.1 Dynamic Modeling of Photovoltaic Generation
System

A grid connected PV generation system is of interest in the present thesis, where the generated
power is injected into the grid. Figure 4.1 shows the main components of the PV generator
system for a single stage conversion system. In this system, the power converter interface
constitutes the conversion stage and is used as an interconnection between the PV arrays and
the power grid. The most important component of the power converter interface is the inverter,

The content of this chapter is an extension of the work presented in the publications [132, 133].

M. Kyesswa, H. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “Dynamic Modeling of Wind and Solar Power
Generation with Grid Support for Large-Scale Integration in Power Systems,” in 2020 IEEE PES Innovative
Smart Grid Technologies Europe (ISGT-Europe), The Hague, NL, pp. 569–573, October 2020.

M. Kyesswa, H. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “Dynamic Modeling and Control for Assess-
ment of Large-Scale Wind and Solar Integration in Power Systems,” IET Renewable Power Generation (In
print), 2020.
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which converts the PV array DC output voltage into AC voltage and performs the necessary
grid interconnecting functions [134]. The inverter settings are defined according to specified
requirements as set by network regulations for power plants [135]. These network regulations
are the basis of the inverter model developed in the present thesis.

PV Cdc

DC-Link

GSC

AC Supply
=

≈
Figure 4.1: PV interface topology using single-stage conversion with Grid-Side Converter (GSC) [134]

4.1.1 Simplifying Assumptions

A complete PV system model includes components for computation of the solar radiation, PV
array power production, maximum power point tracking (MPPT), power converter, and con-
verter controllers. In view of the wide range of response times for the different PV system
components, the component models are conveniently divided into steady state and dynamic
models. Steady state models account for long-term effects and consider variables that are af-
fected by variations in solar radiation and cell temperature. Since the main focus of the current
thesis is on the response of the power system to short-term transients, the functions modeling the
behavior of long-term steady state PV components are not considered in the presented models.
A description of the PV system steady state analysis functions is given in [136].

Dynamic components of the model are derived to study short-term effects on a time scale of
a few seconds. The main assumption considered in deriving the dynamic models in the present
thesis is that the long-term variables, such as solar radiation and the maximum power point,
are constant for the study period of the system dynamics according to the time-scale separation
based on the singular perturbation theory [137]. This simplifies the model of the PV array for
the analysis of dynamics to a constant power source. The constant value of the PV power output
is determined directly from steady state calculations at a specific time step.

4.1.2 DC-Link Model

The current section describes the model of the DC side of the inverter, i.e. the DC-link. As
shown in Figure 4.1, the DC-Link is the interface between the PV-array and the grid-side con-
verter (inverter). The DC-Link is modeled under the assumption that the stationary maximum
power point does not change for the short time frame considered during the analysis of system
dynamics. This implies that the DC power input Pdc to the inverter at the start of the simulation
is equal to the PV array power output Ppv and the maximum power point Pmpp. Equation (4.1)
shows the general condition for the steady state initialization of the PV model.

Pac = Pinv = Pdc = Pmpp = Ppv (4.1)
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In Equation (4.1), Pac is the inverter active output power and Pinv is the inverter input power.
The derived model is based on the single stage conversion system as shown in Figure 4.1.
The voltage at the inverter input is determined predominately by the capacitor connected in
the DC-link. The dynamics of the DC-link voltage are described from the relationship giving
the interaction between the input power Pdc and the output power Pinv of the DC-link given
by [134]

dVdc
dt

=
Pdc − Pinv

CdcVdc
(4.2)

where Vdc is the DC-link voltage and Cdc is DC-link capacitance. The PV array power Ppv is
directly dependent on the array voltage. In the single-stage conversion system considered here,
the array voltage is directly connected to the inverter. During short-term variations, the dynamic
behavior of the inverter DC side depends on the control of the inverter active current.

4.1.3 Grid-Side Converter

The grid-side converter is an active inverter used to convert the DC-link voltage to AC-grid
voltage at a fixed frequency of the power grid. Grid operation codes require inverter-connected
generation sources to actively contribute to grid stability. Unlike the conventional synchronous
generators described in Chapter 2, whose dynamic behavior is due to their physical construc-
tion, the dynamic response of inverter-connected generators is defined by control functions of
the inverter. The new functions developed for the grid-side converter model according to grid
operation standards are described in Section 4.3.

4.2 Dynamic Modeling of Wind Power Generation
System

A variable speed wind turbine with a direct-drive synchronous machine system is considered in
the wind power generation system described in the present thesis. Further details of the com-
ponents and operation of the commonly used configurations in wind power systems – which
include fixed speed wind turbine with a squirrel cage induction generator, variable speed wind
turbine with a doubly-fed induction generator, and variable speed wind turbine with a direct-
drive synchronous generator – are given in [23]. Figure 4.2 shows the wind generator system
configuration considered in the derived model consisting of a wind turbine, synchronous ma-
chine (SG), and power converter (AC/DC – rectifier, and DC/AC – inverter converters).

Cdc

DC-Link

Inverter

AC Supply
=

≈
Rectifier

=
≈

SG

Figure 4.2: Schematic representation of wind power generator with a fully-rated converter system
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4.2.1 Simplifying Assumptions

In the current thesis, modeling of the wind turbine is simplified since only the electrical behav-
ior of the system is of interest. The mechanical power Pw extracted from the wind is a function
of the wind speed vw, the rotor rotational speed ωt, the pitch angle θp, and the turbine power
coefficient characteristic cp [138]. From the steady state calculations as described in [139], the
variation of mechanical power output with turbine rotational speed can be computed using a
defined cp characteristic. The values of the mechanical power and the rotational speed from the
turbine stage are the inputs to the generator stage. Since the wind speed does not change drasti-
cally in a few seconds, the mechanical power is assumed to remain constant for the duration of
the dynamics simulation.

The stator windings of the synchronous generator are connected to the power grid through
a full-scale frequency converter. The full-scale frequency converter consists of a generator-
side converter, a DC-link, a grid-side converter, and the corresponding controllers. The con-
verter used in the model described in the current section is a self-commutated current source
converter (CSC) based on pulse width modulated (PWM) Insulated-Gate Bipolar Transistor
(IGBT) technology. The advantage of using a full-scale converter is that the generator is com-
pletely decoupled from the grid. This simplifies the converter functions and particularly offers
better regulation of reactive power, especially during grid faults, which is important for grid
stability [95]. The models of the individual short-term dynamic components of the wind power
generation system are described in the following subsections.

4.2.2 Synchronous Generator

The synchronous generator used in direct-drive systems can be a wound-field or a permanent
magnet machine. In the present thesis, a permanent magnet synchronous generator (PMSG) is
selected due to its characteristic advantage of eliminating the need for a DC excitation system
and slip rings, resulting in reduced losses and less maintenance requirements [140]. The PMSG
therefore attains a higher efficiency compared to the wound-field machines. The dynamic model
of the PMSG as applied in current thesis is described as follows: The stator voltage equations
in the rotor flux reference frame are given by

vds = −Rsids − ωsψqs +
dψds

dt

vqs = −Rsiqs + ωsψds +
dψqs

dt

(4.3)

where vds and vqs are the d- and q-axis components of the stator terminal voltage; ids and iqs are
the d- and q-axis components of the stator current; Rs is the stator resistance; ωs is the generator
electrical angular speed given by ωs = pωm as a function of the mechanical angular speed ωm

and number of generator pole pairs p. The d- and q-axis stator flux linkages ψds and ψqs are
calculated from [95]

ψds = −Ldsids + ψpm

ψqs = −Lqsiqs
(4.4)
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whereby Lds and Lqs are the respective d- and q-axis stator leakage inductances, and ψpm is
the permanent magnet flux leakage. The generator active power Pg and reactive power Qg are
obtained according to Equation (4.5).

Pg =
3

2
(vdsids + vqsiqs)

Qg =
3

2
(vqsids − vdsiqs)

(4.5)

The mechanical shaft of the generator is modeled using the equation of motion. In the direct-
drive system, the full-scale frequency converter is assumed to filter out the shaft dynamics.
Thereby, all rotating masses are represented by an equivalent single shaft in the model. The
resulting generator mechanical equation is

dωm

dt
=

1

2Hm

(Tm − Te) (4.6)

where Hm is the generator rotor inertia and Tm is the generator mechanical torque. The electri-
cal torque Te in Equation (4.6) is given by

Te =
3

2
p
[
ψpm + (Lq − Ld)ids

]
iqs (4.7)

The voltage at the shunt capacitor Cr connected across the generator terminals is given by
Equation (4.8) in the dq reference frame.

dvds
dt

= ωsvqs +
ids
Cr

− iqr
Cr

dvqs
dt

= ωsvds +
iqs
Cr

− idr
Cr

(4.8)

4.2.3 Generator-Side Converter Control

As described in the previous section, the generator model is based on a permanent magnet
synchronous generator. Therefore, the generator has a fixed excitation. In order to model the
generation system with a degree of controllability to achieve optimal performance, the PMSG
system is modeled with controllable valves. In this case, the generator-side converter is rep-
resented by a fully controllable active PWM controlled IGBT converter. However, since the
analysis in the present thesis in based on the fundamental frequency assumptions, the high
switching frequency of the IGBT power electronics are not considered following the time-scale
separation [137]. The converter is therefore modeled using an average model, which models the
dynamics of the converter control systems but neglects the high frequency switching dynamics
of the IGBTs.

The derived converter controller model is based on the full torque control strategy [140, 141].
In this strategy, the total stator current is induced in the q-axis of the stator and the d-axis
current is set to zero. From Equation (4.7), this results in maximum torque generation from
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the generator. The converter control is split into the d- and q-axis current control as illustrated
in Figure 4.3. The reference active power is determined from maximum power point tracking
(MPPT) as a steady state control function. The controlled quantities by the generator-side
converter are the generator active power and terminal voltage using the converter currents.

MPPT PI
Te,ref ÷

iq,ref xq iqr

iqs ωsCrvd
3
2
pψpm

−
+

−
+

(a) q-axis current control

PIid,ref
xd idr

ids ωsCrvq

−
+

−
+

(b) d-axis current control

Figure 4.3: Generator-side converter control scheme; (a) q-axis current control with maximum power point track-
ing (MPPT); (b) d-axis current control with zero direct-axis current control (Id,ref )

The control of the q-axis loop is given by

iq,ref =
2Te,ref
3pψpm

dxq
dt

= Ki,q(iq,ref − iqs)

iqr = xq +Kp,q(iq,ref − iqs)− ωsCrvds

(4.9)

The d-axis control loop is modeled in such a way that the value of the d-axis current is
regulated to a reference current id,ref = 0. The resulting controller equation is

dxd
dt

= Ki,d(id,ref − ids)

idr = xd +Kp,d(id,ref − ids) + ωsCrvqs

(4.10)

In Equations (4.9) and (4.10), Ki and Kp are the PI-controller’s integral and proportional
gains of the corresponding control loops; xd and xq are intermediate state variables within the
control loops; the output signals iqr and idr of the q- and d-axis control loops are used to control
the pulse width modulated IGBTs of the rectifier. The feed forward terms ωsCrvds and ωsCrvqs
in Figure 4.3 are added to compensate for the cross coupling between the d- and q-control loops,
which results from the transformation of the currents from the network reference frame to the
rotor rotating reference frame.
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Controller Tuning

An additional requirement for the model of the generator-side converter is the right tuning of the
PI-controller parameters. In the derived system model, the proportional gain and the integration
time constant of the controller are estimated based on the optimum value estimation strategy
described in [142] as follows: The general transfer function of a PI-controller is expressed as

GPI(s) = Kp +
Ki

s
= Kp

(
1 +

1

sTi

)
(4.11)

If the dynamics of the controlled generator system in Equation (4.3) are expressed as a first
order transfer function of the form G1(s) = (α)/(1 + sβ) and the generator-side converter
(rectifier) is represented by a simplified first order transfer function with a time constant γ as
G2(s) = 1/(1 + sγ), the resulting controlled system is then given by

G(s) =
α

(1 + sβ)(1 + sγ)
(4.12)

The controlled system is therefore represented by a second order transfer function as shown in
Equation (4.12). From the optimization table giving the relation between the controlled system
and controller settings defined in [142], the values of Kp and Ti in Equation (4.11) are defined
from Equation (4.12) as

Ti = β

Kp =
β

2αγ

(4.13)

whereby the variables α, β are known from the modeled controlled system in Equation (4.3),
and γ is a known time constant for the first order transfer function of the rectifier.

4.2.4 DC-Link

The DC-link decouples the generator-side converter from the grid-side converter. As shown in
Figure 4.2, the DC-link is composed of a capacitor Cdc, which provides the intermediate energy
storage and regulates the link voltage. Assuming a lossless converter system, the dynamics of
the DC-link are described by

dVdc
dt

=
Pg − Pinv

CdcVdc
(4.14)

where Vdc is the DC-link voltage, Pg is the generator-side active power and Pinv is the inverter-
side output power.

In addition to the energy storage element, the DC-link contains a braking chopper circuit
which serves as a protection component for the DC-link by dissipating excess power through
a braking resistor. The chopper is triggered during conditions when the wind energy system
cannot inject all the active power into the grid, for example during the fault ride-through oper-
ation to support the grid. The DC-link discharges through the chopper circuit to keep the link
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voltage below a critical value and enable fault ride-through capability. In this way, the generator
is operated at the optimal point during fault, and can continue to provide the necessary grid sup-
port functions without overloading the DC-link element. The developed model for the chopper
circuit is given by a first order transfer function approximation as

∆Pchp = (Pg − Pinv)
(
1− e−

∆t
τ

)
(4.15)

where ∆Pchp is the change in power of the chopper, ∆t is the time step, and τ is the chopper
regulation time constant.

4.2.5 Grid-Side Converter Control

Considering the electrical response and neglecting the effects of the energy source on the grid,
the characteristics of the wind generator interface are similar to those of a PV generator inter-
face. Therefore, the new grid-side converter model described in Section 4.3 is applied for both
the PV generation and wind power generation systems. Similar inverter functions are applied
for control of the power injected into the grid and the grid-side voltage.

4.3 New Inverter Control Model
The inverter model described in the present section is a current source inverter. Modeling of the
inverter control is based on the principle that inverter regulation depends on its actual function-
ality. The variables used for the regulation are the current and voltage at the output terminals
of the inverter. The dynamic response of the inverter is defined by the control functions, which
are divided into Low-level and high-level functions. Low-level control regulates the current
output by controlling the power electronic switching devices. Considering the time-frame of
the dynamics simulation, low-level functions for controlling the fast switching action of power
electronic devices are not considered in the present thesis. On the other hand, high-level control
functions regulate the power into the grid depending on the grid regulations and specifications.
In the current thesis, the following inverter control functions are developed for high-level con-
trol: Active power reduction; Reactive power support; and Fault ride-through (FRT).

4.3.1 Active Power Reduction Control Function

The frequency-dependent active power reduction control function of the inverter model is de-
veloped to represent the short-term frequency response of an inverter-connected system in ref-
erence to defined grid interconnection standards [143]. This function requires the inverter-
connected generation system to reduce the active power injection if the frequency deviation
is greater than a specified threshold value. During this period, the system operates below the
maximum power point. Figure 4.4 illustrates a sample profile followed by a generation sys-
tem during active power reduction for a 40% power reduction per frequency deviation greater
than 0.2Hz. In case of a change in frequency, either above 51.5Hz or below 47.5Hz, the set
standards require the PV system to be disconnected from the grid [143].
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Figure 4.4: Frequency–dependent active power reduction profile [143]

The developed active power reduction control function is based on a first order transfer func-
tion simplification. The dynamic frequency fbus at each bus is approximated by

fbus = f0 +
dθbus
dt

(4.16)

where f0 is the synchronous system frequency, and dθbus
dt

is the derivative of the bus voltage
angle. The measured frequency at the inverter terminal is computed from

finv,t = finv,t−∆t + (fbus − finv,t−∆t)
(
1− e−

∆t
τ

)
(4.17)

In Equation (4.17), finv,t is the measured frequency at time t, finv,t−∆t is the frequency at the
previous time step, ∆t is the time step, and τ is the time constant for frequency measurement.

The variation of the inverter current ∆Id,q in the d- and q-axis is calculated assuming a first
order transfer function approximation by

∆Id,q = (Idq,ref − Idq,t−∆t)
(
1− e−

∆t
τ

)
(4.18)

where Idq,ref is the nominal current of the respective controller, Idq,t−∆t is the current at a
previous time step, and τ is the controller time constant. The nominal active current value is
estimated depending on the frequency range of operation. In the developed inverter functions,
the frequency ranges are defined according to the frequency deviation as follows: 1) frequency
deviation below a specified threshold; 2) frequency deviation outside the set threshold. In the
first case, the active current Id,ref is calculated from the specified power Pdc and the inverter bus
voltage Vinv according to Equation (4.19). In the second case, Id,ref is computed from the actual
power Pact at the frequency threshold, power deviation ∆P , and voltage magnitude as shown
in Equation (4.20). The power deviation in Equation (4.20) is calculated from a defined active
power reduction profile according to standards set by network operators [144], as illustrated in
Figure 4.4.

Id,ref =
Pdc

|Vinv|
(4.19)

Id,ref =
Pact −∆P

|Vinv|
(4.20)
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4.3.2 Reactive Power Support Control Function

The reactive power support control function is developed as a static grid support measure for
voltage regulation as required by network standards [143]. In practical applications, the required
reactive power from an inverter-connected generation system is specified by the grid operator
according to either a set value or a characteristic curve depending on the plant operating point
[145]. The set value is defined by either a constant reactive power in Mvar or a constant power
factor. On the other hand, the characteristic curves for reactive power capability are defined by
reactive power – voltage (Q − V ), reactive power – active power (Q − P ), and power factor –
active power (cos θ − P ) characteristics [143, 146].

In the reactive power support control function, it is assumed that the reactive power estimated
from the initial steady state computations can be directly applied for short-term dynamic sim-
ulations. To include dynamic grid support measures, the reactive power value can be varied
between constant current, given by the initial reactive current Iq0, and constant power depend-
ing on the initial reactive power Q0. The corresponding value of the nominal reactive current
Iq,ref is calculated according to Equation (4.21) for constant current type, and Equation (4.22)
for constant power type.

Iq,ref = Iq0 (4.21)

Iq,ref = − Q0

|Vinv|
(4.22)

4.3.3 Fault Ride-Through Control Function

The fault ride-through (FRT) control function describes the ability of the generating system to
remain connected to the network and support the grid during voltage sags caused by a fault
condition [147, 148]. Grid standards define limit profiles that a generating unit must comply
with in supporting the network. Details of a typical fault ride through characteristic with sample
lower limits of voltage levels before, during, and after a fault are given in [144].

In the developed FRT function, the regulation of injected current into the grid during fault
is divided into two categories: FRT with voltage support, and FRT without consideration of
voltage support. For FRT without voltage support, the total injected current is set to zero.
On the other hand, additional reactive current is injected into the grid for FRT with voltage
support. Figure 4.5 depicts a voltage support activation profile defined by the grid code for
inverter-interfaced renewable energy generators during fault ride-through [145].

The injected reactive current is calculated according to Equation (4.23)
∆iq = k∆v (4.23)

∆iq =
∆Iq
|In|

; ∆Iq = Iq − I0 (4.24)

∆v =
∆V

|Vn|
; ∆V = V − V0 (4.25)

whereby ∆iq is the normalized additional reactive current defined in Equation (4.24), ∆Iq is the
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Figure 4.5: Voltage support characteristic during fault ride-through operation for inverter-interfaced renewable
energy generators [145]

required additional reactive current, Iq is the actual reactive current, I0 is the reactive current
prior to the fault and In is the nominal reactive current. ∆v is the normalized voltage devi-
ation given by Equation (4.25), where ∆V is the absolute voltage deviation, V is the actual
voltage value during the fault, V0 is the voltage before the fault, and Vn is the nominal voltage.
Parameter k is the reactive current-voltage gain, which represents the percentage increase of
reactive current per percentage of the voltage drop [145]. The fault is considered to be present
on the network until the voltage settles back to acceptable operational limits within the dead
band around the reference voltage.

4.3.4 Inverter Current Limits

Considering the functions derived above, the active and reactive current outputs of the in-
verter are calculated from the changes due to active power reduction ∆Id,P , fault ride-through
∆Idq,FRT , and static reactive power control ∆Iq,stat as given in Equations (4.26) and (4.27). The
total inverter current is calculated from the active and reactive current components according to
Equation (4.28).

Id,new = Id,old +∆Id,P +∆Id,FRT (4.26)

Iq,new = Iq,old +∆Iq,stat +∆Iq,FRT (4.27)

Iinv =
√

(I2d,new + I2q,new) (4.28)

The developed inverter model also includes specific limits for the inverter current, which in
turn are used to define the limit for the output power according to the rating of the inverter.
Therefore, the inverter model adjusts the power output (reducing the active power, while in-
jecting reactive power) depending on the inverter rating. Three cases are developed in order to
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maintain the injected current within the inverter rating conditions: Case 1 reduces the injected
active current; Case 2 reduces the injected reactive current; and Case 3 reduces both active
and reactive currents. The computations for limiting the injected current in the three cases is
summarized in Algorithm 3. The inverter power output is maintained within inverter rating fol-
lowing the current limits. However, for activated fault ride-through operation, Case 1 is always
applied to reduce the active current depending on the required reactive current at the point of
common coupling to the grid.

Algorithm 3 : Limitation of inverter injected currents
Inputs: Vinv; Id = Id,new; Iq = Iq,new; Imax

if Case 1 then
if |Iq| > Imax then

set Id = 0; Iq = Imax

else
set Iq = Iq,new, calculate Id from Equation (4.28)

else if Case 2 then
if |Id| > Imax then

set Iq = 0; Id = Imax

else
set Id = Id,new, calculate Iq from Equation (4.28)

else if Case 3 then
calculate Id = Iq from Equation (4.28)

4.4 Simulation Results
Simulation results are presented in the current section to illustrate the integration of the proposed
models in the transient stability analysis process using the time-domain simulation method de-
scribed in Chapter 3. The main focus is to show the dynamic response and grid support ca-
pability of the new models. A network representation of the Baden-Württemberg transmission
grid is used for the simulation tests in the current chapter. The structural representation of the
modified Baden-Württemberg network is described and shown schematically in Appendix A.2.
The network used for the actual simulation is defined in a Matpower case file format. In order
to test the proposed models, the synchronous machines connected on buses 6, 8, 9 and 11 are
replaced with PV and wind generators, i.e. PV on bus 6 and bus 8; and wind on bus 9 and bus
11. The connected generators are assumed to be equivalent representations of the aggregated
generation in a PV solar park and wind-farm, since the purpose of the presented results is to
illustrate the interaction of the renewable energy generators with the rest of the network. Two
simulation cases are presented in the following subsections: The first case analyzes the grid
support capability by comparing the response of the network to events (three-phase faults and
load changes) with and without grid support functions for the renewable energy generators. In
the second case, the change in system robustness following a network fault is assessed as the
number of generators connected with grid support functions changes.
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4.4.1 Analysis of Grid Support Capability

In the first part of the simulation, the proposed fault ride-through and reactive power support
functions are tested. For this, a three-phase short circuit fault is simulated on bus 89 (cf. Figure
A.2) at time t = 1.0 s and cleared after 150ms. The PV and wind power generators are initially
connected without network support functions, whereby they are controlled to disconnect from
the network during the fault. Figure 4.6 shows the resulting bus voltage response. For purposes
of illustration, only the voltages at the connecting points of the PV and wind power generators,
the fault bus and a few selected buses are shown in the figure. As observed in Figure 4.6, there is
a drop in voltage at the instant of fault occurrence. The voltage magnitudes of the corresponding
buses at the beginning and end of the fault, respectively, in reference to the nominal voltage are
summarized as follows: Bus6 – 67.8% and 67.4%; Bus8 – 66.7% and 66.3%; Bus9 – 85.2% and
84.9%; Bus11 – 85.5% and 85.1%.
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Figure 4.6: Bus voltage response for a fault duration of 150ms without voltage support from PV and wind gener-
ator systems

Next, the PV and wind generators are controlled to remain connected during fault operation
to support the network. For this, fault ride-through and voltage support functions are defined for
the inverters of the individual generator. The following gain factors – k from Equation (4.23) –
are defined for the respective generator: k = 6 and 2 for PV on bus 6 and bus 8, respectively;
k = 6 and 2 for wind generator on bus 9 and bus 11, respectively. A similar three-phase
fault is simulated as described in the first case. Figure 4.7 shows the voltage response at the
buses of interest. There is a drop in voltage at all buses following the fault as observed in
the previous simulation case, with similar voltage magnitudes at the beginning of the fault.
However, different voltage magnitudes are observed at the end of the fault and are summarized
as follows as a percentage of the nominal voltage: Bus6 – 73.6%; Bus8 – 68.7%; Bus9 – 86.6%;
Bus11 – 86.0%. This shows that the enabled fault-ride through functions of the renewable
generators result in an increase in bus voltage during the fault compared to the case without
grid support functions. The increase in voltage is due to injection of reactive power by the
inverter-connected generators to support the bus voltage.
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Figure 4.7: Bus voltage response during fault with grid
support functionality
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Figure 4.8: Injected reactive current for voltage support
during fault

The injected reactive current is shown in Figure 4.8. The value of the injected reactive current
during fault depends on the set gain factor k of each generator and the voltage drop, as defined in
Equation (4.23). In this case, PVGen6 with k = 6 injects more reactive current than windGen9
with a similar k value, since the voltage drop on bus6 is more than that on bus9. Similarly,
PVGen8 injects more current than windGen11, although both are set with a gain value k = 2.
The amount of injected current in turn determines the level of voltage support at the respective
connecting buses as shown in Figure 4.7. At the end of the fault period, the inverter-connected
generators regulate their respective currents back to the initial value as observed in Figure 4.8,
i.e. Iq = 0 in this case. It should be noted that the effect of voltage support is experienced on
other buses as well. However, the impact is observed to depend on the bus location, where less
impact is seen on buses located far from the inverter-connected generators providing voltage
support. A detailed view of the voltage response on all buses is given in Appendix B.2.

Furthermore, the response of the generator side of the wind system following the fault is
analyzed. The wind generator angular speed is analyzed for systems connected with and without
a braking chopper in the DC-link. Figure 4.9 shows the response of generator angular speed.
Following the fault without the braking chopper, the generators accelerate since less active
power is injected into the grid compared to the pre-fault power. The generators experience
a large speed deviation from the nominal operating point in the post-fault period. However,
activating the braking chopper enables the generators to dissipate the excess power through the
braking resistor, which results in a post-fault speed close to the pre-fault nominal operating
point. The power dissipated in the braking chopper is depicted in Figure 4.10. From Figure 4.8,
it is observed that WindGen9 injects more reactive current than WindGen11. This corresponds
to a higher reduction in active power, resulting in WindGen9 dissipating more excess power
in the braking chopper than WindGen11 as shown in Figure 4.10. Thus, the braking chopper
enables the wind generator system to remain close to the nominal operating point following a
fault, which is important for fault-ride through capability.

The next test case analyzes the active power reduction functions of the proposed inverter
model. A network load change is simulated, where the total load active power is reduced by
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network fault
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Figure 4.10: Dissipated power in braking chopper dur-
ing fault ride-through

15% at t = 1.0 s. For illustration purposes, the power regulation by the synchronous machines
is deactivated in the presented results. The resulting response in the system frequency is shown
in Figure 4.11. As expected, a reduction in the load causes an increase in system frequency due
to acceleration of the synchronous machines in response to the power imbalance. Without the
active power reduction control function of the inverter, the new operating frequency is observed
to be 50.78Hz. However, activating the active power reduction function triggers the inverter-
connected generators to reduce power injection when the system frequency exceeds a specified
threshold value (50.2Hz in the presented test case). The resulting reduction in active power of
the inverter connected generators is shown in Figure 4.12. In this case, each generator reduces
its active power injection by 18% of the value at 50.2Hz. The frequency response with active
power reduction is also depicted in Figure 4.11 and shows a new steady operating frequency of
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Figure 4.11: Frequency response to a load change with
and without active power reduction by the inverter-
connected generators
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Figure 4.12: Active power reduction of the inverter-
connected generators following a load change
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50.65Hz. This shows that the active power reduction function of the converters can potentially
contribute to regulation of system frequency.

4.4.2 Assessment of System Robustness

The current test case analyzes the change in system robustness resulting from the replacement
of conventional generators with renewable energies. Modifications in the generator setup are
similar to the previous test case. The analysis is carried out by varying the number of renewable
generators connected with grid supporting capability and compared to the original network
consisting of only synchronous machines. Three-phase faults are simulated in each test case
on bus 78 and bus 36 while varying the fault duration to determine the critical clearing time,
which is used as a measure of the system’s robustness. In addition, different gain factors k
are applied to analyze the variation of system robustness with the control settings for voltage
support during fault ride-through. The modified systems and the corresponding critical clearing
times are summarized in Table 4.1.

Table 4.1: Assessment of system robustness using fault critical clearing time

Test System System Description
Critical Clearing Time (ms)

Fault Bus 78 Fault Bus 36
k = 4 k = 4 k = 2 k = 0

System I Network with only synchronous generators 632 660 660 660
System II No FRT for the four inverter-interfaced generators 609 595 595 595
System III FRT for PVGen8 613 607 610 611
System IV FRT for PVGen8 and WindGen9 617 619 622 623
System V FRT for PVGen6, PVGen8 and WindGen11 621 632 639 643
System VI FRT for the four inverter-interfaced generators 625 644 652 657

As shown in Table 4.1, the original network with only conventional synchronous generators
results in the highest critical clearing time of 632ms for a fault on bus 78. The original network
is therefore able to withstand the tested disturbance for a longer duration than the modified
networks with integrated renewable energy generators. This behavior is attributed to the high
system inertia provided by the synchronous machines, thereby reducing the rate of change of
frequency (RoCoF) following the fault. The above behavior is further illustrated in Figure 4.13
showing the rate of angular separation of the critical generator from the rest of the generators
following the fault in the different test scenarios. It is shown that the critical generator expe-
riences a lower rate of angular separation in the original network (System I) compared to the
modified networks. The trend in the modified networks shows that the critical clearing time
increases with the number of renewable energy generators connected to the system with fault
ride-through and grid support capabilities as shown in Table 4.1. In addition, the rate of angu-
lar separation of the critical generator also decreases with an increasing number of generators
providing FRT and grid support during the fault as shown in Figure 4.13. A similar trend is
observed for the additional fault case on bus 36 but with different critical clearing times, as
expected, due to a change in fault location. This implies that there is potential improvement in
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Figure 4.13: Change in rate of angular separation of the critical generator from the rest of the system with a vary-
ing number of inverter-connected generators providing FRT and voltage support

system robustness if renewable energy generators are controlled to provide grid support during
disturbances. Furthermore, Table 4.1 shows that the CCT varies with the gain factor k. This
is due to the fact that the gain factor k determines the required reactive power injection, which
results in a reduction of active power injection by the inverter to meet the reactive power require-
ment. Therefore, optimal settings are necessary for the inverter control parameters in order to
ensure a balance between injected active power and voltage support during FRT operation.

From the simulation results, it is shown that there is a significant reduction in system stabil-
ity due to replacement of synchronous generators with converter-interfaced renewable energy
generators. The reduction in stability can be attributed to the decrease in total system inertia.
It is also observed that system stability can be improved if the interfacing converters are con-
trolled to replicate the essential characteristics of synchronous machines to provide network
support during disturbances. In general, the analysis shows that dynamic simulations can be
used to derive the necessary adjustments in protection settings if synchronous generators are to
be replaced by renewable energy sources.

4.5 Summary
The current chapter describes the modeling and integration of renewable energy sources in the
time-domain simulation of power systems. The contributions in the chapter are the new dynamic
models of solar PV and wind power generators as converter-interfaced generation systems. De-
velopment of the models is based on the notion that the dynamics of the converter perform the
main role in the interaction of the renewable generators with the rest of power system. Thereby,
the dynamic behavior of the generators during network transients is determined by the func-
tional settings of the interfacing converters based on standard grid operation codes. Simulations
have shown that renewable energy sources complying with network operator requirements can
provide improved grid stability support. This is through the interfacing converters modeled to
provide functions, such as voltage regulation via reactive power control, and frequency regula-
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tion via active power reduction. Generally, the control functions of the interfacing converters
provide renewable energy generation systems with features comparable to synchronous gen-
erators from a functional point of view. This chapter therefore addresses the open question
requiring the dynamic modeling and integration of renewable energy sources in the transient
stability analysis of power systems.
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Simulations

The previous chapters have focused on the verification of the accuracy of component models
and computational methods developed for time-domain simulations. In addition to accuracy,
another important factor in power system analysis is the performance of the computational
methods. The previously described time-domain simulation algorithm is developed for sequen-
tial operation and optimized for running on single-processors, thereby rendering its application
in large networks computationally challenging. Due to the ever increasing complexity in power
system analysis, such a method is inadequate in terms of computational speed. Therefore, the
current chapter describes a computational approach for time-domain simulations based on par-
allel computing in order to improve the computation speed in the transients stability analysis
process. As illustrated in the computational results presented in Chapter 3, solving the algebraic
network equation is identified to consume a huge amount of time in the time-domain numerical
solution of the power system problem. In view of this challenge, the method in the current
chapter proposes parallelization of the power system problem on the algorithmic level for the
solution of the network algebraic equation. The parallel approach is based on restructuring of
the network equation in such a way that it can be easily applied to formulation of a parallel algo-
rithm. The parallel solution uses a parallel-in-space network decomposition and reformulation
of the network equation coefficient matrix in a Block Bordered Diagonal Form (BBDF).

Grid partitioning is generally required for the spatial decomposition of the network in the
parallel-in-space approach. For this, the current chapter further describes a new extended grid
partitioning approach based on a multi-level graph partitioning technique. The extension in
the grid partitioning approach is in such a way that an optimized partition is created consisting
of boundary nodes which interconnect the main network partitions. Furthermore, simulation
results are presented comparing the parallel method to the sequential algorithm presented in
Chapter 3 in order to validate the level of accuracy and analyze the computational performance
improvement in terms of speedup.

The current chapter is based on the work which has been published in [149, 150].

M. Kyesswa, P. Schmurr, H. K. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “A New Julia-Based Parallel
Time-Domain Simulation Algorithm for Analysis of Power System Dynamics,” in 2020 IEEE/ACM 24th

International Symposium on Distributed Simulation and Real Time Applications (DS-RT), Prague, Czech
Republic, pp. 16–24, September 2020.

M. Kyesswa, A. Murray, P. Schmurr, H. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “Impact of Grid Par-
titioning Algorithms on Combined Distributed AC Optimal Power Flow and Parallel Dynamic Power Grid
Simulation,” IET Generation, Transmission & Distribution (In print), 2020.
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5.1 Parallelization Methodology
The computational advancement in the presented method is achieved by a combination of the
following factors: Using an efficient computing environment, applying an improved solution
method, and application of a parallelization technique. To improve the performance using an
efficient platform, the Matlab-based simulation algorithm described in Chapter 3 is extended
to the Julia environment [113], which provides high-level and high-performance dynamic pro-
gramming. In terms of the solution method, the developed solution of the power system prob-
lem is based on the decomposition of the network equation in a block bordered diagonal form
(BBDF), and application of a set of efficient LU factorizations. With such a decomposition, the
largest part of the set of system equations can be solved in a parallel scheme. In order to apply
the parallel solution scheme in the presented method, an extended grid partitioning algorithm is
developed to create parallelizable subnetworks. The current section describes the formulation
of the parallelizable network solution and the grid partitioning methodology.

5.1.1 Formulation of Parallel Network Solution

The formulation of the parallel network solution proceeds from the general representation of
the power system model given by Equations (2.36) and (2.37). From the structural analysis of
the power system, it is observed that the generators and the connected controlling systems are
naturally decoupled. This implies that the resulting differential and algebraic equation of the
machines can be solved in parallel and only require local node variables to interact with the rest
of the network. Defining a network consisting of p subsystems that can be combined to form
the original unseparated network, the machine equations in each subsystem can be rewritten as

ẋi = f(xi, yi, ui)

0 = g(xi, yi, ui)
(5.1)

for i = 1, 2, . . . , p, where xi are the internal subsystem state variables, yi includes the subsystem
internal algebraic variables and the required local node variables to interact with the rest of the
system, and ui are the parameters of the ith subsystem. The remaining coupled component of
the algebraic equations is the network equation as represented in Equations (2.18) and (2.30).

To reformulate the network equation into a parallelizable form, the nodes in the nodal admit-
tance matrix Y are reordered into a Block Bordered Diagonal Form (BBDF) [77, 78], with the p
main partitions interconnected through the nodes in the (p+1)th partition. The network current
balance equation in (2.18) written in BBDF structure is given by
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Y2 Ȳ2
. . . ...
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1 Ȳ T
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In Equation (5.2), Yi is the nodal admittance matrix of the internal ith partition. If a parti-
tion contains ni internal nodes, the dimension of Yi is ni × ni. The admittance matrix of the
interconnect partition Ys is an ns × ns matrix, where ns is the number of boundary nodes in
the interconnecting partition. Ȳi is an ni × ns matrix containing elements of the branches con-
necting the internal nodes of partition i to the boundary nodes in the interconnect partition [76].
The node voltages and injected node currents are reordered accordingly, whereby Ii and Vi are
the current injection and node voltage vectors, respectively, of order ni in the ith partition. The
vectors Is and Vs are the interconnect partition current injections and boundary node voltages,
respectively, of order ns.

The restructuring of the network problem in a form shown in Equation (5.2) allows the solu-
tion to be rearranged in p subnetworks that can be solved in parallel. In the presented method,
the solution of Equation (5.2) is carried out in two steps. The first step constitutes a preprocess-
ing sequential step for calculating the boundary node voltages Vs from the interconnect partition
equation given by

ŶsVs = Îs (5.3)
where

Ŷs = Ys −
p∑

i=1

Ȳ T
i Y

−1
i Ȳi (5.4)

Îs = Is −
p∑

i=1

Ȳ T
i Y

−1
i Ii (5.5)

Initially, matrix Ŷs and vector Îs are explicitly formulated from the admittance matrices and
current injections in the subsystems, respectively. The linear system in Equation (5.3) is solved
using LU factorization for the voltages Vs. The boundary node voltages Vs are inserted into the
respective subsystems, which enables the solution of the remaining blocks in Equation (5.2) to
be separated into p sub-blocks that are solved in parallel in the second phase. The second phase
is performed in parallel by applying LU factorization to solve for the node voltages Vi in the
independent linear systems given as

YiVi = Ii − ȲiVs (5.6)

The solution process of the above network equation can be optimized by the following pre-
computations: Matrix Ŷs in Equation (5.4) is calculated once at the start of the simulation loop
and only recomputed at every event of change in network topology. Since the current vectors
Is and Ii change at every time step, vector Îs in Equation (5.5) needs to be calculated at every
time step. However, the component Ȳ T

i · Y −1
i in Equation (5.5) is precomputed at the start of

the simulation. Furthermore, matrices Ŷs and Yi are factorized by LU decomposition before the
main simulation loop; reformulation of the matrices is necessary only in case of occurrence of
a network event, as described in Section 5.2.3.

The optimal performance of the solution algorithm requires a balanced distribution in the
number of network nodes in each subnetwork. This is necessary for balancing the work load to
the parallel processors. Moreover, it is shown that the solution formulation using the block bor-
dered diagonal form initially requires a sequential step to solve for the boundary node voltages.
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The complexity of such a computation grows with more than linear complexity. Therefore, in
order to reduce the sequential computation time, the number of boundary nodes in the intercon-
nect partition should be minimized in relation to the dimensions of the network. In the presented
method, the number of boundary nodes is optimized by minimizing the number of cut branches
in between partitions, which is obtained using an efficient grid partitioning strategy. The next
section describes the extended partitioning strategy for application to dynamic simulations.

5.1.2 Network Partitioning

Power grids can be naturally represented as graphs. The requirements highlighted in the previ-
ous section for optimizing the parallel solution of Equation (5.2) are similar to the requirements
in graph partitioning [151], where the objective is to minimize the number of cut edges be-
tween graph partitions. Thereby, network partitioning can be formulated as a graph partitioning
optimization problem. A detailed overview of the advances in graph partitioning and exist-
ing algorithms is given in [152, 153, 151], of which the approaches used for obtaining good
partitions in large graphs are based on multilevel graph partitioning [154].

The power grids in the present thesis are considered to be unweighted graphs, whereby an
equal weight function of one is set for every branch. In this case, a minimum number of cut
edges results in a minimal number of branches between the subnetworks. The current section
describes the grid partitioning strategy applied for the spatial decomposition of the grid into
parallelizable subsystems. In the first step, a multilevel graph partitioning approach is applied to
create equally sized partitions with a minimum number of cut branches. This format is referred
to as the basic partitioning format in the rest of the present thesis. However, the parallel solution
formulated in this work requires an interconnect partition for information exchange between
subnetworks. Therefore, an extension of the graph partitioning strategy is developed to create
the interconnect partition consisting of boundary nodes. This extended partitioning format is
referred to as the interconnect partitioning format in the rest of the current thesis.

Graph Partitioning: Basic Partitioning Format

The multilevel graph partitioning approach applied for the basic partitioning format is the Karl-
sruhe Fast Flow Partitioner (KaFFPa) [154, 155]. In general, a multilevel graph partitioning
algorithm creates equally sized partitions with a minimum number of cut edges in a three-step
process: coarsening, initial partitioning, and refinement phase. In the coarsening phase, the
algorithm contracts the input graph into a smaller graph that can be partitioned with global al-
gorithms. The graph contraction is based on a matching strategy identifying an independent set
of edges with no common vertices [156]. A global path algorithm [156] is used as a matching
algorithm to create a maximum matching in order to determine the edges to contract. A coarse
graph is then formed by combining the vertices in the matching set and updating the weights of
each new vertex as the sum of the weights of the previous vertices; thus decreasing the size of
the input graph. At the initial partitioning stage, KaFFPa uses the SCOTCH algorithm [157] for
global partitioning if the graph size is small enough. The formed contractions are then iteratively
undone at the refinement phase using local search based refinement algorithms to systematically
move vertices between partitions in order to reduce cut edges, while maintaining the balancing
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constraints. A detailed description of the KaFFPa algorithm is given in [154, 155]. This graph
partitioning results in evenly sized partitions with minimal cut edges. The output of the basic
partitioning format is a graph with p partitions and stored in form of a vector, where the nth row
contains the partition index in which node n is located. A comparison of the partitioning results
with other graph partitioning and spectral clustering algorithms is given in [150, 158].

Extension of Graph Partitioning: Interconnect Partitioning Format

Considering that the restructured coefficient matrix in Equation (5.2) consists of a set of bound-
ary nodes forming an extra partition (interconnect partition), in addition to the pmain partitions,
the output of the basic partitioning cannot be directly applied for the parallel solution. The in-
terconnect partitioning format is developed to derive suitable partitions under the condition that
the interconnection between the main partitions is through the boundary nodes in the intercon-
nect partition. Therefore, the interconnect partition is created by moving adjacent boundary
nodes from the p partitions into a (p + 1)th partition, which eliminates any direct connection
between the different partitions.

The following procedure summarizes the interconnect partitioning format process: As a first
step, nodes are ranked according to the number of edges connecting to other partitions. The
node with the most number of edges to other partition is ranked highest and is moved to the
interconnect partition. The ranking of the nodes is updated, with the unmoved neighboring
nodes becoming eligible for selection and the process is continued. However, if multiple nodes
have the same rank, the secondary selection criterion is the size of the main partitions. Selection
priority is given to the node from the largest partition. This selection criterion minimizes the
size of the interconnect partition for a given set of input partitions and balances the partitions
in terms of partition sizes. The partitioning process is terminated when all the boundary nodes
connecting to other partitions are eliminated and the connection between partitions exists only
through the interconnect partition. For an output of the basic partitioning format consisting of
p partitions, the interconnect partitioning format results in p+ 1 partitions.

Figure 5.1 illustrates the transformation from the basic partitioning format to the intercon-
nect partitioning format. The arrows in the figure indicate the data streams for the interaction
between partitions, which shows that the nodes in the interconnect partition provide the link for
information exchange between the main partitions. As shown in the simple system with three
main partitions in Figure 5.1, the unknown boundary node voltages in the interconnect partition
are calculated sequentially and sent to the main partitions. The complexity of the sequential
solution therefore depends on the size of the interconnect partition, which is optimized by min-
imizing the number of cut branches between partitions from the basic partitioning format. The
system of equations in the main partitions are solved separately in parallel.

5.2 Computation Process
The computation process in the presented parallel dynamic simulation method is summarized in
the following three main steps: initialization, solution of system trajectory and event handling.
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Eqn (5.6)

Subsystem 3
Y3, Ȳ3
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Figure 5.1: Interconnect-partitioning format for a three-subsystem network

An overview of the workflow in parallel dynamic simulation method is shown in Appendix B.3.
The current section describes the main steps of the computation process.

5.2.1 Initialization

The initialization step is required at the beginning of the dynamics simulation to initialize the
system to steady state. At this step, the objective is to determine the initial values of the dynamic
state variables x0 and algebraic variables y0 required at the start of the numerical computation
for the actual system trajectory. The variables can be either computed or specified according to
known initial network operating conditions. In the presented method, steady state power flow
computations are used to define the initial operating conditions. The power flow calculation is
carried out on the original unpartitioned network to obtain the initial bus voltage magnitude and
phase angle, and the active and reactive power at the network nodes.

With the assumption that the system is operating in steady state equilibrium prior to the start
of the simulation, all time derivatives in the equations describing the machines and connected
controllers are set to zero at t = 0. From Equation (5.1), the resulting system of equations at
t = 0 is given by Equation (5.7). Solving Equation (5.7) for x and y gives the initial dynamic
state variables x0 and algebraic variables y0.

ẋ = 0 = f(x, y)

0 = g(x, y)
(5.7)

5.2.2 System Trajectory

The system trajectory is obtained from the solution of the system of differential and algebraic
equations (2.36) and (2.37). The differential equation (2.36) is solved numerically using nu-
merical integration methods which approximate the solution of x at tn+1 from a sequence of
previously estimated values at tn, tn−1, . . ., t0. Generally, an integration method advances the
solution in each time step from t = tn to t = tn+1, with a step size ∆t = tn+1− tn. The approx-
imate solution of the state variables xn+1 at the current time step tn+1 is given in terms of the
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step size ∆tn, the previously computed values xn, xn−1 . . ., and the functions f(xn+1, yn+1),
f(xn, yn), f(xn−1, yn−1),. . ., depending on the discretization method. In the parallel computa-
tion method presented in the current chapter, the numerical integration is based on an explicit,
one-step method, which approximates the solution at each time step based only on the com-
puted values from the immediately previous time step tn. This is the fourth order Runge-Kutta
method [128]. However, the additional numerical solvers described in [127] can also be applied
in this computational method. With the explicit Runge-Kutta method, the general solution of
the differential equation at time tn+1 is given in the form of Equation (5.8). At the point tn+1,
the algebraic equation is then expressed in the form shown in Equation (5.9).

xn+1 = xn + f(xn, yn) (5.8)

0 = g(xn+1, yn+1) (5.9)
An alternating solution scheme [129] is applied in the presented method in order to solve the

system of equations in (5.8) and (5.9). In this scheme, the discretized differential equations and
algebraic equations are solved separately at every integration step. The set of discretized system
of Equations in (5.8) is solved for xn+1, which is then substituted into Equation (5.9) to solve for
yn+1. It should be noted that the alternating solution scheme is susceptible to interface errors,
which arise as a result of solving equations (5.8) and (5.9) alternately for variables x and y. To
obtain solutions with less interface errors in the presented computation method, the algebraic
equations are solved at every integration stage. This implies that the algebraic equations are
solved four times at each simulation time step, corresponding to the four stages for computing
the increments approximating the derivative in the fourth order Runge-Kutta method applied in
the presented method.

The network equation is the main part of the algebraic equations. Similar assumptions high-
lighted in Section 3.2.3 are considered to simplify the network equation into a linear algebraic
equation that can be solved efficiently using the LU factorization method. The solution of
the network equations in the sequential algorithm considers the original unpartitioned network
and applies a single LU factorization to decompose the entire network admittance matrix. In
contrast, the parallel solution uses multiple LU factorizations on the subnetwork admittance
matrices, of which the individual partition network equations are solved in parallel as described
in Section 5.1.1. In both sequential and parallel solutions, the network equation is considered
to be linear. The admittance matrix is therefore only affected by network switching events.
Thereby, the L and U factorization components of the admittance matrix are reused until the
next switching event occurs. With this simplification, the network solution requires only the
forward and backward substitution for the largest part of the simulation.

It is important to note that the computational speed and accuracy of the system trajectory
also depend on the integration step size. Therefore, care must be taken when selecting the step
size bearing in mind that the DAEs in power systems are known to be stiff in nature, consisting
of a wide range of time varying dynamics. The explicit fourth order Runge-Kutta integration
method applied in the presented method requires fixed small step sizes for significant simulation
accuracy and to avoid numerical instability. The maximum integration step size is defined by
the smallest time constant in the system model.
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5.2.3 Event Handling

The third step of the computation process is the event handling step, which represents the tran-
sient behavior of the power system in the presence of disturbances. The disturbances can be
in form of event disturbances or load changes. Event disturbances include loss of generation,
short circuit faults, sudden load changes, which result in a change in system configurations. On
the other hand, load disturbances are caused by the continuous small variation in system loads,
without changing the system configuration. By dividing the system under analysis into pre-
disturbance, disturbance and post- disturbance sections, the event handling function computes
and defines the transition from one continuous section to another. The events considered in the
presented computational method are limited to time events, which are predefined to occur at a
specific time during the simulation. The events are defined using a time vector describing the
start and end time, nature of event, affected network parameters and location.

During the simulation, an event is detected by referring to the defined event time vector. If the
set start-time is reached, the event type, location, and affected network parameter are loaded.
In the disturbance section, events result in changes in system equations. For example, a short
circuit fault is simulated by inserting a high shunt admittance on the bus where the fault is
located. Thereby, the shunt admittances of the network are modified during the fault period.
Other simulated events include load changes, where the active and reactive power at the buses
are varied, and change in line parameters, in which the line resistance and reactance of a branch
are changed.

For the sequential algorithm, the whole admittance matrix is recomputed and refactored using
the LU factorization method. Since the network is structured into partitions in the parallel
algorithm, the only admittance matrix that changes is the one where the fault is located. The
same procedure for construction and factorization of partition admittance matrices described in
Section 5.1.1 is repeated. The network equations are then solved for the bus voltages at the
time immediately following the event. The system continuous trajectory in the fault section is
obtained by numerical integration using the new solution of algebraic variables. Clearing the
disturbance is regarded as another event and a similar procedure is carried at the set time for the
end of the event. At this point, the new network parameters defined in the event time vector are
loaded. If the fault is cleared by resetting the shunt admittance to its original value, the resulting
post-disturbance network structure is similar to the pre-disturbance network. Otherwise, setting
a different value results in a different network structure for the post-disturbance network.

Depending on the simulation step size, special care should be taken when setting the event
time vector so that the fault time can be captured by the step size. To ensure that the right point
of the event time is captured, a tolerance value ε is allowed between the simulation time t and
event time tevent given by t − tevent ≤ ε. The value ε is set small enough to capture events at
the right time t = tevent, and large enough not to skip events.

5.3 Implementation Aspects
The current section describes the implementation aspects in the presented computational method.
Firstly, the implementation of the extended graph partitioning approach is described, including
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the special functions for the formation of the required input network files, in addition to the
graph partitioning program. This is followed by the implementation of the parallel computa-
tional method in the Julia programming environment. Finally, the communication aspects in the
computational process are described in relation to the applied Julia programming environment.

5.3.1 Interconnect Partitioning Algorithm

The partitioning process starts with the definition of the original unpartitioned network in a
Matpower casefile format. The input casefile contains the topological information required for
partitioning the network into subnetworks. Initially, the network topology is converted into a
graph format which can be input into a graph partitioning program. In the partitioning approach
developed in the present thesis, KaFFPa is used as the supporting partitioning program. KaFFPa
uses the Metis graph format [159] to redefine the network topology and requires undirected
graphs, without self-loops and parallel edges. Therefore, the presented partitioning approach
initially transforms the network into a Metis graph format in which a graph is stored in a plain
text file with n+ 1 rows, where n corresponds to the number of vertices. The first row contains
the number of vertices, the number of edges, and an entry for the associated vertex and edge
weights. Since the input networks in the present thesis are considered to be unweighted, the
third entry on the first row is therefore ignored. The following n rows in the file describe the
information of each vertex, with indices of the vertices connected to the current row vertex
written in text format.

The input to the partitioning program – KaFFPa – is the Metis graph text format, and the
required number of graph partitions p. The program outputs the partitioned graph in text format
containing n rows, where the nth row corresponds to the nth vertex of the graph. Each row
gives information about the partition (1 to p) in which the corresponding vertex is located. This
output defines the basic partition format. A Matlab algorithm is developed to convert the basic
partition format to the interconnect partition format. The general procedure for conversion the
algorithm is based on the partitioning process described in Section 5.1.2. The output of the
function is a partitioning file in text format with p + 1 subsystems that is used as the input for
the parallel dynamic simulation algorithm. The network partitioning process is summarized in
Algorithm 4 and Algorithm 5.

Algorithm 4 : Basic partitioning format
Inputs: Network casefile; n−nodes, b−branches

Required partitions p
Eliminate recycling branches
Build graph G in text format from network topology
Partition G into p subsystems
Return: Graph G and p sub systems
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Algorithm 5 : Interconnect partitioning format
Inputs: b branches, partition indices (1 . . . p) for nodes
Assign interconnect partition index p+ 1
for each branch do

Determine partition indices of from and to nodes
if from partition 6= to partition & partition index 6= p+ 1 then

branch→ cut branch; nodes→ boundary nodes
Ranking boundary nodes:
for boundary nodes do

Rank based on branch count to other partitions
if nodes exist with equal branches then

Rank based on partition size of node location
Move highest ranking node to index p+ 1
Update list of boundary nodes
Repeat Until set of boundary nodes is empty

Return: partitions 1 to p and interconnect partition p+ 1

5.3.2 Parallel Dynamic Simulation Algorithm

The network partitioning described in Section 5.3.1 is a preprocessing step that provides inputs
for the parallel dynamic simulation, in addition to the original unpartitioned network defined
in Matpower casefile format. The power flow at the initialization stage of the parallel dynamic
simulation is computed using the PowerModels package [160] in Julia. The network data for-
mat required by the PowerModels package is consistent with the Matpower file format, which
allows the network casefiles defined in Matpower to be directly used in the Julia implemen-
tation. In addition, the package Matlab.jl provides an interface for using Matlab functions in
the Julia environment. With this package, the basic input functions defined in the Matlab time-
domain simulation, such as network event files and dynamic model parameters, are directly
called within the Julia implementation of the algorithm.

The admittance matrices of the original unpartitioned network and each partition are built
from the original network structure and the subnetwork graph data, respectively. Additionally,
initial variables from the power flow solution are required for the estimation of the constant load
admittances. The matrices at this stage define the network in a steady state condition.

In the presented method, the parallelization of the computations is limited to a single time step
since the dynamic simulation process is based on a step-by-step numerical solution. There are
two main steps computed in parallel in a single time step: the solution of the decoupled machine
differential equations, and the BBDF based network solution. The solution of the machine
differential equations to obtain the current injections is based on the fourth order Runge-Kutta
method as described in Section 5.2.2. The solution of the network equations consists of the
precomputation steps, which are mainly matrix construction steps required for the sequential
solution of the interconnect partition equations, and the parallel solution of the subnetwork
equations. For the task of solving the linear network equation in each partition, an efficient
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Algorithm 6 : Main steps in the parallel computation method
Inputs: Network casefile and partitions
Initialization: V0, X0

Precomputation:
Form subsystem matrices Yi, Ȳi and Ys
Compute Ŷs and product Ȳ T

i · Y −1
i

LU factorize Yi and Ŷs
for each partition do

Calculate machine state variables Xi

Compute current injection in each partition Ii
Compute link currents Îs
Solve for the interconnect subnetwork voltages Vs
for each partition do

Solve for subnetwork node voltages Vi
Return: State and algebraic variables at each time step

sparse LU factorization solver is applied from the UMFPACK library [161]. The main steps of
the parallel computation method are summarized in Algorithm 6.

5.3.3 Communication Aspects

From the above description of the parallel dynamic simulation, it is observed that the key com-
putations in the solution process are memory bound tasks dealing with vector arithmetic, matrix
multiplication, and solving the network equation. Such a parallelization problem can be effec-
tively handled in the Julia programming environment using multithreading constructs according
to the analysis detailed in [162].

Figure 5.2 depicts the simulation time line for the parallel dynamic simulation for a sys-
tem with two main partitions (p1, p2) and an interconnect partition. The variables in the figure
represent the system variables solved at the corresponding stages in each partition. The commu-
nication aspects during the parallel computation are summarized as follows: The initial step is
carried out on the main processor using the unpartitioned network to establish the quasi steady
state conditions of the system. The steady state algebraic variables derived from the unparti-
tioned network conditions are sent to the respective subnetworks. At this point, the subnetworks
begin to compute the corresponding initial dynamic state variables and precompute the internal
admittance matrices and the boundary matrix elements as shown in Figure 5.1. Additionally,
the precomputation stage in each partition also includes the LU factorization of the internal sub-
system admittance matrices required for computing the node voltages in Equation (5.6). After
the precomputation step, the interconnect partition receives the admittance matrices from each
partition and starts to precompute the interconnect admittance matrix from Equation (5.4).

Assuming the main simulation starts at time t0, the subnetworks start solving the assigned
machine differential equations to compute the state variables and the resulting node current
injections. The interconnect partition then starts receiving the current injections from the sub-
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Figure 5.2: Representation of communication aspects for a two-partition system showing the initialization step
(tinit) and one simulation time step (t0 − t6)

networks at time t1 to compute the link currents according to Equation (5.5) starting at t2. The
boundary node voltages are then computed from Equation (5.3). At t3, the subnetworks start
receiving the boundary node voltages from the interconnect partition. Each subnetwork then
separately solves Equation (5.6) for the node voltages starting at t4. Once each subnetwork
has finalized updating the node voltages at t5, the local dynamic state variables and algebraic
variables are sent to and saved by the main processor at t6.

The execution time for one simulation time step is the duration from t0 to t6. This is true
for a simulation with a fixed network topology. However, any change in network operating
conditions causes a change in topology, which necessitates reformulation of the corresponding
admittance matrices in the subnetworks as described in the event handling process. A time step
involving event handling therefore additionally includes the computation time for reformulating
and factorizing the admittance matrices, and the solution of the algebraic equations (5.3) to (5.6)
to update all algebraic variables before the next time step.

5.4 Validation and Performance Evaluation

5.4.1 Simulation Setup

The results presented in the current section are obtained using the high performance computing
cluster ForHLR II at Karlsruhe Institute of Technology (KIT). The computing cluster consists
of multiple nodes, each with 20 usable cores, two Intel Xeon E5-2660 v3 Deca-Core processors
and 64 GByte of RAM. Interconnection between the nodes is through a high speed InfiniBand
4X EDR Interconnect link. Further details about the ForHRL II computing cluster are given in
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[163]. The results presented in this section are performed on a single computing node of the
cluster.

Standard test networks, as described in Chapter 3 (cf. Table 3.1), are applied for validating
the computational algorithm. In each test case, a simulation period of 10 s is considered, with
a step size of 1ms. Additionally, two events are simulated in each case. The first event is the
onset of a short circuit fault on a bus applied by changing the shunt value on a specified bus to
a high value for a defined period of time. The second event corresponds to clearing the fault
by resetting the bus shunt value to its original value. This creates an additional complexity in
the computation, since the network admittance matrix does not remain constant throughout the
simulation.

The assessment in the current section is divided into two parts. The first part focuses on the
validation of accuracy in the presented parallel computational method. In the second part, the
performance of the parallel method is evaluated in terms of computational speedup, in com-
parison to the fastest sequential method. Different test network structures are used for the
performance evaluation in order to assess the speedup with varying network sizes and number
of network partitions.

5.4.2 Validation of the Proposed Parallel Solution

In the first part of the evaluation, the accuracy of the presented parallel dynamic simulation
method is validated against the sequential method described in Chapter 3. The simulation results
in the two algorithms are compared to evaluate the level of accuracy of the component models
and numerical solution strategy in the presented parallel computational method. For illustration
purposes, the IEEE 30-bus system (Case30 in Table 3.1) is used as the test network in the
validation process presented in this part. The structural representation of the network and data
used for setting up the network are given in Appendix A.3. The applied generator and controller
models are similar to those used in the test case described in Section 3.3.1. Using the new
extended grid partitioning scheme, the network is partitioned into three subsystems as shown in
Appendix A.3, where the resulting final partitioning information of the network is summarized
in Table 5.1.

Table 5.1: Summary of network partitioning for IEEE 30-Bus network
Partition Bus index Bus count

Partition 1 1, 2, 3, 5, 7, 8, 9, 11 8
Partition 2 21, 22, 24, 25, 26, 27, 29, 30 8
Partition 3 12, 13, 14, 15, 16, 17, 18, 19, 20 9
Interconnect 4, 6, 10, 23, 28 5

In the above partitioning files, the numbers represent the bus indices in each partition. The
simulation scenario considered in this part of the analysis is a three-phase to ground fault on
bus 18 applied at time t = 1.2 s for a duration of 50ms. The simulation is run for 10 s.

Figure 5.3 to Figure 5.5 show the comparison of the simulation results obtained using the
presented parallel method (Par) in Julia to those from the sequential method (Seq) in Matlab.
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The variables used for the comparison are the generator relative rotor angle, the rotational speed
deviation, and the magnitude of the bus voltages. In Figure 5.3, the generator on bus 1 is
assumed to be the reference machine. Therefore, the relative rotor angles are computed with
respect to angle δ1 of generator 1, i.e. Gen2: δ2,1 = δ2− δ1, Gen22: δ22,1 = δ22− δ1 and Gen27:
δ27,1 = δ27 − δ1. Key generator buses are selected for illustration of the voltage response
in Figure 5.5. Further details of the rotor angle, rotational speed, and voltage magnitude at
generator buses and fault bus are given in Appendix B.3.2.
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posed parallel dynamic computational method
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The simulation results in Figure 5.3 to Figure 5.5 show a perfect match in the accuracy be-
tween the proposed parallel computational method and the sequential Matlab-based method.
Such a similarity in the results shows that the component models and the numerical solution
strategy implemented in the presented parallel method match those in the validated sequential
algorithm. This implies that the BBDF formulation of the network equation into subnetworks
correctly replicates the results of the original unpartitioned network equation formulation. Re-
garding the solution strategy, the similarity in the simulation results can be attributed to the
fact that both algorithms apply a similar numerical solution approach based on the fourth order
Runge-Kutta method and LU factorization for the linear algebraic equations.

5.4.3 Performance Evaluation

The second part of the evaluation assesses the performance improvement of the proposed par-
allel method in terms of computation speedup in reference to the sequential method. The test
networks applied for the performance evaluation represent standard network systems of vary-
ing structural complexity as shown in Table 3.1. The networks are partitioned into different
sets of optimized partitions (subsystems) using the new extended interconnect partitioning ap-
proach. Each set of partitioning is applied to the parallel computational method to determine
the number of partitions (partition count) resulting in the optimal simulation runtime. Table
5.2 summaries the optimal partitioning count for each network resulting in the best runtime
in the parallel method. Details of the partitioning information and the corresponding parallel
simulation runtime are given in Appendix B.3.3.

Table 5.2: Optimal partitioning count from the new extended interconnect partitioning approach

Network
Number Partition Average Interconnect Partition
of buses count size size difference

Case9 9 2 3 2 1

Case30 30 4 6 6 2

Case118 118 6 16 18 1

Case300 300 5 57 15 2

Case1354 1354 7 188 37 5

Case9241 9241 16 567 161 41

Case13659 13659 10 1356 97 85

In order to analyze the performance improvements, the parallel method is compared to the
Matlab-based method and its corresponding sequential extension in the Julia environment. Fig-
ure 5.6 depicts a graphical representation of the minimum computational runtimes in the three
methods considering the optimal partitioning count for each network. From the results shown
in Figure 5.6, it can be observed that both the sequential extension and new parallel method
in the Julia environment show a great performance improvement over the sequential Matlab-
based method. This performance improvement is attributed to the high performance capability
provided by the Julia programming environment.
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Figure 5.6: Comparison of computational runtime of dynamic simulations in the sequential Matlab-based
method, new sequential Julia-based method, and the new parallel Julia-based method

With the above noted performance improvement in mind, the extended sequential method in
Julia is used for further evaluation of the attained speedup of the parallel computation algorithm.
The speedup is computed according to the relation Speedup = Ts/Tp, where Ts is the execution
time in the sequential method and Tp is the runtime in the parallel method of the respective test
cases. Figure 5.7 shows the simulation speedup of all the possible network partitioning counts
for each network. In the presented evaluation, the largest partitioning count is limited to 20
partitions, which corresponds to the core limit of the single computing node of the used ForHRL
II computing infrastructure. A partitioning count equal to one represents the simulation using
the sequential extension of the computation method in Julia.

Analyzing the computation speedup in Figure 5.7 shows that the parallel simulation runs
relatively slower than the sequential simulation for all partitioning counts in cases with small
networks. This slowdown in computational performances can be attributed to the fact that
the increase in complexity of the parallel solution structure using the block bordered diagonal
formulation and communication overhead between the processes outweigh the parallelization
benefits. However, the parallel computation shows significant improvements in speedup with
increasing network sizes. Figure 5.8 illustrates the speedup achieved for the various partitioning
counts in the larger networks. The reference speedup of 1.0 is the point at which the compu-
tational runtime of the parallel algorithm is equal to that of the sequential algorithm. The best
speedup for the three largest networks considered in the current evaluation is summarized as fol-
lows: Case1354 – 7 partitions – 46.96% speedup; Case9241 – 16 partitions – 57.46% speedup;
Case13659 – 10 partitions – 53.8% speedup. Therefore, the significant speedup implies that
the gain in performance due to the parallel solution with the larger networks is greater than the
communication overhead between processes and introduced parallel complexity.

An important observation from the presented results is that the parallel simulation speedup
varies with the number of network partitions. This proves that an optimal partitioning count
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Figure 5.7: Computational speedup for each partitioning count of the corresponding test network cases
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exists for each network, which results in the best balance between the partition sizes in order
to create balanced parallelizable tasks and the interconnect partition size to minimize the se-
quential task during the computation process. Therefore, the runtime of the parallel dynamic
simulation depends on the optimal partitioning of the network. A high number of partitions
results in a large interconnect partition, which increases the sequential runtime of the network
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solution. At the same time, the parallelizable partitions differ and decrease in size, causing an
increase in waiting times and less parallelizable tasks.

5.5 Summary
The current chapter addresses the open question regarding the need for improved methods in
order to address the increasing computational complexity in transient stability analysis. The
main contributions in this chapter are summarized as follows: A new extended graph partition-
ing approach used for defining parallelizable subsystems in dynamic simulations; and a parallel
dynamic computational method using a high performance programming environment, an im-
proved solution method and high performance computing infrastructure. In terms of accuracy,
the sequential and parallel Julia algorithms show a similar level of accuracy in deriving the sys-
tem state of stability and actual system trajectory compared to the validated sequential Matlab-
based algorithm. The new computational method benefits from the performance improvement
provided by the Julia environment, resulting in significant runtime speedup compared to the
Matlab-based simulation algorithm. According to the presented simulation results, the parallel-
in-space scheme applied in the formulation of the network solution achieves significant speedup
with increasing network sizes. In addition, the quality of network partitioning affects the run-
time in the parallel method, since the speedup varies with the number of partitioned subsystems
and reaches the highest point for an optimal partitioning count.
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The time-domain simulations presented in the previous chapters have shown that the intensive
step-by-step numerical integration in the solution process results in a huge computational bur-
den in system analysis. Even with the development of parallel solutions, which can benefit from
advancements in computing hardware and in high performance computing techniques, apply-
ing such methods in dynamic security assessment is generally a time consuming process. This
is seen from the analysis perspective, which necessitates consideration of a large number of
contingencies for the complete assessment of system stability during network operation.

An alternative method using a direct stability analysis approach is presented in the current
chapter for the fast assessment of system stability. The method is based on Lyapunov’s second
method for fast classification of network contingencies and identification of critical system set-
tings. The presented method achieves fast stability assessment by eliminating explicit numerical
integration in the post-fault period while deriving the system state of stability. Specifically, the
potential energy boundary surface (PEBS) approach is applied for the characterization of the re-
gion of stability. The analysis approach combines the maximum potential energy criterion and
the computation of the directional derivative of the potential energy function in order to reliably
estimate the region of stability without computing controlling unstable equilibrium points. The
method is tested using standard test networks and network representations of real transmission
grids for evaluation of accuracy and performance. Results from the time-domain simulation
approach are used as a benchmark in the validation process.

6.1 Formulation of the Direct Stability Assessment
Method

The direct stability analysis approach presented in the current chapter is based on Lyapunov’s
second method. The main requirements in this stability analysis approach are; a transient energy
function derived for a specific network structure, and a defined region of stability. A transient
energy function is derived from the equations representing the power system, while the region of
stability is estimated using a critical energy approximation defined for a given disturbance and
a corresponding post-fault equilibrium point. The present section describes the assumptions
considered in deriving the power system mathematical representation, the formulation of the
transient energy function, and the approach developed for estimation of the region of stability.

The current chapter is based on the work published in [164].

M. Kyesswa, H. K. Çakmak, L. Gröll, U. Kühnapfel, and V. Hagenmeyer, “A Hybrid Analysis Approach for
Transient Stability Assessment in Power Systems,” in 2019 IEEE Milan PowerTech, Milan, Italy, pp. 1–6,
June 2019.
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6.1.1 System State Model

The following simplifying assumptions are considered in deriving the power system mathemat-
ical representation used in the method presented in the current chapter: 1) Generators are repre-
sented by a classical model with a constant voltage behind a transient reactance; 2) Mechanical
power input to the generator is constant; 3) Loads are represented as constant impedances. With
these simplifications, the dynamics of the generator are represented by the equation of motion
in Equations (2.3) and (2.4) expressed in the synchronous reference frame.

For the formulation of the transient stability solution in the presented method, the differential
equations in (2.3) and (2.4) are redefined in the center of inertia (COI) reference frame, where
all the angles and speeds are measured with respect to the center of inertia. This formulation
eliminates large mismatches in power between the reference machine and the rest of the system
during changing operating conditions. The COI is defined by the center of angle δ0 and center
of speed ω0 given as

δ0 =
1

MT

n∑
i=1

Miδi; ω0 =
1

MT

n∑
i=1

Miωi; where MT =
n∑

i=1

Mi.

The resulting dynamics of the ith generator expressed in the center of inertia reference frame
are given by [104, 102]

θ̇i = ω̃i, i = 1, 2, ..., n (6.1)

Mi
˙̃ωi = Pi −

n∑
j=1,j 6=i

[
Cij sin θij +Dij cos θij

]
− Mi

MT

PCOI = fi(θ) (6.2)

where fi(θ) is a function representing the accelerating power in the COI reference. The state
variables θi = δi − δ0 and ω̃i = ωi − ω0 are the relative angle and the relative rotor speed
transformed into the COI reference, respectively; δi and ωi are the internal rotor angle and
speed deviation of the ith generator in synchronous reference frame, respectively. The relative
rotor angle between machines i and j is θij = θi − θj in a system of n machines. Mi is the
moment of inertia of the ith machine and MT is the total inertia of the system. The terms Cij

and Dij are derived from the expression of the electrical power output given by

Pei = E2
iGii +

n∑
j=1,j 6=i

[
EiEjBij sin θij + EiEjGij cos θij

]
whereby Cij = EiEjBij; Dij = EiEjGij; Ei and Ej are the voltages behind direct axis tran-
sient reactance of the respective machines at nodes i and j; The terms Bij and Gij are the
transfer susceptance and conductance of the branch between machines i and j in the reduced
admittance matrix of the network, respectively. The variables Pi and PCOI in Equation (6.2) are
defined as
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Pi = Pmi − E2
iGii; PCOI =

n∑
i=1

Pi − 2
n−1∑
i=1

n∑
j=i+1

Dij cos θij

where Pmi is the mechanical power input and PCOI is the power of the center of inertia. The
state equations (6.1) and (6.2) are used to describe the system dynamics in the following three
states: Pre-fault state – system before the occurrence of the disturbance; Faulted state – system
during the disturbance; Post-fault state – system after clearance of the disturbance. The equa-
tions in each of the states only differ in the transfer elements of the branches as a result of the
difference in the internal structure of the network in the three operating states.

6.1.2 Transient Energy Function

Applying a Lyapunov-based method for power system stability assessment requires definition
of a transient energy function for the network under analysis. For the method presented in the
current chapter, the energy function is based on the general expression of the transient energy
function derived by Athay et al. [104] given as

V (θ, ω̃) =
1

2

n∑
i=1

Miω̃
2
i −

n∑
i=1

Pi(θi − θsi )

−
n−1∑
i=1

n∑
j=i+1

[
Cij

(
cos θij − cos θsij

)
−

∫ θi+θj

θsi+θsj

Dij cos θijd(θi + θj)

]
(6.3)

In Equation (6.3), the terms Cij and Dij refer to the post-fault system parameters, since
the transient energy function is constructed for the post-fault system. The variable θsi,j is the
post-fault stable equilibrium point (SEP) for machines i, j. At the equilibrium point, the rotor
speed deviation ω̃s

i = 0 since all rotor speeds are equal to a reference value. The system
equilibrium point is therefore defined as (θs, 0). The point (θi, ω̃i) defines the actual system
state of the ith machine at a given time.

The transient energy function in Equation (6.3) represents a summation of the system kinetic
energy VKE and potential energy VPE and can be expressed as V (θ, ω̃) = VKE(ω̃) + VPE(θ).
The kinetic energy is due to the rotation of the rotor and is represented by the first term on
the right hand side. The total potential energy is due to a combination of the remaining three
terms on the right hand side representing the potential energy as a result of; the rotor position,
change in stored magnetic energy in the branch between generators i and j, and change in
dissipated energy in the branch between generators i and j, respectively. This breakdown of
the total energy is important for the derivation of the region of stability boundary applied in the
presented method as described in the next subsection.

The value of the potential energy due to the fourth term in Equation (6.3) depends on the
branch transfer conductance. Therefore, this term is path dependent since it results from the
non-conservative dissipation of energy in the branch. In order to compute the actual value of
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the fourth term, the system trajectory is required defining the path from the stable point θsi,j to
the final fault clearing point θi,j . However, the exact trajectory is unknown in the presented
method. An approximate solution is therefore applied for the path dependent integral in the
transient energy function, using the linear trajectory approximation of the system trajectory in
the angle space. In this case, a linear trajectory is assumed to represent the system from the
stable equilibrium point θsi,j to the angle θi,j at the stability boundary [104]. The additional inte-
grand arising due to the above approximation is solved using the trapezoidal method. Equation
(6.4) is the resulting expression for the approximation of the change in dissipated energy in the
system [104, 165].

n−1∑
i=1

n∑
j=i+1

∫ θi+θj

θsi+θsj

Dij cos θijd(θi+θj) =
n−1∑
i=1

n∑
j=i+1

Dij

θi + θj − θsi − θsj
θij − θsij

(sin θij−sin θsij) (6.4)

6.1.3 Derivation of Stability Region

The objective of the direct method is to estimate the system’s state of stability by locating
the initial state of the post-fault system with respect to a defined region of stability. Having
derived the transient energy function in Section 6.1.2, the next vital step is to define the region
of stability. In the presented method, an approximate measure using a critical energy value is
considered to estimate the region of stability, as assumed in power system applications [166].
The supposition in this estimation is that a system attains a critical energy at the boundary
of the stability region. Thereby, the interior of the stability region is defined by the inequality
V (θ, ω̃) < Vcr; where V (θ, ω̃) is the system transient energy at point (θ, ω̃) and Vcr is the critical
energy [166]. This approximation reduces the problem of determining the region of stability to
estimation of critical energy.

Estimation of the critical energy in the presented method is based on the potential energy
boundary surface (PEBS) method [104, 103]. The PEBS characterization of the stability region
is founded on the notion that the transient energy function is composed of a kinetic energy com-
ponent and potential energy component as shown in Equation (6.3). In terms of system stability,
the total kinetic energy gained due to acceleration of the machines in the fault-on period should
be transformed into potential energy in the post-fault period in order to maintain synchronous
operation in the entire system. Based on this concept, the PEBS approach simplifies the prob-
lem of determining critical energy to estimating the maximum potential energy that the system
can absorb in the post-fault state.

A new methodology is derived for determining the critical energy in the presented method.
The methodology combines the maximum potential energy criterion and validation of the true
stability boundary using the directional derivative of the potential energy function. The com-
bined approach is used to determine the global maximum potential energy of the full system.
The derived methodology is described in the following subsections.
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Estimation of Maximum Potential Energy

For the estimation of the maximum potential energy, the potential energy function VPE(θ) is
derived from the transient energy function in Equation (6.3). Computation of the potential
energy function begins from the point of fault occurrence. The function is followed at every
time step during the fault-on period until the maximum potential energy VPE,max is reached.
This point defines the boundary of stability and gives a good estimate of the critical energy, as
described in the PEBS method proposed in [103]. However, it should be noted that the first
maximum value of the potential energy does not always indicate the true maximum point in the
full state space. This is illustrated in Figure 6.1. Therefore, an additional criterion is applied to
prove the existence of the true maximum critical point of the system within a specified time.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
−20

−15

−10

−5

0

Exit point

PE
B

S
fu

nc
tio

n

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

5

10

15

Local
maximum

VPE,max1

Global
maximum

VPE,max2

Time [s]

V
P
E

[p
u]

Figure 6.1: Combined approach for estimation of critical energy; Monitoring the potential energy (VPE) and
directional derivative of the potential energy function (PEBS function).

Test for Global Maximum Potential Energy Point

The presented method applies the directional derivative of the potential energy function along
the fault-on trajectory in the angle space to ascertain the true crossing point of the stability
boundary. The estimation is mathematically represented by the dot product fT(θ) · (θ − θs)
[165], where f(θ) is the acceleration power in Equation (6.2) of the fault-on system. This
product is referred to as the PEBS function in the rest of the current thesis. Thereby, the region
of stability is defined as follows [165]:

• fT(θ) · (θ − θs) < 0 within the stability region,

• fT(θ) · (θ − θs) = 0 at the PEBS crossing point, and

• fT(θ) · (θ − θs) > 0 outside the stability region.
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In the presented combined approach, the directional derivative and the potential energy func-
tion are monitored at every time step until a change in sign is observed in the PEBS function,
i.e. from negative to positive; this point defines the PEBS boundary crossing. Once the exit
point is determined, the maximum of the potential energy profile from the stable equilibrium
point to the crossing point gives an estimate of the critical energy Vcr = VPE,max(θ).

Figure 6.1 illustrates the estimation of the critical energy using the presented method. As
depicted in the figure, the first maximum potential energy VPE,max1 represents a local maxi-
mum point of the potential energy. The additional test using the directional derivative identifies
another maximum point VPE,max2 before the exit of the stability region. In this case, the maxi-
mum of the two detected points defines the global maximum potential energy, which gives the
estimate of the critical energy; and thus defines the stability boundary. This method eliminates
the computationally challenging requirement of computing the controlling unstable equilibrium
points during the assessment process as applied in the methodology presented in [167].

6.2 Proposed Assessment Process
The current section describes the computational algorithm in the presented method for the fast
stability assessment and classification of network contingencies. The method is implemented
in the Matlab environment. At the input stage of the computation method, the structure of the
network to be analyzed is defined in the form of Matpower case files, similar to the structures
used in the time-domain simulations described in Chapter 3. In addition to the network struc-
ture, dynamic parameters of the machines in the system and simulation settings – representing
the protection settings for clearing the disturbances – are also defined at the input stage. The
following subsections describe the main steps of the analysis method.

6.2.1 Initialization

The presented method starts by determining the initial operating conditions of the network. This
initialization procedure is performed using the pre-fault network parameters to determine the
steady state values of the system. Like in the time-domain simulations, the main computation at
the initialization stage is the calculation of the power flow equations. In the developed method,
the Matpower power flow algorithm [33] is applied for the required power flow calculations.
All the time-derivatives of the dynamic state variables are set to zero at the initialization stage.
With this, the power flow results are used to solve the resulting system equations in order to find
the initial values of the remaining algebraic variables and the initial dynamic state variables.

For the simplified system state model applied in the presented direct computational method
as described in Section 6.1.1, the power flow results are used to obtain the following variables:
State variable – the initial internal generator angle δ0 and steady state rotational speed ω0 for all
the connected machines in the system; Algebraic variables – initial generator internal voltage
E0, initial machine armature current injections Ia0, and the mechanical input power Pm0. In ad-
dition, the values of the constant impedance loads are computed using initial active and reactive
power, and the voltages at the load buses.
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6.2.2 Formulation of Reduced Network

The parameters of the system state model described in Equations (6.1) and (6.2) are defined
in reference to only generator nodes. This form of system representation is referred to as the
reduced network since it eliminates all non-generator nodes from the network model. The
process of forming the reduced network is described in the present section.

In the first stage of the network reduction process, system parameters are set up for the full
network for the three sections of the simulation: pre-fault, fault-on, and post-fault sections. This
involves modifying the network to include the constant impedance loads and generator internal
reactances. The network is modified as follows in the presented method: internal generator
nodes are created and connected to the terminal nodes via the generator direct axis transient re-
actance x′

d; the constant load impedances are connected between the load nodes and the network
reference node. Using the modified network, an admittance matrix Y is formed and the constant
impedance loads directly added to the diagonals of the matrix at the corresponding nodes. The
admittance matrix is formed using the makeYbus function from the Matpower library [33].

For the formulation of the fault-on system parameters, the network parameters are adjusted
according to the simulated fault and its location. The admittance matrix is modified using an
event handling process, where the changes in network structure are considered following the
fault and the admittance matrix is reformulated. The same procedure applies for the post-fault
system parameters, following a change in network structure beyond the fault clearing time.
Possible changes in the network in the post-fault state include line switching to clear a fault,
and changes in load or generation.

In the second stage, a reduced network matrix Yred is formed from the constructed full system
admittance matrix Y by eliminating all nodes (r) except the internal generator nodes (n) using
Kron reduction [168]. The formulation of the reduced network matrix for each of the simulation
states is given by

Yred = Ynn − YnrY −1
rr Yrn (6.5)

where Yred is an n × n Kron-reduced network matrix, Ynn is a diagonal matrix of the sum of
admittances connected to the n generator nodes, Ynr = Yrn are elements of the admittance
matrix between the nth generator node and the rth non-generator node, Yrr consists of the sum
of admittances connected to the r non-generator nodes. The parameters Gii, Cij and Dij in the
system state equation (6.2) and in the transient energy function in Equation (6.3) are derived
from the Kron-reduced matrix.

The network reduction is carried out at every occurrence of network modification. Analysis
of Equation (6.5) shows that the network reduction process scales with more than quadratic
complexity, dominated by the inversion of matrix Yrr. In the proposed method, the formulation
of the reduced network admittance matrix is simplified using the compensation method based on
the matrix inverse lemma described in [169]. The compensation method simplifies the inverse
computation using a relation between the inverse Y −1

rr,0 from the original network admittance
matrix and the inverse Y −1

rr,mod from the modified admittance matrix given by

Y −1
rr,mod = Y −1

rr,0 −
[
Y −1
rr,0 ·M ·

(
∆y−1 +MT · Y −1

rr,0 ·M
)−1 ·MT · Y −1

rr,0

]
(6.6)
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where ∆y is a matrix defining the modifications in the parameters of the original admittance
matrix, and M is a connection matrix, which is built based on the type of modification. In the
present thesis, the branch oriented modification is considered, where a column vector is defined
for each modified branch in matrix M with +1 and −1 entries on the respective nodes defining
the branch connection and 0 elsewhere. For a short circuit connection of a bus to ground, which
is represented by connection of a shunt on the corresponding bus, an entry +1 is defined for the
relevant bus position in the M matrix. Further details of the formulation of the branch-oriented
modification and of the alternative node-oriented modification are given in [170]. Formulation
of the modified network reduced admittance matrix Yred,mod is thus given by

Yred,mod = Ynn − YnrY −1
rr,modYrn. (6.7)

6.2.3 Initial Elimination: Unstable Equilibrium Points

As shown in Equation (6.3), the application of the computation of the transient energy func-
tion depends on the existence of a stable equilibrium point of the resulting post-fault network.
Therefore, the presented direct analysis method begins by determining the post-fault equilib-
rium point. Given that the time derivatives in Equations (6.1) and (6.2) are zero at the equi-
librium point, the post-fault equilibrium point is determined by solving the accelerating power
equation fi(θ) = 0, for i = 1, 2, . . . , n. In this method, the solution of the system equation is
obtained using Newton’s method.

Furthermore, it is important to determine the state of the post-fault equilibrium point, i.e.
whether the equilibrium point of the system is stable or unstable after the disturbance is cleared.
In the presented method, the state of stability is tested using the linearization principle about
the calculated post-fault equilibrium point, and applying the eigenvalue analysis technique on
the system dynamics’ state Jacobian matrix as described in the following.

Linearizing the system state equations in (6.1) and (6.2) about a general equilibrium point
(θs, 0) results in the differential equations in variables ∆θi and ∆ω̃i for each machine given
by Equation (6.8). The differential equations in (6.8) are written in state matrix form given by
Equation (6.9), where I represents an identity matrix. For an nmachine system, the state matrix
is of the order 2n× 2n.

∆θ̇i = ∆ω̃i, i = 1, 2, . . . , n

Mi∆ ˙̃ωi =
∂fi
∂ω̃i

∆ω̃i +
∂fi
∂θi

∆θi
(6.8)

∆θ̇i
∆ ˙̃ωi

 =

 0 I

M−1
i

∂fi
∂θi

M−1
i

∂fi
∂ω̃i

∆θi
∆ω̃i

 (6.9)

By analyzing the eigenvalues of the state matrix in Equation (6.9), the state of the equilibrium
point is characterized as follows: The equilibrium point is stable if all the eigenvalues λx of the
state matrix have negative real parts, i.e. <{λx} < 0, for all x. Otherwise, the equilibrium point
is unstable if any of the eigenvalues has a positive real part, i.e. <{λx} > 0, for any x [17].
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The above procedure is used as a first elimination step in the presented method. The method
categorizes the contingencies at this stage as follows: If the post-fault equilibrium point does not
exist from the solution of the accelerating power equation or if the post-fault equilibrium point
is unstable, the corresponding switching operation is considered to be an infeasible case, where
the stability of the system cannot be analyzed using the direct method. Such cases are referred
to as unclassifiable contingencies in the rest of the present thesis. Otherwise, a contingency with
a stable post-fault equilibrium point can be further analyzed as described in the next section.

6.2.4 Classification of Contingencies

The main purpose of the presented direct method is the fast classification of network contingen-
cies. This is performed for the cases with stable post fault equilibrium points identified from
the previous step. The classification of the contingencies at this stage is in two categories: (i)
Noncritical contingency, in which the system is identified to remain stable following the dis-
turbance; (ii) Critical contingency, where the disturbance drives the system into an unstable
operating condition. The classification procedure is described in the following.

At the classification stage, the presented direct method begins by estimating the system fault-
on trajectory. The fault-on trajectory is estimated by numerical integration using the system
equations in the fault-on state. In the developed method, similar numerical integration algo-
rithms as in the time-domain simulation approach are applied at this stage. Specifically, the
explicit fourth order Runge-kutta integration method is applied to derive the fault trajectory.
Each time step of the integration gives a value of internal generator rotor angle θt and rotational
speed ω̃t, resulting in the system operating point (θt, ω̃t). This process is continued until the
fault clearing time.

The system trajectory derived in the first step is necessary for defining the location of the sys-
tem with respect to the region of stability. However, the region of stability in the present method
is defined based on the system potential energy function. Therefore, the system state (θt, ω̃t) at
each time step of the numerical integration is used to compute the value of the potential energy
VPE(θt). At the same time, the corresponding value of the dot product fT(θt) · (θt− θs) is com-
puted in order to monitor the directional derivative of the potential energy function. The value
of θt used in the computation of these variables is obtained from the fault-on angle, whereas the
admittance matrix is based on the post-fault system.

As described in Section 6.1.3, the PEBS crossing is reached at the zero crossing of the di-
rectional derivative, i.e. at a point where fT(θt) · (θt − θs) = 0. After determining this point,
reference is made to the potential energy to determine the critical energy as the maximum value
of the potential energy profile. This defines an estimate of the region of stability for the post-
fault system.

The present method requires that the state at each time step during the integration of the fault-
on system is tested to determine whether it lies within the stability region. This is defined by
the inequality V (θt, ω̃t) < Vcr as described in Section 6.1.3. Thereby, this requires the value of
the transient energy V (θt, ω̃t) at successive times using the fault-on θt and ω̃t obtained from the
step by step integration of the fault-on trajectory. The classification of the contingencies is then
defined as follows: If the transient energy is less than the critical energy, i.e. V (θt, ω̃t) < Vcr, at
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the initial state of the post-fault system trajectory, the simulated contingency is considered to be
a stable (Noncritical contingency) for the defined fault clearing time. Otherwise, if the contin-
gency results in a gain in transient energy greater than the critical energy, i.e. V (θt, ω̃t) > Vcr,
at the initial state of the post-fault trajectory or before the fault clearing time (t < tcl), the
contingency is considered to be unstable (Critical contingency).

In addition to the fast identification of system stability, important parameters are derived from
the analysis using the presented method. These include fault critical clearing time (CCT) and
stability margins. The critical clearing time of a disturbance is estimated at the point where
the transient energy is equal to the critical energy, i.e. tcct = t(V (θt, ω̃t) = Vcr). The stability
margin of a critical contingency defines the distance – in terms of energy – from stability at
the time of fault clearance. The stability margin is given by Sm = Vcr − Vcl, where Vcl is the
transient energy of the system at the clearing time. Such information is necessary for comparing
structural configurations.

Figure 6.2 illustrates the stability analysis process in the presented direct method. The time
tend in the simulation process is set according to the required fault clearing time (tcl). In practical
applications, this time corresponds to the minimum time required for the protection systems to
isolate the fault from the system. It is important to note that noncritical contingencies take up
more computational time than critical contingencies since they are tested for the whole duration
tend = tcl during the selection process to confirm system stability. The simulation of critical
contingencies is terminated when the critical energy is reached.

Furthermore, it is worth noting that the present direct method uses an internal integrator for
the derivation of the system trajectory. With this, the system variables are available during the
fault-on simulation and the trajectories of the system variables are directly applied to obtain
transient energy, potential energy and directional derivative during the screening process. This
is critical for the speed of analysis.

6.3 Evaluation of Accuracy and Performance
The current section presents test simulations in order to verify the accuracy and performance
of the presented direct analysis approach. The time-domain simulation approach described in
Chapter 3 is used to provide the benchmark results for evaluating the accuracy of the direct
method. Comparison of the two approaches is carried out in terms of the ability to correctly
categorize network contingencies and accuracy of estimating the critical clearing time of faults.

In the first test case, the simulated network structure is the IEEE 9-bus test network. This
simple case is mainly considered to verify the accuracy of the critical clearing time estimates
against the time-domain simulation approach based on numerical integration. The second test
system is the IEEE 118-bus test network. The main aim in this simulation case is to illustrate
the stability analysis procedure in the direct method, including the eigenvalue analysis to test
the state of the equilibrium point, the monitoring process to determine the crossing point of
the stability boundary and estimation of the critical clearing time. The estimated critical clear-
ing times by the direct method for selected contingencies are verified against the results from
the time-domain simulation approach. Furthermore, the reliability and performance of the pre-
sented method are evaluated and compared to the state-of-the-art SIME-based method presented
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Figure 6.2: Direct method stability analysis process

in [112]. The networks applied for evaluation of reliability and performance are summarized in
Table 6.1. Case68, Case118 and Case1354 are standard IEEE test networks, but modified by
adding internal buses for generators. CaseBW, and CaseDE represent the modified networks of
the Baden-Württemberg state and the Germany transmission grids, respectively.

The tested systems presented in the current section are limited to symmetrical and balanced
network configurations. A contingency is defined by the fault type, fault location and action
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Table 6.1: Test networks with varying complexity

Test Network Gens Buses Branches No. of
Contingencies

Case68 16 68 83 186
CaseBW 17 150 226 551
Case118 54 172 240 490
Case1354 260 1614 2251 5336
CaseDE 511 2146 3179 6971

taken to clear the fault. The mode of clearance of the fault defines the post-fault network struc-
ture. In the presented test cases, the analyzed contingency is a three phase-to-ground short
circuit fault located on or near a bus, followed by the required switching operation to clear the
fault. The following operations are considered to clear the fault: Switching out a line connect-
ing to the fault bus, which results in a change in network structure in the post-fault state; or
a self-clearing fault, where no switching action is taken and the resulting post-fault network
structures is similar to the pre-fault network.

6.3.1 Test case I: 9-Bus System

The network structure of the IEEE 9-bus test system used in the first test case is described in
Section 3.3.1. For the simulations in the current section, the generators are represented by the
classical model with constant input mechanical power and constant field excitation. The main
parameters of the generators are defined from the 9-bus structure described in [18]. The network
consists of nine buses and nine branches. A branch in the network is defined by the buses on
either end expressed in the form “from–to” [33], where “from” is the bus index on the sending
end and “to” is the bus index on the receiving end of the branch.

The 9-bus network is set up with two sets of generator parameters. This is performed in
order to analyze the variation of system stability with changing system parameters and test the
reliability of the presented method in presence of changing network conditions. For illustration
purposes, the fault clearing time in each case is set to tcl = 2 s to represent the maximum time
the fault can be present on the network. The step-by-step numerical integration for deriving the
fault-on trajectory is computed with a fixed step size of 1ms. The set up and results with the
two sets of parameters are described in the following.

Parameter Set 1:

The first set of generator parameters is given in Table 6.2. The listed parameters are defined as
follows: H is the inertia constant, D is the damping constant, xd is the steady state reactance,
and x

′

d is the transient reactance. The generator column gives the bus indices to which the
generators are connected. All parameters are expressed in per unit (pu) values.

Table 6.3 shows the simulation results comparing the critical clearing time (CCT) obtained
using the presented method (CCTDM ) and the time-domain simulation approach (CCTTDS).
The table includes the list of simulated contingencies – in terms of the fault location (fault bus)
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Table 6.2: Set 1 generator parameters

Generator H D xd x
′

d

1 23.64 0.02 0.146 0.0608

2 6.4 0.02 0.8958 0.1198

3 3.01 0.02 1.3125 0.1813

Table 6.3: List of contingencies and critical clearing times for set 1 generator parameters

Contingency Fault Bus Line Trip CCTDM (s) CCTTDS (s)
1 4 − 0.326 0.368
2 4 5–4 0.316 0.365
3 4 6–4 0.313 0.354
4 5 − 0.411 0.478
5 5 5–4 0.413 0.488
6 5 7–5 0.319 0.401
7 6 − 0.461 0.572
8 6 6–4 0.453 0.560
9 6 6–9 0.393 0.499

10 7 − 0.233 0.254
11 7 5–7 0.179 0.196
12 7 8–7 0.199 0.200
13 8 − 0.327 0.371
14 8 7–8 0.313 0.308
15 8 9–8 0.324 0.337
16 9 − 0.259 0.297
17 9 9–6 0.242 0.258
18 9 9–8 0.240 0.271

and fault clearing type (line trip) – and the critical clearing time. The line trip column lists the
respectively switched lines to clear the fault, represented in terms of “from–to” bus indices. The
dash “–” entry in the line trip column indicates cases with no line switching action to clear the
fault, i.e. the fault is considered to be self-clearing in such cases.

The test case consists of 18 contingencies as shown in Table 6.3. The contingencies are clas-
sified as critical or noncritical using the relationship between the estimated critical clearing time
(tcct) and the set simulation time (tcl = 2.0s). The time tcl represents the maximum duration
of the fault before the operation of protection devices. The classification of the contingencies
is therefore summarized as follows: Critical contingency (unstable), if tcct < 2.0 s; Non-critical
contingency (stable), if tcct > 2.0 s.

Analyzing the results in Table 6.3, it is observed that the critical clearing times using the
presented method CCTDM are less than 2 s for all the contingencies. The presented method
therefore categorizes all contingencies as critical. The time-domain simulation approach also
derives a similar classification of the contingencies as shown in the CCTTDS column. Both

103



6 Fast Dynamic Stability Assessment Method

approaches deduce that all the tested contingencies result in unstable network operation within
the fault simulation time of 2 s. In terms of accuracy, the critical clearing times estimated by the
presented direct method are in close agreement with the estimates by numerical integration in
time domain simulations. However, the presented direct method is observed to provide under
estimations compared to the time-domain simulations. This difference can be attributed to the
conservative nature of the PEBS-based direct method.

Parameter Set 2

Modified generator parameters are applied to the IEEE 9-bus in this simulation case in order
to further test the reliability of the presented direct method. The new generator parameters are
given in Table 6.4. For testing purposes, the parameters are similar for all generators in this test
scenario.

Table 6.4: Set 2 of generator parameters

Generator H D xd x
′

d

1 5.74 0.02 0.14 0.14

2 5.74 0.02 0.14 0.14

3 5.74 0.02 0.14 0.14

Table 6.5: List of contingencies and critical clearing times for set 2 generator parameters

Contingency Fault Bus Line Trip CCTDM (s) CCTTDS (s)
1 4 − 1.397 1.698
2 4 5–4 1.424 1.724
3 4 6–4 1.361 1.679
4 5 − > 2 > 2
5 5 5–4 > 2 > 2
6 5 7–5 > 2 > 2
7 6 − > 2 > 2
8 6 6–4 > 2 > 2
9 6 6–9 > 2 > 2

10 7 − 0.259 0.276
11 7 5–7 0.23 0.256
12 7 8–7 0.212 0.233
13 8 − 0.41 0.45
14 8 7–8 0.337 0.393
15 8 9–8 0.38 0.428
16 9 − 0.725 0.921
17 9 9–6 0.674 0.863
18 9 9–8 0.722 0.899
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Table 6.5 summarizes the results of the calculated critical clearing times using the second
parameter set. The first observation from the results shown in Table 6.5 is that the new sys-
tem parameters result in a change in classification of contingencies in the presented method
and time-domain simulations. In this case, both approaches show that the network remains in
stable operation for six of the simulated contingencies (i.e. contingencies 4 to 9). This implies
that the critical clearing time for such contingencies is beyond the set duration of the fault,
i.e. tcct > 2.0 s. These contingencies are thus categorized as noncritical. For the remaining
contingencies, a corresponding critical clearing time is estimated in both approaches, and are
therefore categorized as critical contingencies. The critical clearing times estimated from the
direct method further show a close agreement with the time-domain simulation results. There-
fore, the presented direct method is able to accurately and reliably select and classify network
contingencies with close accuracy to the numerical integration-based time-domain simulations.

6.3.2 Test case II: 118-Bus System

In the present section, the presented method is further tested in a second network to evaluate the
performance of the algorithm with increasing network complexity. The test network applied in
this case is the IEEE 118-bus system. The network structure and parameters are based on the
model described in Matpower [33]. The network is modified by adding internal nodes at the
generator terminals, which results in a modified system with 172 nodes, and 240 branches.

The total number of contingencies in the IEEE 118-bus test network is 490 as shown in Table
6.1. For testing purposes, the fault duration is set to 2.0 s for each contingency. In this test
case, the classification of the contingencies by the presented direct method is summarized as
follows: Unclassifiable contingencies – 2; Noncritical contingencies – 122; Critical contingen-
cies – 366. The aim in the current section is to illustrate the stability assessment process in the
direct method. One contingency is considered from each category for purposes of illustration
as described in the following.

Unclassifiable Contingency: Fault Bus 9, Line Trip 9–10

For an unclassifiable case, the following contingency is selected: A fault applied on bus 9 and
cleared by switching out the line between bus 9 and bus 10. As a first step, the post-fault
equilibrium point is computed and tested for stability using the eigenvalue analysis approach.
Figure 6.3 shows the plot of the eigenvalues in the complex plane. The results in Figure 6.3
show that the state matrix at the post-fault equilibrium point has some eigenvalues with positive
real parts. Therefore, the post-fault equilibrium point in this case is identified to be unstable.
This implies that the contingency is unclassifiable, whereby system stability cannot be further
analyzed using the direct approach. For the IEEE 118-bus network analyzed in this case, two
contingencies are identified as unclassifiable by the direct method.

Noncritical Contingency: Fault Bus 97, Line Trip 96–97

The following contingency is considered to illustrate the analysis of a noncritical case: A fault
applied on bus 97, cleared by switching out the line between bus 96 and bus 97. The eigenvalues
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Figure 6.3: Eigenvalues for post-fault system without line 9–10. State matrix at post fault equilibrium point has
eigenvalues with positive real parts; thus unstable equilibrium point.

of the resulting state matrix at the post-fault equilibrium point are plotted in the complex plane
as shown in Figure 6.4. According to the plot in Figure 6.4, the state matrix has no eigenvalues
with positive real parts in this case. This implies that the post-fault equilibrium point is stable
and the direct method can proceed with the actual stability analysis of the contingency.
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Figure 6.4: Eigenvalues for post-fault system without line 96–97; State matrix at post fault equilibrium point has
no eigenvalues with positive real parts; thus stable equilibrium point.

The next step of the analysis in the direct method is to locate the stability boundary crossing
by monitoring the directional derivative, potential energy and transient energy of the system.
Figure 6.5 shows the results of the monitoring process. It can be observed from Figure 6.5 that
the PEBS function representing the directional derivative is always less than zero for the whole
simulation time of 2.0 s. From the definition of the stability region in Section 6.1.3, this shows
that the system trajectory remains within the stability region. This contingency is therefore
classified to be stable and noncritical for the defined simulation duration.

As part of the validation process, the same contingency is simulated using the time domain
simulation approach to analyze the system response for a fault clearing time of 2.0 s. The
response of the generator rotational speed is shown in Figure 6.6. The step-by-step simulation
results in Figure 6.6 show that there is a momentary acceleration of the generators following
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Figure 6.5: Monitoring PEBS function, total energy (Vtotal) and potential energy (VPE) for a noncritical case

the fault. However, the generators accelerate almost in synchronism during the fault and return
to a common operating point in the post-fault period. From this observation, the time domain
simulation approach classifies the contingency as stable and noncritical for a fault duration of
2.0 s, similar to the presented direct method.
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Figure 6.6: Generator rotational speed response for fault clearing time tcl = 2.0 s; generators always remain in
synchronism after the fault.

Critical Contingency: Fault bus–46, Line Trip 46–47

The critical contingency considered for further illustration of the assessment process in the
direct method is defined as follows: A fault on bus 46, cleared by switching out the line between
bus 46 and bus 47. The initial analysis using the eigenvalue approach shows that the post-fault
equilibrium point is stable. The plot of the eigenvalues of the state matrix is similar to that
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shown in Figure 6.4. As a next step, the directional derivative, potential energy and transient
energy function are monitored during the fault period as shown in Figure 6.7.
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Figure 6.7: Monitoring PEBS function, total energy (Vtotal) and potential energy (VPE) for a critical contingency

Figure 6.7 shows that the zero crossing of the potential energy directional derivative is
reached at approximately 0.574 s, which corresponds of the point of exit of the stability re-
gion. The simulated contingency is therefore classified as a critical contingency. The maximum
potential energy until the zero crossing point gives the estimate of the critical energy and is
given as Vcr = 2.858 pu. It is worth noting that the zero crossing point in this case is reached
at approximately the same time as the maximum potential energy, as observed in Figure 6.7. In
this case, the developed method is in good agreement with the directional derivative approach
and the maximum potential approach, but provides a less conservative estimate. In addition to
classification of the contingency, the presented method is used to derive the required critical
clearing time of the fault. From the definition in Section 6.2.4, the critical clearing time is
estimated at the point when Vtotal = Vcr = 2.858 pu, giving tcr = 0.432 s.

In order to verify the classification in this case, the same contingency is analyzed using the
time-domain simulation approach. The generator rotational speed response from the step-by-
step simulation is shown in Figure 6.8a at the critical clearing time estimated from the direct
method. The system shows a stable behavior for this clearing time. The exact critical clearing
time in the time-domain simulation approach is determined by successively varying the fault
clearing time until instability is observed in the post fault period. Figure 6.8b shows the ro-
tational speed response at the time where unstable operation is first observed in the post-fault
period. The critical clearing time in this case is 0.459 s. Compared to the direct method, the rel-
ative difference in the critical clearing time estimate is 5.88%, which shows a close agreement
in the estimates from both approaches.
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(a) Response for a fault duration equal to critical clear-
ing time; i.e. tcl = tcr(0.432 s).
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(b) Response for a fault duration greater than critical
clearing time; i.e. tcl > tcr.

Figure 6.8: Generator rotational speed response for a critical contingency using time-domain simulations

6.3.3 Performance and Reliability Evaluation

In addition to validating the accuracy of the method, it is important to evaluate the reliability and
computational performance of the proposed assessment method. The evaluation is carried out in
two ways. Firstly, the test scenario using the IEEE 118-bus network is used with fault clearing
time of a three-phase short circuit fault for each contingency varied as follows: Case I – 2.0 s,
Case II – 1.0 s, Case III – 0.5 s, Case IV – 0.2 s. Secondly, additional test networks are applied
with varying complexity in terms of number of buses, generators, branches, and contingencies
as defined in Table 6.1. The tests are carried out on an Intel(R) Core(TM) i7-8700 CPU @ 3.20
GHz, 32 GB memory system, running on 64-bit Microsoft Windows 10.

Performance

First, the runtime of the proposed method is evaluated using the four test scenarios defined for
the IEEE 118-bus network with different fault clearing times. The total runtime of the main
steps of the presented assessment algorithm is illustrated in Figure 6.9. As depicted in Figure
6.9, the time-domain simulation step to compute the system trajectory (TDS) and the contin-
gency selection step (Selection) are the most computationally intensive steps of the simulation
process. However, the runtime of these steps is observed to depend on the fault clearing time,
i.e. the runtime decreases with fault clearing time as shown in Figure 6.9. This implies that the
direct method achieves computational efficiency by limiting the intensive analysis stages to a
very short time. On the other hand, the formulation of the admittance matrix (Y bus), the net-
work reduction (NetRed) and the eigenvalue analysis (EV ) steps are shown to be independent
of the fault clearing time.

The runtime of the main steps in the assessment method is further evaluated using networks
of varying complexity as described in Table 6.1. Figure 6.10 depicts the ratio of the runtime
per contingency (per Cont.) of the main steps with respect to the total simulation time. It
is observed from the figure that the time-domain simulation to derive the system trajectory is
the dominant step for networks with a small number of generators. The time-domain simula-
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Figure 6.9: Performance of the main steps of the proposed method with varying critical clearing time

tion step is dominated by the numerical integration using the explicit Runge-Kutta integration
method with linear complexity and the forward and backward network solution with quadratic
complexity depending on the number of machines. As the network size increases, the eigenvalue
analysis step becomes the dominant step with more than quadratic complexity with respect to
the number of machines. The contingency selection step increases with polynomial complexity
O(mc) for 2 ≤ c ≤ 3, where m is the number of machines. Details of the total runtime for the
tested cases are given in Appendix C.1.
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Figure 6.10: Ratio of runtime to the total simulation time per contingency of the main steps in the proposed
method with varying network complexity

Reliability

The reliability in contingency selection is assessed in reference to the classification by the step-
by-step time-domain simulation approach. Stability assessment in the time-domain simulation
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is based on the angular separation between the interconnected machines in the system. A con-
tingency is identified to be unstable if the rotor angular separation of any machine from the rest
of the system is greater than 120◦, which is a common measure of the maximum angular sepa-
ration of generators before loss of synchronism [96]. The four test cases of the IEEE 118-bus
network with different fault clearing times are considered here. Table 6.6 shows the variation
of the contingency selection results by the time-domain simulation approach and the selection
accuracy of the presented direct method relative to the benchmark results of the time-domain
simulation approach.

Table 6.6: Accuracy of the proposed direct method with respect to time-domain simulation approach

Test Case Fault
duration (s)

Time-domain selection Direct method accuracy
Noncritical Critical Noncritical Critical

Case I 2.0 135 353 90.37% 100%
Case II 1.0 144 344 97.92% 100%
Case III 0.5 164 324 90.85% 100%
Case IV 0.2 352 136 93.18% 100%

From the results presented in Table 6.6, it is observed that the direct method shows a high
level of accuracy in classifying the network contingencies. The method identifies the unstable
contingencies with 100% accuracy in all scenarios, which implies that all critical contingencies
are identified as unstable. However, less accurancy is observed for the noncritical contingen-
cies. This value represents the number of selected noncritical cases by the presented method
compared to the actual stable (noncritical) cases defined by the time-domain simulation. The
variation in the selection of stable or noncritical contingencies can be attributed to the conserva-
tiveness of the method, where the noncritical contingencies are falsely classified as critical (i.e.
false critical cases). It should be noted that the above results do not include the contingencies
identified as unclassifiable by the direct method.

Furthermore, the accuracy, reliability and computation speed of the proposed assessment
method is compared to the state-of-the-art SIME-based method implemented as described in
[112]. The test networks used for the comparison are described in Table 6.1. In each case,
the fault clearing time is set to 200ms to measure the computational runtime. The assessment
in the SIME-based method is carried out after 4 s of the time-domain simulation, which is
considered to be sufficient for capturing first swing instability as stated in [112]. Table 6.7
shows the comparison of the two methods with respect to benchmark time-domain simulations.
As shown in Table 6.7, the proposed assessment method shows better accuracy and reliability
than the SIME-based method in all the tested cases. In addition, the computational speed per
contingency using the proposed method is observed to be 8 times faster for the smallest network
and 2.5 times faster for the largest tested network than the SIME-based method.

In general, the presented method shows a desirable characteristic of very high probability of
correctly classifying unstable contingencies as critical cases. Furthermore, the computational
speed of the proposed method shows great potential in light of the requirement for fast stability
assessment. However, the main question arising from the evaluation of the presented method is
the notable conservativeness identified with the estimates. Estimations of the region of stability
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Table 6.7: Comparison of the proposed direct method to the SIME-based method

Network
Proposed Method SIME-based Method [112]

Accuracy (%) Reliability (%)
Runtime

Accuracy (%) Reliability (%)
Runtime

per Cont.(s) per Cont. (s)
Case68 93.85 – 100 96.43 – 100 0.018 95.80 – 100 94.64 – 100 0.1435
CaseBW 95.85 – 99.75 96.63 – 100 0.0207 89.06 – 96.71 95.35 – 98.31 0.1482
Case118 90.37 – 97.92 100 0.0356 82.57 – 96.21 96.64 – 99.72 0.1774
Case1354 90.04 – 94.67 99.44 – 99.58 0.3216 89.97 – 94.31 98.64 – 99.57 0.9329
CaseDE 95.92 – 99.32 93.12 – 100 1.0018 90.32 – 93.08 90.63 – 93.48 2.5006

based on the controlling unstable equilibrium point (CUEP), such as the BCU (Boundary of
stability region-based Controlling Unstable equilibrium point) method are considered to provide
less conservative assessment results. Application of such improved methodologies, especially
in the assessment of larger networks, is to be taken into consideration in future work.

6.4 Summary
The current chapter presents an alternative method for the assessment of transient stability in
power systems. The analysis approach is based on a Lyapunov direct method using the PEBS
criterion for fast assessment of stability. The novelty in the presented method is the derivation
of a new approach combining the directional derivative of the potential energy function and the
maximum potential energy criterion in order to reduce the conservativeness in the estimation
of the stability region in the analysis process. It is shown from the evaluation results that the
presented method is able to reliably and accurately screen out noncritical contingencies from
the large number of network contingencies. This method therefore presents a solution to ad-
dress the need for continuous analysis in system stability studies in order to account for the
constantly changing operating conditions in the current power system environment. The re-
maining objective is how to achieve fast as well as detailed analysis in power system studies.
This can be achieved by combining the advantages of the presented direct method and the par-
allel time-domain simulation approach. This objective is addressed in the next chapter through
the development of a hybrid analysis approach.
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Integration

The computational methods described in the previous chapters address separate requirements in
the stability analysis process for time-domain simulations and a direct analysis method. A hy-
brid analysis method is presented in the current chapter in order to combine the computational
advantages of the individual methods. The resulting benefit of the combined method is a com-
putational analysis approach for fast and detailed analysis of power system transient stability.
Furthermore, the present chapter describes the integration of the computational methods devel-
oped in the present thesis into an interactive network modeling and visualization framework,
eASiMOV [114, 115]. Currently, the eASiMOV framework supports steady state analysis of
power systems. Integration of the dynamic simulation methods therefore extends the framework
to transient stability and contingency analysis. Simulation, analysis, and visualization in the in-
tegrated framework are presented to illustrate the added features in the software framework
contributing to the Energy Lab 2.0 testing facility.

7.1 Hybrid Analysis Method
The need for continuous transient stability analysis necessitates a balance between analysis
efficiency and simulation accuracy in the power system computational methods. The current
section presents a method to address the above requirement. From the analysis accuracy point
of view, the time domain simulation method presented in Chapter 3 and extended to parallel
computation in Chapter 5 shows reasonable accuracy in the analysis results. On the other hand,
the direct analysis method presented in Chapter 6 reduces the computational complexity by
limiting the computationally demanding numerical integration to a very short period of the
simulation. Therefore, the ability of the direct method to provide a fast approach for determining
transient stability addresses the requirement of computational efficiency in the analysis process.
Analyzing the benefits of the two approaches shows that a natural way of achieving the essential
continuous power system analysis, while maintaining accuracy and details in the analysis, is
through coupling the direct-method and time-domain simulations. The resulting approach is
referred to as a hybrid analysis method in the present thesis.

The current chapter is based on the work published in [126, 164].

M. Kyesswa, H. Çakmak, U. Kühnapfel, and V. Hagenmeyer, “A Matlab-Based Dynamic Simulation Module
for Power System Transients Analysis in the eASiMOV Framework,” in 2017 European Modelling Sympo-
sium (EMS), Manchester, UK, pp. 157–162, November 2017.

M. Kyesswa, H. K. Çakmak, L. Gröll, U. Kühnapfel, and V. Hagenmeyer, “A Hybrid Analysis Approach for
Transient Stability Assessment in Power Systems,” in 2019 IEEE Milan PowerTech, Milan, Italy, pp. 1–6,
June 2019.
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7.1.1 Method Structure

Formulation of the hybrid analysis method is based on the fundamental characteristics of the
direct-method and time-domain simulations. Figure 7.1 shows the components of the hybrid
analysis method. Considering the computational merits in each of the methods, the hybrid
analysis approach is developed as a two-stage process. The first stage of the analysis is a fast
classification stage. This is followed by the detailed analysis of the system response in the
second stage.

Stage 1: Contingency Selection
Direct Method

Network
Data

Stage 2: Detailed Analysis
Time-Domain Simulation

SEP
?

V < Vcr

?

Unclassifiable
Contingencies

Critical
Contingencies

Noncritical
Contingencies

Yes

No

No

Yes

Figure 7.1: Overview of the hybrid method workflow

In the first stage, the direct method is applied for the classification process. The objective
at this stage is to separate network contingencies into three groups as shown in Figure 7.1:
unclassifiable, noncritical, and critical contingencies. As described in Chapter 6, the summary
of the selection categories is as follows: Unclassifiable contingencies are those where the system
state of stability cannot be concluded by the direct method if the post-fault stable equilibrium
point (SEP) does not exist; Noncritical contingencies result from network disturbances where
the system remains stable for the set simulation duration, i.e. the total energy gain during
fault (V ) is less that the critical energy (Vcr); and Critical contingencies as those resulting from
disturbances which drive the system into a state of instability before the end of the set simulation
time, i.e. V > Vcr. In other words, the first stage is a screening process where the noncritical
contingencies are eliminated from further analysis in the combined analysis process. Therefore,
the selection stage of the analysis reduces the number of contingencies for detailed analysis to
only the potentially dangerous network disturbances.

The second stage of the method addresses the need to derive the details of system variables
and visualize the actual system response subject to specific disturbances. For this, the time do-
main simulation approach is applied for further analysis of the selected unclassifiable and crit-
ical contingencies using detailed component modeling and step-by-step numerical integration
methods. This stage therefore provides insight into the system behavior during the disturbance
and in the post-fault state. In addition, the observed response is used to define the criticality of
power system components with respect to the location of a disturbance.

An additional benefit of the coupled analysis approach is that the internal numerical integra-
tion methods in the time-domain simulation are directly applied at the initial stage of the direct
method involving numerical integration to determine the system trajectory during the fault pe-
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riod. This additionally contributes to the computational speed at the selection stage since the
system state variables are directly analyzed during computation of the fault-on trajectory.

7.1.2 Hybrid Analysis Process
General Input Data

The hybrid method is implemented in the Matlab environment by combining the direct-method
and time-domain simulation algorithms. The simulation process starts with the definition of
the network structure, the system dynamic parameters and list of contingencies to be analyzed.
As in any dynamic simulation process, the system is first initialized to a steady state. A single
power flow computation based on the Matpower Matlab package is executed for the initializa-
tion at the beginning of the simulation in order to determine the pre-fault steady state network
conditions. During contingency analysis, the pre-fault network conditions are assumed to be
common for all the simulation cases to be analyzed. This implies that the starting conditions
are similar for all the analyzed contingencies in the given network.

Contingency Selection Stage

The inputs for the selection stage of the hybrid method are the pre-fault steady state conditions,
list of contingencies – in terms of fault type, fault location and the fault clearing mode – and
the simulation duration. The duration of the computation is set according to the maximum time
required for simulation of the fault on the network. This duration corresponds to the minimum
reaction time of the protection devices in response to the disturbance in practical applications.
The objective of the simulation at this stage is to identify and quantify contingencies that result
in system instability before isolation of the disturbance from the network.

The first of the three contingency categories is identified during the preselection step of the
selection stage. This step eliminates the unclassifiable cases, as described in Section 6.2.3,
where stability cannot be analyzed using the direct method if the post-fault equilibrium state
does not exist. Such contingencies can only be analyzed using the time-domain simulation
approach and are therefore directly sent to the second stage of the process. The selection of
the remaining contingencies is based on comparison of the transient energy gained during the
fault period and a critical energy value as shown in Figure 7.1. Contingencies resulting in a
gain in transient energy greater than the critical energy are categorized as critical contingencies.
These are added to a list of contingencies requiring further detailed analysis in the second stage.
Noncritical contingencies, where the transient energy during fault is less than the critical energy
for the whole simulation duration, are eliminated from further analysis in the second stage.

During the contingency selection process, the following results are saved to a file: eigenval-
ues for each contingency; the contingency selection results including the corresponding critical
energy (Vcr) and critical clearing time (tcct); and profiles of the transient energy, potential en-
ergy, and the derivative of the potential energy in form of graphical plots. The critical energy
and critical clearing time are necessary for ranking the critical contingencies.
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Detailed Analysis Stage

At the second stage of the hybrid analysis process, the identified unclassifiable contingencies
and critical contingencies are read into the time-domain simulation module for further analysis.
The input data for analysis of each contingency are the fault location, line switching action,
and the corresponding critical clearing time estimate from the first stage. The critical clearing
time defines the fault duration in the time-domain simulation for each contingency and the total
simulation time is set in a way that allows a clear analysis of the post fault system response. For
the analysis in the present thesis, the simulation time is set to 10 seconds.

The simulation results of the main system variables – which include the generator rotor angle,
rotational speed, and bus voltages – are saved at this stage. System stability is analyzed from
the derived responses, whereby the system is stable if the corresponding responses settle to a
steady state operating point in the post-fault state. Otherwise, the system is defined as unstable

Algorithm 7 : Overview of the simulation workflow in the hybrid analysis method
Inputs: Network structure data
Initialize system to steady state
stage 1:
for each node n do

trigger fault simulation
for each branch b connected to node n do

open branch and compute SEP
if SEP does not exist then

save as unclassifiable contingency
else if SEP exists then

while t < fault time do
determine θt and ω̃t

determine Vtotal, VPE, f
T(θt) · (θt − θs)

if fT(θt) · (θt − θs) = 0 then
determine Vcr, tcct
save as critical contingency

else if fT(θt) · (θt − θs) then
save as noncritical contingency

Return: List of selected contingencies c in terms of n, b, tcct
stage 2:
Inputs: read in list of selected contingencies c
for each contingency in c do

while t < simulation time do
fault settings: bus = n; duration = tcct; line switch = b
run time-domain simulation
compute detailed system response

Return: State variables at each time step
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if the system responses are diverging or oscillating. Based on the detailed results, decisions
for corrective action or network reconfiguration can be made to ensure network stability. In
time-domain simulations, the fault clearing time is successively varied in order to determine the
exact critical clearing time. Additional information about the importance of network compo-
nents can be derived from the analysis of the unclassifiable contingencies in the second stage.
For such contingencies, the time-domain simulation approach starts with a clearing time of one
time step. If the response is unstable for a fault duration of one time step, it is concluded that
the post fault stable state does not exist for the analyzed contingency. The components involved
in the switching action are considered to be very critical to system stability. Algorithm 7 shows
the pseudo code of the work flow in the hybrid simulation framework.

7.1.3 Performance Evaluation

To analyze the performance of the hybrid method, different network structures of varying com-
plexity in terms of number of generators and buses are applied as described in Table 6.1. The
goal is to determine the total time required for the assessment of the whole list of contingencies
using the hybrid method in comparison to assessment using time-domain simulations based on
the parallel approach described in Chapter 5. For purposes of illustration, the fault clearing
time is set to 500ms for each tested contingency. As described in Section 7.1.2, the hybrid
method executes the first stage, i.e. direct method (DM stage), for each contingency while the
second stage based on detailed time-domain simulations (TDS stage) is limited to the identi-
fied critical cases. The total runtime of the hybrid method (Total) is the sum of the duration
of the two stages. On the other hand, the calculated runtime for the time-domain simulation
(TDSmethod runtime) is the total time for the analysis of the whole list of contingencies.
The time-domain simulation is run for 10 s at a step size of 1ms for each contingency.

Details of the workstation used for the tests are as follows: Intel(R) Core(TM) i7-8700 CPU
@ 3.20 GHz, 32 GB memory system, running on 64-bit Microsoft Windows 10. Table 7.1
summarizes the simulation runtime using the two approaches for the different test networks.
The runtime reduction in Table 7.1 represents the percentage time saved by applying the hybrid
method for the complete assessment compared to using a pure time-domain simulation.

Table 7.1: Evaluation of simulation runtime of the hybrid method in comparison to time-domain simulations for
the assessment process

Network
Contingencies TDS Method Hybrid Method Runtime (s) Runtime

reduction (%)Total Critical Runtime (s) DM stage TDS stage Total
Case68 186 65 321.40 3.37 114.27 117.64 63.40
CaseBW 551 136 1370.96 11.39 443.57 454.96 66.81
Case118 490 162 1256.25 17.46 416.48 433.96 65.46
Case1354 5336 1082 89086.84 1716.07 25145.57 26861.64 69.85
CaseDE 6971 892 151915.6 6983.4 29579.44 36562.84 75.93

The results in Table 7.1 show that the hybrid method attains a significant reduction in the total
time required for the assessment process compared to applying pure time-domain simulations.
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It should also be noted that the number of selected critical contingencies for analysis at the
second stage of the hybrid method depends on the considered fault clearing time. In this case,
a clearing time of 500ms is applied for testing purposes, which explains the large number of
critical cases. However, shorter response times (fault clearing times) as low as 50ms (2.5 cycles)
are considered in practice, for example in high voltage transmission systems. As shown in Table
6.6, critical cases decrease as the clearing time decreases. This corresponds to a reduction in
cases requiring detailed analysis at the second stage, and thus reducing the total runtime of
the hybrid method. Furthermore, since the analysis of each contingency is independent from
the other contingencies, the overall runtime of the assessment process can be reduced through
distribution of tasks to several processors to perform the assessment in parallel.

7.2 Integration into the Energy Lab 2.0 Platform
The current section presents the integration of the developed dynamic computational methods
into a software framework which contributes to the Energy Lab 2.0 testing facility [14]. The
Energy Lab 2.0 is intended for studying the interaction of components in future energy systems
as well as testing new technological solutions necessary for the energy transition. A central el-
ement in the Energy Lab 2.0 is the smart energies system simulation and control center, which
is made up of three components: a power-hardware-in-the-loop experimental field; an energy
simulation and analysis laboratory; and a control, monitoring and visualization center [14].
The computational methods developed in the present thesis contribute to the energy simulation
and analysis laboratory component of the system. Integration of the developed computational
methods into the Energy Lab 2.0 facility is achieved through the eASiMOV (for energy sys-
tem Analysis, Simulation, Modeling, Optimization and Visualization) software framework as a
contributing package to the simulation laboratory. In the current state, the eASiMOV software
framework supports power flow simulations based on the Matpower package. The main objec-
tive of integrating the computational methods under the hybrid software framework is to extend
dynamic simulations to the eASiMOV framework, and thus apply the methods in the Energy
Lab 2.0 testing environment.

7.2.1 Overview of the eASiMOV Software Framework

The eASiMOV software framework – comprising of energy system analysis, simulation, mod-
eling, optimization and visualization components – provides an extendable framework for in-
teractive modeling and analysis of energy systems [114, 115]. The goal of the eASiMOV soft-
ware framework is to develop a one-user interface, one-model and multiple-simulator policy
with support for model exchange and computational scalability. It therefore introduces a dis-
tributed system architecture with a collection of software tools. The main components of the
eASiMOV distributed architecture are the modeling component – ePowMod, the simulation
module – ePowSim, and the visualization module – ePowVis. A description of the software
modules comprising the eASiMOV framework is given in Appendix C.2.

In the current state of the framework, the ePowSim module provides steady state analysis of
the power grid using power flow computations. The computational modules of the hybrid simu-
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lation method are integrated into the eASiMOV framework as part of the ePowSim – simulation
module. Figure 7.2 shows the user interface of the eASiMOV framework modeling interface,
with the new computational methods integrated under the ePowSim module as shown in the
figure.

Figure 7.2: Interactive user interface in ePowMod and integrated dynamic simulation modules in the ePwoSim
module

7.2.2 Dynamics Simulation in the eASiMOV Framework

The dynamics simulation package is integrated into the eASIMOV framework as a designated
part of the ePowSim simulation module. In general, the analysis process starts with the interac-
tive network modeling, which is performed in the ePowMod module. The modeling component
then generates a Matpower file representing the network model as the input to the dynamic
simulation module. This step applies to both power flow analysis and dynamics simulation.
Specific to the dynamics simulation, an additional input file is defined for the dynamic system
parameters as described in Section 3.1.1.

119



7 Hybrid Analysis Method and System Integration

A flexible choice of the basic computing environment is provided between Matlab and Oc-
tave1 in the integrated framework. This option is included in the interactive front-end modeling
user interface shown in Figure 7.2. In the Matlab computing environment, the modeling mod-
ule generates a Java process that passes the input files and the simulation settings – including
the simulation duration and integration step size – to the dynamics simulation module. On the
other hand, the Octave computing environment is coupled directly via the JavaOctave library2.
During the dynamic simulation, the simulation results are saved by updating the respective vari-
ables in the Matpower case file at every time step. The updated variables include the voltage
magnitude and angle, and the active and reactive power of the generators. The grid frequency
is estimated using the dynamic frequency approximation as described in Section 4.3.1. Bus
frequency approximations are inserted into the result file to form a new data structure. The re-
sults are defined specifically in form of Matpower files to maintain a format compatible with the
ePowVis visualization module. As part of the interactive analysis of the simulation results, the
visualization module loads the saved result files and displays the results in form of heat maps at
every time step.

7.3 Analysis in the Integrated Framework
The present section describes the analysis procedure in the hybrid method coupled with the vi-
sualization of simulation results in the eASiMOV framework. The main aim of the presented
results is to illustrate the functionality of the integrated software framework. For the test sim-
ulations presented in the current section, the modified Baden-Württemberg network described
in Appendix A.2 is applied as the benchmark model. In the following, selected cases from the
unclassifiable and critical contingencies are presented to illustrate the analysis and visualization
in the second stage using the integrated framework.

7.3.1 Unclassifiable Contingency

One case of an unclassifiable contingency is a fault on bus 131, cleared by switching out the
line between bus 12 and bus 131, i.e. fault bus 131 and line switch 12–131. It is identified to be
unclassifiable according to the analysis of the eigenvalues of the state matrix at the post-fault
equilibrium point as shown in Figure 7.3. In this case, the state of stability following such a
contingency can only be derived in the second stage using time-domain analysis. Figure 7.4
shows the response of the generator frequency for a fault duration of 10ms in stand-alone mode
of the hybrid method. An alternative representation of the frequency response is shown in
the visualization module of the integrated framework as depicted in Figure 7.5 for the critical
section of the network.

The analysis in the time-domain simulation therefore concludes that the switching case al-
ways results in unstable operation of the network in the post-fault period irrespective of the
fault duration. The responses depicted in Figures 7.4 and 7.5 can be explained as follows: From
the network structure, bus 131 is connected to a generator bus at bus 12. Switching out line
1 https://www.gnu.org/software/octave/
2 https://github.com/prateek/javaoctave
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Figure 7.3: Eigenvalues analysis of state matrix for post-fault system without line 12–131. Existence of positive
real eigenvalues indicates an unstable equilibrium point in the post-fault state.

12–131 to clear a fault on bus 131 results in disconnection of a generating unit from the system.
This causes the immediate acceleration of the disconnected generator, due to the imbalance be-
tween the mechanical power (Pm = maximum) and the electrical power (Pe = 0) seen by the
corresponding generator. Interactive visualization results of the whole network in the ePowVis
module are given in Appendix C.2.
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Figure 7.4: Response of generator frequency for a fault duration of 10ms showing one generator running out of
synchronism with the rest of the generators in the post-fault state.

7.3.2 Critical Contingency

An example of a critical case is as a fault on bus 95, cleared by a switching out the line between
bus 95 and 90, i.e. fault bus 95 and line switch 95–90. Figure 7.6 shows how the hybrid method
classifies the case as a critical contingency using the potential energy function and monitoring
of the transient energy in the first stage.

The time-domain response at the critical point is shown in Figure 7.7, which depicts the
generator frequency in the second stage of the simulation method for the critical contingency.
Such analysis provides more insight to the system operator regarding the actual state of the
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(a) Visualization of system frequency at t = 1.030 s (b) Visualization of system frequency at t = 1.090 s

Figure 7.5: Interactive visualization of the response of system frequency in the eASiMOV framework for the
critical part of the network. Depicted frequency scale ranges from 49.985Hz to 50.015Hz.
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Figure 7.6: Monitoring PEBS function, total energy and potential energy for a critical contingency. Estimated
critical clearing time at a point where Vtotal = max(VPE) is 0.471 s.

machines. Furthermore, the corresponding response in the interactive visualization module
of the eASiMOV framework is shown in Figure 7.8. Beyond the critical clearing time, the
response of the generator frequency is shown in Figure 7.9 for the time-domain representation
and in Figure 7.10 using the visualization module. Details of interactive visualization in the
whole network are given in Appendix C.2.

From the results described above, it is shown that the combined analysis in the hybrid method
is able to identify critical contingencies for further analysis using time-domain simulations
which provide detailed information about the actual response of the system to network dis-
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Figure 7.7: Response of generator frequency for a fault duration tcl = 0.471 s less or equal to the critical clearing
time (i.e. tcl ≤ tcr). Generators return to synchronous operation in the post-fault state.

(a) Visualization of system frequency at t = 2.270 s (b) Visualization of system frequency at t = 9.350 s

Figure 7.8: Interactive visualization of the response of system frequency in the eASiMOV framework for a fault
cleared before the critical clearing point. Critical network section is shown with frequency scale ranging between
49.6Hz and 50.4Hz.

turbances. The two analysis stages are also shown to be complementary in the hybrid method.
Therefore, the combined analysis forms a framework for fast contingency selection and detailed
system transient analysis. Furthermore, the integration of the hybrid method into a modeling
and visualization framework shows an additional benefit in the analysis process by providing
interactive visualization of the system response.

7.4 Summary
The contributions in the current chapter are summarized as follows: Firstly, a new hybrid
method is developed which addresses the open question regarding the need for a method provid-
ing fast and detailed stability analysis for the continuous assessment of power system transients.
Secondly, the hybrid method is integrated in a framework which facilitates testing of the method
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Figure 7.9: Response of generator frequency for a fault duration tcl = 0.483 s greater than the critical clearing
time (i.e. tcl > tcr). One generator runs out of synchronism with the rest of the generators in the post-fault
period.

(a) Visualization of system frequency at t = 2.230 s (b) Visualization of system frequency at t = 10.00 s

Figure 7.10: Interactive visualization of the response of system frequency in the eASiMOV framework for a fault
cleared at a time beyond critical clearing time. Critical network section is shown with frequency scale ranging
between 49.0Hz and 51.0Hz.

and the included component models in a smart grid testing environment. The framework with
the integrated dynamics simulation module is provided with a graphical user interface, an inter-
active network editor and a visualization module, which give it an advantage over the existing
research based simulation tools. Nonetheless, for the integrated framework to be applied for
online dynamic security assessment in the smart grid context, it should be combined with real-
time measurements and state estimation procedures. This enables continuous analysis of system
stability based on the current state of the network. Future related work should take this measure
into consideration.
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8 Conclusion and Outlook

Major changes are seen in the current power system operating environment mainly due to in-
creasing network sizes, increasing integration of renewable energy source, and the growing
electricity demand. These changes in the structure, nature, and complexity of the power system
directly impose additional challenges and requirements in the stability analysis process. One
of the requirements is to increase model complexity in order to accurately represent the current
state of the power system. This in turn results in an increase in complexity of the problem under
analysis. Additionally, the changes in the context of the energy transition result in a continu-
ously changing operating point. Therefore, the computational methods used in stability analysis
are required to evolve with the changing power system analysis problem in order to cope with
the introduced complexity and the requirement for continuous stability analysis during network
operation. The current thesis addresses some of the requirements in the stability analysis pro-
cess by developing models and computational methods which are combined into a new parallel
hybrid analysis method.

Initially, new models are developed for the representation of the conventional power system
under balanced and unbalanced conditions. Corresponding simulation functions are developed
for the analysis of power system transients, where a new analysis method for combining sym-
metrical and asymmetrical transients’ analysis is developed. In the context of the energy tran-
sition, models of wind and PV generation systems are developed to integrate the analysis of
renewable energy sources in system stability studies using time-domain simulations. This is
followed by parallelization of the analysis methods in order to address the introduced complex-
ity in the analysis process using time-domain simulations. For this, a new parallel time-domain
simulation method is developed based on graph partitioning and a parallel-in-space approach.
The requirement of fast stability analysis is addressed by developing a direct method with a
characteristic of fast stability assessment without explicit numerical integration and computa-
tion of the controlling unstable equilibrium points. Furthermore, the developed methods are
combined into a hybrid analysis approach for fast and accurate stability assessment which can
be applied for continuous analysis of system stability during network operation. Finally, the
developed methods as well as component models are integrated into an energy system analysis
framework that provides an interface to a smart grid testing environment. The main contribu-
tions in the current thesis are summarized as follows:

• New models for the representation of the conventional power system under symmetrical
and asymmetrical operating conditions. Applying the developed models in system stabil-
ity studies eliminates the limitation of the analysis to only three-phase balanced networks
and therefore allows the representation of the true state in practical power systems.

• Development of a new flexible, extendable and scalable research grade computational
method for time-domain simulations. The method is developed for the numerical solu-
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8 Conclusion and Outlook

tion of the power system equations based on the derived mathematical representation.
Therefore, the method is used for the analysis of balanced and unbalanced power system
network transients based on the steady state assumption and symmetrical components
technique. The mathematical models and derived solution methods are used to develop a
Matlab-based toolbox.

• Dynamic modeling of renewable energy sources – solar photo-voltaic and wind power –
based on network standards for the interfacing converter-connected generation sources to
the grid. For this, new models are developed to represent the inverter functionality as the
interfacing point of the renewable energy sources to the grid. The dynamic models of the
renewable energy components are integrated in the time-domain simulation toolbox.

• Development of a new parallel time-domain simulation method based on a new extended
graph partitioning method and a parallel-in-space solution approach using a series of
efficient direct solvers. This addresses the computational complexity involved in time-
domain simulations through the use of high performance computing technology. The
method is developed in Julia, a high performance programming language.

• A direct stability analysis approach for deriving the stability region using the potential
energy boundary surface (PEBS) method with reduced conservativeness and without
the computationally expensive task of determining the controlling unstable equilibrium
points. The developed direct method provides a fast stability assessment technique.

• A new parallel hybrid analysis method for fast and detailed system stability analysis based
on the coupled direct analysis method and parallel time-domain simulation method. The
hybrid method enables continuous analysis of a whole set of contingencies and detailed
analysis during network operation.

• Integration of the developed methods into the eASiMOV simulation platform to create
a framework for interactive modeling, editing, graphical representation and continuous
interactive analysis and visualization of the dynamic behavior in power system networks.
The integrated framework provides an interface to the Energy Lab 2.0 platform.

The contributions highlighted above show that the current thesis fulfills the intended objec-
tives regarding modeling and development of computational methods. However, a number of
open questions should be addressed in future work to extend the analysis methods in order to
address the continuing transformation of the power system due to the energy transition. The
mathematical models derived in the present thesis focus mainly on the generation side of the
power system. However, several components such as HVDC, FACTS devices, energy storage
systems are becoming increasing applied in power system. Models for the analysis of sys-
tem stability should therefore include detailed modeling of such components. Since HVDC
and FACTS devices are fast acting devices with electronic switching and time responses in
the electromagnetic range, it is also necessary to extend the numerical solutions to account for
electromagnetic transients. In addition, future work should consider further validation of the
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high-level control functions for interfacing the renewable energy generators based on measured
data from real plants.

As described in Section 5.4.3, the speedup in the parallel time-domain simulation method
is affected by the communication overhead between the processes. Future work should con-
sider optimization of the parallel method to reduce the data exchange overhead and improve the
computational speedup. One possibility of achieving this could be implementing the parallel
algorithm in a version of the Julia programming environment (v1.3.0) with better support for
multi-threading of nested loops and provides general task parallelism properties, as proposed in
[171]. In addition, since the solution in the time-domain simulation is a memory bound prob-
lem, another possibility to improve the speedup is to use GPU computing to take advantage of
the larger memory bandwidth within graphic cards compared to CPUs. In terms of the solution
technique, the applied BBDF technique should further be compared to the Multi-Area Thévenin
Equivalent (MATE) algorithm in order to analyze possibilities of computational benefits in us-
ing a branch splitting technique for the parallel solution formulation.

The accuracy at the selection stage of the hybrid method could also be improved by applying
state-of-the-art approaches which use the Boundary of stability region-based Controlling Unsta-
ble equilibrium point (BCU) method for defining the stability region. However, since the BCU
method includes the expensive task of computing the controlling unstable equilibrium point,
further work should address the additional complexity if the BCU method is applied in the hy-
brid analysis process. In addition, higher order models and new components such as HVDC
and FACTS devices should be considered in the formulation of the transient energy function.

Finally, as the hybrid analysis method is aimed towards application in online stability anal-
ysis, the integrated framework should be combined with real-time measurements and state es-
timation procedures in the smart grid testing environment. As an example application case for
this setup is the Karlsruhe Institute of Technology Campus North network with installed smart
meters in substations. Based on the IEC 61850 protocol, the measured data can be sent to a
real-time simulated network of the campus, which is then used to define the actual state of
the network during the online stability assessment. The Energy Lab 2.0 testing facility of the
Karlsruhe Institute of Technology provides a possible framework for achieving such a setup.
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A Test Systems

A.1 IEEE 9-Bus Test Network
The IEEE 9-bus network consists of three generators (G1, G2, and G3), nine buses (B1 to B9)
and three loads (L1, L2, and L3). T1, T2, and T3 represent transformers as part of the branch
elements in addition to the transmission lines as shown in Figure A.1. The parameters of the
transmission lines, loads, power flow data and the dynamic parameters of the generators are
adapted from [18].
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G1

B4

T1

B1

G2

B7
T2

B2

L1 L2

B5 B6

B9

B3

G3

B8

Figure A.1: IEEE 9-Bus network structure

A.2 Baden-Württemberg Transmission Network
The structural representation of the Baden-Württemberg transmission network used for testing
the developed renewable energy generation systems presented in Chapter 4 is illustrated in Fig-
ure A.2. The network consists of 17 generators, 149 buses, 225 branches and 49 loads. The
generators are connected through step-up transformers to the transmission network at voltage
levels of 220 kV and 380 kV. The loads, which represent the distribution networks, are con-
nected at 110 kV buses and via transformers to the transmission network. The parameters of
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the network are obtained from the publicly available information from the transmission grid
operator1. The network model shown in Figure A.2 is developed in the eASiMOV framework
and provided as a Matpower case file for extension to dynamic simulation studies in the present
thesis.

B78

G11

G9

B36

G8 G6

B89

Figure A.2: Structural representation of the Baden-Württemberg transmission network

A.3 Partitioned IEEE 30-Bus Test Network
The test system used for validation of the parallel time-domain computation method is the
IEEE 30−bus network. The network consists of 30 buses, 41 branches, 6 generators and 20

1 https://www.transnetbw.com/en
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A.3 Partitioned IEEE 30-Bus Test Network

loads. The steady state network configuration is based on the test network defined in the Mat-
power packages. The dynamic parameters of the generators are shown in Table A.1, as adapted
from [172]. By applying the extended graph partitioning scheme to the network, the result-
ing optimal partitions for the system divided into three subnetworks are depicted in Figure A.3
(Adapted from2), where the buses making up the interconnect partition are 4, 6, 10, 23 and 28.

Table A.1: IEEE 30-Bus network modified dynamic parameters ([172])

Gen Bus H D xd xq x
′

d x
′

q T
′

d T
′

q

1 4.130 0.02 1.700 1.620 0.256 0.245 4.800 0.004

2 5.078 0.02 1.270 1.240 0.209 0.850 6.600 0.004

13 1.520 0.02 2.373 1.172 0.343 1.172 11.600 0.159

22 1.520 0.02 2.373 1.172 0.343 1.172 11.600 0.159

23 1.200 0.02 1.769 0.855 0.304 0.5795 8.000 0.008

27 1.200 0.02 1.769 0.855 0.304 0.5795 8.000 0.008

Case 30 model: Partitioned

Partition 2

Partition 3

Partition 1

Interconnect 

Figure A.3: Partitioned IEEE 30-Bus network with three main partitions and an interconnect partition

2 https://www.fglongatt.org/Test_Systems/IEEE_30bus.html
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B Time-Domain Simulations

B.1 Runtime of Time-Domain Simulation of
Conventional Power System

The runtime of the main steps of the time-domain simulation for conventional power sys-
tems is summarized in the current section. Table B.1 shows the runtime of the following
steps of the simulation: Power flow computation (PF ); factorization of the admittance matrix
(FormY bus); solution of the differential and algebraic equations of the generator subsystem
(Governor, Exciter, Generator); calculation for the node current injection (Isolution); solu-
tion of the network equation for the node voltages (V solution) and the total computation time
(Runtime). For further comparison, Figure B.1 depicts the percentage of the runtime taken by
the dominant steps of the algorithm for the different networks.

Table B.1: Computational runtime of the main steps of the time-domain simulation algorithm in seconds

Test Network Powerflow Form Ybus Governor Exciter Generator Isolution Vsolution Runtime
Case9 0.089 0.003 3.315 1.427 1.480 1.271 0.800 10.785
Case30 0.128 0.003 3.499 1.439 1.492 1.277 0.867 11.115
Case118 0.153 0.004 3.631 1.712 1.744 1.629 1.262 12.603
Case300 0.176 0.010 3.625 1.656 1.671 1.626 2.215 13.455
Case1354 0.160 0.091 4.555 2.557 2.319 3.118 11.128 26.850
Case9241 0.637 9.306 8.458 6.112 5.340 8.800 237.350 280.826
Case13659 0.650 35.714 18.794 14.872 13.165 17.143 498.121 606.719

B.2 Results of Time-domain Simulation with Renewable
Energy Sources

Bus Voltage Response to a Network Transient

The present section illustrates the detailed bus voltage response for the simulation of a network
fault with and without voltage support for the connected renewable energy generation sources
in the Baden-Württemberg network. Initially, the modified network is simulated as described in
Section 4.4.1 without voltage support functionality for the connected renewable energy sources
during fault. The voltage response at all buses is shown in Figure B.2. The second scenario
shown in Figure B.3 illustrates the bus voltage response in the simulation case with renewable
energy generators providing fault ride-through and voltage support during the fault period. For
illustration purposes, the voltage response of the buses with inverter connected generators are
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Figure B.1: Percentage of the total runtime for the main stages of the time-domain simulation algorithm

distinguished with dashed lines in Figures B.2 and B.3, while the fault bus voltage is represented
using a black dotted line. Important to note is the impact of the voltage support at the inverter
connected buses on the other buses depending on the location of the bus relative to the injection
point of the reactive power. This impact depends on the location of the buses with respect to the
inverter-connected generator providing voltage support.
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Figure B.2: Bus voltage response for a fault duration
of 150ms without voltage support from PV and wind
generation systems: Dashed lines show voltages at the
PV and wind generator buses; dotted line represents the
fault bus voltage.
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Figure B.3: Bus voltage response with voltage support
from PV and wind generation systems during fault:
Dashed lines show voltages at the PV and wind genera-
tor buses; dotted line represents the fault bus voltage.
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B.3 Parallel Time-Domain Simulation

B.3 Parallel Time-Domain Simulation

B.3.1 Computation Workflow

The computation process of the parallel time-domain simulation method presented in Chapter 5
is summarized in the workflow depicted in Figure B.4. For illustration purposes, the parallel
steps in the simulation process are highlighted in the figure. Part of the precomputation process
is the first parallel step, where the admittance matrices are inverted, transposed and correspond-
ing L and U factors are computed in parallel for each partition. Computation of the current
injections from the machine differential equations and node voltages from the partitioned net-
work equations at each time step constitute the main parallel steps in the process.

B.3.2 Validation of the Parallel Computation Method

The current section provides further results for the validation presented in Section 5.4.2 com-
paring the parallel time-domain simulation method to the sequential Matlab-based simulation
method. The IEEE 30-bus network partitioned into three subnetworks (cf. Figure A.3) is ap-
plied for the presented results. The variables used for the following comparison are generator
rotor angle, generator rotor speed, and magnitude of bus voltages as shown in Figures B.5, B.6,
and B.7, respectively. For illustration purposes, the voltages shown in Figure B.7 consider only
the generator buses and the fault bus. Important to note in all the figures is the perfect match
between the sequential and parallel simulation results. This implies that the parallel formulation
of the power system problem presented in the current thesis correctly replicates the sequential
problem formulation.
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Figure B.4: Parallel time-domain simulation workflow
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Figure B.5: Comparison of generator rotor angle re-
sponse to a bus fault in the new parallel time-domain
simulation method (Par) and in the sequential Matlab-
method (Seq)
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Figure B.6: Comparison of generator rotational speed
response to a bus fault in the new parallel time-domain
simulation method (Par) and in the sequential Matlab-
method (Seq)
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Figure B.7: Comparison of bus voltage response to a bus fault in the new parallel time-domain simulation method
(Par) and in the sequential Matlab-method (Seq)
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B.3.3 Optimal Partitioning Results and Computational Runtime

In the present section, further partitioning details, runtime, and speedup results of the parallel
time-domain simulation method are presented for each test network. Table B.2 summarizes the
optimal partitioning for each network and corresponding simulation runtime. The simulation
runtime in the Matlab sequential method is also included in Table B.2 for purposes of com-
parison. Additional runtime and speedup details of tested partitioning counts for each network
are shown in Tables B.3 to B.9. Included in the presented results are the average partition and
interconnect partition size to illustrate the influence of the optimal network partitioning on the
speedup of the parallel computation. In addition, the runtimes of the main stages of the ordinary
differential equation (ODE) solver stage, i.e. sequential ODE runtime, parallel ODE runtime,
and ODE data input/output time (IO time), are shown to illustrate the main bottleneck in the
parallel computation. In summary, the detailed results show that that data OI time is the most
time consuming step in the parallel computation process.

Table B.2: Optimal network partitioning count

Network
Partitioning size Simulation runtime (s)

Optimal Average Interconnect Matlab Julia
partitions size size Sequential Sequential Parallel

Case9 2 3 2 12.81 1.54 1.93

Case30 4 6 6 13.28 1.78 2.11

Case118 6 16 18 15.34 3.95 3.19

Case300 5 57 15 18.52 6.64 4.73

Case1354 7 188 37 48.60 25.22 17.16

Case9241 16 567 161 556.48 212.32 134.84

Case13659 10 1356 97 1274.44 379.63 246.84

Table B.3: Optimal partitioning and runtime evaluation results of Case9

Case9: Partition size ODE stage runtime [s] Simulation

Partition Average Partition Interconnect Sequential Parallel ODE Runtime Speedup
count size difference size ODE ODE DataIO [s] %

1 9.0 0 0 0.917 0 0 1.545 0.00

2 3.5 1 2 0.014 0.284 0.983 1.929 -19.94

3 2.0 0 3 0.016 0.295 1.009 1.979 -21.95

4 1.5 1 3 0.018 0.287 1.039 2.080 -25.73
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Table B.4: Optimal partitioning and runtime evaluation results of Case30

Case30: Partition size ODE stage runtime [s] Simulation

Partition Average Partition Interconnect Sequential Parallel ODE Runtime Speedup
count size difference size ODE ODE DataIO [s] %

1 30.0 0 0 1.079 0 0 1.7843 0.00

2 13.5 1 3 0.0156 0.3834 1.1145 2.2946 -22.24

3 8.7 1 4 0.0184 0.3159 1.2188 2.2965 -22.30

4 6.0 2 6 0.0222 0.3124 1.0856 2.1118 -15.51

5 4.4 1 8 0.0288 0.3185 1.1198 2.1824 -18.24

6 4.0 3 6 0.0265 0.3180 1.2902 2.3958 -25.52

7 3.0 0 9 0.0310 0.3593 1.2163 2.2994 -22.40

8 2.6 1 9 0.0368 0.3556 1.2470 2.3267 -23.31

10 2.1 2 9 0.0413 0.3892 1.3719 2.5026 -28.70

Table B.5: Optimal partitioning and runtime evaluation results of Case118

Case118: Partition size ODE stage runtime [s] Simulation

Partition Average Partition Interconnect Sequential Parallel ODE Runtime Speedup
count size difference size ODE ODE DataIO [s] %

1 118.0 0 0 3.009 0 0 3.950 0.00

2 56.0 0 6 0.021 0.694 2.178 3.853 2.51

3 37.3 3 6 0.022 0.636 2.057 4.022 -1.79

4 27.0 2 10 0.031 0.535 1.761 3.319 19.02

5 20.8 1 14 0.030 0.506 1.700 3.189 23.85

6 16.7 1 18 0.051 0.500 1.701 3.188 23.90

7 14.6 3 16 0.055 0.590 2.059 3.662 7.87

8 12.5 2 18 0.060 0.549 1.914 3.487 13.26

10 9.6 2 22 0.074 0.576 2.055 3.676 7.45

12 8.2 3 20 0.078 0.607 2.237 3.878 1.85

14 6.6 2 26 0.102 0.648 2.312 4.035 -2.10

16 5.7 1 27 0.112 0.659 2.393 4.100 -3.67

18 4.9 3 29 0.119 0.687 2.480 4.238 -6.81

20 4.3 3 33 0.143 0.700 2.589 4.378 -9.77
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Table B.6: Optimal partitioning and runtime evaluation results of Case300

Case300: Partition size ODE stage runtime [s] Simulation

Partition Average Partition Interconnect Sequential Parallel ODE Runtime Speedup
count size difference size ODE ODE DataIO [s] %

1 300.0 0 0 5.356 0 0 6.635 0.00

2 147.5 1 5 0.021 1.213 3.733 6.235 6.41

3 97.0 0 9 0.024 0.984 3.064 5.597 18.54

4 71.8 2 13 0.037 0.882 2.813 4.957 33.85

5 57.0 2 15 0.031 0.831 2.642 4.730 40.28

6 46.5 1 21 0.057 0.843 2.768 4.918 34.91

7 40.1 3 19 0.056 0.895 2.955 5.116 29.70

8 34.6 3 23 0.073 0.884 2.974 5.198 27.65

10 27.6 2 24 0.082 0.913 3.001 5.242 26.57

12 22.2 3 34 0.116 0.957 3.260 5.533 19.91

14 19.1 4 32 0.122 0.960 3.306 5.733 15.73

16 16.6 3 35 0.138 1.003 3.461 5.857 13.28

18 14.3 5 43 0.174 1.005 3.674 6.072 9.27

20 12.4 3 53 0.226 0.981 3.809 6.226 6.57

Table B.7: Optimal partitioning and runtime evaluation results of Case1354

Case1354: Partition size ODE stage runtime [s] Simulation

Partition Average Partition Interconnect Sequential Parallel ODE Runtime Speedup
count size difference size ODE ODE DataIO [s] %

1 1354.0 0 0 21.755 0 0 25.219 0.00

2 671.0 0 12 0.029 5.499 18.200 27.824 -9.36

3 444.3 1 21 0.051 4.580 14.792 23.476 7.42

4 333.5 19 20 0.052 3.654 12.570 19.475 29.49

5 264.2 11 33 0.084 3.465 10.676 18.966 32.97

6 218.8 10 41 0.110 3.289 11.903 18.557 35.90

7 188.1 5 37 0.110 3.388 10.419 17.161 46.96

8 164.4 21 39 0.120 3.029 11.229 18.039 39.81

10 130.0 18 54 0.181 3.351 14.139 20.879 20.79

12 107.4 10 65 0.230 3.225 10.020 20.060 25.72

14 91.1 4 78 0.281 3.156 10.287 19.097 32.06

16 80.0 7 74 0.300 3.260 10.790 17.810 41.60

18 70.2 6 90 0.389 3.262 11.332 20.380 23.74

20 63.0 4 94 0.412 3.203 10.939 18.117 39.20
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Table B.8: Optimal partitioning and runtime evaluation results of Case9241

Case9241: Partition size ODE stage runtime [s] Simulation

Partition Average Partition Interconnect Sequential Parallel ODE Runtime Speedup
count size difference size ODE ODE DataIO [s] %

1 9241.0 0 0 180.663 0 0 212.317 0.00

2 4613.0 222 15 0.060 43.919 136.900 234.719 -9.54

3 3070.7 251 29 0.204 40.263 120.301 204.363 3.89

4 2297.8 66 50 0.296 39.087 114.632 191.643 10.79

5 1837.2 118 55 0.316 34.871 109.435 176.076 20.58

6 1526.8 65 80 0.395 33.122 108.485 174.022 22.01

7 1309.7 78 73 0.397 31.181 99.428 161.857 31.18

8 1145.5 55 77 0.416 29.204 88.995 148.521 42.95

10 913.9 37 102 0.544 24.434 82.673 141.081 50.49

12 760.1 34 120 0.631 28.016 73.709 137.464 54.45

14 649.9 54 143 0.773 23.559 77.790 136.700 55.32

16 567.5 41 161 0.865 22.690 72.280 134.839 57.46

18 503.3 16 181 1.047 26.310 70.334 134.871 57.42

20 451.2 39 217 1.474 22.731 83.427 140.697 50.90

Table B.9: Optimal partitioning and runtime evaluation results of Case13659

Case13659: Partition size ODE stage runtime [s] Simulation

Partition Average Partition Interconnect Sequential Parallel ODE Runtime Speedup
count size difference size ODE ODE DataIO [s] %

1 13659.0 0 0 323.71 0 0 379.632 0.00

2 6822.5 29 14 0.098 76.798 227.211 421.405 -9.91

3 4542.7 306 31 0.278 66.659 205.913 370.195 2.55

4 3403.3 93 46 0.348 58.752 189.362 326.571 16.25

5 2722.6 173 46 0.367 51.302 166.255 289.894 30.96

6 2264.5 155 72 0.451 56.668 170.814 298.786 27.06

7 1941.1 76 71 0.469 50.373 154.533 271.904 39.62

8 1696.0 152 91 0.550 49.378 155.393 277.467 36.82

10 1356.2 85 97 0.614 49.800 131.221 246.839 53.80

12 1127.5 174 129 0.800 43.864 140.100 250.037 51.83

14 964.1 76 162 1.034 41.157 143.957 264.546 43.50

16 843.3 59 167 1.154 43.452 135.616 254.699 49.05

18 748.7 65 182 1.386 38.522 128.556 249.881 51.92

20 673.0 84 200 1.674 38.326 131.923 249.951 51.88
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C.1 Direct Method Runtime
Table C.1 summarizes the performance of the main steps of the direct method presented in
Chapter 6 in terms of the total runtime for all contingencies as described in Table 6.1. The fault
duration in each case is 200ms. It should be noted that the runtime in this case includes some
overhead resulting from profiling of the analysis process.

Table C.1: Total runtime of the main steps of the proposed method with varying network complexity

Test Network
Ybus Network Eigenvalue Time-domain Contingency Total

Formulation Reduction Analysis Simulation Selection Runtime
Case68 0.031 0.767 0.050 1.861 0.220 9.713
CaseBW 0.104 1.470 0.150 5.380 0.612 24.725
Case118 0.197 1.332 1.344 6.349 1.108 26.541
Case1354 139.406 289.752 473.407 321.983 148.184 2144.050
CaseDE 700.443 647.561 2339.516 1499.890 1186.919 7684.786

C.2 Analysis in the Integrated Software Framework

Overview of the eASiMOV Framework

The eASiMOV framework was developed as part of the research and development work at the
Institute for Automation and Applied Informatics at Karlsruhe Institute of Technology. The
main components of the eASiMOV framework are summarized in Figure C.1. ePowMod is
the modeling component of the framework. The module provides a Java-based interactive grid
modeling editor with support for schematic and geo-based modeling. ePowSim is the simulation
software module with CPU, GPU, multicore and cluster simulation capabilities. The ePowVis
module provides the analysis and visualization function for the power grid simulation results.
The additional modules in the framework include; ePowMgr – a Java EE-Server application for
managing network storages, models and time series data, user database and external simulators.
The module additionally supports sharing of models, time series data and simulation results via
public hyperlinks; ePowWeb – the web based simulation and visualization module; ePowCon –
the data conversion toolbox which enables exchange of models with external software packages.

The current state of the ePowCon provides direct import and export functionalities for Excel
based data sheets, and model data for OpenDSS, Matpower and DIgSILENT PowerFactory.
Other add-on software modules to the framework providing services such as analysis and inter-
active exploration of high rate energy data, web based energy data monitoring, web services for
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load data aggregation, remote software control as well as support for mobile devices are also
part of the software suite.

As described in Section 7.2, the methods developed in the present thesis contribute to the sim-
ulation module of the eASiMOV framework (ePowSim). This therefore extends the simulation
capability of the framework to dynamic simulations.

ePowMgr
User, Model and

Storage
Management

ePowCon
Model

Coversion
Toolbox ePowMod

Interactive
Modeling

ePowVis
Advanced

Visualization
ePowWeb
Web-based

Simulation and
Visualization

ePowSim
CPU-GPU,

Multicore and
Cluster

Simulation

energy system
Analysis

Simulation

eASiMOV
Modeling

Optimization
Visualization

Figure C.1: Overview of the modules in the eASiMOV framework

Visualization in the eASiMOV Framework

The current section presents the detailed visualization results of the Baden-Württemberg net-
work in the eASiMOV framework as part of the integrated software framework. Figures C.2 to
C.4 show the detailed visualization of the system frequency in the respective cases analyzed in
Section 7.3 for the unclassifiable and critical contingencies.

144



C.2 Analysis in the Integrated Software Framework

(a) Visualization of system frequency at t = 1.030 s (b) Visualization of system frequency at t = 1.090 s

Figure C.2: Interactive visualization of system frequency in the eASiMOV framework for a very critical switch-
ing case. Frequency scale ranges from 49.985Hz to 50.015Hz.

(a) Visualization of system frequency at t = 2.270 s (b) Visualization of system frequency at t = 9.350 s

Figure C.3: Interactive visualization of system frequency in the eASiMOV framework for a fault cleared before
the critical clearing point. Frequency scale ranges from 49.6Hz to 50.4Hz.
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(a) Visualization of system frequency at t = 2.230 s (b) Visualization of system frequency at t = 10.00 s

Figure C.4: Interactive visualization of system frequency in the eASiMOV framework for a fault cleared at a time
beyond critical clearing time. Frequency scale ranges from 49.0Hz to 51.0Hz.
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