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Abstract

Defossilization and the reduction of CO2 emissions from anthropogenic actions are some

of the big topics of this century. Being the largest contributor to the greenhouse e�ect, CO2
emissions influence the global the carbon balance and thus the climate that makes this

planet habitable. Renewable energy sources such as wind, solar and water power, as well

as biomass, only play a secondary role in energy production. This needs to change in order

to build up a sustainable energy system. A myriad of new applications and technologies

emerged from that incentive. One of the most debated sectors is transportation and mo-

bility which still relies mostly on fossil fuels and feedstock. The general consensus on new

approaches to address this issue is the implementation of e-mobility and renewable fuels.

The latter relies on chemical and process engineers to develop and produce synthetic alter-

natives to fossil refinery products. Those combine all advantages of traditional fuels with

the property of carbon neutrality.

Significant technology readiness levels are reached for synthetic fuel production. Public ac-

ceptance of those fuels relies on an a�ordable price per energy unit, which in turn requires

a high production e�iciency. Process intensification is key to the highest possible e�iciency

to impact process economics. In this regard,microstructured reactors showoutstanding re-

action properties, especially for exothermic reactions that usually prove to be challenging.

Thesystemsizeof those reactors iswell-suited fordi�erent scalesof energy tobeconverted.

The system intensification and the modularity makes those reactors important for decen-

tralized plant-scales. Sector coupling will allow the well distributed processing of energy

flows in the near future. Moreover, the system size allows a fast and safe change of process

parameters. Dynamic synthesis has yet to find its way into industrial processes. Quickly

changing process streams and parameters are feared to bring unpredictable e�ects to the

catalyst and the reactor in use.

In the context of an increasing share of fluctuating primary energy coming from wind and

solarplants, a constant supplyof feed in theprocess is onlypossibleby local energy storage.

For standalone plant networks, this can be realized in the form of batteries or gas tanks.

The amount of mass-related energy density of a battery is significantly smaller than the

density of compressed hydrogen. For that reason, gas storagewill play an important role as



bu�er in synthesis processes. Since gas tanks are costly, an intelligent process control will

contribute to reduce storage size significantly. In this regard, microstructured reactors are

remarkably suited for fast process changes due to small internal dimensions and e�ective

means to extract heat from or add heat to the system, for instance.

Thiswork is devoted to shed light ondi�erent approaches to intensify catalytic processes in

the fieldof renewable fuelswithahighvolumetric energydensity. TheFischer-Tropsch reac-

tion is investigated inmicrostructured fixed-bed reactors. These systems show exceptional

reaction properties that intensify processes whichmakes them applicable in decentralized

plants.

Two di�erent system sizes of microstructured fixed-bed reactors for the Fischer-Tropsch

synthesis were compared to evaluate the e�ectivity of a reactor scale-up. Both systems

were tested on their versatility towards a range of di�erent process parameters. The feed-

stock for the experiments comprised biomass-typical syngas with a high dilution and low

syngas ratio. Both systems showed good catalytic performance despite challenging reac-

tion parameters, resulting in 44 - 62 % of CO conversion. The respective influence of dif-

ferent process parameters was evaluated. The upscaled system had significantly more ef-

fective options to control the system parameters due to less important heat losses and the

addition of evaporation cooling in the microstructured system.

Consequently, the larger system was used for dynamic synthesis. System dead times were

determined prior to conducting periodic changes. Parameter changes were applied as dy-

namic feed gas supply and temperature manipulation, using the advantages of the scaled-

up system. It was designed to produce up to 7 L of condensable product per day. Feed

gas oscillation was performed by changing the syngas ratio in 30 and 8 minute cycles, re-

spectively, without any disadvantages or decrease in synthesis performance. Temperature

manipulation was carried out in 5 min-steps, by means of pressure ramping in the cooling

water cycle. The results showed promising capability for dynamic applications.

Operational limitations needed to be determined. Insight about the highest possible load

flexibility were found by using fluctuating input data derived from a 10 kW photovoltaic

panel and a simulated electrolyzer. The setup resulted in a highly dynamic hydrogen flow

that was fed to the system. It was assumed that all the electricity from the panel was con-



verted instantaneously and given to the synthesis unit over the course of a day. Di�erent

assumptions for the carbon sourceweremade, leading to twodi�erent experimental cases.

Both were designed to put the system to its limits by either a high fluctuation in syngas ra-

tio or residence time changes in the one minute-range. In a final experiment, temperature

control was additionally added to control carbonmonoxide conversion despite changes in

syngas residence time and/ or syngas ratio. No limitation by the system could be deter-

mined for the applied time scale. The systemwas flexible and stable. Technical limitations

did not allow to further shorten feed gas changes below oneminute.

Systemmodeling can reduceexperimental e�ort, aswell as forecast product characteristics

and yields. Especially with volatile flows, the simulation environment should be as accu-

rate as possible to describe the system at hand. In this context, a multi-level model for the

description of relevant processes inside the test rig was developed. A residence time dis-

tribution sub-routine described flow and mixing behavior for the whole test rig in order to

calculate time-dependandproductivity. A program for vapor-liquid equilibrium calculation

decided the state of the product fractions in each respective product condenser. A micro-

kinetic model was developed and validated for the present system. Together, those three

subroutines were capable of predicting time-resolved product and system characteristics

only based on a few input parameters.

In order to have a look into the "catalytic black box", spectroscopic methods help to elab-

orate on changes happening on the catalyst’s surface during reaction. The use of high-

performance catalysts further improves intensified processes in microstructured reactors.

Thus it is important to understand di�erent reaction phenomena. During an experiment

in the CAT-ACT beamline at the KIT synchrotron with time on stream for over 300 h, cata-

lyst initiation phase was evaluated by in situ X-ray absorption spectroscopy (XAS) and X-ray

di�raction (XRD) techniques. Experiments were carried out in a novel reaction cell suited

for experimental conditions usually found in Fischer-Tropsch synthesis. Concurrent online

productmeasurementsmade an operando setup possible. During reaction, a slight carbur-

ization of the active cobalt was observed. Wax fouling had a by far more pronounced influ-

ence on catalyst activity. A�er initiation phase, a forced hydrogen dropout caused further

formation of cobalt carbides and poorly ordered graphites on the catalyst surface but no

oxidation. An ex situ temperature-programmed hydrogenation and oxidation (TPH/TPO)



analysis suggested a regeneration procedure applying both an oxidation and a reduction

sequence.

The insight obtained by the di�erent chapters of this work ultimately shows the potential

this technology holds in respect to decentralized applications. Small- to medium-scale

plants could contribute to the production of renewable fuels wherever a suitable carbon

source is available. This will result in a positive impact on the production and consumption

of fossil fuels and thus lower CO2 emissions from themobility sector.



Zusammenfassung

Die Defossilisierung und die Reduzierung der CO2-Emissionen durch Gesellscha� und die

Industrie sind dringliche Themen unserer Zeit. Es ist allgemein anerkannt, dass CO2 als

Treibhausgas das Klima beeinflusst und der Mensch den Klimawandel durch einen hohen

CO2-Ausstoß verstärkt. Die Umwelt muss mit geschützt werden, um die Grundlage für das

Leben, wie wir es kennen, zu erhalten. Aktuell finden große Bemühungen statt, erneuer-

bare Energien als Primärenergie der Zukun� zu fördern. Dies geschieht durch die Nutzung

vonWind-, Sonnen- undWasserkra�, sowie Biomasse. Aus diesemAnsatz sind eine Vielzahl

neuer Anwendungen und Technologien entstanden. Wir stehen vor einer Neuorientierung

im Energiesektor, wodurch viele Herausforderungen entstehen und überwunden werden

müssen. Einer der Sektorenmit der geringsten Veränderung ist der Verkehrssektor, welcher

bis heute größtenteils auf fossile Brennsto�e und Rohsto�e zurück grei�. Elektromobilität

und erneuerbare Kra�sto�e sind wichtige Säulen für die Bewältigung der Energiewende.

SynthetischeKra�sto�ebesitzendabei jeglicheVorteile fossilerBrennsto�e, zusammenmit

der Eigenscha� der Klimaneutralität. Durch ihre hohe Energiedichte sind sie unverzichtbar

in bestimmten Bereichen der Mobilität.

SynthetischeKra�sto�emithoher volumetrischerEnergiedichtekönnen in chemischenAn-

lagen produziert werden. Um die Eignung modernster Reaktortechnik für den großflächi-

gen Einsatz dynamisch ausgelegter, erneuerbarer Umwandlungsprozesse zu untersuchen,

wird in dieser Arbeit ein Ansatz zur Intensivierung des katalytischen Prozesses beleuchtet.

Konkret wird die Fischer-Tropsch-Reaktion inmikrostrukturierten Festbettreaktoren unter-

sucht, die dermodularen, dezentralen Sektorkopplung neue Ansätze bieten. Prozessinten-

sivierung ist ein Schlüssel zu höchster E�izienz, die sich als signifikant für die Prozessöko-

nomie erweist. Eine Modularität des Reaktorsystems ermöglicht die Handhabung unter-

schiedlichster Anwendungen und Integration in unterschiedliche Leistungsstufen.

Die dynamische chemische Synthese ist aufgrund der geringen Relevanz für industrielle

Prozesse nur wenig untersucht. In etablierten Reaktionen wird befürchtet, dass schnell än-

dernde Prozessströme und Parameter unvorhersehbare Auswirkungen auf den eingesetz-

ten Katalysator haben könnten. Vor demHintergrund eines zunehmenden Anteils schwan-

kender Primärenergie aus Windkra�- und Solaranlagen ist eine konstante Versorgung mit



Feed nur mit lokalen Energiespeichern möglich. Für dezentrale Anlagennetzwerke könn-

ten diese in Form vonBatterien oder Gastanks realisiert werden. Speicher stellen allerdings

einenbeachtlichenKostenfaktor dar. Somitwird eine intelligente unddynamischeProzess-

steuerung dazu beitragen, Speicher, und damit Kosten, deutlich zu reduzieren. Mikrostruk-

turierte Reaktoren eignen sich aufgrund der geringen Abmessungen des Reaktionsraums

und exzellenter Wärmeübertragungseigenschaften, hervorragend für schnelle Prozessän-

derungen.

Zwei unterschiedliche Systemgrößen für mikrostrukturierte Fischer-Tropsch-Festbettreak-

torenwurden verglichen, umdie E�ektivität eines Reaktor-Scale-Ups von etwa 100mLFlüs-

sigprodukt pro Tag auf etwa 6 L zu bewerten. Der Fokus lag hierbei auf der Verwendung

eines Cobalt-Katalysators für die Niedertemperatur-Fischer-Tropsch-Synthese.

Das skalierte System hatte aufgrund des geringen Einflusses von Wärmeverlusten und der

Nutzung von Verdampfungskühlung in den Mikrostrukturen deutlich e�izientere Möglich-

keiten, Systemparameter zu steuern. Beide Systeme wurden auf ihre Vielseitigkeit gegen-

über unterschiedlicher Prozessparametern getestet. Die durchgeführten Experimente um-

fassten biomassetypische Syntheseeigenscha�enwie eine hohe Verdünnung und ein nied-

riges Synthesegasverhältnis. Beide Reaktoren zeigten trotz der herausfordernden Rahmen-

bedingungen zufriedenstellende Ergebnisse und der jeweilige Einfluss verschiedener Pro-

zessparameter konnte bewertet werden. Das skalierte System zeigte vielversprechende Ei-

genscha�en für zukün�ige Anwendungen aufgrund größerer Möglichkeiten in der Prozess-

steuerung.

Aus diesem Grund wurde nur das skalierte System für die Untersuchungen dynamischer

Prozessführung verwendet. Die Totzeiten des Versuchsstandes mussten vor der Durchfüh-

rung periodischer Änderungen ermittelt werden. Dynamische Feedgas- und Temperatur-

manipulation wurde angewendet, wobei die oben erwähnten Vorteile des Scale-Ups ge-

nutzt wurden. Schwankungen im Feedgas wurden durch eine drastische Variation des Syn-

thesegasverhältnisses in 30 min und 8 min-Zyklen durchgeführt, ohne Nachteile oder Ein-

bußen in der Syntheseleistung festzustellen. Die Temperaturmanipulation wurde in 5-Mi-

nuten-Schritten getestet. Die Ergebnisse sprechen für die Eignung der Reaktortechnologie

in dynamischen Anwendungen.



Die Systemgrenzenwurden noch intensiver untersucht. Erkenntnisse zur höchstmöglichen

Lastflexibilitätwurdendurchdie Verwendung eines Leistungsprofils für ein 10 kWPhotovol-

taikmodul und einemsimulierten Elektrolyseur gewonnen. Errechnetwurde ein hochdyna-

mischer Wassersto�strom: die im Laufe eines Tages gewonnene elektrische Energie wurde

als instantan durchWasser-Elektrolyse inWassersto� umgewandelt angenommenund ent-

sprechend demTagesprofil der Syntheseeinheit zugeführt. Eswurden unterschiedliche An-

nahmen für die Kohlensto�quelle getro�en, was zu zwei verschiedenen Hauptexperimen-

ten führte. Beide wurden entwickelt, um die Grenzen des Systems zu ermitteln. So wurden

im einminütigen Bereich das Synthesegasverhältnis oder die Feedmenge variiert. In einem

abschließenden Experimentwurde zusätzlich einemanuelle Temperaturregelung hinzuge-

fügt, um den Kohlensto�monoxidumsatz trotz Änderungen der Verweilzeit des Synthese-

gases oder das Synthesegasverhältnis zu steuern. Die Schlussfolgerung aus allen Experi-

menten war, dass der getesteten Zeitskala keine Limitierungen durch das System erkenn-

bar waren. Technische Einschränkungen erlaubten es nicht, Zyklen auf unter eine Minute

zu verkürzen.

SystemmodellierungkanndenexperimentellenAufwand reduzierenunddieProdukteigen-

scha�en und -ausbeuten vorhersagen. Insbesondere bei volatilen Energieflüssen sollte die

Simulationsumgebungsogenauwiemöglich sein. IndiesemZusammenhangwurde inMAT-

LAB ein Multiskalenmodell zur Beschreibung relevanter Prozesse in der vorhandenen An-

lage entwickelt. Ein Untermodell zur Verweilzeitverteilung beschrieb das Strömungs- und

Mischverhalten für die gesamte Anlage, um die zeitabhängige Produktivität zu berechnen.

Ein Programm zur Berechnung des Dampf-Flüssigkeit-Gleichgewichts bestimmte den Zu-

stand der Produktfraktionen in den jeweiligen Kondensatoren. Ein Kinetikfit wurde entwi-

ckelt und für das bestehende System validiert. Zusammengenommen sind die drei Unter-

modelle in der Lage, zeitaufgelöste Produkt- und Systemeigenscha�en, basierend auf we-

nigen Eingangsparametern, vorherzusagen.

Um einen Blick in den Reaktor als „katalytische Blackbox“ zu werfen, helfen spektroskopi-

sche Methoden, um Veränderungen amKatalysator während der Reaktion zu untersuchen.

Der Einsatz von Hochleistungskatalysatoren verbessert die intensivierten Prozesse in mi-

krostrukturierten Reaktoren noch weiter. Daher ist es wichtig, unterschiedlichste Vorgänge

auf der Katalysatoroberfläche zu untersuchen und verstehen. Während einesmehr als 300-



stündigen Experiments in der CAT-ACT-Beamline am KIT-Synchrotron wurde das Einlauf-

verhalten des Katalysators durch in situRöntgenabsorptionsspektroskopie (XAS) und Rönt-

gendiffraktion (XRD) in einer neuartigen Reaktionszelle ausgewertet, die zu experimentel-

lenBedingungen fähig ist,welchenormalerweise inder Fischer-Tropsch-Synthese zu finden

sind. Parallele Online-Produktmessungen ermöglichten ein operando-Setup. Während der

Reaktion konnte eine leichte Carbidisierung des aktiven Cobalts beobachtet werden. Die

WachsablagerunghatteeinendeterminierendenEinfluss aufdenVerlust vonKatalysatorak-

tivität imbeobachtetenZeitraum.Nachder Einlaufphase führte ein simulierterWassersto�-

Dropout zurweiteren Bildung von Kobaltcarbiden und ungeordnetenGraphiten auf der Ka-

talysatoroberfläche, aber nicht zu Oxidation. Eine ex situ ausgeführte temperaturprogram-

mierte Hydrierung (TPH) und Oxidierung (TPO) deutete auf die Möglichkeit eines Regene-

rationsverfahren hin, das sowohl Oxidation als auch Reduktion beinhaltet.

Die Erkenntnisse aus den unterschiedlichen Kapiteln dieser Arbeit zeigen letztlich das Po-

tenzial der Mikroverfahrenstechnik in Bezug auf dezentrale Anwendungen. Eine Vielzahl

kleinerer Anlagen könnten zur Produktion nennenswerterMengen erneuerbarer Kra�sto�e

beitragen, solange eine geeigneteKohlensto�quelle lokal verfügbar ist. Dies kann sichposi-

tiv auf die Produktionsmenge und den Verbrauch fossiler Ressourcen auswirken und damit

die Emissionen des Mobilitätssektors senken.
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p bar Pressure / partial pressure

S − Selectivity

T ◦C, K Temperature

t s Time

TOS h Time on stream

V̇ m3 s−1 Volume flow

WHSV g g−1 s−1 Weight hourly space velocity

w − Mass fraction

X % Conversion

y − Gas fraction

Symbols (greek)

Symbol Unit [SI] Description

α − Chain-growth probability

β − regression coe�icients

ρ kg m−3 Density

τ kg s m−3 Modified residence time



List of symbols and abbreviations III

Abbreviations

Abbreviation Description

ASF Anderson-Schulz-Flory

BAT EC Battery Technical Center

BtL Biomass-to-Liquid

CNT Carbon nanotubes

CS2 Carbondisulfite

CST R Continuous stirred-tank reactor

CT Cold trap

CtL Coal-to-Liquid

DAC CO2 direct air capture

DME Dimethyl ether

EOS Equation of state

EXAFS Extended X-ray absorption fine structure

FID Flame ionization detector

FT Fischer-Tropsch

FT S Fischer-Tropsch synthesis

GC Gas chromatograph / chromatography

GHG Greenhouse gas

GNS Graphene nanosheets

GtL Gas-to-Liquid

HC Hydrocarbon

HT Hot trap

IMV T Institute for Micro process Engineering

KIT Karlsruhe Institute of Technology

LT FT low-temperature Fischer-Tropsch synthesis

MeOH Methanol

MFC Mass flow controller

MFI Mass flowmeter

MS Mass spectrometer / spectrometry

MtG Methanol-to-gasoline



List of symbols and abbreviations IV

NOX Nitrogen oxides

OECD Organization for Economic Co-operation and Development

OME Oxymethylene dimethyl ether

PBtL Power-and-Biomass-to-Liquid

PFR Plug-flow reactor

PtL Power-to-Liquid

PV Photovoltaic

QS Quick-sample

RWGS Reverse water-gas shi�

SEM Scanning electron microscope

TC Thermocouple

TCD Thermal conductivity detector

T EM Transmission electron microscope

T IS Tanks-in-series

T G−MS Thermo-gravimetric measurement using a mass spectrometer

T PH Temperature-programmed hydrogenation

T PO Temperature-programmed oxidation

T PR Temperature-programmed reduction

V LE Vapor-liquid equilibrium

V T PR Volume-Translated Peng-Robinsonmethod

WGS Water-gas shi�

XANES X-ray absorption near-edge spectroscopy

XAS X-ray absorption spectroscopy

XRD X-ray di�raction spectroscopy

Sub- and superscripts

Script Description

0 Standard state

Ci Carbon chain with length i

f eed Gases at the reactor entry

h CO or H2



List of symbols and abbreviations V

i Carbon number

j Hydrogen number, associated to the carbon number of a hydrocarbon

k Product water, oil or wax

mod Modified

N Normal

product Gases at the reactor exit

R Reaction

ST P Standard temperature and pressure

total All product phases



1 Introduction

It is recognized that humanity plays a crucial role in global warming. The most prominent

anthropogenic greenhouse gas (GHG) is CO2 [1], having the largest e�ect of all GHG with a

share of 65.9 % (2018) over CH4 (17 %) and N2O (6 %) [2].

GHG in general are important for the current climate. Without them, Earth would be a

planet with an average temperature of -18 ◦C [3]. This unstable system is quite susceptible

to changes in gas concentrations, however. While there is a consensus about trying to limit

the average atmospheric temperature increase to 2 ◦C compared to pre-industrial levels,

the transition in energy consumption is evolving slowly [4–6].

CO2 is emitted as a waste product frommany technical processes that use fossil resources

as energy carriers, such as industrial manufacturing, transport, heating and power genera-

tion. We already possess the technology to convert energy and obtain chemical intermedi-

ates from renewable sources. However, it is frequently stated that either the price per unit

of energy is too high as of today or the established infrastructure is critically challenged by

structural changes that a new energy system would bring [6, 7]. In contrast, some stud-

ies show that a fully renewable energy system would not be more expensive than existing

structures,making "the energy transitionnot aquestionof technical feasibility or economic

viability, but one of political will", as the Energy Watch group stated [7, 8].

Liquidenergycarriersor fuelspossess thehighest volumetric energydensityatatmospheric

pressure and room temperature of any energy-related substance [9, 10]. Thus, a number of

energy-related applications is di�icult to electrify, even in the future [6, 10–12]. The high en-

ergy density of liquid energy carriers is especially relevant for long-distance transportation.

This condensed form of energy can be e�ectively stored and transported while being easy

to handle.
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Renewable energy can be used to produce synthetic fuels that are CO2 neutral and possess

the sameor even better combustion characteristics in terms of soot formation andnitrogen

oxide (NOX) emissions than fossil fuels [13–15]. The production of synthetic fuels is a multi-

step, energy-intensive process. E�iciency losses with every step of production make a re-

newable product more costly compared to their fossil counterparts [16, 17]. Studies show

that such production could nevertheless be feasible if e.g. existing electrical propulsion

subsidies were applied on those alternative technologies as well [17–20]. In countries like

Switzerland this is already in practice [21]. Additionally, fuel standards sometimes hinder

the use of a hundred percent synthetic fuel [15], which needs to be overcome.

The chemical storage of energy could be a solution to neutralize power peaks that will oc-

curwith a rising share of renewable but fluctuating electricity generation provided bywind,

solar and water power [7, 22–24]. However, this asks for full process control and smart en-

ergy handling which is currently not a standardized procedure, placing high demands on

process engineering.

In order to improve process control, microstructured reactors and devices intensify process

propertiesandcouldpotentially allow fast changeswhilebeing in full control of theprocess.

To what extent this is possible and what potential use emerges from it was investigated in

this thesis.

In the scope of this work, beyond state-of-the-art reaction environments for the decentral-

ized production of renewable fuels will be introduced. Those microstructured systems al-

low an intensified process control and arewell suited to handle complex catalytic chemical

reactions such as the Fischer-Tropsch synthesis. Fromcarbonmonoxide andhydrogen, this

catalytic reaction forms hydrocarbons of variable chain lengths to produce a combination

of gaseous, liquid and solid products. Those are needed in di�erent industries and appli-

cations. The mixture of produced hydrocarbons, syncrude, can be separated into target

fractions. Decentralized small-scale plants could be erected wherever a fitting feedstock is

available, making e�icient energy conversion available for many scales and types of appli-

cations. This, however, presupposes that the reaction system is fully applicable to follow

every change change in feed. Changes could occur in dependency of fluctuation of renew-

ableenergyandapplied intermittent storage infrastructure. Theaimof thiswork is thedeep
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understanding if microstructured reactor technology could be helpful to improve reaction

manipulation under dynamic conditions.

A process parameter study for two microstructured reactors is provided in this thesis. Dy-

namic or load-flexible process control, as well as possible limits of the reactor system are

presented. In that regard, a highly dynamic hydrogen input is tested for the first time in a

pilot-scale reactor. To describe the complex system, a reaction kinetics model is coupled

with a vapor-liquid equilibrium model to determine properties of the liquid products. A

residence time distribution model for all system elements allows a time-dependent prod-

uct and synthesis evaluation. In order to investigate catalyst performance during reaction

and eventual causes of deactivation, spectroscopicmethods are used in operando analysis.

Thiswork is devoted to enable future decentralized PtL and sector coupling applications by

giving ideas of possibilities and limitations that such systemsmight possess. Future energy

systemsmight profit from findings presented in several publications.



2 Theoretical background

In this chapter, an introduction to current energy consumption is given. Next, the Fischer-

Tropsch synthesis (FTS), a polymerization reaction to convert syngas into hydrocarbons, as

well as product processing and current plant concepts are presented. The potential of a

load-flexible or transient operation is explained. Deactivation and regeneration of the cata-

lyst are explained andmethods to investigate catalyst behavior in operando are elaborated.

2.1 Energy

With an increase in population and the general pursuit of prosperity, the need for energy is

naturally rising. This leads to two main challenges: the total amount of energy needed to

sustain everyday life must be generated and available when and where it is needed. Addi-

tionally, energymust be generated sustainably if wewant to preserve our environment and

limit long-term damages to this planet. Table 2.1 shows the potential of renewable fuels in

our current energy system. As of 2018, less than 5% of energy used for mobility came from

renewable sources such as bio-fuels and renewable electricity [25, 26].

Evenamidst theenergy transition, crudeoil productsmakeupmore than970TWhof energy

used in Germany, which amounts to 37.4 % of the final energy consumption [26]. Globally,

the mobility sector accounts for 25 % of fossil energy demand [32]. Germany was able to

substitute its nuclear energy sharewith renewable energy, while the fossil sharewas barely

changed in the last 15 years [25, 31]. Therewill always be a need for liquid fuels due to heavy

duty transport and long-distance air travel. Those applications rely on the high energy den-

sity of the fuel, its availability and reliability. Thus, the potential to increase the share of

renewable fuels in an existing infrastructure are given. Several reports urge to take political
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Table 2.1: Share of renewable, fossil and nuclear energy with regard to di�erent energy sec-
tors for members of the Organization for Economic Co-operation and Develop-
ment (OECD) and Germany for 2018 [25–31]

OECD Residential* Mobility Electricity Industry
Fossil 70.4 % 95.5 % 56.0 % 81.4 %

Renewable 22.4 % 4.4 % 26.0 % 14.3 %

Nuclear 7.2 % 0.1 % 18.0 % 4.3 %

Germany Residential* Mobility Electricity Industry
Fossil 74.6 % 95.3 % 53.0 % 75.2 %

Renewable 22.1 % 4.5 % 35.0 % 20.4 %

Nuclear 3.2 % 0.2 % 12.0 % 4.5 %
*Residential = Municipal heat + electricity

action and innovative steps towards a market entry of "e-fuels" [8, 33–35].

Batterymaterial has drastically increased in cost over the last few years. The price of cobalt

went up more than 100 % from 2016 to 2017 and lithium carbonate cost increased by 37

% in the same period [35]. Additionally, the largest portion of those resources are located

in development countries that are known to su�er from economic pressure and struggle

to keep up labor standards and ecological standards in return. Despite first triumphs in

electrical mobility, this technology is not solely advantageous today [10, 23, 36–39].

Therewill be forms ofmobility that need a high energy density, most prominently air travel

and heavy-duty transport. If we aim to be CO2-neutral in those areas, renewable fuels are

the only solution as of today. Fossil energy carriers are cheaper than other energy sources

and might always be but certainly bring disadvantages with their use. Crude oil quality is

decreasingwith each emptied drilling field [40]. The cost and availability are unpredictable

due to geopolitical decisions and unreliable distributors [25]. Carbon stored underground

for millions of years is slowly changing our geosphere by the evolution of CO2 from com-

bustion [5].

The use of renewable instead of fossil energy is part of the energy transition. In the best

possible future, sun, wind and water energy will be harnessed and converted to electrical

energy to satisfy 100 % of our energy demand. If the current production is higher than the

demand, energymust be stored. Similarly, a deficit must be compensated. In both cases, a
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reliable energy storage is asked for.

In terms of storage e�iciency, batteries are the obvious choice for storing electrical energy.

Since electricity is not the only formof energy that is needed in daily life, energy conversion

is inevitable. Mechanical energy and heat are just as important as electrical energy. In this

regard, energy carriers are both needed as storage and medium. Chemical energy within

molecules can be released when- and wherever needed.

In whatever form, energywill always deal with a number of challenges, for instance storage

and transportationof energywith anacceptable technical e�iciency. Liquid fuels omitmost

of those concerns and stand out due to their high volumetric energy density compared to

gases (approx. 35 MJ L-1 vs. 9 MJ L-1 for methane at 0 ◦C and 250 bar) [10]. In order to pro-

mote sustainability in the fuel sector, chemical conversion processes from low volumetric

energy density gaseous products are discussed. Based on the carbon source, these conver-

sion processes are called "power-to-liquid" (PtL), "gas-to-liquid" (GtL) or, depending on the

definition, "biomass-to-liquid" (BtL) processes. While the multi-step production of renew-

able fuels is not a simple task, it might be realistic to produce those fuels for 1 - 2 Euro per

liter [25]. Depending on the study, e-fuels or powerfuels could cover a demand of 200 to

900 TWh in 2050 in Germany. They have the potential to save up to 70% of CO2 of German

tra�ic emissions today [41].

In table 2.2, those process routes are sketched in principle. If natural gas, methane or bio-

gas are the feedstock, a multitude of their volumetric energy density is gained from lique-

faction. The above mentioned storability and transportability are thus given. Liquefaction

of syngas can be realized by di�erent technologies, depending on the product. Fischer-

Tropsch synthesis, methanol (MeOH) synthesis, methanol-to-gasoline (MtG), dimethylene

ether (DME) synthesis with DME compression, oxymethylene dimethyl ether (OME) synthe-

sis and other routes can be chosen to produce a liquid intermediate.

2.2 Fischer-Tropsch synthesis

A pathway from synthesis gas to renewable liquid fuels is given by the FTS. Carbonmonox-

ide is hydrogenated to gaseous, liquid and solid hydrocarbons (HC) of a variable carbon
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Table 2.2: Process routes from various carbon feedstocks, carbon processing, syngas con-
ditioning and additional technology steps

Process
route

Carbon
source

Carbon processing Hydrogen supply Syngas conditioning

PtL CO2 Direct air cap-
ture (DAC); CO2
sequestration
from industrial or
biomass application

Electrolysis Reverse water-gas
shi� (RWGS); co-
electrolysis; CO2
electrolysis

GtL Biogas Partial oxidation Gas cleaning, purifi-
cation

Natural
gas

Dry/wet reforming Gas cleaning

BtL Biomass Gasification Gas cleaning and
cooling; reforma-
tion

Muni-
cipal
waste

chain length. The reaction is promoted on a metallic catalyst surface, in most industrial

processes iron or cobalt [42–44], making it a heterogeneously catalyzed reaction. Due to

the nature of chain propagation, the reaction is considered a polymerization type synthe-

sis. The discovery of the reactionwas almost 100 years ago [45, 46]. The reaction equations

from syngas are given in equation 2.1.

nCO + 2nH2 
 −(CH2)n− + nH2O ∆H0
R = −158.5 kJ mol-1

Alkanes and Iso-alkanes: nCO + (2n+1)H2 
 CnH2n+2 + nH2O

Alkenes: nCO + 2nH2 
 CnH2n + nH2O

Alcohols: nCO + 2nH2 
 CnH2n+1OH + (n−1)H2O

(2.1)



Chapter 2: Theoretical background Page 8

The processworkswith elevated pressure (≥ 20 bar) and temperature (≥ 200 ◦C). The pres-
sure is necessary to increase the yield of long-chained products and reduce the selectivity

towards gaseous HCs [40, 47, 48]. The temperature is needed for kinetic reasons, since cat-

alyst activity is usually low below 200 ◦C [42, 49]. Since H2 and COmonomers build up hy-

drocarbon chains on the catalyst surface, the chain growth probability heavily influences

the type and distribution of the HC products.

In figure 2.1, the typical product distribution as a function of the chain growth probability

during reaction is depicted. The mathematical background is elaborated in section 3.3.4.

The chain growth probability can be strongly influenced by various process parameters.

The product always is a mixture of many di�erent molecules and chain lengths.

0 . 7 5 0 . 8 0 0 . 8 5 0 . 9 0 0 . 9 5
0

2 0

4 0

6 0

8 0

1 0 0
C 2 2 +  ( W a x )

C 1 5  -  C 2 2  ( G a s  o i l )

C 1 0  -  C 1 4  ( K e r o s e n e )

C 5  -  C 9  ( N a p h t h a )

C 3  +  C 4  ( L P G )Pro
du

ct 
sh

are
 \ w

t.-%

C h a i n  g r o w t h  p r o b a b i l i t y  \  -

C 1  +  C 2

Figure 2.1: Share of di�erent product fractions over the chain growth probability, data rep-
resentation a�er [50].

2.2.1 Product processing

Since hundreds of di�erent products spread over four di�erent product phases (including

water), all of thosephases need tobeproperly processed in order to separate themolecules

used for di�erent applications. Short, gaseous HCs can be used as heating gas or fuel gas
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or can be reconverted to syngas in a process loop. Ethylene is a valuable intermediate for

the chemical industry [42, 51, 52]. The liquid syncrude fraction must be processed to fulfill

current fuel standards. Distillation and hydroprocessing are important and necessary steps

towards drop-in fuels [42, 53, 54]. Depending on the catalyst system, more or less alkenes

and iso-alkanes are formed [49, 55–57]. The share of those product classes can be adjusted,

depending on the target application. Gasoline, diesel or kerosene have di�erent, specific

fuel standards. The chain length, octane or cetane number, as well as cold flow properties

anddensities are only a fewcriteria thatmust be adjusted to existing normsand regulations

[54, 58, 59]. Additionally, new fuel standards could be helpful to adapt to changing fuel

systems. Compared to its fossil counterparts, FTSproducts showdistinct advantages in soot

formation and NOX emissions upon combustion [13–15].

The long-chained wax fraction can be used as coatingmaterial or in the cosmetics industry

[60]. Alternatively, waxes can be hydro-cracked to increase the yield of fuels [43, 61]. The

FTS can produce high-end, customer-specific products with a flexible carbon-range. The

increasing scarcity of fossil raw materials can thus be counteracted technologically. Still,

processing of the products is necessary due to the number of di�erent products.

2.2.2 Feed gas production for the Fischer-Tropsch synthesis

For the FTS, quality andquantity of the synthesis gas is essential. Solid carbon sources such

as coal or biomass can be gasified in an oxygen-poor environment [62, 63]. Gaseous feed-

stock such as biogas or natural gas can be partially oxidized or reformed [64, 65]. In order

to adjust the ratio of hydrogen to carbon monoxide, gas conditioning can be applied. The

water-gas shi� reaction (WGS) can be used to adjust the syngas ratio (H2/CO). The reaction

is shown in equation 2.2.

CO + H2O � CO2 + H2 ∆H0
R = −41.2 kJ mol-1 (2.2)

By shi�ing the reaction equilibrium, the RWGS is used to activate rather inert CO2, reducing

it to CO. The target syngas ratio for conditioning is somewhere between 1.7 and 2.15 to pay

respect to reaction stoichiometry and suitable carbon chain propagationwhile suppressing
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excessive methane formation [49].

Using the RWGS or co-electrolysis, CO2 can be used as the carbon feedstock for syngas and

consecutive reaction steps such as the FTS. This technology then allows the production of

CO2-neutral fuels, given a high carbon e�iciency.

2.2.3 Industrial Fischer-Tropsch process

Industrially, theFTS isonlyused for fossil feedstock (coalornatural gas). The technologyde-

veloped in the past was mostly driven by independency of specific countries and the Great

Depression (massive crude oil price increase), leading to large reactor industry and enor-

mous process flows [49, 66].

Challenges in theprocess traditionally come fromcomplex, space-andcost-intensive instal-

lations. Reactors are large in diameter, so reaction heat can only dissipate slowly [67, 68]. In

the case of slurry reactors, the start-up phase of the reactor, as well as the separation of the

product from the catalyst pose a challenge, next to the need of abrasive-resistant catalyst

design and low per-pass conversion [42, 58, 59, 69].

2.2.4 Decentralized plant concepts for local energy conversion

Recognizing the need to convert significantly smaller amounts of energy in decentralized,

sustainable applications, a number of companies o�er solutions to convert stranded gas,

o�shore gas, associated gas, biogas or concentrated CO2 into high-value products. Those

operations are o�ered by INFRA, EFT, Greyrock, CompactGTL, Velocys or INERATEC, to only

name a few [38, 54, 70–75].

Lower throughput indecentralizedplants and size requirements ask for evenbetter process

control to increase conversion e�iciency. Microstructured reactors may o�er the needed

level of control by process intensification. Reaction heat can be extracted from the system

e�ectively and isothermallywhile achievingahigh syngas conversion. Thecontactbetween

reacting agents and the catalyst is increased. Especially surface phenomena are intensified

in those systems. The modularity of microstructured packed-bed reactors can be used to
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number-up reactors in order to scale to the throughput. A�er all, an e�icient process for

decentralized application is realized in high-performance reactors. [71, 73–91]

2.2.5 Power-to-liquid – pathway of the future?

As CO2 is a greenhouse gas and waste product for most carbon-based processes, its use as

feedstock is of great importance for the energy transition. Electrical energywill be available

and cheap in future energy systems [17, 23, 92, 93]. Using e�icient technologies such as the

FTS in microstructured reactors might result in a sustainable way to produce renewable,

CO2-neutral fuels in relevant amounts in the future. The key is numberingup small, e�icient

processes instead of scaling up centralized existing industries.

Nevertheless, the downside of a multi-stage liquifaction process is the e�iciency loss with

every reaction step. Table 2.3 compares the relative e�iciency of overall chemical liquefac-

tion processes per feedstock.

Table 2.3: E�iciency from feedstock to product for various process paths, including coal-to-
liquid (CtL) and combined power-and-biomass-to-liquid (PBtL) [16, 20, 58, 59, 94,
95]

Process route Overall process e�iciency

PtL 39.2 - 50.6 % [16, 20]

GtL (CH4) 60 % [58, 59]

CtL 45 - 50 % [59, 94, 95]

PBtL 51.5 % [20]

BtL 36.3 - 39 % [20, 95]

Despite conversion losses, the final product price for renewable fuels is estimated tobe0.85

- 3AC L-1within the next 20 years, depending on location, plant size and production pathway

[12, 18, 20, 95, 96].
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2.2.6 Load-flexible or dynamic operation

Innovation and smart grids will allow decentralized plant networks to store excess elec-

trical energy [10, 12, 34–36, 97–100]. This option asks for an emphasized load flexibility of

several process stepswith according demands on the technology. The potential of dynamic

process properties is notably high. An internal study conducted alongside this thesis in co-

operation with the Ruhruni Bochum concluded that over 90 % of the needed gas storage

tanks could be reduced just from a smart process control for a PtL plant. Energy flowswere

calculated over the course of a year with a mixture of wind and solar power as an island

solution scenario [101]. This conclusion has a significant influence on installation cost of a

plant network. Standby times of the FTS plant could be completely avoided or significantly

reduced.

Historically, there never was much interest in industrial "dynamic catalysis", since station-

ary production in most processes relies only on a fixed combination of parameters from

economic optimization. In this safe environment, the influence of changing parameters

in catalysis are unknown for most systems, leaving principal questions unanswered. Still,

there is a high potential for transient operation [102].

In the history of dynamic operation, researchers always hoped to overpass the boundaries

of steady-state synthesis reactions [103–119]. It was realized that potential advantages in

selectivity from forced feed cyclingmust thereby overcome additional cost and complexity

brought into the system [111, 113, 118]. In the context of PtL applications, the reduction of

hydrogen storage is a hands-on improvement enabled by dynamic operation [111, 113, 120].

Only a small number of publications investigated potential e�ects from dynamic synthesis

on the FTS,mostly before the 1990s [118, 119]. It was observed that iron-based catalysts pro-

ducemoremethaneunder forced feed cycling. When repeated for a cobalt-based catalyst, a

"hydrocarbon formation overshoot" for the C1 - C7 species, compared to steady-state, was

observed [119]. It should be noted that such e�ects might be strictly linked to one specific

catalyst alone. In a review by Silveston from 1995, a generally increased catalyst activity or

performance was described for multiple systems [118]. Other observations are worth men-

tioning, such as that steady-state kinetics are unable to predict dynamic behavior and that

forced feed-cyclingwas the only practicableway to inducedynamic behavior to the system.
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Temperature cycles were thus not much looked into at this point. Only the work of Gonza-

lez and Eilers picked up that topic 20 years later [111, 113, 117]. PtX technologies became

increasingly interesting for process engineers, so new findings for Fischer-Tropsch catalysts

were discovered. For both iron and cobalt-based catalysts, no improvement in activity or

selectivity could be found. Still, no down-sides from forced feed cycling could be observed.

Thus, steady-state kineticswere applied for unsteady-operation. A final validationof the ac-

tual dynamic contextwith regard to electrolysis, storages and general sector coupling could

not be concluded, since no systemwith su�iciently short response time was present at the

time of publication.

A deeper look into dynamic synthesis was taken in the form of the methanation reaction

[103–110, 114–116]. The need for flexibility in an ever-changing energy system was recog-

nized and researched intensively in that field. From simplified assumptions in his model,

Güttel concluded that oscillation brings no improvement in the reaction rate compared

to steady-state [112]. A high-frequency oscillation showed an equal quality to the steady-

state product gas compositionwithworse results, the longer oscillation cycles were taking.

Unsteady-state kinetics were likely missing for more reliable simulation results. Reactor

temperature is an unresolved issue that needs to be closer looked on. On paper, themetha-

nation reaction seems simpler in terms of reaction kinetics, compared to the FTS. At the

same time, catalyst deactivation andmoving of the reactor hot spot is amuch bigger issue,

compared to most Fischer-Tropsch experiments [104, 106, 109]. Reaction stability opened

up a new degree of uncertainty in dynamic methanation. Since, multiple models were de-

veloped to simulate product properties and system stabilitywith dynamic operation. Some

of them focus on thermal stability and synthesis improvement [103, 105–110] while practi-

cal approaches o�en lack a su�icient feedback loop or monitoring options [103, 105, 107].

There aremixed reports about thedecline of reaction rate by oscillation experiments. While

few advantages from oscillation are reported [103, 104], there seems to be close to no neg-

ative e�ect on catalyst lifetime with relatively better performance the smaller the cycles

become [104, 114, 115]. Both the isothermal and adiabatic reactor approach have advan-

tages and disadvantages, while the latter seems to be better suited for load-flexible oper-

ation [103]. Thanks to microstructured fixed bed reactors, many of the above-mentioned

challenges do not apply to this research, as shown in our work [120]. Hot spots can be
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controlled, while ensuring high per-pass conversion. There seemed to be no advantage or

disadvantage fromdynamic oscillation experiments and steady-state kinetics are assumed

to be valid for unsteady-states as well. This all lead up to the next step of research: high-

frequency oscillation following the power profile of an electrolysis [121].

Start-up and shut-down phases of reactions might behave di�erently. Changes in the feed

gas or other system impacts must be counteracted instantaneously, at best. That sets a

number of requirements on the catalyst system and the reactor itself. Well-controlled sys-

tems such as microstructured reactors help in that regard.

2.2.7 Catalyst deactivation

The longevity of catalysts is of utmost importance with regard to the economics of the pro-

cess. This means to avoid unexpected shut-downs and cost due to catalyst degradation

[49, 122]. Extraction of catalyst from reactors with a pronounced liquid phase is technically

complex and regeneration cycles take up important process time. The degree of catalyst

deactivation is strongly dependent on the preparation of the catalyst and can be controlled

byprocessparametersduring synthesis. Themain reasons for deactivationdi�erdrastically

depending on the materials used.

A number of e�ects are expected to have a high impact on catalyst activity. Overviews for

cobalt catalysts applied in this thesis are given in the mini-review from Rytter et al., the

review from Tsakoumis et al. and the report from Saib et al. [123–125].

According to literature, the following mechanisms are the main reason for deactivation:

• Poisoning

• Oxidation

• Catalyst-support-interactions

• Sintering

• Surface reconstruction

• Carbon deposition
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• Attrition

According to Saib et al., the reasons for deactivation a�er a literature research of 133 pa-

pers are distributed a�er figure 2.2. It is noticeable that oxidation is named in over 50 % of

publications as the main reason for deactivation.
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Figure 2.2: Results from a literature research for the deactivation of cobalt catalysts based
on articles published between 1995 and 2009, reconstructed from [125].

Poisoning

Aswith all catalysts, cobalt can be influenced by contaminants. Known catalyst poisons are

sulfur- or nitrogen-containing substances that are formed during synthesis gas generation

(inmost CtL andBtL applications). By gas purification, hazards from these components can

be ruled out in almost all cases [125]. Ammonia and acetonitrile are reported to cause an

irreversible deactivation by forming cobalt nitrides at 50 ppb upwards [126, 127]. Many fun-

damental insights on the e�ect of N-containing agents are still lockeddue to patent reasons

[124].

With an increase in sulfur content of the syngas, the activity and C5+ selectivity decrease,

alkenes are better hydrated to alkanes, however [128]. It is assumed that sulfur forms rather
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physical blockades at active sites than influencing theelectrondistribution in the surround-

ing system [42]. The concentration of sulfur nowadays is strictly regulated and thus far be-

low the hazardous amount stated in early reports from the 70s [49, 129].

Additional poisons were reported to have an e�ect at around 400 ppm with an inhibiting

e�ect decreasing in the following order [130].

Na > Ca > K > Mg > P

Mn, Fe and Cl had showed almost no e�ect. Chloride is known to reduce the chemisorption

of H2 significantly but still showed very weak e�ect as a poison [123]. Alkali and alkaline

earthmetals influence the dissociation of CO on the catalyst surface with its strong electro-

negativity [131]. Critical concentrations are yet to be determined [124]. With su�icient gas

purity, no poisoning should occur in the regular FTS. In contrast to PtL applications, BtL are

more hazardous in that regard.

Oxidation

In the past, oxidation counted as one of the main reasons for rapid deactivation of cobalt

crystallites [132–135]. Only in the last 10 - 15 years, publications gave di�erent statements

on that topic [136]. Modern spectroscopic analysis showed that cobalt oxides form inde-

pendent from time on stream and sometimes not at all (see section 2.3). This implies the

reasons for oxidation to be found in the catalyst preparation or in unusual process proper-

ties. There are many di�erent statements for each support, promoter and crystallite size

distribution the catalyst [125, 136]. Thermodynamically, the formation of cobalt oxides is

unfavorable to impossible [125, 137]. The smaller the crystallites, the more vulnerable they

are to oxidation. The critical crystallite size in regards to di�erent deactivation e�ects is re-

ported to lie between 2 and 6 nm [125, 138].

The e�ect of water is especially interesting with regard to oxidation since a high conversion

increases its partial pressure significantly [132]. Findings vary for di�erent support and pro-

motermaterials, partially increasing catalyst activity for certainpromoters. There is nohard

line from which the ratio of partial pressures becomes a problem. Since the absolute par-
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tial pressure of water PH2O also plays a role, CO conversion is an indicator for deactivation

as well. The higher the conversion level, the higher the water partial pressure [123, 132].

In catalyst preparation, the metal crystallite size distribution should be adjusted carefully.

In industrial applications, thewater partial pressure and the ratio of water to hydrogen par-

tial pressures should be regulated so no oxidation may be caused. In practice, this can be

achieved by conversion level control, e.g. in back-mixed slurry type reactors.

Cobalt-support interaction

Cobalt-support interactions are kinetically limited under regular FTS conditions [125]. They

are primarily determined by system temperature and thus muchmore critical in high-tem-

perature FTS. If interactions occur in low-temperature FTS at all, they do not contribute sig-

nificantly to deactivation [125]. Rytter et al. described the e�ect of the support on the re-

action product rather than on the catalyst itself, influencing the selectivity towards longer

carbon chains (SC5+) [123].

Sintering

There is a consensus about the e�ect of small Co crystallites sintering, thus causing deacti-

vation in the first phase of the reaction. Argyle et al. report 30 % loss of activity within the

first 14 days of time on stream (TOS) from sintering alone [139]. Kistamurthy et al. could

prove the loss of crystallites smaller than four nanometers using a transmission electron

microscope (TEM) [138]. Especially with a high conversion and associated local hot spots,

local sintering is promoted. Temperature is by far the most important factor. Still, surface

conditions and the catalyst pore structure, as well as the support also play a role [140]. Sin-

tering reduces the number of active sites by crystallite migration which increases the aver-

age crystallite size significantly. This causes surface and activity loss.

Sintering is either caused by Ostwald ripening or migration and coalescence under certain

conditions (high temperature, weakly binding support, gas composition; e.g. water and

CO content) [124, 141]. Ostwald ripening seems to be the more pronounced cause at lower

temperature [124, 138, 141]. Physically, single crystallites aim to minimize their surface en-

ergy [124], where smaller crystallites have a higher mobility. The migration of crystallites
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can be influenced by the support, e.g. Al2O3 is considered to be a strongly interacting car-

rier material. Other, thermally unstable carrier materials such as SiO2 are partly suscepti-

ble to sintering themselves, but only under high temperature conditions with a high water

partial pressure [142]. Experiments on carbon nanotube (CNT) supports have shown how

strongly the extent of sintering can depend on the support [124, 143]. A better application of

carbon-based substrates, related to sintering, could be applied by Karimi et al. in the form

of graphene nanosheets (GNS) [144].

There is a series of precursors for sintering which, with the correct catalyst preparation and

a good reactor and experiment design, can lead to a short deactivation time in the first few

hours [145]. According to Holmen et al., one prevention of sintering in reactor engineering

is the use of microstructured reactors which exhibit excellent heat dissipation [146].

Surface reconstruction

Only for a few years, the phenomenon of surfaces reconstruction is described [136]. The re-

structuring of the crystallite surface is a dynamic process that results in a "roughening" of

the surfacewhich increases its surface energy. A second e�ect is the formation of planar ar-

eas which cause a reduction of the surface energy [125, 145]. The presence of carbon seems

to play an important role here. Overall, the e�ect of surface reconstruction is not consid-

ered to make a major contribution to deactivation, in some cases the transformation can

even be beneficial for the activity of the catalyst [123, 125].

Carbon deposition

The deposition of carbon (C) species is the deactivation cause with the highest propor-

tion of conversion loss over a longer period of time for syntheses with Co catalysts [123–

125, 138, 139, 145, 147, 148]. Especially with CNT carriers, carbon deposits are described as

the main reason for deactivation [143]. Argyle et al. observed a gradual deactivation by C

deposits a�er initial sintering [139]. Carbon is deposited on the catalyst in the form of poly-

mers, waxes or cobalt carbides, which have a deactivating e�ect even in small amounts

[125]. Some of the deposits are irreversible. Especially C deposits below the surface (sub-

surface carbon) become a problem, since they weaken C-O-bands and thus complicate the
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adsorption and desorption of intermediates. Coke formation is rather unlikely, as interme-

diates react kinetically preferred to HCs. C-settlements on the surface are also stoichio-

metrically di�icult, since many HC species are present [124]. Methods like temperature-

programmed reduction (TPR) are suitable for the analysis of deposits. According to de Smiz

et al., carbide formation in Co catalysts is 105-times smaller than in Fe catalysts, but still

takes place [149]. This happens mainly at the surface of the catalyst. Waxes on the surface

cause a retarding e�ect duringmass transport and can block catalyst pores. Preciousmetal

components seem to prevent C deposits [150, 151]. Other approaches to prevent deactiva-

tion include the use of super-critical fluidswith outstandingmass transfer or functional cat-

alysts with cracking properties to prevent wax clogging [152, 153].

Kistamurthy et al. found out that oxygenates function as precursors for atomic C deposits

[154]. Keyvanloo et al. found that the observed deactivation is triggered by polymeric C de-

posits and the associated reduced CO uptake. Stable polymers are formed by a low ratio of

H2/CO and a high CO conversion. Pt promoters noticeably reduce polymer formation [145].

Furthermore, five cases of carbon influences on the catalyst could be observed;

1. carbon binds irreversibly as a kind of catalyst poison to the catalyst surface and thus

destroys active sites

2. mesopores are blocked and the accessibility of active sites is limited to the gas phase

3. solid cobalt carbides form and reduce activity

4. deposits below the surface reduce the activity by reducing the electron availability

5. a positive or negative surface reconstruction takes place.

In case 2, activity could be restored on a Co-zeolite catalyst a�er extraction and high-tem-

perature H2 treatment. Case 3 could be quickly reverted by normal FT operation. The e�ect

on catalyst deactivation must be correspondingly small.

Several groups dealt more profoundly with the e�ect of noble metal promoters on the car-

burization of catalysts. For Pt and Ru it was found that C-H bonds are supported and C-C

bonds are blocked, which does not prevent carbon migration below the surface, however.

More complex C structures have been shown to be destabilized by promoters, with Pt hav-

ing a greater e�ect than Ru. [148, 155]
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In their report, Rytter et al. state that the number of depositions can be well adjusted by

temperature control [123]. Claeys et al. dealt with the carbidization of catalysts, which is

favoredby a lowH2/CO ratio andahigh temperature [147]. Those carbides aremechanically

stable, but degradeunderH2 treatment at 150 ◦Candabove. According to theirwork, cobalt

carbides are a negligible phenomenon with regard to deactivation.

Attrition

Attrition is not relevant for fixed bed catalyst systems butmust be regarded in fluidized bed

reactors.

Deactivation summary

In conclusion, the importanceof adeactivationmechanism for theFTSmustbe investigated

for each process and catalyst. In general, for cobalt it can be said that oxidation, poisoning

of any kind and Co-support-interactions are negligible for long-term deactivation. Struc-

tural surface changes are either not a problem in most reports or can even have a positive

e�ect on catalyst activity. Sintering and carbon deposition, on the other hand, are signifi-

cant disruptive factors in a system that relies on the longevity of a catalyst. A summary of

the relevance of all identified deactivation mechanisms is given in table 2.4.

2.2.8 Regeneration of spent catalyst

The countermeasure to deactivation is regeneration of the catalyst. The procedure is dif-

ferent in each publication, but usually works with the same list of tools in di�erent com-

binations. Many regeneration processes have been developed specifically for a particular

catalyst-promoter-support combination and cannot be fully applied to similar combina-

tions [156]. The configuration is o�en not mentioned in detail since many new processes

have been patented [123]. In the conclusion of the work by Arcuri and LeViness, there is

realization that there can be no universal process for catalyst reactivation in general [156].

The toolbox at hand usually includes oxidation, reduction, a combination of both, reduc-

tion in water-gas, elevated temperatures and physical methods such as solvent extraction.
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Table 2.4: Deactivation mechanisms and their importance in the FTS process with Co cata-
lysts, recreated from [125]

Mechanism Degree of de-
activation

Importance Remarks

Poisoning from S species high negligible species can be re-
moved from syngas

Poisoning from N species medium negligible species can be re-
moved from syngas

Oxidation none negligible improbable to occur

Co-support interaction none negligible formed from non-
reduced Co oxides

Sintering high relevant can cause up to 30 %
loss of activity

C deposition high relevant gradual deposition of
larger polymers with
increasing TOS

Surface reconstruction medium might be relevant initiated by the pres-
ence of C, could play a
role in the formation of
highly active sites

Thesemethods are still used today in improved ormodified form for in situ or ex situ regen-

eration.

Pour et al. dealt with regeneration mechanisms and their e�ectiveness in relation to the

removal of C deposits, as this was identified as themainmechanism of deactivation. A high

temperature treatment with H2 (reduction) proved to be the most e�ective method of re-

generation, followed by a reduction coupled with combustion in air. Combustion showed

the lowest improvement in activity. [143]

Vogel et al. combined an oxidation to burn elemental carbon and oxidize the cobalt with a

reduction to reactivate the cobalt fraction [122].

Keyvanloo et al. were able to completely regenerate a CoPt/AlSi catalyst a�er 3 h at 350 ◦C

under H2 fumigation. Bymeasuring the CO uptake and by spectrometricmethods themain

cause of long-term deactivation could be traced back to the deposition of C polymers. The

reduction temperature should have no e�ect on the degree of dispersion of the catalyst,
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since it was already calcined at 450 ◦C during preparation. [145]

Saib et al. used a three-stage ex situ regeneration - (1) de-waxing by heptane washing, (2)

oxidation (calcination) and (3) reduction. They reported that this sequence was able to re-

verse sintering, C deposition and surface reconstruction.

Heptane washing was carried out at 100 ◦C, oxidation in a calcination unit with a liquid bed

using an air/N2 mixture at up to 300 ◦C, with slowly increased O2 content. The reduction

was carried out in pure hydrogen in a liquid bed reactor at up to 425 ◦C. Potential poisoning

by sulfur could not be regenerated with this method, in contrast to those caused by nitro-

gen compounds, since those were easily reversible with a H2 treatment.

Much of the deposited carbon could be removed between 200 and 350 ◦C in TPO. To re-

move the rest of the carbon, it was necessary to operate at temperatures where cobalt ox-

ide formation is common. The subsequent reduction resulted in the re-dispersion of the

Co crystallites using the Kirkendall e�ect. This was confirmed by TEM images. Finally, the

importance of both oxidation and reduction in reversing the most important deactivation

e�ects is emphasized. [125]

Rytter and Holmen report on industrial regeneration processes as carried out by Shell and

Sasol [123]:

Sasol regenerates part of the catalyst, which they remove from a slurry reactor. This en-

sures continuous operation of the low-temperature FTS. Regeneration takes place in sev-

eral steps, starting with de-waxing by hydrolysis (2 h, 220 ◦C) and reduction (2 h, 350 ◦C)

[157]. This is followed by passivizationwith CO2 and oxidation in air in a liquid bed calcining

unit (6 h, 250 ◦C, 10 bar). The final reduction takes place at 425 ◦C and regenerates the cata-

lyst to 98 % of its initial activity. Again, the Kirkendall e�ect is used to re-disperse oxidized

particles.

Shell regularly regenerates the catalyst, but it is not known whether in or ex situ. A process

from the Bintulu plant in Malaysia also includes de-waxing (using cyclohexane/n-heptane),

hydrogenation (atmospheric) andoxidation/calcination. There is evidenceof aprocess that

subsequentlyworkswith concentratedammonia solutionandCO2 toproduce cobalt amine

carbonate complexes needed for re-dispersion [158]. Based on the data, hydrogenation it-

self seems to have little or no e�ect on regeneration, as opposed to burning the C residues
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on the catalyst.

Exxonpublished a regenerationmethodwith hydrogen fumigation under atmospheric con-

ditions [159]. The regenerated catalyst was a Co/Ru/TiO2 catalyst, which was used at low-

temperature FTS conditions between 200 and 230 ◦C. The role of the promoter is also of

great importance in preventing C deposition [155]. Di�erent approaches have been real-

ized in later patents, for example the addition of active metal particles a�er oxidation or

hydrogenation to low-temperature FTS conditions (200 ◦C, 20 bar) [160].

Further approaches use water vapor (Nippon Oil [161], ConocoPhillips [162]) or nitrogen

(Syntroleum [163]) for regeneration.

Formicrostructured reactors, Rytter andHolmen formulate a number of options; in situ and

ex situmethods by removing the catalyst or several reaction channels for regeneration.

OxfordCatalyst/Velocys compensates for the deactivation of their catalyst by increasing the

process temperature from 205 to 232 ◦C, which also increases CO conversion and selec-

tivity to short-chain products [71]. Activity and selectivity are fully restored by in situ hy-

drogenation, oxidation/calcination and reduction. Hydrogenation performed under low-

temperature FTS conditions is believed to reduce smaller Co crystallites and partially re-

move waxes and residues from the catalyst. The removal of persistent C deposits will not

be possible under these conditions, based on research in conventional reactors.

In slurry reactor systems, it is possible to continuously discharge part of the catalyst and

regenerate ex situ. In fixed-bed reactors, which also include microstructured systems, a

method should be implemented inwhich de-waxing and burning of residues and thus tem-

perature development can be controlled. According to patent literature, ex situ procedures

seem to be the standard.

Information on the long-termperformance of regenerated catalysts is di�icult to find. How-

ever, the range of regeneration methods in literature is wide. The list of dependencies on

the degree of regeneration is almost as long. However, the number of available tools is lim-

ited, so that the development of a regeneration method for a specific plant system can be

carried out with small e�ort.
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2.3 In situ analysis

Inorder togetaglimpse inside thecatalyticblackbox that is the reactor, in situandoperando

techniques can be applied. Spectroscopy is an e�ective tool for identifying relationships

between structural changes in the catalyst under reaction conditions and the reactor per-

formance for a given system [164]. Operando spectroscopy combines time-resolved in situ

spectroscopy methods with simultaneous online product analysis. In situ spectroscopy for

the characterization of heterogeneous catalysts in defined environments has been prac-

ticed for over 60 years [165], whereby a wide range of spectroscopic methods is available

today. The term "operando" was first used in 2002 in catalysis literature, and the number

of publications on this topic has been steadily increasing since [165–167]. There are also

publications with the same underlying methodology that appeared before the term was

coined [168–170]. An essential prerequisite for contributing to the understanding of a re-

action system by means of operando experiments is process observation under relevant

reaction conditions. The model reactors and measuring cells used may have to be able to

withstand high temperatures and pressures, which also poses great challenges for in situ

analysis. For operando studies in the FTS, certain requirementsmust therefore bemet both

for the reaction cell and for the measurement technology used. Ideally, the measurement

cell used should show similar properties to the reactor, inwhich the catalyst is used in prac-

tice.

Most of thedescribed reaction cells for suchapplications aredesigned for high-temperature

but not for high-pressure applications. Therefore, the application of new cells that can

bridge or close this "pressure gap" holds an enormous potential [171]. Only a number of

publications deal with high-pressure in situ FTS characterization, which has been investi-

gated in the range of 10 bar [172–174] to a maximum of 20 bar [175–177]. In addition, long-

term studies far beyond the first 5-6 hours reaction time are necessary to understand the

reasons for the original deactivation during the initial phase of the Fischer-Tropsch reac-

tion [175]. There is a small number of reaction cells thatwould be suitable for high-pressure

in situ application with X-rays [178, 179]. At present, there is no publication on the topic of

continuous in situ FTS above 20 bar, let alone using operando techniques, i.e. the combi-

nation of in situ catalyst and online product analysis. Furthermore, there are no long-term
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operandomeasurements at a synchrotron to investigate the deactivation processes of the

catalyst in the start-up phase, beyond six hours of TOS.

Synchrotron-basedmethods such as XAS, XRD or special applications such asmagnetome-

ters are ideally suited for characterization in situ or operando [164]. In the interaction of

X-rays with matter, various e�ects occur that can contribute in di�erent ways to the eluci-

dation of chemical and structural changes. While XRD can be used to obtain information

about crystalline and ordered regions of a solid, XAS allows the characterization of amor-

phous structures [176].

For online analysis of gaseous reaction products, mass spectrometers (MS) or micro gas

chromatographs (µGC) are suitable, depending on the application. Due to the high tempo-

ral resolution, changes in the catalyst can be correlated with corresponding changes in the

product mixture.



3 Experimental

3.1 Reaction system

The reaction volume limits themass of catalyst that can be introduced into the reactor as a

powder. This in turn has an e�ect on the maximum total enthalpy of reaction and thus on

the heat flow to be removed in the system. Furthermore, themass of catalyst in the reactor

determines the amount of gas volume flow that can be introduced into the system under

reaction conditions with the highest possible conversion, expressed by the weight hourly

space velocity (WHSV) in equation 3.1, for instance.

WHSV =
ṁ f eed

mcatalyst
(3.1)

3.1.1 Catalyst

For all featured experiments, a commercial cobalt catalyst with 20 wt.-% Co and 0.5 wt.-

% Re on optimized γ-Alumina support was used. Cobalt is the preferred catalyst for low-

temperature FTS (LTFT) if saturated compounds are targeted. It shows high selectivity to-

wards linear alkanes, a high activity at low temperature as well as a negligible WGS activity

compared to iron catalysts [40, 49, 180]. The particle size distribution was adjusted to 50 -

200 µm for the fixed bed inside the microstructures. Approximately 120 g of catalyst were

placed inside the pilot reactor. Figure 3.1 shows a scanning electron microscope (SEM) pic-

ture of a commercial Co catalyst.

The fresh catalystwas first reduced in situ. The needed temperaturewas appliedwith either

heating oil (lab-scale reactor) or with heat cartridges placed on the reactor surface (pilot-
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Figure 3.1: SEM image of a commercial Co catalyst. Sieve fraction: 100 - 200 µm.

scale reactor). The reductionprocedurewascarriedoutat ambientpressure. A temperature

ramp for the reactor was applied starting from room temperature to 350 ◦C with 1 K min-1.

For that ramp, a gas mixture of 5 % H2 and 95 % N2 was given to the reactor. The final

temperature was held for 16 h. Once the temperature maximum was reached, 100 % H2
was fed into the reactor for the residual time of the reduction. A�er 16 h, the reactor was

cooled down to 170 ◦C. From that temperature the di�erent reaction parameters and gas

flows were adjusted.

3.1.2 Test rig infrastructure

The small lab scale test rig was previously described in literature, as well as in the first pub-

lication of this thesis [73, 75, 82]. The following section describes the pilot scale reactor that

was used for all five publications included in this thesis.

Feed gas supply was regulated by mass flow controllers (MFCs; model 5850S, Brooks) and

monitored by a mass flow meter (MFM; model 5860S, Brooks). The gas mixture was fed

through the house pipe via connected gas cylinders (bundles). Each gas pressure was ad-
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justed via a respective pressure reducer. Thepressure in the systemhad tobe slightly above

the reaction pressure. The MFCs were controlled via LabView (National Instruments). The

gasquantity required for the reactionwasspecifiedwith relation tostandardconditionsand

had to be calibrated at the gas outlet via a bubble column. All tubing material and system

components such as valves and pressure regulators were made from stainless steel. This

materialmeets the respective requirements regarding operating pressure and temperature

and shows negligable interaction with the reactants. The products from the reactor outlet

were heated to keep longer HC in liquid state. Those products were first collected in a hot

trap (HT), which is a pressure resistant container with a volume of about 4 L. It was elec-

trically heated to 170 - 180 ◦C so that higher hydrocarbons, so called waxes, can condense

in this vessel and stay liquid. The subsequent cold trap (CT) was held at low temperature

to collect the at ambient conditions liquid product fraction. This vessel is the largest sys-

tem component with about 20 L of total volumewhich is kept at around 10 ◦C by a stainless

steel cooling coil of about 2 m length inside the vessel. Liquefied product accumulated in

the respective trap system for o�line sampling while the gaseous fraction of the product

was led to an online gas chromatograph (GC, Agilent 7890B) to determine the conversion

and selectivity towards gaseous components. Systempressurewasheldby aback-pressure

regulator valve. A permanent bypass with about 2 % of the total flow was adjusted with a

fine needle valve to measure the feed gas composition. All system components and pipes

were insulated according to the respective local temperature. The entire plant was tested

for leaks with a portable gas detector under a hydrogen stream. The system is shown in

figure 3.2.

In both separators it was possible to take samples via a needle valve and ball valve-system.

Water condensed to a large extent in the cold trap. A�er themicro heat exchanger, another

sampling spot was installed. This location was important for dynamic experiments men-

tioned in section 4.2.
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Figure 3.2: Pilot scale test rig in the lab at KIT for a production of up to 7 L of liquid and solid
product per day.

3.1.3 Microstructured reactor

The small lab scale reactor was previously described in literature, as well as in the first pub-

lication of this thesis [73, 75, 82].

The pilot scale reactor described in this work uses a stack of microstructured steel plates

(foils), working a�er the same principle introduced before [82]. The foils were redesigned

and optimized to fit the larger outer dimensions. The reaction volume amounted to ap-

prox. 163.4 cm3 and yielded about 6 - 7 L of liquid and solid product per day, depending

on the process conditions. Additionally, patented channels with special cooling structures

[181] were integrated for water entering at nearly boiling temperature. Evaporation cool-
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ing should keep the reaction temperature isothermal. Evaporation cooling was feasible for

this reactor size due to the absolute reaction enthalpy emitted from the reaction. The cat-

alyst mass was high enough to keep the reactor at isothermal set points without electrical

heating, enabling an autothermal operation. Access channels for the integration of ther-

mocouples (TC) were integrated in the main body to monitor the temperature inside the

reactor. Frits at both ends of the reaction chamber prevented the catalyst from exiting the

system, see figure 3.3.

Direction of flow

Frit

TC

Heat cartridge

Heating plate

Frit

Reaction foils with 
cooling structures 
in between

TC

Figure 3.3: Pilot scale FTS reactor for a production of up to 7 L of liquid and solid product
per day.

3.2 Process parameters

As literature implied [58, 182], there are four main process parameters having the most in-

fluence on the outcome of the reaction: systempressure, the H2/CO-ratio, temperature and
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the residence time of the gas. Apart from that, many di�erent materials such as catalyst,

support, promoter, active metal, size distributions, composition etc. may be further men-

tioned at this point.

3.2.1 Temperature

Syngas conversion is strongly related to the reaction temperature. However, it may also

severely influence the chain length so a parameter set should represent conditions where

an acceptable low methane selectivity and su�icient CO conversion can be found. Up to

around 250 ◦C,many sources describe the process as LTFT thatmay use iron or cobalt as an

active component [183, 184]. Under those conditions, the usage of a cobalt containing cata-

lyst is possible since oxidationmay be a negligible factor for long-term activity. A high tem-

perature would lead to shorter hydrocarbon chains, since chain termination is promoted

through hydrogenation and other e�ects [185]. A high temperaturewould also enhance de-

activating e�ects such as coking, sintering or wax fouling [123, 124]. Experiments in the test

rig were thus executed using temperatures between 213 and 246 ◦C.

3.2.2 Pressure

The total system pressure may influence operation cost [186]. Especially in solid feedstock

applications, e.g. direct biomass gasification, a higher pressure may be disadvantageous.

To investigate a certain flexibility towards syngas generation, di�erent total pressures were

tested. According to literature, the total pressure has no clear trend on the synthesis out-

come [187, 188]. It may be more important to look at the partial pressure of the compo-

nents, especially for gases whose presence favor deactivation [43, 49, 188]. Most of the ex-

periments were executed at 30 bar to maximize the product yield of long-chained hydro-

carbons. Experiments at 25 and 20 bar were executed occasionally.

3.2.3 Syngas ratio and gas dilution

The syngas or H2/CO ratio determines the stoichiometric availability of hydrogen to form

hydrocarbons with COmonomers. In biomass applications, a variety of di�erent syngas ra-
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tios are reported depending on the gasification conditions and oxidation ratio (oxygen/air

and steam content). To highlight the versatility of microstructured reactors, di�erent syn-

gas ratios were tested in the present system. Manymechanisms on how to perform the FTS

polymerization reaction have been published in the past [43, 189, 190]. In the end, the avail-

ability of hydrogen in the catalyst bed determines whether or not chain progression can be

initiated, influencing the average length of the product’s hydrocarbon chain. The stoichio-

metric feed ratio for maximum conversion nevertheless accounts to 2.15 [49]. A ratio of 1.8

significantly reduces the selectivity towards methane. Ratios between 1.38 and 2.80 were

fed to the reactor in various experiments.

The syngas was diluted between 1.89 and 55.23 %. A small amount of nitrogen is neces-

sary to determine the conversion as internal standard due to volume reduction. The higher

the dilution, the smaller the average residence time in the catalyst bed. Also, the partial

pressure of the active feed gas components is reduced due to inert gas.

3.2.4 Residence time

The flow rate of the gaseous feed determines the contact time with the catalyst surface.

Thus the possibility of syngas conversion and chain growth will decrease with increasing

WHSV since it relates the feed’s mass flow with the mass of catalyst inside the reactor, as

indicated in equation 3.1. Since theWHSV increaseswith inert dilution, the syngas ratio and

the degree of syngas dilution are complementary information.

3.3 Product analysis

Every product phase demands a separate method of analysis, all of which needed to be

carried out in di�erent GC systems. Products formed are gaseous or liquid at reaction con-

ditions. The wax fraction removed from the hot trap under liquid conditions needed to be

meltedanddissolved in carbondisulfite (CS2) a�er sample solidification. A liquidoil fraction

accumulated inside the cold trap with accompanying water. The water was separated from

the non-polar phase before analysis. Liquid products were analyzed with a 7820 GC (Ag-

ilent) in a DB-2887 column (Agilent), while the solid fraction was analyzed using a cooled
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injection system and a high-temperature simulated distillation column. All samples were

taken few hours a�er parameters were changed and a�er emptying the traps in between

setup changes to avoid instationary conditions influencing the product composition. The

GC columns used and products analyzed per column and detector are listed in Table 3.1.

Table 3.1: List of GC systems, columns, detectors and detected products for each phase

GC Columns Detectors Analyzed species
7890B (online) HayesepQ + MS5A TCD + FID O2, N2, H2, CO, CH4

Plot Q TCD + FID CO2, hydrocarbons from C1-7
7820 (o�line) DB-2887 FID Hydrocarbons from C4-30
G1530A (o�line) MXT-HT1 FID Hydrocarbons from C9-100+

3.3.1 Gas phase analysis

For the permanent gas analysis, di�erent GC columns and detectors were applied within

the unit (Agilent 7890B). Hydrocarbon species were analyzed in a flame ionization detector

(FID),while two thermal conductivity detectors (TCDs)were used tomeasureH2, N2, O2, CO,

andCO2 aswell ashydrocarbonsup toheptane. TwoHayesepQcolumns (Agilent) first sepa-

rated hydrocarbons fromCH4 to C7H14, aswell as CO2 from the rest of the permanent gases.

Two Molsieve 5A columns (Agilent) were used to split the retained CO, N2 and H2, while a

PoraPlot Q column (Agilent) separated hydrocarbons andCO2. Bymeasuring a feed bypass,

the present H2/CO-ratio could be calculated via the gas fraction yi according equation 3.2.

H2/CO =
yH2 f eed

yCO f eed

(3.2)

Syngas conversion Xh was determined using nitrogen as internal standard to correlate the

flow before and a�er the reaction, since there is considerable volume reduction from the

reaction. The conversion can be calculated according to equation 3.3.

Xh =

yh f eed
yN2 f eed

−
yhproduct

yN2 product
yh f eed

yN2 f eed

(3.3)
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h = CO or H2.

The selectivity of hydrocarbon components SCiHj was determined by using a FID detector.

N2 is only detected on the TCD. Since CH4 was measured on both detectors, the relation of

its signal between FID and TCD was used as an additional factor, see equation 3.4. i is the

carbon number and j the equivalent number of hydrogen atoms of the observed hydrocar-

bon.

SCiH j =
i ·

yCiH j FID

yN2 product
· yCH4 TCD

yCH4 FID
yCO f eed
yN2 f eed

− yCO product
yN2 product

(3.4)

3.3.2 Liquid phase analysis

The selectivity towards products with carbon chain lengths of five and higher (fuel range)

was determined by subtracting the selectivity towards gaseous components from 1, see

equation 3.5.

SC5+ = 1 −
4

∑
i=1

SCiH j (3.5)

The, at ambient conditions, liquid phase from the cold trap consists of a lower water phase

and a HC phase. Many di�erent species of molecules are present in this mixture, ranging

from linear alkanes over double bonded alkenes to branched iso-alkanes and alcohols. A

GC method was used to separate the species in the HC phase. Since calibration of all com-

ponents is not possible due to missing standards, the correlation between the GC signal

area and the number of -CH2- monomers per molecule was used to calculate the concen-

tration of higher hydrocarbons. Correction factors for the FID signal were applied if product

molecules di�er from the alkane form CiH2i+2 [191].

The specific productivity pk was calculated for each liquid (water, hydrocarbons) and solid

product. Itwasmeasuredgravimetrically a�eranexperiment via theweighedproductmass
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mk with k being water, oil or wax, respectively, see equation 3.6.

pk =
mk

∆ t · mcatalyst
(3.6)

3.3.3 Solid phase analysis

Analysisofhighdensityhydrocarbonswith lowsolubility isnota simple task [192]. Amethod

with carbon disulphide (CS2) was applied, which showed su�icient solvent characteristics

[193] and was used for analysis despite its high toxicity and low boiling and ignition point.

Additionally, a separately heated injectionmodule (Gerstel KAS 4with C506 controller) was

used on an Agilent G1530A GC with a column that was specifically suitable for simulated

distillation (Restek MXT-1HT).

3.3.4 Total product distribution

A�er weighing and analyzing all fractions, the total amount of a chosen compound with

given carbon number wi is determined in dependence of the respective mass flows ṁi, gas

fractions yi, volume flows V̇ i, productivity Pk and densities ρi using equations 3.7 and 3.8.

wi =
ṁi

ṁtotal
=

yi · Pk · mcatalyst

ṁgas + ṁliquid + ṁsolid
for solids / liquids (3.7)

wi =
yi · V̇f eed · ρi,ST P

ṁtotal
for gases (3.8)
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The Anderson-Schulz-Flory (ASF) distributionwas originally developed by Schulz and Flory

and iswidely used for FTSanalysis [48]. Throughequation3.9, the chain-growthprobability

α can be determined in the range from zero to one. It can be used to reflect the tendency of

the catalyst to produce longer hydrocarbon chains.

αn−m = exp{−αn−m} = exp{− wn/in
wm/im

} (3.9)

with n > m; m, n = carbon chain numbers

α = chain-growth probability

w =mass fraction of a certain chain length

i = carbon number within a certain chain length.



4 Findings

4.1 Paper I – "Microstructured reactors on the test bench"

4.1.1 Introduction

The heterogeneously catalyzed Fischer-Tropsch synthesis was discovered over 90years ago

[45] to produce synthetic fuels out of syngas, CO, and H2. Coming from coal gasification

(coal-to-liquid, CtL), the FTS nowadays experiences renewed interest with novel process

paths towards syngas. It o�ers thepossibility to change thepresent fuel consumptionwhile

using renewables to produce synthetic fuels with distinct advantages compared to its fossil

counterparts. This technology could help to lower the anthropogenic carbon footprint in

the transport sector due to multiple available feedstocks. Conversion technologies range

fromnatural gas or biogas liquefaction (GtL) to applications using electricity, water andCO2
(PtL) or organic sources like biomass (BtL).

In this work, influences from the feedstock on product properties are highlighted for the

LTFT. A previously introduced microstructured fixed-bed reactor is used [82, 194]. Di�erent

microstructured layouts are tested and optimized towards their e�ect on product proper-

ties in pure syngas before [75]. There, the high surface area of the reaction foils has been

found tobevery e�ective in removing the reactionheat. Thermal stability under severe con-

ditions has also been demonstrated before [82]. The present study details the influence of

di�erent partial and total pressure levels, as well as H2/CO ratios. A thorough analysis of all

product fractions is executed. Furthermore, a scaled-up pilot reactor is testedwhich allows

comparison of results with the much smaller lab-scale reactor at varying system tempera-

ture andWHSV. Due to autothermal behavior within this reactor scale, evaporation cooling
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Table 4.1: Process conditions tested in the presented work for both reactor scales. In the
sample declaration 1 stands for the smaller reactor size, while 2 represents exper-
iments in the upscaled reactor

Sample H2 CO N2 CO2 H2/CO Total flow WHSV ptotal T
vol-% vol-% vol-% vol-% ratio mLNmin-1 g g-1 h-1 bar ◦C

1A 27.77 16.13 43.28 12.82 1.72 640 20.80 30 240
1B 29.44 16.70 42.56 11.30 1.76 640 20.18 20 235
1C 27.69 16.55 42.34 13.42 1.67 640 20.90 15 240
1D 27.77 16.13 43.28 12.82 1.72 640 20.80 30 240

2A 29.46 15.41 43.47 11.76 1.91 38,147 20.08 30 223
2B 29.46 15.41 43.47 11.76 1.91 38,166 20.09 28 229
2C 29.46 15.41 43.47 11.76 1.91 38,166 20.09 28 238
2D 31.08 15.47 42.02 11.44 2.01 38,134 19.65 30 226
2E 31.08 15.47 42.02 11.44 2.01 26,407 13.61 30 224

is introduced as the method of choice to extract the released reaction enthalpy from the

system and to e�iciently change the system temperature. Similar process conditions are

tested for both reactor scales to evaluate possible e�ects from feed gas dilution in order to

simulate syngas from BtL applications.

4.1.2 Experimental methods

Both reactor scales were compared under similar conditions, namely a high inert gas dilu-

tion and variable process parameters. Thiswas applied to show that both reactor scales are

equally capable to convert syngas from various sources and under di�erent process condi-

tions. An emphasis on BtL scenarios was chosen, as those aremore challenging in terms of

syngas quality and level of dilution.

Finally, both reactor sizes were compared to each other by applying similar process condi-

tions to determine if any disadvantages or performance losses emerged from the upscale.

In table 4.1, all tested process conditions are listed.

Similar to section 3.3, fundamentalmethods of product analysis for the various phases and

GC systems were reported in publication 1.
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4.1.3 Results and discussion

Despite the high dilution, CO conversion was satisfactorily high with ≥ 44 % in all experi-

ments. While the total specific productivity was varying strongly with the di�erent setups A

- E, themass ratio of produced oil to wax was always quite constant with 4:1. Also, the ratio

between the di�erent product classes alkanes, alkenes and iso-alkanes was quite constant

with 75:10:15 and 80:10:10 for the di�erent reactor sizes, respectively. Both reactors oper-

ated isothermal with only 2 ◦C temperature di�erence between the thermocouples. The

temperature di�erence was even smaller in the larger setup due to evaporation cooling.

Evaporation coolingproved tobea very e�ective tool todetermine the average system tem-

perature and prevent reaction runaway at the same time. By applying this technology, fast

changeswithin the coolingmechanismcanbe realized. Theobserved reaction temperature

of the reactor was responding e�ectively on a water pressure between 15 and 35 bar.

Pressure

Withan increaseof the totalpressure, longerhydrocarbonscouldbesynthesized inaverage.

Also, the CO conversion increased. At lower pressure, the methane selectivity increased.

Syngas ratio

With a smaller syngas ratio, averagely longer synthesis products were generated. The high

dilution of the syngas likely superimposed the e�ect of the low stoichiometric syngas ra-

tio. A high inert gas content lowers the partial pressure of reactants but also decreases the

contact time of the reactive syngas with active sites.

Temperature

The products were better hydrated in general with increasing temperature, resulting in less

alkenes. Also the average chain length decreased with higher temperature, as it was re-

ported in literature.
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Residence time

Since theWHSVwas relatively high in all observed experiments, di�erences between di�er-

ent set points were much less pronounced. The high inert dilution is likely responsible for

the small di�erences. At a lowerWHSV, other parameters would have amuch larger impact

on the average maximum chain length and conversion.

Upscale

From the reactor upscale, no apparent disadvantages could be observed. Similar process

conditions were tested in both systems. Besides assumed issues during sampling, all prod-

ucts were of similar composition. In pilot scale however, longer total chain lengths could

be observed. A�er all, there were no concerns for even further reactor scale-up. Di�erent

syngas sources can be utilized, even for BtL applications. Comparable system properties

can be observed in figure 4.1
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Figure 4.1: ASF plots for two comparable setups in both reactor scales.
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4.1.4 Summary

Two reactor sizes were tested individually towards their versatility in terms of process pa-

rameter settings. The smaller reactor size was presented in previous work [75, 195]. There

it could be proven that the special foil design for reaction and cooling was very suitable for

the targeted process intensification in FTS. CO conversion of up to 91 % could be achieved

and temperature control was excellent for the specific size of reactor internal structures. In

this work, a 60-times larger reactor upscale should prove the e�ectiveness of microstruc-

tured FTS reactors even a�er a significant increase of reactor outer dimensions. With the

increase in overall size and catalyst loading, the system was capable of sustaining auto-

thermal operation starting from specific throughput accompanied with mid-level conver-

sion, while maintaining isothermal properties. Due to the increase of total reaction heat,

evaporation cooling served as an e�ectivemechanism to cool down the reactionwhile pro-

ducing high-pressure steam at the reactor outlet that can be used in other reaction steps in

a decentralized plant network.

A�er the successful scale-up and the verification of its potential, the aspect of decentralized

applicationwithquickly changingprocessparametersmust beelaborated. There shouldbe

pronounced focus on the system response timeandpossible e�ects on the reactionoutput.
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4.2 Papers II + III – "First-of-its-kind dynamic FTS -

performance and limits?"

4.2.1 Introduction

In the framework of decentralized applications, fuel synthesis must be able to cope with

dynamics due to fluctuating energy flows [102]. Since renewable primary energy flows will

only be exploitable under specific conditions such as time of day and weather, a long-term

storage is necessary to distribute energy over time and distance [17, 27, 93, 196–200]. To

reduce size and cost of intermittent storage which may come in many di�erent forms such

as batteries or gas tanks, a dynamic synthesis could show significant potential to improve

overall process economics. Intermittent storages are costly but necessary for decentralized

processes [23, 92, 93, 200]. In the end, with increasing use of renewable electricity as pri-

mary energy, the overall fluctuation of energy flows endangers grid stability and the grid

may not be capable to support the current power demand at all times.

Thework first compares di�erent forms of energy and their potential for long-term storage.

It is concluded that liquid fuels with a high energy density will play a leading role in the

comingenergy system. Thus, existing infrastructure canbe furtherusedandsupportedwith

a large number of transport vessels simply adapting to the new fuel.

In order to develop a new system of CO2 utilization, decentralized PtL plants are an inter-

esting but demanding concept to start with. Figure 4.2 shows one example flow sheet from

CO2, water and electricity.

Technology like microstructured reactors enable intense contact of reactants and catalyst.

Small system dimensions significantly increase the surface area and local heat transfer.

Higher reaction performance may be applied without harming the catalyst. Furthermore,

concentrationand temperaturechangescanbequicklyappliedbecauseof shortoverall dis-

tancesandadvanced tools like evaporation cooling [65, 201–203]. This allowshigh-pressure

steamtobeproduced fromtheFTS reactionenthalpy thatholds theopportunity toenhance

the thermal e�iciency of a system network. Additionally, the small internal dimensions of

microstructured devices enable operation of the overall process in a regime that is not ac-
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Figure 4.2: Example of a PtL approach based on renewable electricity, water and CO2. Inter-
mediate process steps include an electrolysis, a RWGSunit and the FTS. Possible
products include designer fuels, waxes and other high-value chemicals. Also,
storage systems for electricity and hydrogen are shown, which are needed to
tackle the intermittency problem of future electricity systems.

cessible with industrial solutions. Thus they can help in the framework of decentralized

small-scale applications to reduce the overall cost and plant sizes of process chains. Mi-

crostructured reactors may even be advantageous in island solutions for local energy con-

version.

Open questions remain for decentralized plant networks and much e�ort is put into the

understanding of those concepts. One of the largest research infrastructures in the 200 kW-

range is the Energy Lab 2.0 [204], which looks into the real-time behavior of energy pro-

ducers, converters and consumers in a plant network. A PtL approach su�ers most promi-

nently by fluctuating energy flows from PV panel or wind turbine power profiles. The syn-

thesismustbecompliantwith this circumstance. Di�erentpiecesof thepuzzle caneitherbe

connected by a significant gas bu�er storage or by smart flow control in the minute-scale.

However, this which might put the respective catalysts into unknown kinetic regimes. In

this work, the pilot scale FTS reactor is used to investigate process parameter changes for a

prospective PtL application with dynamic input changes.

Unresolved questions that needed answering include:
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• What knowledge is needed for controlling adynamicprocess in small tomediumsize?

• Can all di�erent process steps be aligned in dynamic operation? What are their gen-
eral limitations?

• What is the potential to reduce storages through dynamic synthesis?

• What are considerable dynamic time periods and ramping scenarios that plants need
to tolerate?

• Can the prerequisites from "dynamic time periods" bemet by reactors and/or plants?

• How is overall higher e�iciency correlated to values of bu�er reduction?

In the scopeof publicationpart oneand the followingpart two,most of the abovequestions

are addressed from the point of view of a microstructured FT reactor. However, to fully

answer these questions, information from other steps, i.e. from hydrogen generation to

syngas production, need to be included.

In the second part of this work, a deeper look into the load flexibility of microstructured

Fischer-Tropsch synthesis reactors aims to determine possible limits of dynamic operation.

Fluctuating input data is calculated from a 10 kW photovoltaic system and an electrolyzer,

from which a highly dynamic H2 volume flow can be derived. The CO flow was either mim-

icking a constant biomass gasification (BtL case) or a direct air capture that produces CO2
which is dynamically converted in a RWGS reactor into syngas with a desired syngas ratio

(PtL case, depicted in figure 4.2). In both cases, the input is a constantly changing syngas ra-

tio and/or residence time to determine the limits of the given system. The first trials tested

harsh experimentation conditions in a controlled environment. Furthermore, a coupled

temperature-conversion relationship model is developed for quickly-changing feed con-

ditions to keep the conversion and product distribution constant despite highly dynamic

operation.

4.2.2 Experimental methods

Dynamic feed gas and temperature changes in a pilot scale Fischer-Tropsch synthesis unit

were applied to investigate the general versatility of microstructured reactors. Operating
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conditions were adjusted by hand and evaluated by online GC andMS. TheMS is a valuable

tool to determine changes with a high temporal resolution.

In part 1 of thework, the dead time of several system components was determinedwith the

helpof theMS.Due to immenseback-mixing in the larger vessels of the test rig, signal delays

of over 80 min were discovered. In order to evaluate product concentrations in a relevant

time span, a quick sampling site (QS) was installed between the HT and the CT. The signal

delaywas still 17.5minwhich could not be shorteneddue to product flow temperatures and

a risk of condensation in the measurement units.

Two setups were chosen to switch between in order to test oscillating gas feed changes.

Only the syngas concentration was changed between both setups, with the residence time

being the same. A change between a syngas ratio of 1.95 and 1.38 showed significant di�er-

ences in the synthesis products.

A�er the dead time of 17.5minwas determined both in standby and reactionmode, oscilla-

tion cycles of 30min (approx. two times the dead time) and of 8min (approx. half the dead

time) were chosen for the experiments. The syngas ratio was switched multiple times for

each experiment.

Finally, the speedofwaterpressure changes for evaporationcoolingwas tested. Waterpres-

sure was ramped down and up again between 30 and 24 bar during reaction. Changes in

system temperature were observed.

In the second part, the limits of the given system were explored. A real-time power profile

for a 10 kW photovoltaic (PV) table was provided by KIT’s Battery Technical Center (BATEC).

This data was used to develop experimental campaigns. The PV table consists of polycrys-

talline solar modules. The tilt angle was adjusted to 30◦ facing south, which is considered

optimal for the given location (N 49.1 E 8.4). This allowed the theoreticalmaximumof 10 kW

to be reached in practice. In this work, a favorable 24 h profile for a sunny spring day in 2015

was used. It was confirmed by BATEC that this profile is a representative average for time

and location of data gathering. The average net output was favorable for dynamic testing.

A proportional hydrogen flow was calculated from the assumption of a specific conversion

energy. A discretization of the signal was conducted by hand to limit the total amount of
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Figure 4.3: Experimental input signalsbasedon thedata fromKIT’sBatteryTechnicalCenter
(BATEC). (a) Power output profile of a 10 kW PV table for a sunny spring day in
2015; (b) Discretized hydrogen flow assuming a specific conversion energy. A
total number of ten di�erent setup stepswas chosen and changes are held for at
least one minute.

di�erent flow levels to ten. Also, the time frame of a change lasted at least one minute so

new syngas flows could be typed in the so�ware. Also, a minimum hydrogen flow needed

to be guaranteed in order to keep the reaction running isothermally by emitting su�icient

total reaction enthalpy. This way, the reactor was guaranteed to run autothermal. The total

released enthalpy is a function of the reactor size and total mass of catalyst in the system

as well as the conversion and was estimated based on previous steady-state experiments.

The discretized input signal for the reaction is depicted in figure 4.3. A�er cutting the set

points beneath theminimum flow, seven di�erent experimental setup steps remain. A con-

tinuation of step-change experiments from part 1 in preparation of the PV panel profile ex-

periments was executed beforehand.

In order to apply the hydrogen profile, di�erent scenarios were chosen to gather first in-

sights into process suitability. Figure 4.4 shows simple potential pathways for either PtL or

BtL approaches including the FTS unit. For both cases, the PV panel and electrolysis unit

deliver the hydrogen needed for the FTS. The carbon source is either CO2 or biomass. For

the BtL pathway, a steady biomass gasification is assumed so that a constant flow of syn-

thesis gas is gathered. This syngas typically o�ers an unfavorable, syngas ratio lower than 2

[205]. If the fluctuating hydrogen flow from the electrolysis is added to the constant syngas
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flow from the gasification, a varyingH2/CO ratio in the FTS reactor is appliedwith every step

change of the experiment. This is accompanied by a strongly fluctuating residence time of

the gas mixture. Varying two system parameters at the same time promotes unpredictable

e�ects on the performance of the synthesis. In the second process route, a CO2 storage can

be depleted on demand. It is assumed that a RWGS unit can be operated with fixed gas

mixtures for changing total flows. In this scenario, a fixed H2/CO ratio of 2 is led to the FTS

reactor. A dilution of the feed gas from the RWGS output is not regarded in this approach.

Normally, larger amounts of CO2 and CH4 would accompany the syngas. Water is extracted

before entering the FTS.

electrolysis
4 kWh mN

-3 H2
H2 storage

water

RWGSDAC
CCS

FTS

productswater
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gasification

biomass

water

CO2 storage

CO2 CO2

H2

H2

CO

H2

CO

Pel

H2

PV table
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Figure 4.4: Potential PtL (black solid lines) and BtL (red dotted lines) pathways to produce
syngas for the microstructured FTS reactor are showcased. Both pathways in-
clude a PV panel and electrolyzer, as well as a hydrogen bu�er storage. The PtL
pathway takes CO2 as carbon source which needs to be converted into syngas
in a RWGS unit. A CO2 bu�er storage is assumed. The BtL pathway uses syngas
frombiomass gasification to bemixedwith electrolysis hydrogen as feed gas for
the FTS.

In order to approximate conversion levels despite fast process changes, a linear regression

model was developed, based on a database of 20 sets of process parameters that were

tested experimentally. The modified residence time τmod, the syngas ratio and the tem-

perature have a significant influence on CO conversion. Because of di�erent gas densities

betweenall gas feed species, thedensity-independentparameterτmodwas chosenover the
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WHSV and calculated via the following relation:

τmod = γ f eed WHSV−1, (4.1)

with γfeed being the respective density of the feed gas mixture. The correlation of the indi-

vidual values can be described by the linear regressionmodel. The basemodel is described

in equation 4.2. The regression coe�icients βk are linearly related.

XCO = β0 +β1Xτmod +β2XH2/CO +β3XTreactor (4.2)

Based on the equation, the CO conversion could be calculated from step changes and tem-

perature measurements, despite the short time spans.

4.2.3 Results and discussion

The systemwas stable even a�er shortening periodic cycles from30 to 8min. Product char-

acteristics such as composition and flow-rate oscillated harmonically as expected of results

from stationary experiments. The liquid phase during the shorter cycles su�ered due to a

resolution problem, since liquid sampling took a good portion of one step change, thus in-

tegrating the signal. Neither of the periodic changes showed negative e�ects on process

performance. On the contrary, the findings suggest the capability of this technology for

e�ective, small- tomedium scale applications, evenwith periodically changing process pa-

rameters.

Evaporation cooling is a very e�ective tool to quickly control system temperature. Temper-

ature instantly correlates with the applied cooling cycle pressure. Tools like evaporation

cooling help to control quick system changes by impacting reaction temperature as a func-

tion of water pressure. In the current setup, quick temperature changes via pressure regu-

lation needed to be applied by hand, which could be automated for better process control

and response time.

In order to decrease complex storage systems, a dynamic operation might lower size and
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cost of those operations. As a proof of concept, dead time determination and consecutive

oscillation cycles were carried out in the presented setup. Although there is a misalign-

ment between observable catalytic e�ects and their detection speed, the reactor answers

to changes in an appropriate timely manner, based on the interpretation of obtained sig-

nals.

Toanswer thequestionsposted inSection4.2.1, new findingshint at theadvantageous tech-

nical possibilities of this reactor system. Questions regarding applications in a realistic dy-

namiccontext couldnotbeansweredat thispoint. The findingsof the firstpartof thepapers

will strongly contribute to PtL projects like PowerFuel, where a dynamic synthesis is part

of the research schedule [206]. The presented results are demonstrating the advantages

of microstructures. They were intensively tested in dynamic application, considering chal-

lenges coming from the test rig size and eventually making use of them for advanced pro-

cess control. Future energy related operations will include PtL technology, some of which

will make use of the pathway presented here for e�ective energy storage. The results may

allow further applications that might require even more intense process control, such as

highly dynamic applications. A conversion dependent increase or decrease of temperature

could easily be developed and automated.

In the second part of the papers, a deeper look into the load flexibility of microstructured

Fischer-Tropsch synthesis reactors aimed to determine possible limits of dynamic opera-

tion. First trials tested harsh experimentation conditions in a controlled environment. Even

with oscillation of syngas ratio and residence time, the reaction behaved similar to station-

ary experiments.

Concerning the BtL and PtL cases derived from the PV profile, a good overall system per-

formancewas observed. A varying temperature along the experiment was observed for the

BtL case which decreased in the PtL experiment. Methane production was lowered signif-

icantly from fast changes in the lower min-regime and benefits from a steady syngas ratio.

Liquid product properties strongly benefit from a constant syngas ratio in the PtL case. The

stability of liquid product quality was very promising for future upgrading steps necessary

for drop-in fuels.

Conversion changes can be countered with temperature manipulation. A linear regression
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equation (equation 4.3) was developed for the systemand used to calculate the conversion

for each step change in the PtL case based on the temperature. Figure 4.5 shows a contour

plot as an exemplary diagram to calculate the conversion basedon theprocess parameters.

XCO = 19.51+25.26 Xτmod +13.20 XH2/CO +29.34 XTreactor (4.3)
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Figure 4.5: Contour plot derived from equation 4.3 with characteristic curves for di�erent
CO conversion levels ranging from 32 to 75 %. The syngas ratio is 2 for this plot.
For a changingmodified residence timewith each step change, the correspond-
ing reactor temperature can be determined. An example for 60% target CO con-
version is given.

The equation was developed to calculate the temperature needed to keep the conversion

and product distribution constant despite highly dynamic operations. Above sixty percent

of conversion could be realized throughout the experiment even without temperature ma-

nipulation. Seventy percent of CO conversion could almost always be established by tem-

perature control except when the reaction heat was limited by a low gas flow. Methane

concentration was lower andmore stable with temperature control.

Evaporation cooling proved as an e�ective tool to change the system temperature when

su�icient reaction heat canbe extracted. Thus conversion canbe adapted at varying syngas
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flow accordingly.

Those findings demonstrate the possibility of the givenmicrostructures to react to changes

quickly. Intermediate reaction states last shortly and changes quickly resulted in a station-

ary state in the reactor. This makes the use of stationary reaction kinetics for operational

estimations applicable. Limiting operational modes still need to be investigated.

4.2.4 Summary

To answer the questions posted in Section 4.2.1, the findings hint for the advantageous

properties of the applied reactor system.

It could be proven that highly dynamic, load flexible operation in microstructured FT reac-

tors withmulti-parameter changes in the one-minute regime are feasible and fully control-

lable. Quick changes in the feed gas concentration could be applied in the reactor without

obvious influence on its operation. Intermediate reaction states did not influence the prod-

uct distribution. This allows the use of stationary reaction kinetics for operational estima-

tions in conjunctionwith residence timemodels. No runaway or blowout was found during

fast changes of experimental conditions.

The development of a regression model for adapting the reactor temperature without the

need for measuring the product composition, i.e. only on basis of the knowledge of syngas

ratio and residence time, led to almost even product quality. Constant product quality is

important for product post-processing such as distillation andhydrotreating andhighlights

the importance of such methods. Keeping the CO conversion level by temperature manip-

ulation seems to be a suitable approach for PtL plants as determined in this study. With a

fixed H2/CO ratio, reaching the goal of a target conversion of 70% by temperature manipu-

lation via the pressure in the evaporating cooling cycle was experimentally verified as good

strategy. Due to the fact of relatively small total flows in thepilot scale FTS test rig, itwas dif-

ficult to increase system temperature on demand from all starting points. This observation

would improve with larger reactors. Consequently, autothermal operation will be possi-

ble with even lower relative loads leading tomore hours of operationwithout considerable

hydrogen storage. Changes in the test rig were done manually, which can be optimized.
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Last but not least, no apparent signs of catalyst damage were found through dynamic ex-

periments. Nevertheless, operando technologywould enable a deeper look onto the active

catalyst sites to determine if the applied process caused negative e�ects on long-term ac-

tivity.

4.2.5 Further investigation on deactivation

Quick changes in the feed gas concentration could be applied in the reactor without mea-

surable negative e�ects to the process, as observable in figure 4.6. Not much information

concerning potential harm to the catalyst could be gathered over the course of the exper-

iments. A reference setup was regularly chosen for conversion and selectivity checks. No

immediate deactivation from harsh dynamic experimentation could be found. An initial

deactivation phase of the catalyst is probably the reason for conversion loss during the first

period of dynamic experiments. Nevertheless, selectivity towards liquid fuels andmethane

were constant.
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Figure 4.6: CO conversion and selectivity towards methane (SC1) and liquid products (SC5+)
over total experimental TOS. A reference setup is tested at each given TOS. Grey
areas mark the experimental campaigns presented in this work.
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Figure 4.7: XANES spectra taken continuously during a synchrotron beamtime campaign.
(a) XANES spectra near the cobalt edge taken for di�erent syngas ratios in a step-
change experiment; (b) XANES spectra near the cobalt edge taken before and
a�er dynamic experiments.

In situ-techniques are appropriate to determine e�ects on the catalyst bed if changes are

applied quickly. While FTS conditions are challenging for in situ-environments, some appli-

cations were used in the past for similar processes [102, 165, 171, 177, 207, 208].

In order to undertand surface e�ects, in situ or operandomeasurements are necessary. For

theFTS, this is not a simpleanalysis toperform. Elevatedpressureand temperatureareusu-

ally rough conditions for the measurement equipment. Many reaction cells are designed

to withstand the required temperature but are vulnerable to pressure buildup. A comple-

mentary analysis of themetal surface and the reaction products allows for amore accurate

interpretation of the observed phenomena. The methods of choice for operando analysis

would be XAS, XRD and a coupled GC-MS analysis [102, 175–177].

In a setup described in publication number 5 (see sections 4.4 and 5), the e�ect of vary-

ing syngas ratios was tested in a reaction cell capable of performing in situ X-ray absorption

near-edge spectroscopy (XANES) measurements, as one of many tools. The results are pre-

sented in figure 4.7a. Every syngas ratio stepwas held for one hour. Also, the samedynamic

setup displayed in figure 4.3 was tested in the reaction cell with XANES spectra taken con-

tinuously. Figure 4.7b shows the results for XANES spectra taken for various syngas ratios,

as well as before and a�er a dynamic run of ten hours, similar to the ones described in this
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section.

The findings from the synchrotron experiments support previous observations. There is no

imminent deactivation from a low syngas ratio. Also, concurrently changing residence time

and syngas ratio shows no change in the structural cobalt properties of the used catalyst.
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4.3 Paper IV – "Holistic system description by kinetic

modeling"

4.3.1 Introduction

For economical and safe operation, knowledge about conversion and selectivity in the re-

actor as well as heat integration and material flows in the plant are required information.

Dynamicprocess simulation is able to calculate speciesdistribution, heat flowsandproduct

composition at any time at any location inside the plant. In the case of the complex Fischer-

Tropsch product composition, the species distribution is hardly to assess experimentally;

lots of e�ort is required to determine the product composition everyminute [120, 121]. One

issue is a suitable kinetic model for chemical synthesis for the prediction, design and op-

timization of microstructured reactor behavior. Furthermore, residence time distribution

and correct description of the phase equilibria in the two-phase flow of the FT product at

product condensation traps are required for description of plants.

This publication is devoted to deliver the three major elements: kinetics, residence time

distribution and the strategy for phase description - all experimentally verified from a pilot

scale test rig. The strategy could be applied to larger FT plants to derive the mean compo-

sition of the product depending on the input, i.e. wind or solar energy and their respective

location. From an economic point of view, it has already been verified in previous contribu-

tions that at constant H2/CO ratio a constant conversion manipulated by the reactor tem-

perature could lead to rather constant product distribution over a real-time photovoltaics

energy profile [120, 121]. Heat flows are not yet considered butmay be addressed in upcom-

ing further publications.

4.3.2 Experimental methods and simulation

Based on 20 experimental setups for ranges given in table 4.2, a valid model for reaction

kinetics was developed.
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Table 4.2: Ranges of 20 process conditions used to develop amicro-kinetic model.
Temperature Total pressure Syngas ratio WHSV Dilution

◦C bar - g g-1 h-1 %

Minimum value 225 20 1.48 4.37 1.89

Maximum value 245.5 30 2.20 7.74 20.00

Reaction kinetics and reactor model

Various assumptions were made before developing the reaction model, since there is not

a single mechanism capable of describing the complex reaction network of the FTS [209].

Still, the formation of CH2 monomers mark the beginning of chain propagation [210]. Ele-

mentary steps of the FTS can be summarized as follows:

1. Adsorption and dissociation of the educts

2. Chain start by formation of a CH2monomer at the surface

3. Chain growth

4. Chain termination

5. Desorption of the products e.g. by hydrogenation or dehydrogenation

Amicro-kineticmodel, basedon thealkylmechanism[210–218],wasdevelopedbyKwacket

al. [210]. It was used in this work to simulate the reaction properties of the present system.

Some kinetic parameters were adapted for the applied catalyst.

The microstructured fixed-bed reactor mentioned and presented in sections 3.1.3 and 4.2

was described as a quasi-homogeneous stationary reactor model based on initial calcula-

tions according to the criteria of Mears andWeisz-Prater [219–221]. The reactor was isother-

mal and isobaric, as pressure losses in the catalyst bed were negligible. An ideal plug-flow

reactor (PFR) with continuous flow was assumed, without radial gradients and axial mix-

ing. A cell model was implemented which discretized the reactor. Each cell corresponded

to a di�erential volume element. Temperature, pressure and volume flow of the reactants

were read in as input variables. The kinetics were solved for each individual cell in a loop,

whereby the result was always used for updating the material properties and as input for

the calculation of the next cell. To calculate grid-independent kinetic results, the cell size
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was adjusted. The di�erentially calculated conversion in each step and the di�erence be-

tween the mole flows for H2 and CO of the input and output of a cell might not exceed a

certain threshold value. The cell size was reduced until the di�erential H2 and CO conver-

sion was at most 1 % and the di�erence of the molar flows for both gases was at most 10 -

12 mol s-1. Upon calculation, the respective product streams and compositions as well as

conversion levels and each selectivity were given. The program flowchart is given in figure

4.8.

START

Input: T, p, ሶ𝑉

Initialization of reactor discretization

ⅆ𝑋𝑖 < 1%
&

Δ ሶ𝑁𝑖 < 10−12 mol s−1

Adjustment of the cell size

Output:

• Xi, dXi

• Si

• wc

• Additional flows and components

STOP

YES

NO

Kinetics: Calculation of reaction rates

Figure 4.8: Program flowchart for calculating the reactor output in the reactor model.

Vapor-liquid equilibrium to forecast the respective product compositions

A cubic equationof state (EOS) using the Volume-TranslatedPeng-Robinson (VTPR)method

was used to describe the vapor-liquid equilibrium (VLE) for all product phases in both prod-

uct separators [222]. Various parameters and pure substance data were required, such as

critical temperature and pressure, acyclic factor and group contribution parameters [223,

224]. The necessary data for the calculations was taken from Ahlers et al. [225–227].

In the HT, a liquid phase (wax) and a gaseous phase were formed, so a two-phase flash was
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implemented. In the CT, an oil, water and permanent gas phase were formed, so a three-

phase flash was developed. The algorithm for the two-phase flash used the Wilson equa-

tion [228] to determine initial values for the VLE. The flash calculation was solved with the

Rachford-Rice algorithm [229]. Iterations were used to determine the molar gas and liquid

phase fraction in the VLE. If the convergence of a mole fraction is not reached, real phase

behavior via an EOS was taken into account for the calculation of a new distribution coe�i-

cient.

The three-phase flash worked analogously to the two-phase flash. An advanced Rachford-

Rice flash algorithmwas used. Since two liquid phases were taken into account, the initial-

ization of the distribution coe�icients for the oil phase was done with the Wilson equation

[228]. For the water phase, a distribution coe�icient was additionally calculated [230].

System dead times and residence time

Initially, the dead times of all system components were determined by tracer experiments

executed with the help of the MSmentioned in section 4.2.2. Based on this data, residence

time sum functions F(t) were determined formultiple systemcomponents. Those functions

were modeled by assuming a cascade of continuously stirred tank reactors (CSTR) called

tanks-in-series (TIS) [231]. ThemoreCSTRareassumedserially, themoreacascadebehaves

like a PFR. For a number of reactors n→ ∞, the design equation for the PFR is obtained.

In table 4.3, the obtained numbers of CSTR in series are provided to describe the tracer

experiments for the reactor and both separators.

Table 4.3: Number of CSTR in a row needed to model the reactor and both product separa-
tors.

Reactor Hot trap Cold trap

nCSTR in a cascade 50 2 1

With the determination of the F-curves for the separators, a time-dependency of the prod-

uct formation could be implemented. A change between two predetermined reaction set

points could then be performed. For each set point, the reaction kinetics first determined

product quality and output parameters in the formof conversion levels and selectivity. The



Chapter 4: Findings Page 59

phase equilibrium calculated the share of each product chain-length in liquid or gaseous

formdepending on temperature and pressure level given inside each separator. Finally, the

time a product gas needed to flow through the infrastructure was by the F-curves of each

system component.

4.3.3 Results and discussion

Model application in MATLAB

The kinetic parameters were determined assuming a reactor without mass transfer limi-

tations. The di�erential equations were solved with the ode45 solver. The optimization

algorithm lsqnonlin, suitable for nonlinear problems, was used for fitting some of the pa-

rameters of the kinetic model to the experimental data. The kinetic model contains two

activation energies and seven rate or adsorption coe�icients. The sobolset function was

used to avoid a trial and error procedure for determining the initial values during parame-

ter optimization.

Only process variables such as temperature, pressure and volume flow of the reactants

were used as input for the combined model. Time-dependent product concentrations and

properties such as conversion, selectivity, product formation in di�erent fractions and their

massdistributionarepredicted. Figure4givesa schematic representationof themulti-level

model for the plant.

For the prediction of mixing states, two options were implemented. The first option was to

choose a fixed mixing ratio of two di�erent feeds to calculate resulting product properties

for each respective product trap. The second option was to decide on respective mixing

times for both feeds.

Model evaluation and limits

A certain inaccuracy could be observed for the estimation of short-chained hydrocarbons

as it was described by Kwack et al. [210]. The largest deviation from the actual mass distri-

bution could be observed here.
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RTD

model

Reactor model

• Initial values with sobolset

• Exp. data from reactor 

measurements

• Empirical weighting factors

Operating conditions (T, p, ሶ𝑉)

INPUT MODELLING OUTPUT

• VTPR parameters

• Exp. data from tracer

experiments

Kinetic parameters

Product concentrations and

properties

• Mixing and flow properties

• F-curves

• Separation of products

Figure 4.9: Overview of themodeling structure. Kinetic parameters are determined by non-
linear regression. These parameters and desired operating conditions are input
for the program and serve as a basis for the simulation of the reaction kinetics.
The results of this calculation, as well as additional data (e.g. VTPR parameters
of the EOS) are transferred to the F-curvemodel to calculate product separation,
mixing and flow properties.

Only hydrocarbons up to a chain length of 50 were considered for the model, since the

mass fraction of longer molecules was usually less than two percent. Substance data on

iso-alkanes andalkenes couldnot beobtainedandwere thusnot considered for thismodel.

Selectivity calculations and conversion levels were in good agreement with experimental

data. Figure 4.10 shows two parity plots for the selectivity towards higher hydrocarbons

(SC5+) and the CO conversion. The average deviation between simulated and experimental

values was usually below 10 - 15 %, which implicates a su�icient model accuracy.

The influence of each process parameter on the reaction is very di�erent [73]. The tested

range of each parameter in the initial experiments was limited, which e�ects the reliability

of the simulation concerning the range of validity. If the following combination of operating

conditions occured, conversion levels are usually overestimated:

• high temperature (T> 240 ◦C)
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Figure 4.10: Parity plots to displaymodel accuracy. (a) Parity plot for the selectivity towards
higher hydrocarbons (SC5+); (b) parity plot for the CO conversion (XCO).

• low syngas ratio (H2/CO< 1.8)

• low feed flow (V̇ < 14 L min-1).

With a broader range of each parameter, a better kinetic fit could be achieved. The model

is sensitive to extrapolation, especially for conversion levels.

The VLE using the EOS showed significant improvements over an ideal flash separation

[232]. Figure 4.11a shows a comparison of experimental data with a calculated mass dis-

tribution of the liquid product in the cold trap for both flash calculations. Besides before-

mentioned inaccuracies caused by the bad representation of the short-chained hydrocar-

bons by the kinetic model, additional inaccuracies can be caused by a faulty temperature

determination of the HT. Since the responsible thermocouple was installed at the outside

of the tank, the precise inner temperature of the vessel is unknown, which falsifies assump-

tions for the flash model.

Figure 4.11b shows the mixing state of two reaction conditions a�er certain mixing times.

One set of conditions is stationary before mixing with the product from the other set. Mix-

ing between two sets of conditions takes the volume flow of the individual operating con-

ditions into account. Themixture is calculated bymultiplying themixing ratio by operating

condition A and multiplying the complementary value by operating condition B and vice
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Figure 4.11: Cold trap liquid sample mass distribution. (a) Experimental data compared to
both an ideal flash and calculations using the EOS; (b) Two sets of reaction con-
ditions switched between with respect to the mass distribution for the liquid
product in the CT according to specific mixing times. The operating conditions
switched between are shown above the figure.

versa. The mixing time calculated from the volume flow indicates how much time elapses

for a mixture to form in the respective part of the system a�er the gas composition at the

reactor inlet changes. Thismixing state is calculated individually formass, volume andmo-

lar flows. The presentedmodel assumes instantaneous phase formation upon vessel entry.

The CT needs at least 6,000 s to apply new operating conditions in the product spectrumof

the gas phase. According to tracer tests, themean residence time of the gas phase in the CT

is approximately 5,000 s. The simulation can thus describe the mixing behavior with su�i-

cient accuracy. Due to the large volume of the tank, an emphasized back-mixing and thus

system inertia is to be expected.

4.3.4 Results and discussion

Within this work, a reactor model for a pilot scale microstructured fixed-bed reactor was

developed. Reaction kinetics were fitted with MATLAB. With the help of ad nonlinear re-

gression, kinetic parameters could be determined in good agreement with literature. Fur-

thermore, a residence timemodel was developed from tracer experiments. Accurate repre-

sentations of the total residence time function (F-curve) for each system component were
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developed. This enabled time-resolved calculations of product distribution of each respec-

tive phase. With an equation of state, a significantly more reliable prediction of the phase

equilibrium could be achieved, compared to ideal phase behavior assumptions.

By specifying input variables such as temperature, pressure and volume flow of the reac-

tants, thepredictionof reactionproducts, F-curves, fractionalproduct separation, aswell as

flowandmixingproperties couldbe calculated. The reaction kinetics subroutineprovides a

satisfactory representation of experimental results. There is still potential for improvement

in thedescriptionof the kinetics, especially in thepredictionofH2 andCOconversion. Here,

the error accounts to a maximum of 10 % for about 70 % of the data. The kinetic model

could be extended by implementing the formation of alkenes and iso-alkanes as well as by

increasing the chain length range of the products. Various mechanistic processes, such as

alkene re-adsorption, could also be added to the model. However, it should be considered

whether these improvements have technical relevance.

A further step towards the simulation of load-flexible, dynamic operationwould be the rep-

resentation of a time-resolved product separation so that the quantity of products in the

hot and cold trap can be determined at any time by varying the operating conditions. This

requires the consideration of a phase equilibrium for each time frame within each vessel,

as well as a new reactor model that considers liquid and gas phase buildup.

All in all, the developed simulation provides satisfactory results and can be used as a first

basis for controlling dynamic operation of the FTS system in microstructured reactors. A

transferability toother systems is easily possiblebyadaptationofboundary conditions. The

simulation of mixing conditions made it possible to predict the basic behavior of product

separation in the most important system components. This pays respect to the complex

nature of the synthesis and its diverse products. Both experimentally and from simulation,

a reliable systemwas represented, which should be able tomeet the challenges of a decen-

tralized PtL application with regard to future volatile energy flows.
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4.3.5 Summary

Flexibility of synthesis plants will be a necessary asset in future applications. It is time and

money consuming to experimentally test di�erent setups, especially in larger scales. In or-

der to make product predictions quicker and more feasible, system modeling and perfor-

mance simulation are indispensable tools in process design. The development of a kinetic

model for chemical synthesis is essential for thepredictionandoptimizationof reactors and

catalyst behavior. The assessment anddescription of the flexibility of the reactor during dy-

namic operation must also be considered in order to develop an adaptable control system

for varying operating conditions. In this work, amulti-levelmodel for the description of rel-

evant processes inside a pilot scale Fischer-Tropsch reactor and the associated plant infras-

tructure is presented. Flowandmixingbehavior canbedescribedbya residence timedistri-

butiondesigned for di�erent systemcomponents. Timeand temperature-dependent prod-

uct concentration can be determined by a vapor-liquid-equilibrium applied to the product

condensers. Furthermore, phase equilibria models with ideal and real phase behavior as-

sumptions were compared. A micro-kinetic model was validated in good agreement with

a variety of experimental data. When coupled, the three separate MATLABmodels are able

to predict time-resolved online product characteristics, based on process and feed proper-

ties only. Future small-scale synthesis units will make use of the synergy between highly

e�icient microstructured reactors and their mathematical description in simulation.
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4.4 Paper V – "operando analysis of catalyst behavior in

the synchrotron – a look behind the curtain"

4.4.1 Introduction

TheFTSnowadays is still subject tomechanistic research, despite its ageof almost 100years

since discovery [210, 212–217]. During reaction, e.g. surface species are reported to form

carbides or oxides that can decrease the catalytic activity [233, 234]. Adsorbing species or

reconstruction are known to change the way a catalyst behaves up to the point where its

activity is lowered significantly.

Inorder tounderstand surfaceandbulk chemistry, advancedanalysismethodsare required

to shed light on the catalytic black box. Synchrotron-based methods are optimal tools to

investigate catalysts and to monitor their changes during operation [102, 175]. Therefore,

Fischer-Tropsch catalysts havebeen thoroughly investigatedusingmethods like XASor XRD

or a combination of both to get complementary information on the changes of the amor-

phous and crystalline phases and to connect them to observed deactivation phenomena.

However, compromisesbetween industrial conditionsandsynchrotronFischer-Tropschstu-

dies had to be made due to the challenging reaction conditions of e.g. 250 ◦C and 30 bar.

Synchrotron experiments under an elevated pressure of up to 18 bar [175, 235] have been

performed in micro quartz capillary reactors that lacked a suitable temperature profile as

well as an su�icient amount of catalyst in the bed. The low amount of catalyst in these

kind of reactors results in WHSV far from industrial conditions and makes it impossible to

produce analyzable amounts of liquid FTS products at the synchrotron. Furthermore, cata-

lysts have only been characterized in situ for 48 h TOS. Due to the lack of in situ or operando

reaction cells for combined XAS and XRD at a pressure of up to 50 bar combined with tem-

peratures of up to 450 ◦C [236], a new cell was designed for these harsh conditions. Studies

with combined XAS and XRD on a commercial Co-Ni-Re/Al2O3 catalyst over 310 h TOS dur-

ing the FT reaction were performed. The information gathered during the long-term FTS

synchrotron studies will support future applications, especially for small-scale plants that

rely on a steady catalyst activity [73, 237, 238].
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Furthermore, the newly designed operando cell for combined XAS and XRD opens room to

new realistic studies for further applications under elevatedpressure e.g. methanol synthe-

sis.

4.4.2 Experimental methods

Catalyst, cell and test rig

The same commercial Co-based catalyst mentioned before was again tested in this work.

83.8 mg of this catalyst, a�er diluting it 1:4 with γ-Al2O3 and adjusting the sieve fraction to

100 - 200 µm, was filled into the novel reaction cell, shown in figure 4.12.

Feed out

Feed outFeed in

Thermocouple

Catalyst Bed

Heating Cartridges

X-ray beam

X-ray Diffraction

X-ray Absorption

Feed in

Figure 4.12: Novel designed high-pressure cell for combined XAS and XRD at temperatures
up to 450 ◦C and pressure of up to 50 bar.

The high-pressure cell o�ers simultaneousmeasurements of X-ray absorption and -diffrac-

tion. The cell was tested up to 450 ◦C and 50 bar (He). The catalyst bed is fixed from both

siteswith 1.5mmPF-60 beryllium foils byMaterion and sealedwith graphite foils. The X-ray

beam can penetrate through a 10 x 2mm slit cut in both outer parts of the cell. The position

of the slit enables spatially resolvedmeasurements (e.g. inlet, middle, outlet). The reactive

gases arepassed through the cell from top tobottomtoassist theoutflowof the liquidprod-

ucts. In front of the catalyst bed the gases are equally distributed by an additional inlay to

ensure a homogeneous gas distribution over thewhole catalyst bed. The cell was heated by
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two 160W heating cartridges (HORST) and controlled by a thermocouplemounted close to

the reactor bed inside the stainless steel main body. The whole cell was secured in a newly

designed safety-box equippedwith polyimidewindows thatwas flushed continuouslywith

nitrogen. The gaseswere filtered at the outlet to prevent any contamination of the environ-

ment due to beryllium in the event of a break or bursting of the beryllium foils.

The test rig infrastructure was derived from iterations installed at the IMVT, as presented

in publication 1 (sections 4.1 and 5). The test rig was miniaturized to fit into the beamline

setting.

Analysis

A micro-GC was able to measure the online gas composition of the product gas for inert

gases, and hydrocarbons up to C4 species. The o�line-GCmentioned in section 3.3 enabled

the analysis of liquid hydrocarbons.

The synchrotron beam was capable of entering and exiting the measurement cell and the

safety box. XAS spectra were taken at the Co-K edge. XANES was taken continuously with

2.5min per spectrum,while one extended X-ray absorption fine structure (EXAFS)measure-

ment was taking about 30min. Co references of di�erent oxidized states were compared to

the results. XRD could bemeasured in 10 min.

Experimental campaign

The catalyst was activated by TPR in pure hydrogen and kept at 380 ◦C for five hours. The

initiation phase for the catalyst was executed at around 250◦C with 10 mL min-1 of H2 and

5 mLmin-1 CO for 310 h TOS. A�erwards, a hydrogen dropout was carried out to purposely

oxidize or carburize the catalyst in pure CO.

Post mortem ex situ analysis included XRD, Raman spectroscopy and a thermo-gravimetric

measurement using a mass spectrometer (TG-MS).
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4.4.3 Results and discussion

in situ results

Linear combination analysis (LCA) showed that the fresh catalyst was nearly completely ox-

idized (ca. 91%) before the initial TPR. A�er reduction, EXAFS spectra showed a nearly com-

pletely reduced Co catalyst (ca. 94 %). XRDmeasurements supported the observation.

During initiation phase, changes on the catalyst were very small, as seen in taken XAS spec-

tra. Over 310hTOS, a slight decreaseof theCo-K edgewhiteline features at 7715 eV and7726

eV accompanied by an increase at 7719 eV, 7731 eV and 7742 eV was observed. The findings

hint towards the formationof small amountsof eitheroxidizedcobalt speciesorCo2C,while

the signals do not fit a single reference completely. Themost significant changes happened

between 60 and 310 h of TOS, yet the peaks found in EXAFS arewithin the error of the signal

to noise ratio, being them hints rather than evidence. The comparison of the first deriva-

tives to the carburized and oxidized catalyst provided information that neither Co2C nor

CoO was formed during the first 310 h TOS in the FTS. The formation of a peak at 7717 eV

was also observed in previous studies by Rønning et al. [175, 239], where it was assigned to

the formation of CoAl2O3 species.

The observed changes during initiation phase could not explain the rapid deactivation ob-

served during online GC measurements. During the first eight hours TOS a fast drop from

80 - 90% to 66% CO conversion was observed (see figure 4.13a). The changesmust be due

to the formation of awax phase and a thereby declined pore di�usion. The formation of liq-

uid species/waxes was also confirmed by a low C-balance of the gaseous products, which

is also an indicator for the formation of liquid/solid products during the first hours of initi-

ation phase. This fast deactivation was also observed in previous studies and assigned to a

"reversible deactivation" [240]. A�er eight hours, the rate of deactivation significantly de-

clined to a quasi-stationary state at the end of the experiment. The CO conversion dropped

from 66% to 38 %. The observed deactivation during this time period is assigned as "non-

reversible deactivation" [240] and might be due to irreversible changes of the catalyst or

the formation of di�erent carbon species [234]. Product selectivity could further support

those assumptions (see figure 4.13b). It was rather constant in the observed time period,

a�er the catalyst got wetted in the first 80 h by increasing wax formation along the bed.
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Figure 4.13: Experimental results from the 310 h initiation phase. (a) Conversion of the
syngas molecules and the carbon balance in the gas phase; (b) selectivity to
gaseous products as derived from the product gas phase.

A significant rise of the selectivity to CH4 occurredin this time phase. From that point on,

the selectivity data is constant, besides a signal jittering caused by the back-pressure valve

or product sampling. The low conversion levels and C5+ selectivity are caused by the very

low residence time compared to previous lab-scale studies [73, 75]. Since not all of the ob-

served deactivation phenomena could be explained by the applied operandomethods, the

catalyst was further analyzed ex situ a�er the long-term experiment.

ex situ results

Ex situ XRD analysis showed no oxidic cobalt species, despite the catalyst being extracted

from the reaction cell in an oxygen-rich atmosphere. This might be due to the formation of

a protecting wax phase on the catalyst surface. A significant formation of cobalt carbides

was also excluded, as no reflections for Co2C have been found in the XRD.

However, Raman spectroscopy showed the formation of three peaks assigned to the D4

(1170 cm-1), D1 (1319 cm-1) and G (1603 cm-1) bands. According to Sadezky et al. [241], the

D4 and D1 bands originate from disordered graphitic lattice and/or from the graphitic lat-

tice. The G band originates from ideal graphitic lattice. The absence of D2 bands indicate
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that mainly poorly ordered structures of graphite were formed [242]. This was confirmed

by the relatively broad shapes of the D1 and the G bands that are sensitive to the extent

of two-dimensional graphitic ordering and might be a hint for a large degree of interstitial

disorder along the c-axis between the in-plane direction [243]. Microcrystalline planar size

analysis further supports that statement by providing evidence on a large degree of disor-

der suggesting the presence of a very poorly graphitized structure [244].

The amount and types of carbon and wax depositions were characterized by H2-TPR and a

subsequent O2-TPO coupled with MS-analysis. The H2-TPR provided the formation of two

significant methane peaks at 280 ◦C and 650 ◦C. The first peak corresponded to a loss of 3

% of total mass and could be assigned to the hydration of atomic carbon, surface carbides

and hydrocarbons. The second peak with a total mass-loss of 2 % was likely caused by the

hydration of graphitic carbon deposits [245]. The peak formation of H2O at around 100 ◦C

was due to desorption of surface H2O, while the second rise of the H2O signal at around 475
◦C could be caused by the reduction of oxidized cobalt species. In total, around 10% of the

sample mass was lost due to hydration, with about half due to hydration of carbonaceous

species and half due to water evaporation and reduction of oxidized cobalt species.

The consecutive O2-TPO showed one distinct CO2 peak at the reference line around 350
◦C. This peak formation is due to hydrogen-resistant carbonaceous species. It provides ev-

idence that a reactivation procedure simply by H2-TPR is not enough to completely reac-

tivate the catalyst [233]. The mass loss of the catalyst due to oxidation of the hydrogen-

resistant carbonaceous species was not determined in this case, as the mass-increase due

to re-oxidation of the catalyst was overlapping with themass-loss of the oxidized carbona-

ceous species. The progressive loss of themasswith the temperature above 550 ◦Cwithout

formation of a CO2 signal might be due to an ongoing CoAl2O4 formation. This would be in

a good agreement to the blue color of the catalyst a�er the TPH/TPO experiment.

4.4.4 Summary

This operando XAS and XRD study on the Fischer-Tropsch synthesis over more than 300

h TOS at 250 ◦C and 30 bar on a commercial catalyst for FTS provides an important step

forward to bridge the gap between fundamental studies at synchrotron radiation sources
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and industrial reaction conditions. Furthermore, these results demonstrate that by using

spectroscopic reactors that allow to perform operando studies with an adequate amount

of catalyst and realistic space velocities, the catalytic performance can be well derived di-

rectly at a synchrotron radiation facility. This opens new possibilities for the clarification of

structure-activity relationships not only in the Fischer-Tropsch synthesis, but also in other

industrial reactions requiring high pressure and temperature.



5 Summary and Outlook

In thecourseof thiswork, adeepunderstandingof the functionalityofmicrostructuredpilot

scale reactors for use in exothermal, heterogeneously catalyzed Fischer-Tropsch synthesis

was developed. The LTFT proved to be a great example for the technology’s advantages.

The pathway to produce sustainable, renewable fuels in decentralized plants is supported

through this work.

The potential and advantages of a microstructured reactor scale-up and the list of tools

available for its process control has been elaborated. A demanding BtL setup with high in-

ert dilution was chosen to evaluate the influence of di�erent process conditions such as

temperature, pressure, residence time and gas properties both in a lab and a pilot scale re-

actor. While a broad range of conditions is applicable in both fixed-bed reactors, the larger

system showed even more advantages by o�ering process control by evaporation cooling.

High conversion levels could be achieved, at which the reaction could be operated isother-

mally while still controllable. Further reactor scale-ups or numbering-upsmay thus help to

increase productivity, with regard to decentralized, small-scale BtL and PtL applications.

Possibilities from fast and e�icient process control were evaluated in two consecutive pub-

lications, both investigating dynamic operation of the given pilot scale system. The main

focus was set on changes in the feed gas composition and -flows, as well as the change of

reaction temperature. A�er initial tests and an introduction to the general reaction periph-

ery and measurement devices, parameter changes were carefully applied and steadily de-

veloped to shorter time scale. Since the system su�ered from a certain signal delay caused

bydead timesof theproduct condensation vessels, the evaluationof dynamic e�ects below

that time spanwas challenging. Still, step-changes were shortened to theminute-range. In

order to test restrictions for changes in a challenging reaction system, a real photovoltaic
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power output profile was discretized into a volatile hydrogen flow experiment to fit the re-

action system at hand. In multiple campaigns, despite looking for potential restrictions in

the rate of parameter changes, the versatility and reliance ofmicrostructured reactors with

evaporation cooling was proven. Overall, the process could be improved by fast dynamic

operation, in terms of methane selectivity and product quality. A more unfavorable BtL

case with changing syngas ratio, residence time and temperature under the assumption of

a stationary CO feed was executable by the pilot scale FT reactor. The PtL case study ex-

hibited very stable and better controllable conversion at constant product quality. Within

the framework of the PtL campaign, 70 % of CO conversion was targeted and in most situ-

ations achieved, despite a fluctuation in gas feed and temperature. Only the start-up and

down-ramping phases were challenging, since there was not enough total available reac-

tion enthalpy to keep the reactor operating in autothermal mode.

From this work it can be assumed that fast dynamic changes performed in the FTS within

microstructured reactors have no influence on long-term catalyst activity and stability. This

was shown by regular determination of the conversion level for a reference setup. Still, as

the reactor is a black box, sophisticated methods must be applied to get a glimpse of ef-

fects happening on catalyst level. For that reason, spectroscopic methods were chosen to

inspect di�erent process e�ects on the catalyst surface and bulk in a run with over 300 h of

operationat theKIT synchrotron. Methods to investigate e�ects includedXASandXRDmea-

surements with concurrent product evaluation via a micro GC and a mass spectrometer.

Liquid products were analyzed ex situ in an o�line-GC. During initiation phase, carburiza-

tion was assumed to occur from regular reaction. Since the formation of those species was

not su�icient to explain the drastic drop in conversion levels during that time on stream,

the formation of long-chained, immobile hydrocarbons was assumed to be themain cause

of the decrease. Feed gas changes were applied in that reaction setup and proved that no

imminent deactivation occurs from fast gas concentration changes, going as low as a hy-

drogen to carbon monoxide ratio of 1. Reducing the ratio to 0 during a hydrogen dropout

was found to deactivate the catalyst even further boy carburizing and not oxidizing it. De-

activation of the catalyst was evaluated as being partially reversible and irreversible. The

catalyst needed tobe reactivatedandacombinationof oxidationand reduction is proposed

to get rid of the carbides visible in ex situ analysis. Catalyst lifetime is an important topic,



Chapter 5: Summary and Outlook Page 74

especially with valuable materials such as cobalt.

Amicrokineticmodel of the reactionwas adapted to predict productivity and product qual-

ity. When coupled with a vapor-liquid equilibrium and a residence time model, real-time

separation of the diverse Fischer-Tropsch product phases was established in a multi-level

model. The microkinetic model, based on 20 experimental setups, showed a good perfor-

mance in terms of accuracy. Phase calculations for product condensation were developed

based on a volume-translated Peng-Robinson equation of state. The residence timemodel

of the systemwas described based on a tanks-in-seriesmodel. Data to fit themodel param-

eterswasbasedondead timeexperiments. The layoutof themodelwasultimately focusing

on a fast switch between two experimental setups and the influence on the products during

the change of process conditions.

If further developed, themodel canbeused to forecast productivity andproduct properties

in dynamic process campaigns. Improvements in product characteristics could include the

extension of the highest product chain length from 50 carbon atoms to a higher value and

the addition of iso-alkanes and alkenes as product compounds. Model validity can be fur-

ther improved by incorporating more experimental setups with a broader range of process

parameters.

All sections in this work focus on one or more system characteristics under the general as-

sumption that microstructured Fischer-Tropsch fixed-bed reactors are well suited for de-

centralized BtL and PtL plants. The e�icient microstructure technology with its intensified

heat and mass transport properties allowed manageable control regarding changing pro-

cess conditions and a constant process performance under these dynamic conditions that

large-scale industrial reactors lack.

Dynamic synthesis will be a valuable piece in the future of process engineering. Smart

flow and process control will become increasingly important and this work gives impor-

tant insights into relevant system properties, challenges and opportunities. The use of mi-

crostructured reactors might be one of the most promising paths to follow to flexibly pro-

duce storable high-quality energy carriers from renewable energy.
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Current projects focusing on the energy transition in traffic will rely on a high-
level technology mix for their commissioning. One of those technologies is the
Fischer-Tropsch synthesis (FTS) that converts synthesis gas into hydrocarbons of
different chain lengths. A microstructured packed-bed reactor for low-tempera-
ture FTS is tested towards its versatility for biomass-based syngas with a high inert
gas dilution. Investigations include overall productivity, conversion, and product
selectivity. A 60-times larger pilot-scale reactor is further tested. Evaporation cool-
ing is introduced which allows to increase the available energy extraction from the
system. From that scale on, an autothermal operation at elevated conversion levels
is applicable.
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1 Introduction

The heterogeneously catalyzed Fischer-Tropsch synthesis
(FTS) was discovered over 90 years ago [1] to produce syn-
thetic fuels out of syngas, CO, and H2. Coming from coal gasi-
fication (coal-to-liquid, CtL), the FTS nowadays experiences
renewed interest with novel process paths towards syngas. It
offers the possibility to change the present fuel consumption
while using renewables to produce synthetic fuels with distinct
advantages compared to its fossil counterparts. This technology
could help to lower the anthropogenic carbon footprint in the
transport sector due to multiple available feedstocks (X-to-liq-
uid, XtL). Conversion technologies range from natural gas or
biogas liquefaction (gas-to-liquid, GtL) to applications using
electricity, water and CO2 (power-to-liquid, PtL) or organic
sources like biomass (biomass-to-liquid, BtL).

The route from syngas to synthetic fuel (synfuel) according
to a simplified reaction equation for the FTS is:

nCOþ 2nH2 fi�ðCH2Þ�n þ nH2O DH0
R ¼ �158 kJ mol�1

(1)

Humanity will still rely on liquid fuels in the next few
decades due to a lack of alternatives in certain areas, e.g., avia-
tion [2]. State-of-the-art fossil fuels have two problems: a lim-
ited availability of global reserves with slowly decreasing prod-
uct quality [3] and the critical release of CO2 from combustion
that has been chemically stored underground for millions of
years, which ultimately changes the global climate [4]. The use
of alternative fuels offers an important possibility to reduce the

anthropogenic greenhouse gas emissions while using an exist-
ing infrastructure. This has internationally been identified.

Several initiatives and projects investigate the improvement
and application of advanced technologies to change energy
sources and consumption. Examples are the World Bank’s
‘‘Zero Routine Flaring by 2030’’ initiative [5] or Germany’s
‘‘Kopernikus projects’’ [6]. Those operations aim to establish
decentralized, on-site production units, may it be near an iso-
lated gas or oil field or the executive support of a future power
grid for optimized energy distribution via sector coupling.

The flexibility of the FTS is remarkable since many carbon
feedstocks can be converted into syngas. Another stand-out
feature is the high volumetric energy density of the liquid prod-
uct, which ranges between 40 and 48 MJ kg–1 [7]. Compared to
fossil counterparts [8, 9], improved overall combustion proper-
ties such as lowered soot and NOx production can be achieved
due to its paraffinic nature.

Thanks to subsidies from the German government, around
36.2 % of German electricity in 2017 was generated from
renewable sources such as geothermal energy, solar and wind
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power or biomass [10]. An important driver of that develop-
ment changed recently when fixed subsidies per unit of pro-
duced electrical energy were changed into a competitive sys-
tem. Now only the most developed technologies and plants
with higher efficiency are supported. This aims to further in-
crease technological advance, cost efficiency, and competition
within the renewable sector [11]. However, for a good number
of existing plants this poses an insecurity for a continuous eco-
nomical operation.

Upgrade of biogas for the injection in the natural gas grid is
less commonly applied compared to the direct use in decentral-
ized combined heat and power (CHP) units for local energy
supply, mainly due to the high investment cost for gas cleanup.

A promising option for biomass utilization is the conversion
of the feedstock into liquid energy carriers for the use as fuels
or platform chemicals. Potential process steps are biomass pre-
treatment, gasification, gas cleaning, and FTS with power gen-
eration from the gaseous FT byproducts and FT liquids [12].
Today, bioenergy contributes to approx. 50 % of all renewable
energy that is consumed worldwide [13].

FTS in the framework of biomass conversion may be one
important technology if the goals of the Paris agreement are to
be kept by 2050. Besides FTS, BtL processes are able to produce
different liquid energy carriers. Target products can include
ethanol, methanol, dimethyl ether (DME), oxymethyl ether
(OME), or methanol-to-gasoline (MTG) products. Already
existing or soon to be commissioned BtL pilot-plant projects in
Europe producing advanced biofuels include BioDME (DME
synthesis, Chemrec, Sweden), Bioliq (methanol, DME, gasoline,
KIT, Germany), Güssing FT (renewable diesel on gasifier side
stream, Vienna University of Technology/BIOENERGY 2020+,
Austria), and BioTfueL (biokerosene, a French industrial con-
sortium, France). Another BtL application can be found in
Canada (ethanol/methanol, Enerkem) [14].

For industrial application, there are a number of volatile var-
iables that make investments in large plants risky: the final
product price which strongly depends on the political frame-
work and available supply chain, the feedstock capacity, but
also the current metal price and all costs concerning the feed
gas supply [15]. Reducing this complexity, intensifying the pro-
cess by new technologies and markets rather than increasing
centralized plant sizes can be a promising strategy [3, 16, 17].

The significance and the potential of small-scale applications
has recently been acknowledged. PtL demonstration projects
were formed, such as PowerFuel [18] or Soletair [19]. BtL proj-
ects such as COMSYN within the Horizon2020 frame by the
European Commission [20] have also been introduced. Since
the total carbon footprint from the transport sector has not
changed since 1990, BtL and PtL will be an effective measure
towards greenhouse gas (GHG) neutral transportation and
boosting the bio-share quota of refineries while using an estab-
lished infrastructure [21]. Car engines, fueling stations, and
refineries can be further used.

A mixture of a few large plants and many decentrally applied
technologies may reform the energy market of the future.
Therefore, PtL/BtL plants are considerable building blocks for
energy conversion. Different scenarios focus already on appli-
cations in the heavy transport sector, e.g., shipping and aviation
[22, 23].

Due to the highly exothermic properties of the FTS, the con-
version in common industrial reactors needs to be limited to
avoid hot spots that would permanently harm the catalyst [24].
Because of this limited conversion, the product gas, which is
rich in unconverted feed gas components, needs to be recycled
in order to reach high carbon efficiency. This leads to increased
cost [25]. Typical approaches to reduce hot spots are further
dilution of the catalyst in the formed liquid phase in slurry-bed
reactors or via egg-shell catalysts in tube-bundle reactors. Since
it matters strongly how well the reaction heat can be taken out
of a system, microstructured reactors show big advantages in
this regard [26].

Heat removal from the catalyst and mass transfer from gas
via the formed liquid phase to solid catalyst are intensified
within microstructures, allowing to manage the active site tem-
perature to stay isothermal even under challenging process
conditions such as conversions around 80 % [27–29]. The pos-
sibility of a high conversion reduces or even omits gas recycling
and thus simplifies the overall process. Due to intensified mass
transfer, a very high space-time yield, which is nearly 100 times
larger compared to conventional slurry-phase reactors, can be
reached. A compact and modular plant design with small foot-
prints can therefore be realized (see Tab. 1). This simplified,
compact, and modular setup potentially enables decentralized
application such as offshore or remote solutions [23, 30].

Previously inaccessible markets open up by utilizing locally
available feedstocks [17]. Industrial application of microstruc-
tured reactors is often restrained due to less confidence in the
technology. Scaling-up can be achieved by simple multiplica-
tion of microstructures [31]. In the area of FTS, advanced reac-
tor technology is already bridging the gap between academia
and industry [32–35].

Fischer-Tropsch products consist of linear and branched
alkanes (paraffins, iso-paraffins), alkenes (olefins), and oxygen-
ates. The products come in gaseous, liquid, and solid form
under ambient conditions. The selectivity towards species and
carbon chain length in the product mixture is strongly depen-
dent on adjusted process conditions. Most important are tem-
perature, residence time, partial pressures, and the catalyst sys-
tem itself. Due to cleaned feed syngas from purification, the
final fuels do not contain any organic sulfur or aromatics
and have a cetane number well above 50 [24]. A high dilution
with nitrogen is likely for any biomass-based feed from
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Table 1. Comparison of intensified FTS technology in demon-
stration or industrial scale with conventional reactor systems, as
well as catalyst activity from literature [36–38].

Catalyst activity
(C5+ per catalyst mass)
[gC5+gcat

–1h–1]

Space-time yield
(C5+ per reactor
volume) [kg m–3h–1]

INERATEC� 2.1 1785

Velocys – 1600

Oryx GTL – Sasol – 20.6

Literature review 1.4 –
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gasification or for biogas using air instead of oxygen for gas ref-
ormation [39].

In this work, influences from the feedstock on product prop-
erties are highlighted for the low-temperature FTS (LTFT). A
previously introduced microstructured fixed-bed reactor is
used [28, 40]. Different microstructured layouts are tested and
optimized towards their effect on product properties in pure
syngas before [29]. There, the high surface area of the reaction
foils has been found to be very effective in removing the reac-
tion heat. Thermal stability under severe conditions has also
been demonstrated before [28].

The present study details the influence of different partial
and total pressure levels, as well as H2/CO ratios. A thorough
analysis of all product fractions is executed. Furthermore, a
scaled-up pilot reactor is tested which allows comparison of
results with the much smaller lab-scale reactor at varying sys-
tem temperature and weight hourly space velocity (WHSV).
Due to autothermal behavior within this reactor scale, evapora-
tion cooling is introduced as the method of choice to extract
the released reaction enthalpy from the system and to effi-
ciently change the system temperature. Similar process condi-
tions are tested for both reactor scales to evaluate possible
effects from feed gas dilution in order to simulate syngas from
BtL applications.

2 Experimental

2.1 Catalyst

For all featured experiments, a commercial cobalt catalyst with
20 wt % Co and 0.5 wt % Re on an optimized g-alumina sup-
port was used. Cobalt is the preferred catalyst for LTFT if satu-
rated compounds are targeted. It shows high selectivity towards
linear alkanes, a high activity at low temperature as well as a
negligible water-gas shift (WGS) activity compared to iron cat-
alysts [3, 41, 42]. The particle size distribution was adjusted to
50–200 mm for the fixed bed inside the microstructures.

Approximately 2 g and 120 g of catalyst were placed inside
the lab and pilot reactor, respectively. The catalyst was first
reduced in situ with either heat transfer oil flowing through the
cooling channels or heat cartridges placed on top of the reactor
surface. A temperature ramp for the reactor surface was applied
starting from room temperature to 623 K with 1 K min–1. For
that ramp, a gas mixture of 5 % H2 and 95 % N2 was given to
the reactor. The final temperature was held for 16 h. Once the
temperature maximum was reached, 100 % H2 was fed into the
reactor for the rest of the reduction. After 16 h, the reactor was
cooled down to 443 K. From that temperature the different
reaction parameters and gas flows were adjusted.

2.2 Microstructured Reactors

2.2.1 Lab Scale

The reaction was carried out in a microstructured reactor that
has been applied previously [28] and consecutively optimized
regarding its structural properties [29]. The principal function-

ality has been elaborated. Negligible pressure drop in the reac-
tion on the fixed bed was found due to appropriate particle
sizes and reactor layout [43].

The reaction volume of the applied system was 2.71 cm3

formed by eight diffusion bonded reaction foils containing
micropillars with 0.75 mm height and 1.2 mm space between
each other in face-to-face arrangement to form four reaction
slits. Temperature control was ensured by five structured foils,
which were stacked in between the reaction slits and where
heating oil (Therminol 66, Fragol) was pumped through. The
temperature at inlet and outlet of the reaction was measured
with temperature sensors placed in the foil stack.

2.2.2 Pilot Scale

The larger pilot-scale reactor was designed with a scale-up fac-
tor of around 60 compared to the reactor described in
Sect. 2.2.1 (Fig. 1). The foils were redesigned and optimized to
fit the larger outer dimensions. The new development results in
a reaction volume of ca. 163.4 cm3 which was designed for at
least 6 L of product per day, depending on process conditions.
Additionally, channels with specially designed cooling struc-
tures were integrated for water entering at nearly boiling tem-
perature. Evaporation cooling should keep the reaction temper-
ature isothermal.

2.3 Reaction Setup

The periphery of the smaller reaction setup was described ear-
lier [29, 44]. The larger system showed the same structural
properties but with associated bigger product traps and an
evaporation cooling cycle under pressure (Fig. 2).
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Figure 1. CAD sketch of the pilot-scale reactor (a) and a photo
of the resulting design with a pen for size comparison (b).
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The feed gas supply was regulated by mass flow controllers
(MFCs; model 5850S, Brooks) and monitored by a mass flow
meter (MFM; model 5860S, Brooks). All tubing material and
system components such as valves and pressure regulators were
made from stainless steel. This material meets the respective
requirements regarding operating pressure and temperature
and shows no interaction with the reactants. Liquid products
were first collected in a hot trap, which is a pressure resistant
container with a volume of about 4 L. It was electrically heated
to 443 K for that higher hydrocarbons, the so-called wax, can
condense in this vessel. The subsequent cold trap was held at
low temperature to collect the condensed and residual liquefi-
able product fraction from the micro heat exchanger. This
vessel is the largest system component with about 20 L of total
volume which is kept below 300 K by a stainless-steel cooling
coil of about 2 m length inside the vessel.

The liquefied product accumulated in the respective trap
system for offline sampling while the gaseous fraction of the
product was led to an online GC system (Agilent 6890N) to
determine the conversion and selectivity towards gaseous
components. The system pressure was held by a back pressure
regulator valve. A permanent bypass with a low flow was
adjusted with a fine needle valve to measure the feed gas com-
position.

2.4 Product Analysis

All three product phases demanded their own method of
analysis, all of which needed to be carried out in different GC
systems. Products formed gaseous or liquid at reaction condi-
tions. The wax fraction removed from the hot trap under liquid
conditions needed to be melted and dissolved after sample
solidification. A liquid ‘‘oil’’ fraction accumulated inside the
cold trap with accompanying water. The water was separated
from the upper, nonpolar phase before analysis. Liquid prod-
ucts were analyzed with a 7820 GC (Agilent) in a DB–2887 col-
umn (Agilent), while the solid fraction was analyzed using a
cooled injection system and a high–temperature simulated dis-
tillation column (see Sect. 2.4.3). All samples were taken few
hours after parameters were changed and after emptying the
traps in between setups.

2.4.1 Gaseous Species

For gas analysis, different GC columns and detectors were
applied within the unit (Agilent 7890B). Hydrocarbon species
were analyzed in a flame ionization detector (FID), while a
thermal conductivity detector (TCD) was used to measure H2,
N2, O2, CO, and CO2 as well as hydrocarbons up to heptane.
Two HayesepQ columns (Agilent) first separated hydrocarbons
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Figure 2. Overview of the
pilot-scale reaction setup; a
small amount of the gas
mixture is bypassing the
reactor to measure the feed
(labeled Permanent Feed
Bypass) via GC analysis. A
micro heat exchanger (la-
beled mHE) is used to con-
dense the liquids for the
cold trap.
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from CH4 to C7H14, as well as CO2 from the rest of the perma-
nent gases. Two Molsieve 5A columns (Agilent) were used to
split the retained CO, N2, and H2, while a PoraPlot Q column
(Agilent) separated the hydrocarbons and CO2.

By measuring a feed bypass, the present H2/CO ratio could
be calculated via the gas fraction yi

1):

H2

CO
¼

yH2;feed

yCO;feed
(2)

Syngas conversion Xi was determined using nitrogen as
internal standard to correlate the flow before and after the reac-
tion, since there is considerable volume reduction from the
reaction. The conversion can be calculated according to:

XCO ¼

yCO;feed

yN2;feed
�

yCO;product

yN2;product
yCO;feed

yN2;feed

(3)

The selectivity of hydrocarbon components was determined
by means of an FID detector. N2 was only detected on the
TCD. Since CH4 was measured on both detectors, the relation
of its signal between FID and TCD was taken as an additional
factor:

SCiHx
¼

i
yCiHx;FID

yN2;product

yCH4;TCD

yCH4;FID
yCO;feed

yN2;feed
�

yCO;product

yN2;product

(4)

with i being the carbon number and x being the equivalent
number of hydrogen atoms of the observed hydrocarbon. The
selectivity towards products with carbon chain lengths of five
and higher (‘‘fuel range’’) was determined by subtracting the
selectivity towards gaseous components from 1:

SC5þ
¼ 1�

X4

i¼1

SCiHx
(5)

2.4.2 Liquid Product

Under ambient conditions, the liquid phase from the cold trap
consists of a lower water phase and a hydrocarbon phase.
Many different species of molecules are present in this mixture,
ranging from linear alkanes over double-bonded alkenes to
branched iso-alkanes and alcohols. A GC method was applied
to separate the species. Since calibration of all components is
not possible due to missing standards, the correlation between
the GC signal area and the number of –CH2– monomers per
molecule was employed to calculate the concentration of higher
hydrocarbons.

The productivity PX was calculated for each liquid (water,
hydrocarbons) and solid product. It was measured gravimetri-

cally after an experiment via the weighed product mass mX,
with X being water, oil or wax, respectively:

PX ¼
mX

Dtmcat
(6)

After weighing and analyzing a fraction, the total amount of
a chosen compound with given carbon number wi was deter-
mined in dependence of the respective mass flows _mi, gas frac-
tions, volume flows _Vi, productivities and densities ri:

wi ¼
_mi

_mtotal
¼

yiPXmcatalyst

_mgas þ _mliquid þ _msolid
for solids=liquids (7)

wi ¼
yi

_V feed;STPri;STP

_mtotal
for gaseous species (8)

2.4.3 Solid Fraction

Analysis of hydrocarbons with a high density and low solubility
is a difficult task [45]. A method with carbon disulfide (CS2)
was applied, which showed sufficient solvent characteristics
[46] and was used for analysis despite its high toxicity and low
boiling and ignition point. Additionally, a separately heated
injection module (Gerstel KAS 4 with C506 controller) was
employed on an Agilent G1530A GC with a column that was
specifically suitable for simulated distillation (Restek MXT-
1HT).

2.4.4 Anderson-Schulz-Flory (ASF) Distribution

The ASF chain length distribution was originally developed by
Schulz and Flory and is widely applied for FTS analysis [64].
Through Eq. (9), the so-called chain-growth probability a can be
determined in the range from 0 to 1. It can be used to reflect the
tendency of the catalyst to produce longer hydrocarbon chains.

a j�ið Þ ¼ exp �aj�i
� �

¼ exp �
wj=Cj

wi=Ci

� �
(9)

with j > i; i, j being the carbon chain numbers, a the slope of a
linear part of the ASF plot between x = [i j], wx the mass frac-
tion of chain length x, and Cx the carbon number within chain
length x.

2.5 Parameter Sets

As literature implied [47, 48], there are four main process
parameters having the strongest influence on the outcome of
the reaction: pressure, H2/CO ratio, temperature, and residence
time. Apart from that, many different materials such as sup-
port, promotor, active metal, distribution, composition etc.
may be further mentioned.
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It was important to observe the system’s behavior for differ-
ent cases of gas composition, namely, a diluted syngas with
high amounts of N2 and or CO2 as one would expect from bio-
gas origins or from gasification without an air separation unit
(ASU) [49].

Experiments concerning the addition of CO2 in the feed
were executed to confirm, apart from all other information, the
influence of the WGS reaction on the cobal-based catalyst. This
is generally reported to be negligible, depending on the catalyst
system [50, 51]. Samples with running number ‘‘1’’ were carried
out in the lab-scale reactor described in Sect. 2.2.1. Experiments
with number ‘‘2’’ in front were carried out in the pilot-scale
reactor described in Sect. 2.2.2.

The total system pressure may influence operation costs
[12]. Especially in solid feedstock applications, e.g., direct bio-
mass gasification, a higher pressure may be disadvantageous.
To investigate a certain flexibility towards syngas generation,
different total pressures were applied. According to literature,
the total pressure exhibits no clear trend on the synthesis out-
come [52, 53]. It is maybe more important to look on the parti-
al pressure of the components, especially for gases whose pres-
ence favors deactivation [41, 53, 54]. In Tab. 2, three parameter
sets regarding the pressure influence applied in the present
study are listed.

The H2/CO ratio determines the stoichiometric availability
of hydrogen to form hydrocarbons with CO monomers. In
biomass applications, a variety of different syngas ratios are
reported depending on the gasification conditions and oxida-
tion ratio (oxygen/air and steam content). To highlight the ver-
satility of the reactors, different syngas ratios were tested.

Many mechanisms on how to perform the FTS ‘‘polymeriza-
tion reaction’’ have been published in the past [54–56]. In the
end, the availability of hydrogen in the catalyst bed determines
whether or not chain progression can be initiated, influencing
the average length of the product’s hydrocarbon chain. The
stoichiometric feed ratio for maximum conversion nevertheless
accounts to ~ 2.15 [41].

Tab. 3 shows the two parameter sets for different H2/CO
ratios with rather unfavorable values, which may represent bio-
mass gasification without syngas conditioning.

Syngas conversion is strongly related to the reaction temper-
ature. However, it may also severely influence the chain length,
so a parameter set should represent conditions where an
acceptable low methane selectivity and sufficient CO conver-
sion can be found. The following experiments were chosen to
further investigate evaporation cooling of the microstructures
in pilot scale.

Up to around 523 K, many sources describe the process as
LTFT that may use iron or cobalt as an active component
[57, 58]. Under those conditions, the usage of a cobalt-contain-
ing catalyst is possible since oxidation is a negligible factor for
long-term activity. A high temperature would lead to shorter
hydrocarbon chains, since chain termination is promoted
through hydrogenation and other effects [59]. A high tempera-
ture would also enhance deactivating effects such as coking,
sintering, or wax fouling [51, 60]. Three different sets of param-
eters with different temperatures for the pilot-scale reactor
were chosen for comparison between 493 K and 513 K, as sum-
marized in Tab. 4.

The flow rate of the gaseous feed determines the contact time
with the catalyst surface. Thus, the possibility of chain growth
will decrease with increasing WHSV since it relates the feed’s
(mass) flow with the mass of catalyst inside the reactor.

WHSV ¼ _mfeed

mcatalyst
(10)

To test the pilot-scale reactor in this regard, Tab. 5 gives an
overview of the process parameters chosen for a comparison.

3 Results and Discussion

3.1 General Process Properties, Analysis Results,
and Stability

CO conversion was typically above 50 % in the experiments,
which were carried out under high dilution. A rather large
number of set points was applied in a short time, so that long-
term deactivation effects could be neglected in the observed

time frame. Furthermore, an initia-
tion phase was passed, after which
natural deactivation was very low.
The conversion change during ini-
tiation due to catalyst reshaping
is known to appear in the course
of the first few hundred hours of
operation [61]; liquid hydrocar-
bons start to fill the catalyst pores
and induce diffusion limitation
until a stationary conversion level
is reached [62].

The conversion over time-on-
stream (TOS) for the lab reactor
system is depicted in Fig. 3. At
every point marked with an aster-
isk, a parameter change was
applied. Gaps in the graph are
caused by feed gas measurements
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Table 2. Experiments 1A–1C for varying total pressure setups in the lab-scale reactor.

Sample H2

[vol %]
CO
[vol %]

N2

[vol %]
CO2

[vol %]
H2/CO
ratio

Total flow
[mLNmin–1]

WHSV
[g g–1h–1]

ptotal

[MPa]
T
[K]

1A 27.77 16.13 43.28 12.82 1.72 640 20.80 3 513

1B 29.44 16.70 42.56 11.30 1.76 640 20.18 2 508

1C 27.69 16.55 42.34 13.42 1.67 640 20.90 1.5 513

Table 3. Experiments 1A and 1D for different syngas ratios in the lab-scale reactor.

Sample H2

[vol %]
CO
[vol %]

N2

[vol %]
CO2

[vol %]
H2/CO
ratio

Total flow
[mLNmin–1]

WHSV
[g g–1h–1]

ptotal

[MPa]
T
[K]

1A 27.77 16.13 43.28 12.82 1.72 640 20.80 3 513

1D 25.56 16.68 44.55 13.22 1.53 690 23.50 3 513
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of the bypass instead of the product stream. The general nega-
tive slope is caused by the above-mentioned initiation of the
reaction. The flattening of the conversion curve is observable
after around 650 h TOS.

The lab-scale reactor behaved isothermal, meaning a temper-
ature gradient of below 2 K, both in axial and radial length.
This was observed with two thermocouples along the reactor’s
width and four thermocouples at the entrances and exits of
both fluid streams, respectively. The efficiency of temperature
regulation in this scale is very well adjustable with the use of
heating oil.

In pilot scale, a maximum temperature gradient along the
catalyst bed of 4 K maximum, in most cases around 1–2 K, is
considered nearly isothermal. The possibility to cooling down

and control the reaction tempera-
ture by evaporating water gave
options to adjust temperatures in
the process quickly and efficiently.
The point from which the reaction
behaved autothermal was reached
around 35 % of CO conversion for
most given flows.

In Fig. 4, CO conversion over
TOS is depicted for around 250 h of
experiments; an initiation phase as
in the case of the lab reactor was not
possible due to the considerable gas
consumption of the system. Every
change of parameters is marked
with an asterisk. After around 155 h
of TOS, several experiments without
inert gas dilution were carried out,
which led to an increase in CO con-
version to around 80 %.

It is worth mentioning that no WGS activity was observed
throughout the course of the presented experiments, as
expected from cobalt systems without MnO support [63, 64].
No effect from water regarding reaction inhibition or perma-
nent deactivation could be detected.

In Tab. 6, relevant results of all product phases are presented.
CO conversion and product selectivity were calculated from
the concentrations in gaseous phase averaged over TOS for
each experiment.

Alkane, alkene, and iso-alkane contents were determined
from the liquid product phase. The compound class spread for
alkanes:alkenes:iso-alkanes was roughly 75:10:15 for lab scale
and 80:10:10 for pilot scale, respectively, with ± 5 % deviation.
The selectivity towards C5+ accounted between 66 and
83 mol %. With the given GC system, errors in the detection
of alcohols might occur due to distinct overlapping with
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Table 4. Experiments 2A–2C for different temperatures adjusted within the pilot-scale reactor.

Sample H2

[vol %]
CO
[vol %]

N2

[vol %]
CO2

[vol %]
H2/CO
ratio

Total flow
[mLNmin–1]

WHSV
[g g–1h–1]

ptotal

[MPa]
T
[K]

2A 29.46 15.41 43.47 11.76 1.91 38 147 20.08 3 496

2B 29.46 15.41 43.47 11.76 1.91 38 166 20.09 2.8 502

2C 29.46 15.41 43.47 11.76 1.91 38 166 20.09 2.8 511

Table 5. Experiments 2D and 2E with different WHSV in the pilot-scale reactor.

Sample H2

[vol %]
CO
[vol %]

N2

[vol %]
CO2

[vol %]
H2/CO
ratio

Total flow
[mLNmin–1]

WHSV
[g g–1h–1]

ptotal

[MPa]
T
[K]

2D 31.08 15.47 42.02 11.44 2.01 38 134 19.65 3 499

2E 31.08 15.47 42.02 11.44 2.01 26 407 13.61 3 497

Figure 3. CO conversion over TOS for the course of over 1100 h
for the lab-scale microstructured reactor with changing process
parameters, each marked with an asterisk. All parameter sets
described in this work are additionally labeled from 1A to 1D in
the figure.

Figure 4. CO conversion over TOS of around 250 h for the pilot-
scale microstructured reactor with changing process parame-
ters, each marked with an asterisk. Setups 2A to 2E are addition-
ally labeled within the figure. From around 155 h of TOS, experi-
ments continued without inert gas dilution.
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iso-alkane signals in the oil phase, making definitive identifica-
tion difficult. Part of the detected iso-alkanes could therefore
be alcohols.

3.2 Evaporation Cooling in Pilot Scale

The efficiency of the evaporation cooling structures was initial-
ly tested with heating oil replacing the reaction mixture in an
even larger pilot reactor than presented (five times the width of
the reaction zone). Preheated oil at 518 K (Therminol 66, Fra-
gol) was put through the reactor from bottom to top to guaran-
tee an even flow of the viscous liquid through the structures.
Water was distributed from right to left inside the cooling
channels by a pump with four horizontally movable thermo-
couples (position A–D in Fig. 5) measuring the local tempera-
tures inside the structure. Four positions in width with even
distribution were chosen (position 1–4). The observed temper-
ature distribution is illustrated in Fig. 5 for the non-insulated
reactor (a) and after insulation (b). Insulation lowered the
maximum temperature gradient at the edges of the reactor at
all positions, but also increased the average temperature inside
the system. A gauge glass at the exit of the steam outlet was

used to determine if water was fully evaporated upon leaving
the reactor.

By establishing the cooling cycle with reaction media shown
in Fig. 2, the system temperature was even better manipulated
by the pressure of the liquid cooling medium. The relation
between water pressure and boiling temperature opened a con-
trol window in which the fluid was sufficiently extracting reac-
tion heat without extinction of the operation.

The pressure-dependent boiling temperature is held from
the boiling point (saturated liquid) over the two-phase region
of wet steam to the vapor region where water is fully evaporat-
ed and starts overheating. For best temperature control, the
wet steam should not fully evaporate. The specific heat capacity
of steam is more than 22 times lower compared to that of the
liquid water. The gauge glass implied that water never evapo-
rated completely and remained in the wet steam region. This
was confirmed by temperature measurements at the steam
outlet with regards to the applied water pressure. A pressure
between 15 and 30 bar was adjusted to reach temperatures
between 474 K and 514 K, in good agreement with the Antoine
equation for water in that regime [65].

The possibility to use evaporation cooling is determined by
the layout and dimensioning of the cooling channels. The
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Table 6. Overview of results for all experiments in both reactor scales.

Sample XCO [%] Ptotal [g g–1h–1] Pwax [g g–1h–1] Poil [g g–1h–1] SC1 [mol %] SC2 [mol %] SC3 [mol %] SC4 [mol %] SC5+ [mol %]

1A 62.05 0.765 0.140 0.625 15.66 2.75 4.86 5.59 71.14

1B 58.66 1.103 0.223 0.880 14.63 2.45 4.56 5.50 72.86

1C 55.91 0.590 0.046 0.544 17.69 3.27 5.59 6.53 66.91

1D 50.86 0.739 0.119 0.620 10.84 2.85 3.99 0.19 82.13

2A 44.05 0.447 0.086 0.361 13.90 1.61 4.22 4.76 75.51

2B 47.17 0.541 0.103 0.438 14.14 1.66 4.31 4.69 75.20

2C 59.93 0.650 0.121 0.529 17.82 2.14 4.80 6.27 68.96

2D 48.87 0.494 0.094 0.400 17.10 2.08 4.84 6.95 69.02

2E 57.22 0.513 0.098 0.415 15.14 1.78 4.59 5.62 72.87

Figure 5. Temperature profile for 16 measurement spots in four thermocouple channels for a non-insulated (a) and an
insulated microstructured pilot-scale FT reactor (b), as described in [26].
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piping material determines the pressure that is applicable in a
system. For the means of this experiment, 35 bar was chosen to
be the highest applicable water pressure for which the piping
was initially tested by pressure tests with nitrogen.

3.3 Total Pressure Variation in Lab Scale

As mentioned above, the effect of the total pressure on the
outcome of FTS follows no certain tendency in literature. In
Fig. 6, the ASF curves of three similar parameter sets at differ-
ent total pressure are indicated. The total amount of methane
is similar but has a trend to higher values at lower pressure.
The clearest effect is on CO conversion, where the highest
pressure could lead to the highest resulting value. The general
forms of the ASF curves are similar except for the higher
chain lengths from C35+ where a higher pressure is advanta-
geous.

3.4 H2/CO Ratio Variation in Lab Scale

Investigations about the influence of the H2/CO input ratio on
the product distribution in regular plug-flow reactors show that
the smaller the input ratio, the longer the average chain length
becomes [47, 54, 66]. The expected change of chain growth
probability, however, is not very distinct for the present experi-
ments (Fig. 7). The effect of a higher dilution with nitrogen in
the feed gas could have a more pronounced impact on chain
termination than the available H2/CO ratio. The chain growth
probability for a H2/CO ratio of 1.72 for C11 to C25 accounts to
a11–25 (1A) = 82.5 %, whereas for a H2/CO ratio of 1.53 the
chain growth probability resulted in a11–25 (1D) = 84.0 %.

3.5 Temperature Variation in Pilot Scale

The temperature plays an important role on reaction kinetics.
It is also known to determine chain termination [47, 66, 67].

Keeping that in mind allows a certain controllability to the
process by controlling the temperature [37]. At 473 K, very
weak catalyst activity was observed. Thus, Fig. 8 presents the
ASF plots for higher temperature obtained from increased
water partial pressure in the cooling system. An enhanced pro-
duction of alkanes between C10 and C20 at higher temperature
and an average carbon chain length increase for lower tempera-
tures in C21+ can be found. This trend is also confirmed by the
gas phase, i.e., improved C5+ selectivity with decreasing tem-
perature in Tab. 6.

3.6 WHSV Variation in Pilot Scale

In Fig. 9, the WHSV influence is demonstrated for two different
sets of parameters. The values of the WHSV were relatively
high. Thus, the observable difference in the ASF plots is rather
small. A lower WHSV value should increase the average chain
length visibly. Interestingly, the maximum chain length seems
not to be affected, again possibly due to high overall dilution.
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Figure 6. ASF plots for different absolute pressures and their
effect on the product distribution from experiments 1A (3 MPa),
1B (2 MPa), and 1C (1.5 MPa).

Figure 7. ASF plots with different syngas ratios from experi-
ments 1A (H2/CO = 1.72) and 1D (H2/CO = 1.53).

Figure 8. ASF plots at different reaction temperatures for ex-
periments 2A–2C with respective temperatures of 496 K, 502 K,
and 511 K in the pilot-scale reactor.
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In the end, a constant system performance and high load
flexibility are apparent from these results, which is beneficial
for any BtL application.

3.7 Success of Upscale

Experiments 1A and 2C enable a comparison of both reactor
performances, since a similar temperature, residence time, and
CO partial pressure was arranged. Only the syngas ratio differs
with 1.91 vs. 1.72, because both setups were originally planned
to compare parameters within the same reactor scale. Due to
the high dilution, the effect of this difference on the reaction
outcome should be limited, as discussed in Sect. 3.4. Regarding
this, a comparison of both setups should be applicable.

In Fig. 10, the ASF plot for 1A (lab scale) and 2C (pilot scale)
is displayed. While maintaining a similar CO conversion and
productivity, the chain length of linear products in the larger
reactor scale was observed. Between C10 and C25, the form of
the plots is similar. Differences in the curves between C5 and

C10 could be explained from variations in trap draining
between the two reactor dimensions. Light hydrocarbons can
potentially evaporate due to draining under ambient condi-
tions. This was found in all experiments in pilot vs. lab scale.
The means to cool down the sampling vessel while draining
did not improve the lack of C5 to C10.

Both reactors use a similar core technology. The distribution
of the feed gas as well as the layout and the mechanism behind
the cooling structures are quite different, though. Both showed
near isothermal behavior and comparable product quality
for many different applications despite versatile experimental
parameters. In conclusion, the successful upscale considerably
benefits from evaporation cooling as means for high-pressure
steam export. This system can be utilized quite easily in larger
reactor scales. No apparent downsides could be observed that
might have been caused by the upscale.

4 Conclusions

Flexibility towards different sources of syngas is an important
characteristic of process applicability. With significantly im-
proved reactor concepts, it seems possible to produce high-per-
formance synthetic fuels in a decentralized and renewable
manner. The BtL route typically provides a more challenging
syngas quality compared to other sources but its potential is
too high to be neglected. To demonstrate the versatility of
microstructured reactors for the Fischer-Tropsch synthesis in
decentralized applications, a reactor upscale (scaling factor of
about 60) was investigated with a number of experimental
parameters adjusted to BtL application.

It could be demonstrated that both reactor sizes achieve
comparable conversion levels, especially regarding the high
dilution of up to 56 % representing gasification using air. The
performance would increase with less dilution to reach even
higher conversions. This could be shown for undiluted setups
in pilot scale. The total productivity typically reached accept-
able values of 0.5–0.75 g gcat

–1h–1, while the productivity ratio
of ‘‘oil’’ to ‘‘wax’’ as a function of the respective condensation
temperatures was quite constant at 4:1. Product selectivity
ranged from 10 to 18 mol % for methane with a selectivity
towards higher hydrocarbons of 66–83 mol %.

Regarding long-term stability, the commercial cobalt catalyst
showed no signs of rapid deactivation within the course of
1000+ h of experiment. Isothermal properties of the lab reactor
were satisfying with a maximum temperature gradient of 2 K
over the reactor length. This isothermal behavior was success-
fully transferred into the pilot reactor with typically 1–2 K
temperature gradient using evaporation of water in special cool-
ing structures. The reaction temperature has been effectively
manipulated by adjustment of the water pressure in all cases.

The quality of the liquid product (FT oil) was comparable in
all experiments and both reactors with a typical ratio of 4:1:1
for alkanes:alkenes:iso-alkanes which is quite promising for
decentralized fuel production and distribution. The maximum
chain length detected in the FT wax was 65 C-atoms, which is
limited by the high gas dilution.

FT synthesis in microstructured reactors has been proven as
pressure-tolerant between 1.5 and 3 MPa. Also, the H2/CO
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Figure 9. ASF plots with different WHSV from experiment 2D
(WHSV = 19.7 g g–1h–1) and 2E (WHSV = 13.6 g g–1h–1) in the
pilot-scale reactor.

Figure 10. ASF plots for two comparable setups (1A and 2C) for
both reactor scales.

Research Article 2211

Paper I 111



ratio under BtL-typical feed gas dilution showed no significant
effect on the average chain length. Thus, the tradeoff between
different types of syngas conditioning as well as gasification
options can be weighed almost without consideration of the FT
stage in case of a microstructured reactor.

The temperature increase in pilot scale followed a clear trend
towards higher conversion at almost stable product distribu-
tion which is quite a singularity reached by the reactor design,
as reported before [28, 29]. The low tendency towards deactiva-
tion at high conversion in highly diluted syngas raises hope
towards a single-pass reactor operation in the FT process with
satisfying results.

The comparison of microstructured FT reactors between lab
scale and pilot scale has been investigated regarding the prod-
uct quality. Insignificant changes from the scale-up in regard to
product quality and reaction performance are evened out by
improved controlling tools and operation mechanisms. This
opens up scenarios for decentralized BtL or PtL applications.
With an autothermal operation starting at a heat output only
as low as 500 W allows quick temperature manipulation
through water pressure adjustment which is a unique feature
dedicated to PtL applications. Steam export enables the cou-
pling of processes such as steam reforming, steam gasification,
WGS, a steam turbine, or a steam electrolyzer to increase con-
siderably the thermal efficiency of sector coupling.
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Symbols used

a [–] slope of a linear curve
H [kJ mol–1] enthalpy
m [g] mass
_m [g h–1] mass flux

P [g gcat
–1h–1] specific productivity

p [MPa] pressure
SCi [mol %] selectivity towards species Ci

T [K] temperature
t [h] time
TOS [h] time-on-stream
WHSV [g gcat

–1h–1] weight hourly space velocity
wi [wt %] mass fraction of species i

Xi [vol %] conversion of species i
yi [–] gas fraction of species i

Greek letter

a [%] probability of chain growth

Sub- and superscripts

R reaction
0 standard
C5+ molecules with five carbon atoms or more
cat catalyst
total total amount

Abbreviations

ASF Anderson-Schulz-Flory
ASU air separation unit
BtL biomass-to-liquid
CAD computer-aided design
CHP combined heat and power
CtL coal-to-liquid
DME dimethyl ether
FID flame ionization detector
FTS Fischer-Tropsch synthesis
GHG greenhouse gas
GtL gas-to-liquid
LTFT low-temperature FT
MFC mass flow controller
MFM mass flow meter
MTG methanol to gasoline
OME oxymethylene ethers
PtL power-to-liquid
SEM scanning electron microscopy
TCD thermal conductivity detector
WGS water-gas shift
XtL X-to-liquid
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Abstract: Society is facing serious challenges to reduce CO2 emissions. Effective change requires the 
use of advanced chemical catalyst and reactor systems to utilize renewable feedstocks. One pathway 
to long-term energy storage is its transformation into high quality, low-emission and CO2-neutral 
fuels. Performance of technologies such as the Fischer-Tropsch reaction can be maximized using the 
inherent advantages of microstructured packed bed reactors. Advantages arise not only from high 
conversion and productivity, but from its capability to resolve the natural fluctuation of renewable 
sources. This work highlights and evaluates a system for dynamic feed gas and temperature changes 
in a pilot scale Fischer-Tropsch synthesis unit for up to 7 L of product per day. Dead times were 
determined for non-reactive and reactive mode at individual positions in the setup. Oscillating 
conditions were applied to investigate responses with regard to gaseous and liquid products. The 
system was stable at short cycle times of 8 min. Neither of the periodic changes showed negative 
effects on the process performance. Findings even suggest this technology’s capability for effective, 
small-to-medium-scale applications with periodically changing process parameters. The second 
part of this work focuses on the application of a real-time photovoltaics profile to the given system. 

Keywords: Fischer-Tropsch synthesis; microstructured reactors; dynamic processes; heterogeneous 
catalysis; decentralized application; compact reactor technology; PtX; PtL 

 

1. Introduction 

The Fischer-Tropsch synthesis (FTS) is a polymerization type reaction, which converts synthesis 
gas (hydrogen and carbon monoxide) into many different hydrocarbons; ranging from methane to 
carbon chains with over 100 carbon atoms. Those products can be distinguished as gases, liquids or 
solids under ambient conditions. Water is produced as a byproduct of the reaction. Synthesis 
products can be applied for many different applications in the energy, chemical and material 
industry. Middle distillate type hydrocarbons can be utilized as synthetic fuels for a multitude of 
vehicles and vessels that are designed for operation with fossil fuels. Specific metal surfaces are 
necessary to boost the reaction rate and to optimize the chain distribution, which makes the FTS a 
prominent example for heterogeneous catalysis. The reaction equation, based on synthesis gas to 
produce linear alkanes, is shown in Equation (1) [1–3]: 

(2n + 1)H2 + nCO  CnH2n+2 + nH2O. (1) 

This synthesis is influenced by a myriad of different process parameters such as the catalyst and 
support system, temperature, partial pressures, residence time and overall feed gas composition and 
dilution, as well as conversion levels [4–7]. All of those characteristics have been intensively 
investigated in the history of the FTS [2,6,8,9]. Investigations regarding process properties for the 
cobalt-based catalyst used in this work have been executed before [10–15]. Figure 1 shows a typical 
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carbon chain length distribution of the FTS products. They mainly consist of linear alkanes, alkenes 
and iso-alkanes, as well as alcohols [2,16–19]. 

 
Figure 1. Exemplary mass distribution of a Fischer-Tropsch product from cobalt catalysts (own 
study). 

1.1. Energy Transition and Technologies that May Be Required 

In the context of energy transition, humanity aims to mitigate climate change, which is strongly 
influenced by the amount of anthropogenic CO2 emissions [20]. In terms of efficiency, technological 
advances must help to achieve a reduction of energy demand per capita and overall consumption of 
goods [21–24]. While the world’s CO2 emission from crude oil utilization is almost constant over the 
past two decades, the transport sector has significantly increased its share from 22% in 1990 to 28% 
in 2016 [25]. Finding and applying sustainable alternatives is thus necessary. 

Many different pathways to substitute fossil fuel with CO2-neutral sources have opened up in 
recent years. Most of them rely on renewable electrical energy from wind, solar and hydropower. 
Whenever possible, the generated electricity should be directly used or can be converted into heat. It 
can also be used for transportation and manufacturing of materials, with given conversion losses 
[26,27]. Those technological pathways can be summarized as power-to-X (PtX) or, more specifically, 
power-to-liquid (PtL) and power-to-gas (PtG) processes. Generally, there will be a need for different 
energy storage technologies in a highly volatile and fluctuating renewable energy system [26,28–31]. 
A good share of the renewable energy will be exploitable under certain conditions. Energy from the 
sun can only be harvested at daytime and is best with good weather. Wind energy delivers more 
power when strong winds are present. Even hydropower from sea streams and rivers shows different 
performance profiles based on seasonal influences and water levels. In the end, with increasing use 
of renewable electricity, the overall fluctuation generates grid instabilities and the energy demand 
cannot be fulfilled at all times [32,33]. 

Thus, the two biggest challenges for the future energy grid are the storage of surplus energy and 
filling up the gaps in times of an undersupply. This is known as the intermittency problem [27,33–
39]. The consequence is the need for storages that deplete in times of undersupply and can be filled 
in times of overproduction. Those storages need to work as a buffer system between the producer 
and the consumer. Storages come at a certain price [37,38,40,41]. 

In terms of batteries, the volumetric energy density is problematic on long distances and with 
heavier masses to be transported. They are thus less suitable for heavy duty or air transport [6,42,43]. 
The high demand for lithium and cobalt for a global supply and the limited capacity of batteries are 
further reasons not to completely rely on electric mobility as the predominant form of transportation 
[6]. 

Gaseous products offer a higher level of chemical availability from the respective molecule’s 
inherent energy, but storage and product handling are quite difficult in terms of safety, cost and 
storage size [44–46]. Transportable gases need to be either condensed at low temperature or 
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compressed, which adds cost to the overall process. Hydrogen is the most expensive to store due to 
its low density and condensation temperature. Still, it is necessary in most synthesis routes [45,46]. 

Liquid chemicals are a good energy storage due to their high volumetric energy density. This 
enables good transportability with low tank weight. 

In order to cover the need for energy and materials, a full range of applicable technologies needs 
to be mixed and organized in an intelligent way. As one of many demonstration platforms in that 
regard, the “Energy Lab 2.0” was erected in the Helmholtz Association with funding of BMWi, BMBF 
and the State of Baden-Württemberg in Germany. This infrastructure looks into the real-time 
behavior of energy producers, converters and consumers [47]. The aim is to manage energy and to 
distribute it over many different pathways, such as power-to-heat (PtH), PtL and PtG. A number of 
different PtL projects use this platform to investigate sector coupling. Figure 2 is an example of a PtL-
approach as a framework of the studies done in this work. 

 
Figure 2. Example of a PtL approach based on renewable electricity, water and CO2. Intermediate 
process steps include an electrolysis, a reverse water-gas shift reaction (RWGS) and the FTS. Possible 
products include designer fuels, waxes and other high-value chemicals. In addition, storage systems 
for electricity and hydrogen are shown, which might be needed to tackle the intermittency problem. 

The Fischer-Tropsch reaction in the PtL pathway shows high potential to produce synthetic 
substitutes for fossil fuels in already existing, efficient engine systems [48,49]. Distribution would be 
possible without new infrastructure, since refineries and fueling stations could be used without much 
additional cost [3]. The liquid fuel shows better combustion properties in terms of soot and NOx 
emissions and does not contain poisons, contaminants or aromatics, unlike fossil fuels [48–50]. 

Still, there are a number of reasons why this pathway has not been exploited yet. The most 
important one is the economic comparison between the costs of synthetic and fossil fuels. The 
synthetic pathway has always been considerably more expensive [51]. In times of ecological 
awareness and a changing energy system, this might easily change if CO2 emission cost increase and 
synthetic fuels become recognized as carbon-neutral fuels [43,52,53]. 

The second main reason is technological limitation. The few technical plants installed worldwide 
operate with restricted reaction performance. Avoiding hot spots in the catalyst due to limited heat 
management or mass transfer limitation between reactants and catalysts are the main reasons [54]. 
Those compromises are evened out by economy of scale, for which a huge continuous feed is needed. 
This favors large installations as well as a large, centralized infrastructure [3,6]. Also, state-of-the-art 
technology would rely on large storage and buffer systems [46,55]. With advanced reactor systems, 
a broader application of this technology in smaller scale seems viable nowadays [54,56,57]. 
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One idea to tackle the issues of buffer costs is to reduce their size by operating a dynamic 
synthesis with a flexible energy input. This may only be realized by advanced process control and 
modular approaches. 

1.2. Microstructured Reactor Technology 

In the last decade, the development of microstructured (packed bed) reactors enabled 
intensification of processes due to increased heat and mass transfer [10,11]. In regard to FTS, 
microstructured packed bed reactors constitute the most developed available technology to 
maximize the reaction output by overcoming state-of-the-art limitations and concerns [11,56,58–62]. 
Small interior dimensions drastically increase the surface area and local heat transfer. Higher 
conversion levels can be applied in the process without harming the catalyst. Furthermore, 
concentration and temperature changes may be quickly applied because of short overall distances 
and advanced tools like evaporation cooling [61,63–65]. This allows high-pressure steam production 
from the FTS reaction in order to enhance the thermal efficiency of a process network while enabling 
the control over the FTS reactor at the same time. 

Additionally, the small interior dimensions of microstructured devices enable a broad scalability 
of the overall process that is not accessible with conventional solutions—decentralized small-scale 
applications become cost-competitive due to reduced transport distances. Advantages also include 
improved reaction safety through small reaction inventory [6,11,66]. 

Microstructured reactors have already been successfully implemented into the market for small-
-to-medium-scale applications [54,67,68]. They could also be used in additional processes (e.g., island 
solutions for local energy conversion). 

Concluding, FT fuel may be a viable and competitive high-performance fuel besides obvious 
conversion losses that every multi-step synthesis must face. Microstructured packed bed reactors are 
advantageous for FT synthesis and may open up the possibility to operate the synthesis according to 
the fluctuating nature of renewable sources. 

Nevertheless, unresolved technical questions need to be answered at this point. Those are: 

• What knowledge is needed for controlling a dynamic process in small-to-medium-size 
businesses? 

• Can all different process steps be aligned in dynamic operation? What are their general 
limitations? 

• What is the potential to reduce storages through dynamic synthesis? 
• What are considerable “dynamic time periods” and ramping scenarios that plants need to 

tolerate? 
• Can the prerequisites from “dynamic time periods” be met by reactors and/or plants? 
• How is overall higher efficiency correlated to values of buffer reduction? 

In the scope of this manuscript and the following part two, most of the above questions will be 
addressed from the point of view of a microstructured FT reactor. However, to fully answer these 
questions, information from other steps, i.e., from hydrogen generation to syngas production, need 
to be included. 

2. Materials and Methods 

2.1. Analysis in Transient and Steady-State Operation 

The steady-state analysis of the product phases, applied also in this study, is based on gas 
chromatography (GC) of the individual phases and the gravimetric measurement of liquid and solid 
phases. Details are explained in previous publications from our group [10–14]. Calculation of weight 
hourly space velocity (WHSV), the chain growth probability (α), conversion levels, selectivity, and 
productivity are described in detail there as well; those calculations do not differ from methods 
widely used in literature. 
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However, since regular GC analysis is too slow for analyzing transient experiments, a mass 
spectrometer (MS) was additionally used to measure gaseous products in intervals of several 
seconds, which is a justified time period for process changes below the minute-scale. The used device 
(V&F, Germany) applies standard electron impact ionization for hydrogen and chemical ionization 
to avoid fragmenting of larger molecules. It consists of three main parts: 

1. A Diluter 004 that dilutes the sample with Ar to avoid detector overloading (below 500,000 
counts s−1). Measurements were performed at 1:20 up to 1:30 dilution. Pressure fluctuation from 
0.02–0.5 MPa can be compensated. 

2. An Airsense 2000 unit that can apply three different gases (or mixtures thereof) with different 
ionization energies: Hg (10 eV), Xe (12 eV) and Kr (14 eV); these gases can be switched within 
several milliseconds. Electron impact ionization is used to generate primary ions; those ions hit 
sample molecules and transfer their charge. A quadrupole high-frequency mass filter then 
separates gaseous molecules based on their mass number (0–500 amu) while the sample can be 
continuously measured with an impact detector using pulse counting electronics. Depending on 
the switching times of the quadrupole, the ionization gas and the required number of signals, 
the interval for a new measurement can range between < 1 s and several seconds. For detecting 
CO, CO2, CH4, and C3H8, approximately 3 s were needed to apply a mixture of Xe and Kr. 

3. An H-Sense unit where the sample is ionized via electron impact ionization so the concentration 
of H2 can be measured in response times below 300 ms. 

2.2. Experimental Test Rig 

The pilot scale test rig is detailed elsewhere [15]. In brief, it consists of 

1) a gas feeding system with mass flow controllers (MFCs; Brooks, NL), 
2) a microstructured pilot scale reactor with evaporation cooling in patented design (Figure 3) 

and a reaction volume of approx. 150 cm3 designed to produce around 7 L of liquid product 
per day, depending on the process conditions; it was filled with 120 g commercial catalyst 
with 20 wt.% CO on optimized alumina, 

3) a hot trap (HT) and cold trap (CT) to capture the different product phases; a micro-heat 
exchanger (µHE) cools down the stream between both traps (Figure 4). 

Gaseous products are measured online via GC after a backpressure regulator. The setup is 
almost identical to previous publications [11,13,15] except for the Quick Sampling (QS) site (see 
Section 2.4). Setup, reactor and catalyst were operated for approx. 6500 h before the experiments in 
this work, mostly in standby mode but also several hundred hours of FTS reaction. In standby mode, 
small amounts of H2 and N2 were dosed at 170 °C reactor temperature to preserve the catalyst from 
oxidation. 

 
 

(a) (b) 
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Figure 3. (a) Picture of the micro-structured packed-bed reactor used in this study; (b) CAD scheme 
of the device in respect of the direction of flow and the position of different foil structures and 
thermocouples. 

 

Figure 4. Photograph of the test rig used in this work. It contains the reactor in its insulation box (1), 
the HT (2), µHE (3), CT (4), and the back-pressure regulator (5). 

2.3. Residence Time Distribution and Dead Time Measurements (Non-Reactive and Reactive Mode) 

The determination of the residence time distribution (RTD) is an important criterion for the 
characterization and description of any chemical plant [69–73]. It indicates the average residence time 
and potential back-mixing of molecules in the reaction apparatus and system periphery. Knowledge 
of the RTD is of utmost importance in unsteady-state operation as back-mixing is taking additional 
influence on time-resolved product composition and on composition of recycle streams. 

The RTD is influenced by molecular diffusion, shear forces and forced convection depending on 
laminar or turbulent conditions and on geometric designs of an apparatus. It is usually determined 
through tracer experiments. A marker substance is added to the inlet flow, which is then observed at 
the outlet. Two approaches are usually chosen to introduce a tracer; a pulse or a displacement 
marking. In this work, the latter strategy was the method of choice, since changes in the feed gas 
concentration are similar to displacement and can be described accordingly [74]. 

The sum function F(t) indicates the share of the tracer that has already left the investigated 
system as a function of time t. It is directly accessible from a displacement marking. The common 
definition of the first momentum µ1 is used according to Equation (2) to define the average residence 
time τ calculated from F(t), [74] 𝜇 =  𝜏 = 𝑡 𝑑𝐹(𝑡). (2) 

The MS was used to measure the F curve and a dead time without reaction (non-reactive) by 
adding CO2, for details see below. The dead time is defined as the time where the signal approaches 
a constant value i.e., F(t) = 1. It was measured before the reactor and after each major system 
component, which includes the volume of tubing in between (see Figure 5). 
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Figure 5. Basic flow scheme of the setup from feed gas dosing to product sampling. The MS was 
attached at the marked locations in non-reactive mode to investigate the dead time from gas dosage 
to the respective position. 

The respective volumes between each location of measurement are listed in Table 1. 

Table 1. List of volumes and applied temperature levels for the main components of the test rig. 

System component 
Volume  

(L) 
Temperature (°C) 

Reactor 0.15 220–250 
HT/µHE 

CT 
4.8 
25 

170 
10 

Inert tracer experiments [75,76] were conducted with a total flow of 19 L min−1 hydrogen at 3 
MPa; total flow and pressure are similar to values in reactive mode (see Table 3). To keep the total 
flow rate, an additional flow of 1 L min−1 of nitrogen was replaced by CO2. After detecting 5 vol.% at 
the outlet, the gases were switched again. Three repetitions were carried out for each location in the 
test rig. Table 2 gives an overview over the adjusted parameters for RTD and dead time 
measurements in non-reactive mode. It also shows the threshold values of H2/CO (“high” and “low” 
ratio), which were switched back and forth, in reaction experiments (reactive mode) to compare with 
results from non-reactive measurements (see also Section 2.5). 

Table 2. List of parameters for response measurements in non-reactive and reactive mode. 

Mode Setup 
Total gas 

flow 
(L min−1) 

H2 
content 
(vol.%) 

N2 
content 
(vol.%) 

CO 
content 
(vol.%) 

CO2 
content 
(vol.%) 

Temperature 
(°C) 

Pressure 
(MPa) 

H2/CO 
(-) 

Non-
reactive 

CO2 on/off 20 95 5/0 0 0/5 225 3 - 

Reactive H2/CO high 17 50 25 25 0 238 3 1.95 
Reactive H2/CO low 17 35 40 25 0 237 3 1.38 

2.4. Quick Liquid and Gas Sampling (QS) 

Since the CT is the largest vessel in the system with a volume of about 25 L, a quick liquid 
sampling (QS) was a prerequisite to avoid large back-mixing of gas as well as liquid in the vessel and 
to be able to detect gas phase changes in reaction experiments. Gas sampling before the hot trap 
would not have been possible due to potential damage of the MS from condensation of wax and 
liquid components inside the device. In Figure 6, the installation of the QS site is shown. Basically, it 
represents a glass vessel capable to collect a few milliliters of liquid in a minute-scale sampling time. 
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It could be connected via a needle valve to the effluent of the heat exchanger at a certain point in time. 
The accompanied gaseous products entering the QS were directed to the MS during the time when 
the liquid samples were captured. The needle valve was opened into a certain position to avoid 
pressure loss in the setup. 

 

Figure 6. Photograph of the QS site that was installed to avoid gas and liquid back-mixing in the CT. 
Sampling included the collection of the liquids with the concurrent online-measurement of the 
gaseous product phase via MS. A minute-scale sampling time was needed to gather enough liquid 
for analysis. 

2.5. Dynamic Profiles by Oscillation of Feed Concentration 

For switching the gas composition under the reaction, two different parameter combinations 
were chosen, see also Table 3. The syngas ratio was significantly changed from 1.95 (“H2/CO high”) 
to 1.38 (“H2/CO low”) in those settings so that a measurable change in the product composition could 
be expected [6,76]. At this point, the ratio was not lowered further in order not to force deactivation 
of the catalyst by high hydrogen consumption at increasing CO partial pressure. The length of each 
oscillation cycle was selected based on the dead time experiments. 

2.6. Evaporation Cooling as a Tool for Influencing the Reactor Temperature 

Besides their potential ability to cope with quick changes of feed gas concentration due to a good 
plug flow type behavior in gaseous fluids, microstructured reactors further possess a high flexibility 
with regard to temperature changes due to the good heat transfer properties. This might be even 
more valid when evaporation cooling is applied since the reaction temperature could be manipulated 
with the evaporation conditions. Absolute pressure determines the boiling temperature in the water-
steam system. The temperature is constant as long as both phases exist, thus, water is always fed in 
excess compared to the evolving reaction heat. Overheating of steam should be avoided due to the 
small specific heat capacity of steam [15,77]. Equation (3) shows the maximum amount of heat flux 
(∆𝐻 ) that liquid water may take up from starting temperature T0 to boiling temperature Tb, over 
fully evaporating and overheating to temperature Tend. ∆𝐻 =  𝑚  ∙  𝑐 ,  ∙ (𝑇  𝑇 )  𝑚  ∙  ∆ℎ  𝑚  ∙  𝑐 ,  ∙ (𝑇  𝑇 ) (3) 

with 𝑚  being the mass flow of water (g s−1), 𝑐 ,  being the specific heat capacity of liquid water 
(J g−1 K−1), ∆ℎ  being the specific evaporation enthalpy of water (J g−1), and 𝑐 ,  being the specific 
heat capacity of steam (J g−1 K−1). 

Figure 7 depicts the relationship between the pump’s water mass flow and the resulting 
enthalpy it could potentially take up. The theoretical vapor fraction is also shown, assuming the total 
reaction enthalpy is transferred to the water. An average reaction enthalpy from about 30 different 
experimental conditions is displayed for comparison. The reaction enthalpy ΔHR (W) was calculated 
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based on Equation (4) from the standard reaction enthalpy ΔHR0 (−158.5 kJ mol−1), CO conversion XCO 
(-) and the molar feed flow of CO, 𝑛 ,  (mol s−1). 𝛥𝐻  =  𝛥𝐻 ∙  𝑛 , ∙ 𝑋 . (4) 

 
Figure 7. Enthalpy which water could take up (according to Equation (3)) if reaction heat released in 
the pilot scale reactor (according to Equation (4)) was fully transferred to the cooling medium as a 
function of the mass flow of water. The plotted vapor portion is calculated under consideration of a 
pre-heating from 223.6 °C up to the boiling point 233.6 °C at 3 MPa inside the reactor. 

Experiments showing the system’s cooling functionality have been conducted before [15]—a 
typical water mass flow, which has been set, ranged between three 3 and 4 kg/h. 

Excess water, in an average operation case of the pilot scale reactor above a required minimum 
water mass flow of approximately 1.5 kg h−1, can remove additional heat in a phase of cooling down 
the reactor. This heat is originating from the total heat capacity of the reactor. A strategy to reduce 
the reactor temperature could thus be to lower the pressure. Experiments to determine the reactor 
temperature response by changing water pressure have been carried out in this work. The water 
pressure was adjusted from 3 MPa to 2.4 MPa and back to 3 MPa by changing 0.1 MPa of pressure 
every 5 minutes while observing changes in the measured temperatures. 

3. Results and Discussion 

3.1. General Product Composition and Comparison to Quick Sampling 

Product water is collected in the cold trap and is separated manually from the liquid FTS product 
(oil phase). There were several hydrocarbon species identified in this water. The average 
concentration of alcohols that could be analyzed from methanol to heptanol accounted for 21.78 g L−1 
(±6.04 g L−1) representing 18 randomly selected water samples. Table 3 gives an overview of the 
alcohol concentrations for calibrated species measured by GC applying the flame ionization detector 
(FID) signal. Residual 7.41% of the total signal area corresponds to uncalibrated peaks. Alcohol 
formation is strongly dependent on the process parameters, thus the large given average deviation. 

Table 3. Average alcohol content in FTS water measured by GC-FID as an average of 18 randomly 
selected water samples. Residual uncalibrated signal areas are also given. 

Species/property Concentration 
Methanol 14.19 ± 4.14 g L−1 
Ethanol 4.64 ± 1.44 g L−1 

Propanol 1.21 ± 0.32 g L−1 
Butanol 0.79 ± 0.27 g L−1 
Pentanol 0.66 ± 0.19 g L−1 
Hexanol 0.23 ± 0.06 g L−1 
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Heptanol 0.07 ± 0.02 g L−1 
Total concentration 21.78 ± 6.04 g L−1 
Uncalibrated peaks 7.41 ± 2.10 % 

Average product properties of 51 FT oil samples collected in the cold trap and the average chain 
growth probability, are listed in Table 4. Alcohols and iso-alkanes in the oil fraction could not be 
separated in the applied GC method. For that reason, those values are provided as sum. 

Table 4. Average sample composition and chain growth probability α of FT oils determined from 51 
samples collected in the CT. 

Property Content/value 
Av. alkane content (oil) 78.18 ± 3.21 wt.%  
Av. alkene content (oil) 14.14 ± 4.03 wt.%  

Av. iso-alkane and alcohol content (oil) 7.69 ± 1.78 wt.%  
Av. carbon chain length (oil) 10.71 ± 0.79 atoms 

Av. probability of chain growth (α) 88.44 ± 1.53% 

The detected alcohols are valuable products as they possess a high octane number, which is 
applicable for gasoline substitution [49]. It must be decided economically if the upgrading and 
separation process is viable at this point. Iso-alkenes are favorable for cold-flow properties of diesel 
and kerosene substitution; alkenes generally need to be converted by hydrogenation to reduce 
degradation effects in liquid storage or during distillation. N-alkanes and iso-alkanes possess good 
combustion properties with regard to low soot formation. 

Previous to the cycling experiments it was checked in stationary reaction conditions whether the 
QS samples differ or not from the CT sample as a function of the QS sampling time. A certain 
discrepancy between the samples’ characteristics could be observed (Table 5). 

Table 5. Illustrative sample composition of FT oil from 5 min sampling at QS site and a sample taken 
at the CT. Stationary reaction conditions 245 °C, 3 MPa total pressure, a H2/CO ratio of 1.96, and a 
WHSV of 4.37 h−1. 

Property QS CT 
Alkane content (oil) 80.22 wt.%  75.77 wt.%  
Alkene content (oil) 9.50 wt.%  17.70 wt.%  

Iso-alkane and alcohol content (oil) 10.28 wt.%  6.53 wt.%  
Carbon chain length (oil) 11.47 atoms 9.56 atoms 

Around 5 minutes of sampling time at the QS site was required to obtain enough liquid sample 
for analysis. A longer sampling of e.g., 8 min showed no difference to 5 min samples, but pressure 
loss in the reaction setup occurred, which is not tolerable for the experiments. Thus, 5 min of sampling 
time was chosen for all experiments. 

Additionally, cooling of the QS site was performed similar to the conditions at the CT (10 °C) to 
see if there is an effect of flashing temperature. However, the cooling had no effect on the composition 
of the sample. Thus the flashing pressure is most likely the reason for a shorter average chain length 
in the CT samples. While reducing the pressure in the QS site to around 0.1 MPa, the CT operates at 
30 MPa in which the equilibrium conditions of the gas-liquid system are different. At lower total 
pressure, the partial pressure of all species is reduced; this lowers not only the overall liquid amount 
but also shifts the composition towards smaller molecules in the gas phase and consequently leads 
to a larger average chain length in the QS sample. Solubility effects may also play a role influenced 
by the equilibration time, which could explain the different alkene and isomer content. In the CT, the 
time for equilibration is much longer. 

As mentioned in Section 2.1, online GC analysis of the product gas takes too long for a proper 
resolution in dynamic operation. Although resolution is enhanced by MS, the combination of species 
in the effluent gas and the typical drift of the MS system led us to the conclusion that a calibration of 
the individual signals is not straightforward. Instead, an analysis of the changes by MS during the 
change of reaction conditions was sufficient in all presented cases while exact gas compositions could 
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be crosschecked by GC during stationary phases (see Section 3.2). The installed QS system was 
working properly with regards to parallel gas and liquid sampling. 

3.2. Steady-State Compositions at Low and High H2/CO Conditions 

Under stationary conditions, the H2/CO ratio is influencing the product composition; see Section 
2.5. To know the steady-state composition and to be able to compare it to the transient composition, 
Table 6 shows the values obtained at the QS site in stationary conditions. 

Table 6. Liquid product composition and average carbon chain length in stationary reaction 
experiments determined at the QS site as a function of the low and high H2/CO threshold condition. 

Setup 
H2 

conversion 
(vol.%) 

CO 
conversion 

(vol.%) 

SC1 
(mol.%) 

SC5+ 
(mol.%) 

Alkane 
content 
(wt.%) 

Alkene 
content 
(wt.%) 

Iso-alkane + 
alcohol content 

(wt.%) 

Av. carbon 
chain length 

(-) 
H2/CO 
high 

68.43 62.71 12.68 78.38 83.74 10.57 5.68 11.99 

H2/CO 
low 

63.20 41.09 9.53 82.74 78.02 14.31 7.67 12.37 

3.3. RTD Measurements—None-Reactive Mode 

In Figure 8, the applied change in CO2 concentration and the respective delay is plotted as the F 
curve for the individual positions inside the pilot scale test rig. The provided times are the determined 
dead times. The time t = 0 min represents the time when the new setpoints were adjusted in the MFCs. 

Those experiments provide crucial information on the signal delay measured at different 
positions of the test rig. The signal delay from the MFCs to the MS already accounts for around 24 s. 
The microstructured reactor itself added about 60 s to the delay. Compared to the delay of all other 
system components, this is negligibly short. Dead times need to be considered in the interpretation 
of data, since the hot gaseous-liquid product mixture cannot be properly analyzed before the µHE. 

The reactor signal indicates its general construction properties, i.e., that the inlet and outlet 
flanges are constructed as steep funnels, where the signal is disturbed. The signal should pass the 
reactor in 40 s according to the hydrodynamic residence time. Nevertheless, the first steep signal 
increase could indicate that the catalyst bed was not equally packed inside the microchannels as it 
occurs already at a similar time scale to the dead time from MFCs to analytics. 

The increase in delay after the µHE of about 17.5 min is due to considerable back-mixing in the 
HT (see Table 2). The HT is located just in front of the µHE with only a small distance covered by 
tubes separating both elements. Thus, a similar curve was obtained after both the HT and the µHE 
due to almost identical average residence times. 

A signal delay of over 82 min induced by the large volume of the CT vessel made product 
measuring at this position challenging. This proves the importance of the QS in order to reduce signal 
lag, implied by the multi-step condensation system, to 17.5 min. All consecutive measurements were 
carried out at the QS site after the µHE in reactive mode. 
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(a) (b) 

  
(c) (d) 

Figure 8. F curves determined in non-reactive mode. (a) F curve for the setup from MFCs directly to 
MS; (b) from MFCs to behind FT reactor; (c) from MFCs to behind the µHE; (d) from MFCs to behind 
the CT. 

3.4. RTD Measurements—Reactive Mode 

Figure 9 shows the response measured by MS and in the analyzed liquid sample collected at the 
QS site after switching from “H2/CO low” to “H2/CO high” at t = 0 min. Methane and propane are 
chosen as exemplary product molecules due to low signal noise in the MS. 

  

(a) (b) 
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Figure 9. Response measurements in reactive mode at the QS site during switching from “H2/CO low” 
to “H2/CO high”. (a) Signals for methane and propane obtained by MS; (b) Product composition of 
the liquid FT oil with regard to contents of alkanes, alkenes and iso-alkanes + alcohols and the average 
carbon chain length of the liquid product. 

The gas phase showed a rather constant signal after approx. 20 min, which is in line with the 
results from the non-reactive RTD measurement including the slight difference in total flow rate. The 
liquid phase showed stationary properties after 15–20 min, which is also in agreement with results 
from Section 3.3. No additional delay is found which could originate from processes on the catalyst. 
Changes on the catalyst and in the reactor obviously occur much faster, but measuring them in an 
appropriate time-resolved manner is impossible with wax molecules present in the product gas. A 
signal delay of 20 min always thus needs to be considered when measuring changes in transient 
operation. 

3.5. Cycle Experiments—Concentration Switching 

With obtained results from dead time measurements, a time period of 30 min was chosen for the 
first oscillation cycles. It was switched back and forth between “H2/CO low” and “H2/CO high”. Eight 
minute oscillation cycles were further applied, representing a little bit less than half of the dead time 
in non-reactive mode, i.e., the gas and liquid composition may not be able to reach its threshold values 
obtained at “H2/CO low” and “H2/CO high” in stationary operation. 

  

(a) (b) 

  

(c) (d) 

Figure 10. Product composition obtained at the QS site in reaction experiments as a function of the 
switching between “H2/CO low” (H2/CO = 1.38) and “H2/CO high” (H2/CO = 1.95) with different 
switching times. Vertical lines represent the switching actions and horizontal grey bars represent the 
expected value range for a certain species obtained from stationary reaction experiments. (a and c) 
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MS signals for methane and propane. (b and d) Product composition of the liquid FT oil samples 
regarding contents of alkanes, alkenes and iso-alkanes + alcohols as well as average carbon chain 
length of the liquid product. (a and b) 30 min switching time. (c and d) 8 min switching time. 

Figure 10 shows the response measured by MS and in the analyzed liquid sample collected at 
the QS site from both experiments as a function of the setpoint of the H2/CO ratio. The vertical lines 
represent the switching actions so that the abscissa is also representing a time axis. Horizontal grey 
bars represent the expected value range for a certain species obtained from stationary reaction 
experiments. 

For cycles with switching times above the determined dead time (in this case 30 min), a good 
agreement between the liquid composition and the expected data from stationary experiments is 
obvious for the last data point in each segment. Also, the progression of the signal for methane (and 
also partially for propane) in the gaseous phase is settling towards a near constant value at the end 
of each segment from the second cycle on. Within 4 h of experiment, no deviation from the expected 
oscillation profile was determined. 

In the case of the shorter cycles, i.e., 8 min each, a continuous steep increase or decrease of the 
gas concentrations is occurring throughout each switching segment, while the liquid phase seems to 
have reached a semi-steady state within the expected range. This is obviously a resolution problem, 
with 5 minutes of sampling in a 8-min time frame, integrating 62% of the whole sample. 

Throughout the experiments, it could be demonstrated that the pilot scale test rig was able to 
cope with the changes in the feed gas concentration independently of the observed dead time of 20 
min even at lower switching times. The microstructured reactor effectively compensated all changes 
without enhanced temperature differences in the bed. No clear drop of catalyst activity could be 
observed; a more detailed analysis will be provided in the second part of the study. 

It is legitimate to assume that stationary reaction kinetics can be used to describe even the 
performed quick changes in reaction conditions. Intermediate reaction states seem to play a negligible 
role, considering back-mixing in product traps, and parameter changes always lead to the expected 
product characteristics. The application of stationary reaction kinetics in dynamic systems has been 
suggested by other groups [71,78] and seems also appropriate here. 

3.6. Cycle Experiments—Temperature Switching 

Temperature manipulation is especially interesting for applications with quickly changing feed 
gas flows or concentrations in order to control conversion levels at all times [79,80]. A special case in 
this regard is that catalyst degradation due to coke formation could occur if all hydrogen is consumed 
in the reaction. Experiments that investigated the temperature response of the reactor due to pressure 
changes in the water-cooling cycle are presented in Figure 11. 

  

(a) (b) 

Paper II 129



ChemEngineering 2020, 4, 21 15 of 20 

Figure 11. Influence of changing the water pressure in the FT cooling cycle (a) from 3 to 2.4 MPa and 
(b) back to 3 MPa in 0.1 MPa steps every 5 minutes on the reactor temperatures as a function of time; 
steam outlet temperature and inlet (top) and outlet (bottom) temperature inside the metal plates of 
the reactor. 

Changing the water pressure by 0.1 MPa every 5 minutes always resulted in a quick temperature 
response; the inlet and outlet temperature of the reactor (see Figure 3b) measured inside the metal 
plates followed the steam temperature immediately. Once the pressure was lowered from 2.5 to 2.4 
MPa, a fluctuation in temperature by 2–3 °C occurred (Figure 11a). This effect did not occur when 
increasing the pressure back to 3 MPa (Figure 11b). Increasing the pressure shifts evaporation back 
in the liquid regime rather than favoring overheating of the steam, which might explain the 
temperature fluctuation while decreasing the pressure. 

In sum, it was easy to change system temperature in both directions by adjusting the pressure 
and the reactor followed almost immediately under the applied conditions. No increasing 
temperature gradients were observed nor did a runaway occur. The applied temperature change of 
around 15 °C in 20 min corresponds to a considerable shift of the conversion levels. This highlights 
the enormous potential of the applied microreactor technology to cope with relative fast feed 
fluctuations. 

4. Conclusions 

A previously reported pilot scale test rig with microstructured packed bed reactor for FT 
synthesis cooled by evaporation of water was intensively tested in dynamic application. Challenges 
arising from the setup size, the multi-step condensation of the products, and required process control 
were discussed. Future energy systems may include PtX technology in a similar pathway as 
presented here in order to produce renewable, carbon neutral high-performance fuels with a high 
energy density. Those properties are needed for effective energy storage. In order to decrease buffer 
systems for intermediate gases, a dynamic operation might lower their demand, size and cost. As a 
proof of concept, residence time measurements as well as concentration and temperature cycles were 
carried out in the setup. 

Dead times originating from the test rig, which were determined at multiple locations with an 
online mass spectrometer, are already considerably high compared to the applied reactor size. This 
is due to necessary two-step phase condensation. Nevertheless, changes in the catalyst bed occur 
much faster than they can be detected by the analysis. The reactor system answers to changes in a 
timely manner, based on the interpretation of the measured signals. 

Evaporation cooling was proven to allow quick performance changes by immediately affecting 
the reaction temperature as a function of water pressure without spatial or temporal temperature 
gradients. In the current setup, quick temperature changes via pressure regulation were applied by 
hand, which could be automated for faster process control and response time in the future. This 
possibility opens up further applications that might require more intense process control, such as 
highly dynamic applications. A conversion-dependent increase or decrease of temperature could 
easily be developed and automated. 

Quick changes in the feed gas concentration could be applied in the reactor without obvious 
influence on its operation. Intermediate reaction states did not influence the product distribution. 
This allows the use of stationary reaction kinetics for operational estimations in conjunction with 
residence time models. 

In operando-techniques might be appropriate to determine what happens to the catalyst bed if 
changes are applied quickly. While FTS conditions are quite challenging for such analysis, some 
applications were used in the past for similar processes [55,81–85]. 

To answer the questions posted in Section 1.2, the findings hint for the advantageous properties 
of the applied reactor system. While questions regarding applications for a realistic “dynamic” 
context cannot be answered at this point, a second part of this work will provide more insight into 
technical system limits by applying even harsher process conditions. The findings of this work will 
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strongly contribute to PtL projects like PowerFuel, where a dynamic synthesis is part of the research 
schedule [86]. 
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Abstract: Climate change calls for a paradigm shift in the primary energy generation that comes 
with new challenges to store and transport energy. A decentralization of energy conversion can only 
be implemented with novel methods in process engineering. In the second part of our work, we 
took a deeper look into the load flexibility of microstructured Fischer–Tropsch synthesis reactors to 
elucidate possible limits of dynamic operation. Real data from a 10 kW photovoltaic system is used 
to calculate a dynamic H2 feed flow, assuming that electrolysis is capable to react on power changes 
accordingly. The required CO flow for synthesis could either originate from a constantly operated 
biomass gasification or from a direct air capture that produces CO2; the latter is assumed to be 
dynamically converted into synthesis gas with additional hydrogen. Thus two cases exist, the input 
is constantly changing in syngas ratio or flow rate. These input data were used to perform 
challenging experiments with the pilot scale setup. Both cases were compared. While it appeared 
that a fluctuating flow rate is tolerable for constant product composition, a coupled temperature-
conversion relationship model was developed. It allows keeping the conversion and product 
distribution constant despite highly dynamic feed flow conditions. 

Keywords: Fischer–Tropsch synthesis; microstructured reactors; dynamic processes; heterogeneous 
catalysis; decentralized application; compact reactor technology; PtX; BtL; PtL 

 

1. Introduction 

Anthropogenic greenhouse gas emissions must be reduced to limit global warming to less than 
2 °C [1]. For this reason, the Climate Protection Plan 2050 was drawn up in Germany. In accordance 
with directives from the European Union (EU), the goal is to reduce greenhouse gas emissions by 80–
95% by 2050 compared to 1990 [2]. Since CO2 is one of the most emitted greenhouse gases [3], 
technologies that favor neutral or negative CO2 emissions are becoming increasingly relevant. 
Renewable energy can be obtained from wind, solar power, or biomass. These sources offer the 
possibility to generate energy without affecting the fossil carbon cycle. It can be assumed that 
extensive implementation is tied to decentralized plants on a wide variety of free areas in order to 
produce energy where it is needed [4,5]. The share of biomass in the energy mix is considered to be 
limited, especially in Germany [6]. For this reason, wind and solar energy in particular need to be 
actively supported and will thus dominate the electricity market at a certain point in time. Due to 
seasonal effects as well as day and night cycles, a misalignment between energy generation and 
consumption exists. One of the biggest challenges is the storage of spatial and time-resolved excess 
energy and the compensation of energy gaps [7–10]. 

To store large amounts of energy over seasons or daytime, electrical energy must be converted 
into molecules with a high energy density that do not show losses even during long storage periods. 
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In power-to-liquid (PtL) processes, hydrogen is produced by water electrolysis and converted with 
carbon oxides into liquid hydrocarbons. Those processes are suitable to produce such molecules, i.e., 
chemical energy carriers. The storage of hydrogen itself is expensive and involves a number of risks, 
which makes its conversion to liquid hydrocarbons interesting [11–13]. The Fischer–Tropsch 
synthesis (FTS) is one of several pathways to produce a synthetic crude fuel from synthesis gas, a 
mixture of H2 and CO. Pre-treated synthetic crude from the FTS can replace petroleum products 
without significantly changing existing infrastructure [14]. Carbon monoxide can be obtained from 
many carbon sources. To ensure CO2 neutrality, the carbon source should be CO2 from direct air 
capture (DAC) or biomass since plants utilize CO2 to grow. Together with H2 from electrolysis, CO2 
from the atmosphere can be converted into synthesis gas by reverse water–gas shift reaction (RWGS). 
Biomass gasification directly leads to synthesis gas but often lacks in hydrogen; thus, H2 by 
electrolysis can be added to the produced gas stream to increase the efficiency of the biomass-to-
liquid (BtL) process route. 

Until recently, FTS has only been used in large-scale plants where large quantities of synthesis 
gas are processed [15]. In order to justify decentralized conversion of renewable energy sources, the 
applied reactor technology must be significantly improved in order to obtain similar efficiency 
without large internal recycling at small- to medium-scale installations. Within microstructured 
reactors, small dimensions and a large internal surface area can significantly improve both mass and 
heat transfer in many processes [4,16,17]. In addition, processes can be further intensified through 
evaporation cooling. Those advantages allow increasing of the reactors’ space-time yield by a factor 
of 80 and enhancing the single pass conversion in FTS from 40% to above 60% [18]. That is a quantum 
leap for the generation of hydrocarbons and makes compact synthesis plants possible. To foster cost 
reduction in processes where hydrogen is required before the synthesis, expensive plant components 
such as a hydrogen buffer storage need to be minimized. This goal can be reached through dynamic 
process control, for instance [19]. Nevertheless, plant utilization needs to be maximized and the 
whole system must be assessed via an economic evaluation. 

In the past, researchers always hoped to overcome the boundaries of steady-state synthesis 
reactions [20–37]. It is obvious that potential selectivity or conversion advantages from forced feed 
cycling or temperature swing or other types of unsteady-state operation must overcome additional 
cost and complexity brought into the system design [20,22,23]. In the context of PtL applications, the 
reduction of intermittent hydrogen storage is a clear reduction of capital costs enabled by dynamic 
operation [22–24,38]. Only a small number of publications investigated potential effects from 
dynamic operation on the FTS, mostly before the 1990s [20,37]. It was observed that iron-based 
catalysts produce more methane under forced feed cycling. When repeated for a cobalt-based 
catalyst, a “hydrocarbon formation overshoot” for the C1–C7 species, compared to steady-state, was 
observed [37]. It should be noted that such effects might be strictly linked to one specific catalyst 
compositions. In a review by Silveston from 1995, a generally increased catalyst activity or 
performance was described for multiple systems [20]. Other observations are worth mentioning, such 
as that steady-state kinetics are unable to predict benefits with regard to conversion or selectivity and 
that forced feed-cycling is so far the only practicable way to induce better process performance. 
Temperature cycles are not much investigated yet. Only the work of González and Eilers picked up 
that topic 20 years later [22–24]. PtX technologies became increasingly interesting for process 
engineers in the recent years. For the involved catalysts, mainly iron and cobalt-based, no 
improvement by dynamic operation in activity or selectivity could be found in these studies. 
However, no hint as to disadvantages from forced feed cycling have been reported to date. Thus, 
steady-state kinetics seem valid for unsteady-state operation. A final validation of a feasible dynamic 
operation in process combination with electrolysis is not possible, since no such systematic 
investigation is present up to now. 

A deeper look into dynamic synthesis was performed for the methanation reaction [21,25–36]. 
The need for flexibility in the fast changing energy system was recognized and investigated. From 
simplified assumptions in his model, Güttel et al. concluded that oscillation brings no improvement 
in the reaction rate compared to steady-state [21]. Unsteady-state kinetics were likely unable to 
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predict the experiments. Methanation reaction is probably simpler in terms of reaction kinetics, 
compared to the FTS. However, catalyst deactivation and a more severe and also moving hot spot is 
more difficult to describe in methanation, compared to Fischer–Tropsch synthesis [28,30,31]. 
Deactivation brings always uncertainty in kinetics descriptions and the description of methanation. 
Thus, multiple models were developed to simulate product properties and reactor performance in 
dynamic operation. Some of the investigations focus on thermal stability and synthesis improvement 
[28,31–36] while practical approaches often lack a sufficient feedback loop or monitoring options [34–
36]. Mixed results are reported about the decline of reaction rate by oscillation experiments and only 
few advantages from oscillation are reported [30,36]. Almost no negative effect on catalyst lifetime is 
observed, while slightly better stability is found the shorter the cycles are [26,27,30]. Both the 
isothermal and adiabatic reactor approach have advantages and disadvantages, while the latter is 
reported to be better suited for load-flexible operation [36]. 

In microstructured fixed bed reactors, issues like hot-spot formation and associated deactivation 
do not apply ab initio, as shown in our previous work (Part 1) [38]. Hot spots are negligible and high 
per-pass conversion can be established without sintering effects. In addition, no advantage or 
disadvantage from oscillation experiments was found and description by steady-state kinetics 
seemed to be valid for unsteady-state experiments. As the time-scale was still in the minute-scale in 
Part 1, in this paper we will focus on a high-frequency oscillation following the power profile of an 
electrolysis by applying real photovoltaics data from a location in Baden–Württemberg to the setup. 
This analysis is performed under consideration of the two elaborated cases above, i.e., the variation 
of feed gas composition (assuming a constant biomass gasification with fluctuating hydrogen 
addition) and the variation of feed gas flow (assuming a CO2-storage with dynamically operated 
RWGS). The paper will give insights in the reactor and setup response as well as possible limitations. 

2. Materials and Methods 

2.1. Experimental Setup and Process Analysis 

The pilot scale setup for up to 7 L d−1 of liquid and solid product from previous publications was 
used for this work [18,38]. The microstructured fixed bed reactor using cobalt as active catalyst 
component was used as described elsewhere [16]. The catalyst was not exchanged in between part 1 
and part 2 of the study. 

Analysis consisted of an online gas chromatograph (GC) to determine conversion levels and 
selectivity, as well as two offline GC for liquid and solid product analysis. Details on data processing 
are detailed elsewhere [18,39,40]. Additionally, a mass spectrometer (MS) was introduced in part 1 
for online measurement of the gas phase with better time resolution [38]. After some modifications 
on the MS, the gas phase concentration could be quantified in this work, in contrast to part 1. Three 
thermocouples enabled temperature measurement of the reaction. The top (feed inlet) and bottom 
(product outlet) temperatures of the microstructured reactor were measured with thermocouples 
inserted in between the plates of the microstructured packed bed. The steam outlet temperature was 
measured in the fluid. Calibrated mass flow controllers (MFCs) dosed the respective feed gases. A 
quick sampling (QS) site was previously installed for concurrent gas and liquid sampling [38]. 

It is important to point out that parameter changes affect the reaction performance much faster 
than they can be measured due to a signal delay of about 17.5 min (for both liquid and gas 
composition), as discussed in the previous work of Part 1. 

In this part of the study, it must therefore be assumed that gas composition changes inside the 
catalyst bed appear fast, as the species residence time from the MFCs to the reactor exit is less than 
two minutes. Setpoint changes of reactor temperature can also be assumed to take effect almost 
instantaneously since internal temperature control via cooling water pressure manipulation is very 
effective and monitoring is performed by measuring the wall temperature inside the microstructured 
foil stack. Evaporation cooling is thus found to save response time in contrast to heating and cooling 
without phase change. As a result, the conversion inside the catalyst bed is subject to very fast 
changes. 
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2.2. Real Photovoltaic Profiles and Discretization of the Feed 

Since a realistic context of an actual PtL process is not yet fully clear, testing the capabilities of 
the FTS step is straightforward to identify possible limits of future process chains. Stress on the 
catalyst can be applied in many ways. In the context of dynamic FTS, quickly fluctuating feeds are a 
good way to test system behavior under extreme conditions. 

KIT’s Battery Technical Center (BATEC) supplied different real-time profiles for a 10 kW 
photovoltaic (PV) table. This data was used to develop experimental campaigns. The PV table consists 
of polycrystalline solar modules. The tilt angle was adjusted to 30° facing south, which is considered 
optimal for the given location (N 49.1 E 8.4). This allowed reaching the theoretical peak power of 10 
kW. 

In this work, a daily profile for a sunny spring day in 2015 is used (see Figure 1a). It was 
confirmed by BATEC that this profile is a representative average for that period and location. A 
hydrogen flow of 4 kWh 𝑚𝑚𝑁𝑁,𝐻𝐻2

−3  was calculated from the assumption of a conversion efficiency of 75% 
(based on the heating value). This is a typical value for industrial state-of-the-art PEM electrolysis as 
reported for Siemens Silyzer 200 and 300 systems, for instance [41,42]. Usually, we operate the reactor 
in steady state between 60 and 160 gcat h m−3 of syngas mixture (see Table 2). This equals between 5 
and 17.6 LN min−1 of hydrogen. In order to achieve this, a downscaling factor of 2.5 was applied to fit 
the scale of H2 production to the given reactor size and mass of catalyst. A discretization of the 
hydrogen volume flow was conducted to yield a maximum 10 steps during a ramp from the highest 
flow level to the lowest and vice versa. Furthermore, the time of a change between the different levels 
was expanded to minimum one minute so that new syngas flows could be established in the current 
test rig. A minimum flow of 7 L min−1 H2 needed to be guaranteed from experience in order to keep 
the specific pilot scale reactor running autothermal by emitting sufficient reaction enthalpy. This is 
crucial in order to compensate the losses to the environment and the cooling cycle. This is an 
experimental limitation in the current setup as a function of the reactor size and total mass of catalyst 
in the system. A scale-up factor of 60 would fortunately reduce this lower limit to less than 20% of 
the upper value, which allows a wider flexibility of the reaction. An additional 3 h of operation time 
per day (phases of dawn and twilight) would be feasible then without including a hydrogen storage. 

The discretized input signal for the reaction is depicted in Figure 1b. After cutting the graph 
along the minimum flow, seven different experimental conditions remained. 

  
(a) (b) 

Figure 1. Experimental input signals based on the data from KIT’s Battery Technical Center (BATEC). 
(a) Power output profile for a 10 kW peak PV table for a sunny spring day in 2015; (b) Discretized 
hydrogen flow calculated from Figure 1a assuming a specific conversion energy of 4 kWh 𝑚𝑚𝑁𝑁,𝐻𝐻2

−3  and 
applying a further downscaling factor of 2.5. 
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2.3. Experimental Base Cases 

In order to apply the hydrogen profile presented in Section 2.2, the two different scenarios were 
chosen to gather first insights into the process stability and product quality. Figure 2 shows the 
potential pathways for either PtL or BtL approaches including an FTS unit in a simplified scheme. 
For both cases, the abovementioned PV panel and electrolysis unit deliver the hydrogen needed for 
the FTS. The carbon source is either CO2 or biomass. 

For Case 1, the BtL pathway, a steady biomass gasification is assumed so that a constant flow of 
CO-rich synthesis gas is gathered with a syngas ratio below 2 [43]. If the fluctuating hydrogen flow 
from the electrolysis is added to the constant flow of synthesis gas, a varying H2/CO ratio in the FTS 
reactor and changing residence time of the gas mixture are the consequences. Varying two system 
parameters at the same time promotes unpredictable effects on the performance of the synthesis. 

In Case 2, the PtL process route, a CO2 storage can be depleted on demand. It is assumed that a 
RWGS unit can be operated with fixed gas mixtures and changing total flows In-line with the 
response time of the electrolysis. In this scenario, a fixed H2/CO ratio of 2 is fed to the FTS reactor. A 
dilution of the feed gas with CO2 or formed methane of the RWGS output is not considered in the 
current approach. Water is thought to be condensed before entering the FTS. 

 
Figure 2. Potential PtL (black solid lines) and BtL (red dotted lines) pathways to produce syngas for 
the microstructured FTS reactor. Both pathways include a PV panel and electrolyzer; a hydrogen 
buffer storage of a certain size is optional. The PtL pathway utilizes CO2 as carbon source exclusively, 
which needs to be converted into syngas in a RWGS unit. A CO2 buffer storage is an assumed pre-
requisite here. The BtL pathway uses syngas from biomass gasification and hydrogen from 
electrolysis. 

2.4. Calculation of Conversion Levels during Quick Process Changes 

The actual CO conversion could not be determined in real time since both GC and MS analysis 
suffer from product back mixing with at least 17.5 min of signal delay, see part 1 of the study [38]. In 
order to approximate conversion levels during quick changes, a linear regression model was 
developed, based on a database of 19 sets of process parameters that were tested experimentally. 
Parameter ranges are listed in Table 1. Within these ranges, conversion estimations should be 
accurate. 

Table 1. Overview of process parameters for linear regression data in a pilot scale FTS unit 

 
Temperature 

°C 
Syngas ratio 

- 
τmod 

gcat h m−3 
Min. value 235.5 1.49 65.17 
Max. value 246 2.20 158.02 

The modified residence time (τmod), the syngas ratio and the temperature have a significant 
influence on CO conversion. Because of different gas densities between all gas feed species, the 
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density-independent parameter τmod was chosen instead of the weight hourly space velocity (WHSV) 
and calculated via the relation τmod = γfeed WHSV−1 with γfeed being the respective density of the feed 
gas mixture. 

The correlation of CO conversion from the individual values can be described with a linear 
regression model. The fundamental approach is described in Equation 1. The regression coefficients 
βk are linearly related. 

𝑋𝑋𝐶𝐶𝐶𝐶 =  𝛽𝛽0 + 𝛽𝛽1 𝑥𝑥1 + 𝛽𝛽2 𝑥𝑥2 + ∙∙∙  + 𝛽𝛽𝑘𝑘 𝑥𝑥𝑘𝑘, (1) 

with XCO being the CO conversion, 𝛽𝛽0 the base regression coefficient, 𝛽𝛽𝑘𝑘 regression coefficients and 
𝑥𝑥𝑘𝑘 regression variables. The regression coefficients weigh the expected change in XCO with changes 
in regression variables. The variables for this model are combinations of the modified residence time, 
the H2/CO ratio and the temperature. The model was fitted using a systematic approach based on 
Equation 1 executed in a standard spreadsheet calculator program. A linear approach according to 
Equation 2 was chosen [44]. 

𝑋𝑋𝐶𝐶𝐶𝐶 =  𝛽𝛽0 + 𝛽𝛽1 𝑋𝑋𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚  +  𝛽𝛽2 𝑋𝑋𝐻𝐻2
𝐶𝐶𝐶𝐶

+ 𝛽𝛽3 𝑋𝑋𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅, (2) 

with Xi being the coefficients for the respective influence parameters mentioned above. TReactor is the 
average temperature determined from two thermocouples in the foil stack next. These are placed 
along the bed length in the outer wall of the catalyst bed. The individual parameters from Equation 
2 can be determined using the least squares method. In matrix notation, the measured values can be 
specified as shown in Equation 3. 

�⃗�𝑥 = H ∙  �⃗�𝑦, (3) 

with �⃗�𝑥 being the results matrix, H the matrix notation of the target equation and �⃗�𝑦 the estimator and 
the coefficient matrix. The variables are defined in Equation 4 

�⃗�𝑥 = �

𝑋𝑋𝐶𝐶𝐶𝐶,1
𝑋𝑋𝐶𝐶𝐶𝐶,2
⋮

𝑋𝑋𝐶𝐶𝐶𝐶,𝑘𝑘

�    H = 

⎝

⎜⎜
⎛

1
1
⋮
1

 

𝑋𝑋𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚,1
𝑋𝑋𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚,2

⋮
𝑋𝑋𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚,𝑘𝑘

 

𝑋𝑋𝐻𝐻2
𝐶𝐶𝐶𝐶,1

𝑋𝑋𝐻𝐻2
𝐶𝐶𝐶𝐶,2

⋮
𝑋𝑋𝐻𝐻2
𝐶𝐶𝐶𝐶,𝑘𝑘

 

𝑋𝑋𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅,1
𝑋𝑋𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅,2

⋮
𝑋𝑋𝑇𝑇𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚𝑅𝑅,𝑘𝑘⎠

⎟⎟
⎞

   �⃗�𝑦 = �

𝛽𝛽1
𝛽𝛽2
⋮
𝛽𝛽𝑘𝑘

�,  (4) 

For the estimator of the least squares method �⃗�𝑦, the relation in Equation 5 can be used [45] 

�⃗�𝑦 = (HTH)−1HT ∙  �⃗�𝑥, (5) 

while matrix H must be of full rank for the inverse (HTH)−1 to exist. The residuals vector 𝑒𝑒 can be 
determined from Equation 6 

𝑒𝑒 = �⃗�𝑥 − H ∙  �⃗�𝑦. (6) 

2.5. Step Change Experiments—Experimental Design 

In order to test the system before PV profile experiments, step change experiments were 
conducted based on the seven remaining steps between minimum and maximum hydrogen flow, see 
Section 2.2. Reactor behavior was tested in accordance to Case 1 by manipulating the syngas ratio 
concurrently with the residence time of each step change. This was applied by giving a constant CO 
flow of 7 LN min−1, adding as much hydrogen as needed to reach certain H2/CO ratios. The syngas 
ratio ranged consequently between 1.2 (very low) and 2.4 (over-stoichiometric) with 0.2-steps. The 
time between each step differed, starting with 10 min between each step (experiment A) to 5 min 
between each step (experiment B). A lower step time was unfavorable for the means of process 
observation since liquid sampling took 5 min. The initial syngas ratio was held overnight before each 
experiment. Two plateaus at minimum and maximum ratio were held for a prolonged time (60 min 
for experiment A, 30 min for experiment B) before ramping up or down again. Figure 3 shows the 
executed experiments. 
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(a) (b) 

Figure 3. Setpoints of H2/CO ratio between 1.2 and 2.4 with two cycles of ramping it down and up as 
function of time in step change experiments. (a) Experimental profile for ten-minute steps with 
plateau times of 60 min (experiment A); (b) Experimental profile for five-minute steps with plateau 
times of 30 min (experiment B). 

2.6. Experiments Based on the PV Profile 

For the PV profile experiments, the BtL and the PtL case was covered experimentally. Figure 4 
shows the FTS feed input data with regard to H2 and CO flow adapted from the real PV profile. Figure 
4a represents Case 1 (experiment C) and Figure 4b Case 2; Case 1 was conducted with a larger range 
of the syngas ratio (1.0–2.4) compared to the step change experiments. Case 2 was first conducted 
without external temperature control (experiment D) and repeated. The linear regression model 
introduced in Section 2.4 was used to calculate the necessary temperature, which is required to keep 
the CO conversion throughout the experiment (experiment E). The aim was to convert 70% of CO 
despite the changing residence time inside the reactor. Therefore, temperature data from experiment 
D was analyzed and temperature corrections applied by hand if the conversion was below 70%. 

  
(a) (b) 

Figure 4. Setpoints of CO an H2 flow discretized from the PV profile as function of time. (a) Variable 
H2/CO ratio and residence time (Case 1, experiment C); (b) Variable residence time with a fixed syngas 
ratio of 2 (Case 2, valid for experiments D and E). 

3. Results and Discussion 

3.1. Linear Regression Model 

Using the regression described in Section 2.4, the linear approach from Equation 2 was 
systematically adapted to 19 data points with low inert gas dilution (<5%) using the least squares 
method. For the fit, the data from Table 2 were used. Before the fit, the variables were normalized to 
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a range between 0 and 1 using the min-max transformation according to Equation 7 [46]. This 
minimizes the influence of larger numbers on the regression. 

Table 2. Detailed overview of experimental data used for the linear regression model 

Data 
τmod 

gcat h m−3 
H2/CO 

- 
T 

°C 
τnorm 

- 
H2/COnorm 

- 
Tnorm 

- 
XCO 
% 

1 93.91 1.98 245 0.3073 0.6855 0.9048 65.25 
2 81.81 1.98 245 0.1779 0.6935 0.9048 55.72 
3 72.74 2.11 244.5 0.0809 0.8757 0.8571 49.05 
4 65.17 2.00 244.5 0.0000 0.7190 0.8571 41.58 
5 65.27 2.00 235.5 0.0010 0.7214 0.0000 27.51 
6 72.62 1.99 235.5 0.0797 0.7102 0.0000 27.61 
7 81.74 1.99 235.5 0.1772 0.6993 0.0000 30.90 
8 93.69 1.98 235.5 0.3050 0.6867 0.0000 36.06 
9 158.02 1.94 235.5 0.9928 0.6295 0.0000 43.38 
10 158.69 1.93 240 1.0000 0.6247 0.4286 57.79 
11 141.32 1.49 244.5 0.8143 0.0000 0.8571 60.14 
12 130.71 1.73 246 0.7008 0.3367 1.0000 62.14 
13 121.26 1.96 244.5 0.5997 0.6593 0.8571 67.37 
14 113.44 2.18 244.5 0.5161 0.9761 0.8571 71.34 
15 94.22 2.19 241.5 0.3106 0.9875 0.5714 57.91 
16 93.80 2.20 241 0.3061 0.9980 0.5238 42.37 
17 94.69 2.20 240.5 0.3157 1.0000 0.4762 44.03 
18 95.10 2.20 239 0.3200 0.9993 0.3333 43.29 
19 107.33 1.96 238 0.4508 0.6658 0.2381 40.53 

𝑥𝑥𝑖𝑖,𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 =  𝑥𝑥𝑖𝑖− 𝑥𝑥𝑖𝑖,𝑚𝑚𝑖𝑖𝑚𝑚
𝑥𝑥𝑖𝑖,𝑚𝑚𝑅𝑅𝑚𝑚− 𝑥𝑥𝑖𝑖,𝑚𝑚𝑖𝑖𝑚𝑚

   𝑥𝑥𝑖𝑖,𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 ϵ [0, 1], (7) 

with xi being the respective value of the currently observed parameter, xi,min being the lowest and xi,max 
being the highest value of the parameter within the data set. 

Equation 8 resulted from the linear regression for the measured data with a maximum deviation 
of 8.1% 

𝑋𝑋𝐶𝐶𝐶𝐶 =  19.51 +  25.26 𝑋𝑋𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚 +  13.20 𝑋𝑋𝐻𝐻2
𝐶𝐶𝐶𝐶

 +  29.34 𝑋𝑋𝑇𝑇. (8) 

Using Equation 8, the required reactor temperature was calculated depending on the feed 
conditions and the target CO conversion. The required reactor temperature to reach a certain CO 
conversion can be picked from a corresponding plot if τmod and the H2/CO ratio are known. This tool 
was crucial for the planning of experiment E, where an increase in the conversion level based on the 
temperature should be achieved with quickly reducing residence times and vice versa. The contour 
plot based on Equation 8 is shown in Figure 5 for a fixed syngas ratio of 2 (Case 2). It was used to 
determine the conversion throughout experiment D and to calculate the needed temperature for 70% 
of CO conversion in experiment E. 

 

Figure 5. Contour plot derived from Equation 8 with curves of constant CO conversion levels ranging 
from 32–75% as function of τmod and the average reactor temperature at a syngas ratio of 2. 
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The desired temperature was induced proactively by changing the water pressure used for 
evaporation cooling, see part 1 of our study [38]. 

3.2. Step Change Experiments—Results 

The outcome of the step change experiments is shown in Figures 6–8. The average reactor 
temperature is shown in Figures 6a and 6b. The methane byproduct formation is depicted in Figures 
7a and 7b and the composition of the liquid phase is represented by Figures 8a and 8b, for experiment 
A and B respectively. Temperature could be measured instantaneously at the reactor. Gas and liquid 
phase signals are delayed by a time shift of about 17.5 min compared to the moment when the gas 
concentration was changed, see part 1 of this work [38]. This shift is more apparent in the shorter 
time steps (Figures 7b and 8b). 

Figures 6a and 6b show the effect of different gas concentration change times on reaction 
temperature without external temperature control. The first plateau in experiment A led to a 
generally lower reactor temperature due to a longer time period at lower flow before the experiment. 
Thus, the slope of temperature increase in experiment B is consequently higher, leading to an 
increased maximum temperature after half of the experiment. Those effects could be countered by 
temperature manipulation, which was not conducted in these experiments. 

  
(a) (b) 

Figure 6. Average reactor temperature as function of time in step change experiments A (a) and B (b). 

A high syngas ratio strongly favors methane formation [47–49]. At higher temperatures, its 
formation is further increased, as Figures 7a and 7b show convincingly. The highest concentration 
gradient observed in both experiments was around ΔcCH4 = 10%abs. Both experiments show quite 
similar concentration curves including similar delay of the methane signal. Some signal interruptions 
and relatively large signal noise are caused by the gas measurement via the Quick Sampling site 
which is frequently disconnected during liquid phase sampling, see part 1 of the study. 

  
(a) (b) 

Figure 7. Methane concentration as function of the time in step change experiments A (a) and B (b). 
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Figures 8a and 8b show the relative content of alkanes, alkenes and the sum of iso-alkanes and 
alcohols in the liquid phase. Saturation of molecules with hydrogen is dependent on the applied 
syngas ratio [50] and is visible as a shift between the alkanes’ and alkenes’ share in the experiments. 
The amounts of iso-alkanes and alcohols are quite constant despite significant changes of residence 
time and syngas ratio. The share is not influenced by temperature, as observed previously [38]. The 
progression of the curves is again similar for both time scales. 

  
(a) (b) 

Figure 8. Liquid phase composition regarding alkanes, alkenes and sum of iso-alkanes and alcohols 
in step change experiments A (a) and B (b). 

3.3. Experiments Based on the PV Profile—Results 

3.3.1. Results from Experiments without Temperature Manipulation 

Experiment C is directly linked to the step change experiments as all are conducted with a 
constant CO flow. This, as explained earlier, simulates a BtL route without hydrogen buffer. Case 2 
represents a PtL application without temperature manipulation (experiment D). Here, the existence 
of a CO2 buffer storage is assumed as prerequisite for a dynamic operation of syngas production and 
utilization. Figures 9–11 show the data on temperature, methane concentration, and liquid product 
composition in analogy to Figures 6–8. 

The reactor temperature in Figure 9a for experiment C shows similar behavior to the trend 
observed in experiments A and B. The average temperature inside the reactor increases with the 
available total gas flow and the hydrogen to CO ratio. The maximum average temperature change of 
the reactor in experiment C over the course of the experiment was ΔTmax = 8 °C, which is similar to 
the observed temperature change in step change experiments, see Section 3.2. The reactor is thus able 
to buffer fast changes in the 1 min regime while varying the residence time and syngas ratio; this is 
also valid with regard to a negligible T-gradient along the bed during the experiment. The reactor 
continued to run autothermally, and the cooling medium was never overheated. Neither did a 
thermal runaway happen. 

Case 2, experiment D, is shown in Figure 9b. The maximum temperature of the reactor change 
is smaller, i.e., ΔTmax = 6 °C. This indicates that the influence of the residence time on the local 
temperature is much greater than that of the syngas ratio. The pronounced changes in volume flow 
can be counteracted by temperature manipulation, see next section. Regarding back-mixing of the 
products before the measurement unit and the general limitations in analysis time, no quantification 
of conversion could be performed at this point. This emphasizes the need of a prediction model like 
the one presented in Section 3.1. 
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(a) (b) 

Figure 9. Average reactor temperature as function of time for experiments C (a) and D (b), the latter 
with a constant syngas ratio of 2. 

Methane production in experiment C also followed the behavior observed in step change 
experiments. Figure 10a demonstrates that a higher available syngas ratio and the increasing reactor 
temperature resulted in an increased production rate for methane. The highest concentration gradient 
accounted for ΔcCH4,max = 4.5%abs, which is only half the value from the step change experiments. Short 
changes seem to reduce the methane byproduct formation. Methane concentration was more constant 
in experiment D, as shown in Figure 10b. ΔcCH4,max is 3.5%abs. Interestingly, the methane concentration 
is the inverse of the concentration in experiment C. At a lower total volume flow, the residence time 
of the feed gas increases and with it the conversion levels. With a higher conversion, the content of 
CH4 in the product gas increases accordingly. Keeping a steady syngas ratio has positive effects on 
uniform methane production. 

Figure 11a shows that the liquid composition is significantly influenced by the available syngas 
ratio in the catalyst bed, compare experiments A and B with C. The variation of the product shares of 
alkanes and alkenes is distinctly wider in experiment C compared to experiment D (Figure 11b) with 
constant syngas ratio. The iso-alkane and alcohol production seem mostly unaffected by the drastic 
changes applied. Even product properties are crucial for downstream operations such as distillation 
and hydrotreating. Keeping a constant syngas ratio is thus recommended. Therefore, the PtL case is 
advantageous compared to hydrogen-boosted BtL with regard to product upgrade. 

  
(a) (b) 

Figure 10. Methane concentration as function of time for experiments C (a) and D (b), the latter with 
a constant syngas ratio of 2. 
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(a) (b) 

Figure 11. Liquid phase composition regarding alkanes, alkenes and the sum of iso-alkanes and 
alcohols as function of time for experiments C (a) and D (b), the latter with a constant syngas ratio of 
2. 

3.3.2. Results from Temperature Adaptation to Reach Targeted Conversion Levels 

Experiment E also corresponds to the PtL route including a storage for CO2 and a dynamically 
operated RWGS unit before the FTS. The reactor temperature is manipulated to aim for a CO 
conversion of 70+% at every time. The target temperature was calculated from the linear regression 
equation explained in Section 3.1. The required temperature setpoints as function of time were 
derived from the plot in Figure 9b as a base case and adapted by changing the water pressure in the 
cooling cycle per manual operation. The corresponding water pressure could be calculated with the 
Antoine equation for liquid water [51]. This manipulation was previously explored in part 1 of this 
study [38]. 

In Figure 12a, the required average reactor temperature for 60% CO conversion in experiment D 
is plotted against the measured value. Figure 12b shows the plot of required average reactor 
temperature for 70% CO conversion and the obtained average reactor temperature by manipulation 
of the cooling cycle pressure in experiment E. The upper plateau of the measured temperature is a 
consequence of reaching the evaporation state in the cooling cycle. Lower temperatures exist due to 
the effect that the reaction heat is not sufficient to reach the evaporation state and the reactor cools 
down due to heat loss to the environment. The reactor temperature could finally reach the setpoint 
of the water inlet temperature. 

  
(a) (b) 

Figure 12. Required average reactor temperature by linear regression to reach a certain conversion 
(grey solid line) and measured average reactor temperature (black solid line) as function of time. (a) 
experiment D with aimed 60% CO conversion; (b) experiment E with aimed 70% CO conversion. 
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According to the linear regression model, experiment D without temperature manipulation 
already resulted in more than 60% CO conversion at any time during the experiment. Within 
experiment E, 70% of CO conversion should be reached at any time. It was possible to narrow the 
observed temperature profile and even to exceed the required temperature levels in some cases. The 
temperature was too low only during the first 120 min of the experiment. Starting at a low volume 
flow, the available reaction heat is limited, so less heat is available to increase the average 
temperature. Nevertheless, water pressure manipulation was in general an effective tool to reach 
high temperatures and thus high conversion. Above 75% conversion, the developed linear regression 
model leaves its validated parameter range so it is not possible to plot the conversion in the high 
temperature range obtained in experiment E. 

With temperature control in experiment E, methane formation was even more uniform than in 
experiment D, see Figure 13. ΔcCH4,max was further decreased to 2.5%abs. This highlights the superior 
performance of inherently temperature-flexible microstructured fixed bed reactors with regard to 
minimizing product deviations in dynamic load changes. 

 

Figure 13. Methane concentration as function of time in the course of experiment E where the total 
applied feed flow was varied with a constant H2/CO ratio of 2 and concurrent temperature 
manipulation. 

3.4. Preliminary Analysis of Effects on Catalyst Stability during the Studies 

Long-term stability of the catalyst is crucial for any operation with economical interest. The 
effects from fluctuation in gas concentration and temperature on the FTS catalyst are yet unknown 
for most reactors, especially for microstructured reactors. The following analysis is preliminary as a 
continuous operation under load-flexible or dynamic conditions is to be performed on longer time 
scale. 

Different criteria can be chosen to evaluate the state of the catalyst. Easiest to test is conversion 
and selectivity towards different product classes on a regular basis. This will not give sophisticated 
information on the state of the catalyst surface, specifically the active sites. In order to get a glimpse 
of surface effects, in-situ, or better, operando measurements are necessary. In the case of FTS, this is 
not a simple operation to perform. Process parameters like elevated pressure and temperature 
usually mean rough conditions for the equipment. Many reaction cells are designed to withstand the 
required temperature but are vulnerable to pressure. A complementary analysis of the metal surface 
and the reaction products allows for a more accurate interpretation of the observed phenomena. The 
methods of choice for operando analysis would be X-ray absorption (XAS) techniques, X-ray 
diffraction (XRD), and a coupled GC-MS analysis. [19,52–54]. Those studies have been performed in 
an accompanied study and are subject of another publication under review [55]. 

In this work, catalyst activity was only evaluated by GC analysis. In Figure 14, the CO conversion 
and selectivity towards methane (SC1) and liquid products (SC5+) are shown. The same experimental 
condition was tested multiple times to determine the given values. The figure shows the respective 
value changes from data points 15–18 of Table 2 (identical parameters: H2/CO = 2.2, ~ 240 °C, 30 barabs, 
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94.5 gcat h m−3). Between the measurement of data point 15 (‘before experiments’) and setup 16 (‘after 
experiment C’), around 1000 h of operation elapsed, during which many different other data were 
collected from the reactor. In order to isolate the effect of the dynamic cycles on the catalyst from 
those trials, this data point should have been assessed right before experiment C. However, since this 
test was not executed, it is difficult to formulate a final assumption on when the catalyst actually 
deactivated. 

 
Figure 14. CO conversion and selectivity towards methane (SC1) and liquid products (SC5+) over total 
experimental TOS. Four setups (15–18 from Table 2) are represented for the sake of activity 
measurement. Grey rectangles mark the experimental campaigns presented in this work (experiments 
C–E). 

Nevertheless, the CO conversion drop from around 58% to 42.4% within 1000 h of TOS may be 
correlated much more to the TOS than to experiments A, B and C themselves. This is supported by 
further constant values for all following experiments (more experiments were conducted that are not 
the subject of this study). It thus may be concluded that experiment D and E had no effect on catalyst 
performance. Complementary measurements are, nevertheless, needed for final statements. 

4. Conclusions 

In part 2 of this study, the challenges of a fluctuating energy supply are tackled. Sector coupling 
via dynamic operation of a microstructured packed bed reactor for FTS according to step changes 
and a real PV profile are assumed. From this study, it may be concluded that storage of fluctuating 
energy on minute- to season-scale via generation of chemical compounds seems feasible with the 
applied micro-technology. This claim is supported by the superior load flexibility of microstructured 
reactors. Even though it seems that intermediate hydrogen buffering can be omitted to large extent, 
economic considerations need to be performed to provide the realistic scenario at which time-scale 
load flexibility is actually required. It is also unclear how long the catalyst system would persevere 
in such specific scenarios. From this study, it may be concluded that dynamic operation is feasible in 
microstructured reactors without considerable influence on degradation. System changes in that 
time-scale are only possible due to the previously described, increased heat and mass transfer within 
those reactors and the application of pressure changes via evaporation cooling. 

Available PV data from KIT’s solar park were translated into time-resolved hydrogen or syngas 
flow assuming near instantaneous conversion by electrolysis and reverse water-gas shift. The data 
was discretized to adjust to manageable setpoint changes in a pilot FTS test rig. Two base cases were 
developed, on which further experiments were performed. Case 1: a small-scale BtL plant where 
hydrogen is co-fed according to the PV power availability without a hydrogen buffer, leading to feed 
flow and H2/CO ratio fluctuations. Case 2: a PtL plant without hydrogen buffer but a CO2 storage 
leading to only feed flow fluctuations. Some facts have been neglected, such as the product gas from 
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the RWGS would always include a dilution by inert gases such as CH4 or CO2. Nevertheless, effects 
from high dilution on the catalyst were investigated before [18]. 

Initial step change experiments were carried out to test the discretized steps from which it could 
be concluded that the system can buffer simultaneous syngas ratio and residence time changes with 
regard to thermal behavior and product quality. No obvious changes were found when varying the 
timeframe of the steps. Experiments with PV data were executed without and with temperature 
manipulation to emphasize the importance of evaporation cooling as the main tool to even product 
quality with fluctuating feed. Case 1, the BtL case, yielded unfavorable higher concentration 
differences along the fluctuation. Case 2 (PtL) showed a much steadier performance, as demonstrated 
by plots of methane concentration, as well as alkane and alkene content of the liquid product as a 
function of time. 

It could be proven that highly dynamic, load flexible operation in microstructured FT reactors 
with multi-parameter changes in the one-minute regime are feasible and fully controllable. No 
runaway or blowout was found during fast changes of experimental conditions. The development of 
a regression model for adapting the reactor temperature without the need for measuring the product 
composition—i.e., only on basis of the knowledge of syngas ratio and residence time—led to almost 
even product quality. Constant product quality is important for product post-processing such as 
distillation and hydrotreating and highlights the importance of such methods. Keeping the CO 
conversion level by temperature manipulation seems to be a suitable approach for PtL plants as 
determined in this study. With a fixed H2/CO ratio, reaching the goal of a target conversion of 70% 
by temperature manipulation via the pressure in the evaporating cooling cycle was experimentally 
verified as good strategy. 

Due to the fact of relatively small total flows in the pilot scale FTS test rig, it was difficult to 
increase system temperature on demand from all starting points. This observation would improve 
with larger reactors. Consequently, autothermal operation will be possible with even lower relative 
loads, leading to more hours of operation without considerable hydrogen storage. 

Changes in the test rig were done manually, which can be optimized. Last but not least, no 
apparent signs of catalyst damage were found through dynamic experiments. Nevertheless, 
operando technology would enable a deeper look onto the catalyst’s active sites to determine if the 
applied process caused negative effects on long-term activity. 
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Abstract: 

Fischer-Tropsch synthesis may be a solution for converting volatile renewable energies into storable 

liquid fuel. Microstructured reactors have been proven to cope with varying operation conditions and 

are able to adapt to fluctuations in this circumstance. In this regard, a suitable kinetic model for 

chemical synthesis is essential for the prediction of reactor and catalyst behavior. The assessment 

and description of the reactor and plant response during dynamic operation must also be considered 

to develop a control system for varying operating conditions. In this work, a time-resolved model for 

the description of relevant processes inside a pilot scale microstructured Fischer-Tropsch reactor and 

the associated test rig including the product condensation stages is presented. A residence time 

distribution model describes flow and mixing behavior for all system components. Time and 

temperature-dependent product concentration in the product traps is determined by vapor-liquid-

equilibrium calculation. Phase equilibria models with ideal and real phase behavior assumptions are 

compared. A micro-kinetic model was adapted with good agreement to a variety of experimental data. 

When coupled, the overall model is able to predict time-resolved product characteristics based on 
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process conditions and feed only. This mathematical description may be of use for decentralized 

plants in the future. 

Keywords: Fischer-Tropsch synthesis; microstructured reactors; vapor-liquid flash calculation; reaction 

kinetics; residence time distribution; dynamic synthesis 
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1. Introduction 

Crude oil, natural gas and coal are still main sources of energy for transportation, industrial production 

and heat supply [1]. The resulting CO2 emissions contribute to anthropogenic climate change. For this 

reason, it is imperative that energy generation becomes CO2-neutral in the future by use of renewable 

energy sources. 

Wind and solar power are temporally and spatially distributed. Thus, solutions for an efficient and 

flexible energy system are required beyond smart grids. In order to enable sector coupling, Power-to-X 

technology (PtX) represents a promising concept and may foster the role of electrical energy as 

primary energy [2]. PtX summarizes technologies that allow energy storage in forms of chemical 

compounds such as hydrocarbons and supply of other sectors. 

Amongst P2X approaches, the Power-to-Liquid (PtL) process produces liquid energy carriers. In the 

short and medium term, it may not be possible to fully decarbonize the mobility and heat sectors, i.e. 

to decouple them from the use of fossil fuels and to cover national or global energy requirements 

entirely on an electrical basis [1]. On the long term, long-distance traffic will depend on liquid fuels with 

high energy density. According to recent studies, transport will depend due to economic and grid 

stability with around 50 % on P2X in Germany in 2050 [3]. 

One possible process pathway for PtL is the Fischer-Tropsch Synthesis (FTS). It is a strongly 

exothermic, heterogeneously catalyzed process for the generation of liquid hydrocarbons from 

synthesis gas (hydrogen and carbon monoxide). Hydrogen can be obtained from electrolysis, while 

CO can be derived from various regenerative and thus CO2-neutral sources. Examples are biomass 

digestion or gasification and CO2 direct air capture. CO2 must be reduced to CO, which is possible by 

reverse water gas shift (RWGS) or an electrochemical process. The target products are typically liquid 

fuels such as gasoline, kerosene and diesel, but also industrial intermediates such as alkenes (olefins) 

and paraffinic waxes. Fuels produced in the chain length range of diesel have a high Cetane number 

and improved combustion properties. They are free of aromatics and other heteroatoms such as sulfur 

and nitrogen which leads to lower soot formation and overall emissions upon combustion [4]. 

In order to provide an efficient reactor technology for FTS and other reaction processes, 

microstructured reactors have been developed, investigated and optimized. Due to thin fluid layers in 

such microstructures, heat transfer and mass transfer in the reaction zone are intensified. This results 
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in a considerably improved energetic and material efficiency as well as a lower space requirement. 

Higher per-pass conversion in a single reactor can be achieved and almost 100 times higher 

volumetric space-time yield (1600 – 1800 kg m
-
³ h

-1
) compared to industrial FTS reactors (20 kg m

-
³ h

-

1
) can be reached. Higher specific performances, increased safety and optimal process control also 

lead to significant cost reductions and resource efficiency. Together with compactness and modularity 

of these reactors, implementation of decentralized plants seems feasible in the framework of the 

energy transition. [5]–[13] 

Another advantage of microstructured reactors is the possibility of a dynamic operation [14],[15]. The 

response time of the reactor is tremendously shortened by its compactness with regard to 

temperature, concentration and feed flow. Thus, process parameters can be changed quickly in 

microstructured systems. This is extremely relevant, if an FTS plant would solely depend on volatile 

renewable energy, i.e. the produced hydrogen. The operating conditions of the reactor must be 

adaptable in short period to react to these fluctuations. The only alternative would be the provision of a 

correspondingly large, expensive buffer for hydrogen. 

For economical and safe operation, knowledge about conversion and selectivity in the reactor as well 

as heat integration and material flows in the plant are required information. Dynamic process 

simulation is able to calculate species distribution, heat flows and product composition at any time at 

any location inside the plant. In the case of the complex Fischer-Tropsch product composition, the 

species distribution is hardly to assess experimentally; lots of effort is required to determine the 

product composition every minute[14],[15] . One issue is a suitable kinetic model for chemical 

synthesis for the prediction, design and optimization of microstructured reactor behavior [5]. 

Furthermore, residence time distribution and correct description of the phase equilibria in the two-

phase flow of the FT product at product condensation traps are required for description of plants.  

This contribution is devoted to deliver the three major elements: kinetics, residence time distribution 

and the strategy for phase description – all experimentally verified from a pilot scale test rig. The 

strategy could be applied to larger FT plants to derive the mean composition of the product depending 

on the input, i.e. wind or solar energy and their respective location. From an economic point of view, it 

has already been verified in previous contributions that at constant H2/CO ratio a constant conversion 

manipulated by the reactor temperature could lead to rather constant product distribution over a real-
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time photovoltaics energy profile [14],[15]. Heat flows are not yet considered but may be addressed in 

upcoming further publications.   

 

2. Material and methods 

2.1 Experimental setup 

The core components of the plant are: mass flow controllers for gas feeding, an evaporation-cooled 

microstructured packed bed FT reactor, a hot trap (HT) and a micro heat exchanger (µHE) for product 

condensation before a cold trap (CT); details see elsewhere [14],[16]. The boiling point of the cooling 

water cycle is controlled by pressure regulation so that the desired reactor temperature can be 

adjusted in autothermal reactor operation; heat cartridges are used to preheat to ignition temperature 

of the reaction (approx. 190°C). The product leaving the reactor is mainly gaseous and is fed to the HT 

via a heated pipeline. In order to condense hydrocarbons which are solid at ambient conditions, the 

product stream is cooled to approx. 170 °C in the HT. This product fraction will be called “wax”. The 

remaining gas flow leaves the HT and flows through the µHE into the CT. The gas is cooled to approx. 

10 °C and the liquid products, which consist of an oil phase and a water phase, are condensed. The 

remaining gas from the CT is analyzed in a gas chromatograph (GC) for product analysis. If 

necessary, gas is directed to a mass spectrometer (MS) via a needle valve during sampling at a Quick 

Sampling site before the cold trap; details see elsewhere. [14]–[16] 

 

2.2 Experimental data for fitting kinetics 

Different experimental campaigns were conducted, analyzed and included into the reactor description 

via a microkinetic model. An overview of the used process parameters can be found in Table 1.  

Table 1: Experimental data and results for 20 steady-state experiments with the microstructured pilot 

scale reactor. 

Experiment 

# 

    

L min
-1

 

H2/CO 

ratio 

- 

Dilution 

% 

WHSV 

         
       

T 

°C 

ptotal 

MPa 

XCO 

% 

XH2 

% 

SC1 

% 

SC5+ 

% 

1 17.526 2.20 2.70 5.23 239.0 3.0 43.29 48.56 13.74 76.71 
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2 15.528 1.96 3.04 4.91 238.0 3.0 40.53 48.75 12.98 77.77 

3 16.263 1.96 17.65 6.20 225.0 3.0 29.11 35.26 10.84 80.38 

4 14.309 1.49 20.00 6.08 235.0 3.0 42.06 63.94 9.82 81.86 

5 15.290 1.48 18.75 6.15 235.0 3.0 43.55 54.26 11.12 80.27 

6 17.249 2.19 16.67 6.27 235.5 3.0 50.24 56.85 13.21 77.11 

7 16.272 1.96 17.65 6.21 235.5 3.0 47.74 57.15 12.48 78.23 

8 16.360 1.96 17.65 6.24 235.5 2.5 43.98 53.01 13.41 76.71 

9 16.492 1.96 17.65 6.29 235.0 2.0 35.86 43.59 13.54 75.88 

10 14.304 1.49 20.00 6.08 245.0 3.0 46.28 71.70 20.03 64.16 

11 15.281 1.73 18.75 6.14 245.5 3.0 55.98 77.75 14.20 74.76 

12 17.273 2.18 16.67 6.28 245.0 3.0 75.40 79.26 16.03 74.20 

13 16.297 1.95 17.65 6.22 244.8 3.0 69.73 79.55 13.96 77.16 

14 16.360 1.96 17.65 6.24 245.0 2.5 58.52 68.96 14.87 75.08 

15 13.745 1.96 3.45 4.37 244.5 3.0 67.37 80.22 13.60 77.45 

16 14.692 2.18 3.23 4.42 241.5 3.0 63.49 68.12 14.56 76.36 

17 17.747 1.98 2.68 5.43 245.0 3.0 65.25 69.81 13.98 77.21 

18 22.913 2.11 2.10 6.96 244.5 3.0 49.05 58.83 14.60 74.90 

19 25.574 2.00 1.89 7.74 244.5 3.0 41.58 49.16 14.25 74.90 

20 17.788 1.98 2.68 5.45 235.5 3.0 36.06 43.47 13.30 76.55 

 

Experiments were executed on a commercial 20 wt.-% Co-alumina catalyst with 0.5 wt.-% Re 

promotor. The catalyst has been aged by a multitude of experiments [14],[15] to provide a sound basis 

of parameter combinations with regard to catalyst activity and selectivity. The loaded particle diameter 

was 50-200 µm. To guarantee negligible effect of catalyst deactivation, the operation was limited to 

the following conditions: temperature from 225 to 245.5 °C, a total pressure from 2.0 to 3.0 MPa, a 

weight hourly space velocity (WHSV) from 4.37 to 7.74 h
-1

, a nitrogen dilution from 1.89 to 20.00 % 

and a syngas ratio from 1.48 to 2.20. Since the overall results are influenced by the kind of catalyst 

and its state, i.e. the time on stream (TOS) and previous experiments, the obtained characteristics are 

only valid for this specific catalyst state. In order to increase model accuracy also for real plant 

operation, experiments including time dependency of catalyst activity would be required. 

 

2.3 Dead time experiments 
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The dead time measurements performed with the MS are detailed in a previous work [14]. These 

measurements have been applied to fit the residence time model according to sections 2.4. CO2 was 

used as a tracer with 5 vol.-% of the dosed gas content in non-reactive gas flow. It replaced 5 vol.-% of 

N2 to keep the total gas flow. In Table 2, the experimental conditions are shown. 

Table 2: Experimental conditions during dead time determination in non-reactive flow [14]. 

Setup 
    

L min-1 

H2 

content  

vol.-% 

N2 

content  

vol.-% 

CO 

content  

vol.-% 

CO2 

content  

vol.-% 

T 

°C 

ptotal  

MPa 

CO2 on/off 20 95 5 / 0 0 0 / 5 225 3 

 

The required time to measure 5 vol.-% of CO2 in the gas flow was defined as the total dead time after 

individual parts of the test rig. An overview of different volumes, applied temperature levels and 

determined dead times is shown in Table 3. The trap temperatures were chosen in order to obtain 

appropriate hydrocarbon cuts in each respective trap. 

Table 3: List of volumes, applied temperatures and the total dead time after the main components of 

the test rig. 

System component 
V 

L 

T 

°C 

Total dead time 

min 

Reactor 0.15 220–250 1.4 

HT / µHE 4.8 170 17.5 

CT 25 10 82.2 

 

Discrepancy between measured dead times and hydrodynamic residence time      of a component is 

result of back-mixing and other effects [16]. The dead time before the reactor, i.e. that of the analytics, 

accounts to 0.4 min and needs to be subtracted from all values. Since the distance between the HT 

and the µHE is considerably short, the resulting dead time after both components was very similar. 

 

2.4 Residence time distribution 
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The description of the residence time distribution (RTD) is an important part for the simulation of a 

chemical plant [18]. It indicates the average residence time of a species in specific plant components.  

F(t) is the residence time sum function. It indicates the share of molecules that has left the reactor up 

to time t. It can be determined directly from a displacement marking experiment as described in 

section 2.3. The mean residence time       is the first moment μ1 of the residence time density 

function E(t): 

                   
 

 
          

 

 
        (1) 

In order to compare the RTD for different applications, the dimensionless time variable θ can be 

introduced: 

                    (2) 

 

2.4.1 Choice of residence time model for the FT reactor 

Model reactors are ideal reaction systems with clearly defined system properties [17]. The ideal plug 

flow reactor (PFR) model for gas phase applications may describe microstructured reactor systems 

quite well, even though laminar flow is the predominant regime. This is because radial diffusion is 

occurring fast over the small radius and evens out the residence time distribution imposed by the 

parabolic velocity profile.  

 

2.4.2 Tanks-in-series model 

In this work, all plant components are described with regard to the residence time distribution by the 

tanks-in-series (TIS) model. The TIS is based on a cascade of interconnected CSTRs with a volume 

Vn, which is the respective component volume Vtotal divided by N, the number of CSTRs. With 

increasing number N → ∞ the cascade approaches a PFR character. Non-ideal reactors can be 

described by a combination of several TIS models in parallel. For the TIS, the following equation is 

valid for a reactor component:  

               
 

  
     

             
 
          (4) 

with  Vtotal: Total component volume [m³], 
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 N: Total number of CSTR in series [-], 

 n: Number of CSTR in series [-], 

 Vn: Volume of one CSTR [m³], 

 C0: Input concentration [mol m
-3

], 

 ΔXn: Conversion difference obtained in CSTR number n [-], 

 rn: Reaction rate in CSTR number n [mol m
-3

 s
-1

]. 

 

In non-reactive flow, the residence time sum function can be expressed via the number of CSTRs as 

follows:  

                       
       

  
   

         

      
        (5) 

With this equation the CO2 tracer experiments described in section 2.3 can be fitted by varying N. 

 

2.4.3 RTD modelling and determination of the CSTR number N for all test rig 

components 

As described in section 2.4.2 the experimentally determined F-curves of each individual component 

were fitted to equation 5. Figure 1 shows the F-curves determined from CO2 tracer experiments, as 

well as their description with the TIS models and the corresponding CSTR numbers for the different 

system components. 

 

  (a)     (b)    (c) 

Figure 1: F-curve measurements and TIS modelling of selected system components. Black curves 

show the experimentally determined CO2 response, the red curves show the TIS fit. a) FT reactor 
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adapted by two parallel TIS models with divided volume flow (green and blue curves); b) HT / µHE; c) 

Cold trap.  

 

Two TIS models fit the experimentally determined CO2 response of the reactor because of the 

observed step. The first section of the plot is described by is a cascade of 50 CSTRs for 30 % of the 

volume flow. The second section is adapted with a cascade of 50 CSTRs for 70 % of the volume flow. 

A CSTR number of 50 corresponds to a Bodenstein number of 100, which is equivalent to a PFR 

behavior. Reasons for the observed step could originate from either inhomogeneously packed 

microstructures and/or back-mixing in the connecting flanges.  

The HT could be described by a series connection of two CSTRs, while the CT behaves almost like an 

ideal CSTR as shown in Figure 1c. 

 

2.5 Reaction kinetics 

The reaction mechanism of the FTS is a debate in literature. There is no simplified mechanism that 

can predict the entire product spectrum [18]. Therefore, it is typically assumed that different reaction 

routes exist during the reaction, which run in parallel and thus lead to complex product distribution. 

The FTS is reported to begin with the formation of a CH2 monomer, which grows to longer 

hydrocarbon chains via a polymerization reaction [19]. 

The elementary steps of the FTS can be summarized as follows: 

1. adsorption and eventually dissociation of H2 and CO, 

2. chain initiation by formation of the CH2 monomer at the surface, 

3. chain growth by addition of C-species, 

4. chain termination by full hydrogenation of a terminal C-atom or dehydrogenation of a C-C bond, 

5. desorption of the products. 

 

In detail, literature distinguishes between the carbide, alkyl, CO insertion and enol mechanism [19]–

[27]. In macrokinetic approaches, products are grouped together for simplicity (lumping of species). 
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This is only applicable if the rate-determining step is the formation of monomers and the resulting 

products do not influence monomer formation [19].  

Without discussion and detailed assessment on the real mechanism, we decided to use an adapted 

microkinetic model based on the alkyl mechanism, developed by Kwack et al. [19], which was able to 

describe the reactor behavior with good preciseness. This model was also appropriate to describe 

data from microstructured FT lab reactors in similar circumstance [18],[28]. 

 

2.6 Reactor modelling 

Appropriate assumptions must be made for a realistic description of the reactor. Based on the criteria 

of Mears and Weisz-Prater [29]–[31], various boundary conditions and reaction conditions were 

examined and found to fulfill the absence of mass transport limitation. Transport limitations through the 

liquid film in and around single particles was also considered to be absent; this is proven in earlier 

work [28] and supported by modelling done for small catalyst particles [32] as applied in our work. 

Thus, a pseudo-homogeneous stationary reactor model was chosen. Since a Bodenstein number of 

100 was determined from the acquired residence time distribution, ideal plug flow (PFR) was set for 

the description of conversion and selectivity in the packed microstructures. A step-wise stationary 

description in this circumstance seems also valid because the mean residence time in the reactor is 

negligible compared to the rest of the test rig and because reaction follows condition changes 

immediately [14],[15]. The reactor is described isothermal (see also [8],[16]) and isobaric. Pressure 

losses over the catalyst bed was determined to be negligible with Δptotal < 0.5 bar at 30 bar, i.e. < 2 % 

change.  

Figure 2 shows the principle of the PFR description as applied in the software Matlab
®
. 
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Figure 2: Schematic of the PFR model for description of the microstructured interior reaction process. 

 

A cell model discretizing the reactor was used. Temperature, pressure and volume flow of the 

reactants are input variables. The mass balance equations are solved for each individual cell in a loop, 

in which the material properties are continuously updated and applied as input for the calculation of 

the next cell. For a small volume element (S dz) the PFR equation is written as follows: 

   

  
                                     (6) 

With the assumption of                                     it can be written as 

   

  
                                 .       (7) 

Replacing (wi = Mi Ci/ρ), (   =    ρ), (   Ci =   
 ) and (Sdz = dV) gives 

   
       

             .         (8) 

In differential notation this is 

    
        .           (9) 

Finally, the molar change of the species i in a cell is 

   
                             .         (10) 

To be grid-independent, the cell size was reduced in the iteration until the conversion change in each 

step was less than 1 % and the difference between the mole flows for H2 and CO of the input and 

output of a cell were less than 10
-12

 mol s
-1

. Figure 3 visualizes the algorithm as a flowchart. 
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Figure 3: Flowchart for discretizing the reactor during calculation of conversion and selectivity. 

 

2.7 Vapor-liquid equilibrium (VLE) description of the product condensation 

VLE modelling of Fischer-Tropsch product is a challenging topic due to the broad variety of 

components including polar, nonpolar, supercritical and subcritical components. Here, we propose the 

use of the group contribution-based volume-translated Peng-Robinson equation of state VTPR-

GCEOS. It was developed for asymmetric multicomponent mixtures containing polar and nonpolar 

components and should thus yield reliable results for VLE calculations of Fischer-Tropsch related 

processes [33]–[35]. The use of an equation of state has the great advantage that the whole product 

spectrum can be described consistently with one equation. 

The basic equation is a volume-translated form of the Peng-Robinson EOS (eq. 13) where the 

temperature dependent interaction parameters are based on group interaction parameters as in 

modified UNIFAC. For the α function the exponential approach developed by Twu et al. [36] is used. 

The concept of volume translation was neglected in this work since it was of no interest to calculate 

liquid densities. The volume translation parameter c does not affect equilibrium calculations [37]. 

  
  

        
 

    

                     
    (11) 
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The calculation routines in MATLAB were adapted and validated from published example MATHCAD 

sheets [36]. Pure component property data (critical temperature, critical pressure and Twu α 

parameter) was taken from Twu et al. [36] and Bell et al. [38]. For long-chain hydrocarbons (more than 

20 carbon atoms) the critical data was estimated using group contribution methods [36],[39] and Twu 

α parameters  were fitted to a vapor pressure correlation of Marano and Holder [40]. The acentric 

factor was calculated from Twu α parameters to guarantee internal consistency. 

In the HT, a liquid and a gaseous phase are formed. Thus, a two-phase flash based on the Rashford-

Rice flash equation [40] was implemented. For the CT, a three-phase flash calculation based on a 

generalized Rashford-Rice equation was used to account for the immiscible oil and water phases. In 

each calculation all hydrocarbons were assumed to be n-alkanes. 

 

2.8 Model application in MATLAB® 

Differential equations were solved with the ode45 solver. The optimization algorithm lsqnonlin, suitable 

for nonlinear problems was used to create a fit for experimental data. The sobolset function was used 

to determine the initial values during parameter optimization.  

Reaction kinetics and the RTD model interact with each other and deliver coupled results for modelling 

of the FTS plant. Time-dependent product concentrations and properties such as conversion, 

selectivity, mass distribution and product formation in different fractions are predicted. Figure 4 gives a 

schematic of the modelling approach. 
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Figure 4: Overview of the modelling approach.  

 

Based on the developed RTD model, mixing and flow properties can be predicted. To calculate flow 

mixing, two different operating conditions can be used as an input. A mixing ratio of both sets of 

conditions can be given between 0 and 1, from which a product distribution will be calculated. 

Alternatively, a mixing time for both sets of conditions can be specified, from which the product 

distribution will be calculated. 

For each separator and for each method of mixing, a p-T flash is performed to calculate the VLE. An 

input stream is immediately separated into a liquid and a vaporous product.  

If a process parameter changes, product quality is also shifting. Mixing of two fluids was thus 

implemented in the routine. Figure 5 shows a schematic representation of the calculation of the mixing 

states. Flow properties and product concentrations are calculated separately for different operating 

conditions using the VLE. If the mixing ratio is specified, a θ-value is determined based on the F-curve 

of the respective system component. Since the volume and flow rate of the system components are 

known, an average residence time and thus the elapsed mixing time can be determined to calculate 

the concentrations in the mixed flow. If the mixing time is specified, a θ-value is determined using 

equation 4. This allows determination of the F-value of the respective component. This F-value then 

corresponds to the mixing ratio with which the two flows of each operating conditions are mixed.  
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Figure 5: Program flowchart for the calculation of mixing states.  

 

The gaseous phase can be described in each component via the determined F-curves (section 2.4.3). 

For the liquid phase this cannot be assumed. However, if the liquid is formed almost immediately when 

entering a specific component, the F-curve of the gaseous phase of the preceding component can be 

applied. Figure 6 illustrates this approach.  

Since both separators are not continuously discharged but manually emptied in time intervals, the 

available volume of the separators differs slightly for the gas phase over time. The effect of filling level 

of liquid was nevertheless neglected as influence on the RTD of the gas phase due to maximum levels 

below 20 %.  

 

Figure 6: Approach of applied F-curves for gas and liquid. “(g)” stands for the gaseous phase, “(l)” for 

the liquid phase. 

 

3. Model validation 

3.1 Validation of the kinetic model 

To validate the kinetics and the reactor model, simulated mass distributions, conversions and each 

selectivity were compared with experimental data. Table 4 shows the results of the nonlinear 

regression for the determination of the kinetic parameters, as well as provided values from literature 

along with the model [18],[19]. Two adsorption constants are determined (   
   and       

  ) for the 

reactants. In addition, five velocity coefficients (kIN, kG,     
, k2, ki) were adjusted, describing 

phenomena such as chain initiation, growth and termination, as well as the formation of methane and 

ethane. Two activation energies (EIN, EG) were adjusted for chain start and chain growth. 
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Table 4: Adjusted kinetic parameters for the developed reaction model by Kwack et al. [19] – 

comparison of own values with literature values. 

Mechanism Parameter Unit Determined  value Literature value 

    

   bar
-1 

2,98‧10
-5 *b

 3,91‧10
-5

 

        
   mol‧kg

-1
‧s

-1
‧bar

-1
 2,15‧10

-2 *b
 5,82‧10

-2
 

 *a 
   

  
mol‧kg

-1
‧s

-1
 1,03‧10

0 *b
 3,73‧10

-1
 

 *a 
  

  
mol‧kg

-1
‧s

-1
 6,64‧10

-1 *b
 4,33‧10

-1
 

     
 mol‧kg

-1
‧s

-1
 5,35‧10

1
 

*b
 1,89‧10

1
 

    mol‧kg
-1
‧s

-1
 2,56‧10

0
 

*b
 1,46‧10

0
 

    mol‧kg
-1
‧s

-1
 5,47‧10

0
 

*b
 1,21‧10

1
 

     J‧mol
-1

 1,28‧10
5 *c

 7,99‧10
4
 

    J‧mol
-1

 8,87‧10
4 *b

 9,95‧10
4
 

*a
 k = k

0
‧exp (-Ea/R‧ (1/T – 1/Tref.)), Tref. = 513.15 K, 

*b
 value from Kwack et al. [19].  

*c
 value from Sun et al. [18]. 

 

Almost all kinetic parameters are in the same order of magnitude as the literature values. Deviations 

from literature are due to different operating conditions and catalysts, e.g. Kwack et al. performed their 

experiments at 20 bar, a temperature of 230 °C and a H2/CO ratio of 2 [19]. Good agreement is 

generally obtained with previous work from Sun et al. [18] where a much smaller microreactor has 

been applied but with oil cooling and not with evaporation cooling as in our case. 

Figure 7 shows the parity plots of selectivity for C1 and C5+ product phases – experiment versus 

simulation for all operating conditions of Table 1. It can be seen that the selectivity to the chosen 

fraction in the simulation are in good agreement with experimental data. 
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   (a)       (b) 

Figure 7: Parity plots for simulated selectivity over experimentally determined selectivity from all 

experimental data provided in Table 1; (a) selectivity to methane; (b) selectivity to liquid products (C5+). 

 

It must be noted that the selectivity to the C5+ fraction is an integral value. Therefore, differences 

between simulation data and experiments are less apparent than when comparing the selectivity of a 

single species such as methane. A maximum deviation of 10 % for most results is obtained. 

Figure 8 shows the simulation and experimental mass distributions at two exemplary operating 

conditions. Inaccurate representations of the mass distribution in the C3-C8 range has mainly the 

reason that two GC data sets are summed up – the gas and liquid phase analysis; in combination, 

nitrogen as internal standard and the total amount of formed liquid are used to compare the two 

measurements.  

In addition, the model only considers hydrocarbons up to a chain length of 50. Iso-alkanes and 

alkenes are also not considered in the simulation. These simplifications were done because the mass 

fraction of the C50+ fractions is on average less than two percent and thus negligible. The mass fraction 

of alkenes and iso-alkanes is between five and ten percent each, so that this may be an additional 

source of error if these molecules behave as intermediates and not unreactive products [41]. 
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   (a)       (b) 

 

   (c)       (d) 

Figure 8: Comparison of mass fraction of species in the FT product as function of carbon number 

obtained from simulation and experiment ((a) and (b)) and comparison of Anderson-Schulz-Flory plots 

of simulation and experiment ((c) and (d)). Both setpoints were chosen for model validation and are 

thus not listed in Table 1. 

 

Figure 9 shows the comparison of experiment and simulation with regard to CO and H2 conversion. 
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Figure 9: Comparison of CO (left) and H2 conversion (right) from simulation (red bar) and experiments 

(black bar). (a),(b) variation of temperature; (c),(d) variation of the H2/CO ratio; (e),(f) variation of the 

WHSV. 

 

Figures 9 a) and b) show that conversion increases with higher temperature for simulation and 

experiments, which corresponds to known kinetic effects. Between 230 - 240 °C the model shows its 

highest validity. In Figures 9 c) and d) opposite trends of simulation and experiment can be observed. 

At a fixed WHSV, the CO partial pressure determines possible product flow. Thus, for increasing 

H2/CO ratio (without nitrogen balance) the total volume flow must be adjusted. By this approach, the 
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residence time in the reactor decreases. Accordingly, the conversion could also decrease. As a 

contradicting effect, an increased H2/CO ratio results in a higher partial pressure of H2, which could 

increase conversion. Experimental results show that the effect of the increased hydrogen partial 

pressure predominates. In the simulation, however, the residence time decrease seems to dominate. 

Figures 9 e) and f) illustrate the effect of a decreasing residence time at constant H2/CO ratio. 

Conversion decreases with lower residence time for simulation and experiment. Parity plots (not 

shown) exhibit a satisfactory representation of the conversion within 10 % for 70 % of all data sets.  

Apart from the reported deviations in the C3-C8 range due to potential experimental error, other 

sources of error could occur from the homogeneous, ideal PFR description although from RTD 

experiments two CSTR cascades with N = 50 were required to describe the residence time 

distribution. Further work should be paid on the applied microkinetics, which seem to influence the 

opposite trends observed in Figure 9 c) and d).  

 

3.2 Validation of model coupling 

To validate the coupling of the individual subroutines for reactor description and flash calculation, 

steady-state experimental data of the individual analysis of gas, liquid and wax phase was compared 

to simulation with ideal [28] and EOS model. Feed for the flash calculation was generated by the 

reactor description subroutine. Figures 10 a-c) show the comparison of the individual mass flow 

distribution of liquid in the HT and CT and of the residual gas phase, respectively. 

 

  (a)     (b)    (c) 
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Figure 10: Comparison of mass flow distributions with ideal and EOS flash model versus experiment 

for (a) liquid phase in the HT (wax), (b) liquid phase in the CT (oil) and (c) residual gas phase. Feed for 

separation is generated by the reactor description subroutine. 

 

The experimental mass distribution of the oil in the CT and the wax in the HT is in good agreement 

with the EOS model. Slight deviations can originate from the determination of the actual temperature 

inside the HT; only one temperature sensor is located at the outer wall and there might be a local 

temperature gradient inside. For the CT, slight deviations may occur in the measurement due to 

volatility of components from C4 to C8 when emptying the trap; liquids are stored at operating pressure 

and are drained versus ambient conditions in a sample container. The carbon mass balance, however, 

always resulted in 95 – 97 % of the initial carbon flow. The deviation between EOS simulation data 

and experiments is highest in in the gas phase since the formation of short hydrocarbons is 

underestimated by the kinetic subroutine. Nevertheless, the EOS model is superior over the 

calculation of mass flow distribution via the VLE with ideal assumptions, which differs significantly from 

the experimental data. 

Coupling of kinetics, RTD and flash calculation is tested to describe load changes i.e. dynamic 

operation of an FT-unit in the following. Figures 11 a-c) show the calculated individual mass flow 

distribution as function of the mixing ratio a between two different reaction conditions for liquid in the 

HT and CT and for the residual gas phase, respectively. The mixing ratio a is a value between 0 and 

1. a = 1 equals 100 % of the operating conditions of setpoint A. a = 0 means 100 % of the second 

operating conditions of setpoint B. For intermediate values of a, the flows obtained from the two 

operating conditions are multiplied by this mixing ratio. This approach has no physical meaning but 

tests if the routines are working correct and that the mass flow distributions change accordingly for a 

transition between two different operating conditions. 
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  (a)     (b)    (c) 

Figure 11: Mass flow distributions according to the EOS flash model for (a) liquid phase in the HT 

(wax), (b) liquid phase in the CT (oil) and (c) residual gas phase for reaction conditions A and B and a 

transitions between both conditions applying the mixing ratio a. 

 

Physical meaning is reached, when the mixing time is calculated from the actual volume flow through 

the test rig. The mixing time indicates how much time elapses for gas mixing in the respective 

component after the gas composition at the reactor inlet and thus at the reactor outlet changes. Still, 

the model assumes instantaneous liquid phase formation upon component entry. 

For the gas phase in the HT, mixing times between 60 and 150 seconds for a = 0.3 and mixing times 

between 400 and 800 seconds for a = 0.7 are calculated depending on the overall flow rate. Thus, it 

can be concluded that the HT needs at least 800 seconds to reach a near steady-state gas 

composition after changing the reaction conditions. From results in section 2.4.3, the mean RTD of the 

gas phase in the HT is about 1000 seconds. Thus, the calculation of the mass flow distribution with the 

overall model provides realistic results. Mixing times of 10 to 30 seconds are calculated for the liquid 

phase in the HT, since a change in operating conditions quickly affects the reactor and results in a fast 

change of the concentration in the liquid phase of the HT (see section 2.8).  

For the gas phase in the CT, mixing times between 1000 and 2000 seconds for a = 0.3 and mixing 

times between 4000 and 6000 seconds for a = 0.7 are calculated depending on the overall flow rate. 

Thus, the CT needs at least 6000 seconds to establish a steady-state gas composition after changing 

operating conditions for the reactor. According to results from section 2.4.3, the mean RTD of the gas 

phase in the CT is approximately 5000 seconds. Mixing times of 400 to 800 seconds were determined 
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for the liquid phase. The product mixture must pass the HT and µHE until condensation can take place 

in the CT, which is again in line with the mean RTD of the HT.  

Figures 12 a-c) show the calculation of the individual mass flows distributions as function of the mixing 

time between two different reaction conditions for liquid in the HT and CT and for the residual gas 

phase, respectively. The graphs demonstrate the above-mentioned observations. With this data the 

product composition over time can be calculated for the different traps and integrated to give an 

overall indication of the product quality at the end of a plant, which is operated in dynamic mode. In 

the future, the actual calculated product composition can further be used to determine the optimum 

process conditions in each load state and to change reactor temperature to reach optimum product 

composition. Other possibilities of control mechanisms are laid in our previous work [15].  

 

Figure 12: Mass flow distributions according to the EOS flash model for (a) liquid phase in the HT 

(wax), (b) liquid phase in the CT (oil) and (c) residual gas phase for reaction conditions A and B and 

transitions between both conditions, applying the respective mixing time.  

 

4. Conclusions 

Within this work, a reactor model for a pilot scale microstructured fixed-bed reactor was adapted and 

approved to cover the main tendencies of the Fischer-Tropsch product composition.  

Reaction kinetics were fitted with MATLAB
®
. With the help of a nonlinear regression, rate and 

activation coefficients were in good agreement with previous work in smaller reactors highlighting the 

safe scale-up even at changing the heat removal from oil cooling to evaporation cooling. The reaction 

kinetics subroutine provided a satisfactory representation of experimental results. There is still 

potential for improvement, especially in the prediction of H2 and CO conversion. The kinetic model 
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could also be extended by implementing the formation of alkenes and iso-alkanes to describe 

processes, such as alkene re-adsorption, to be able to also describe their content in the overall model 

describing the pilot-scale setup.  

A residence time model for the pilot-scale test rig was developed from non-reactive residence time 

experiments. A model based on the total residence time function (F-curve) for each system component 

was developed. This enabled time resolved calculations of product distribution in gas and liquid phase 

in all major parts of the test rig after condensation. 

With an equation of state (VTPR-GCEOS), a significantly more reliable prediction of the phase 

equilibrium could be achieved, compared to ideal phase behavior assumptions. This was shown based 

on the coupling of reaction kinetics and flash calculation for description of the product separation in the 

different traps in steady state conditions compared with experimental results. The coupling of the 

reaction kinetics, flash and the RTD model was successfully implemented. By specifying input 

variables such as temperature, pressure and volume flow of the reactants, the prediction of reaction 

products, F-curves, fractional product separation, as well as flow and mixing properties could be 

achieved. 

The determination of the VLE by means of EOS has contributed to considerable improvements in the 

modelling of the product in the traps. This is a further step towards the simulation of a load-flexible, 

dynamic operation FTS process. Further improvement would be the description of a time-resolved 

product separation from the traps, so that the quantity of products in the hot and cold trap can be 

determined at any time by varying the operating conditions.  

The developed overall MATLAB
®
 program provides satisfactory results and can be used as a first 

basis for controlling the operation of the FTS system in dynamic mode. A transferability to other 

reactor sizes and trap sizes is easily possible by adaptation of boundary conditions. Describing feed-

flexible reaction, phase changes, condensation and changing pressure and temperature steps in 

general are important assets in any plant network. The presented model could be an important step to 

meet the challenges of a decentralized PtL application with regard to volatile energy input. 
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In order to reduce CO2 emissions, it is necessary to substitute fossil fuels with renewable energy using CO2

as a carbon feedstock. An attractive route for synthetic fuel production is the Fe- or Co-catalysed Fischer–

Tropsch process. A profound knowledge of the catalyst deactivation phenomena under industrial

conditions is crucial for the process optimisation. In this study, we followed the structural changes of a

Co–Ni–Re/γ-Al2O3 catalyst for >300 hours at 30 bar and 250 °C during the Fischer–Tropsch synthesis

operando at a synchrotron radiation facility. The advanced setup built for operando X-ray diffraction and

X-ray absorption spectroscopy allows simultaneous and robust monitoring of the catalytic activity even

over 300 h time on stream. We found three activity regimes for the Co–Ni–Re/γ-Al2O3 catalyst during 310

h of operation. Fast decline in activity was observed during the initiation phase in the first hours of

operation due to liquid film formation (mass transport limitations). Furthermore, solid state reactions and

carbon depositions were found while continuing the exposure of the catalyst to harsh temperature

conditions of 250 °C. By using this advanced setup, we bridged the gap between industrially oriented

catalysts and fundamental studies at synchrotron radiation facilities, opening up new possibilities for

operando characterisation of industrial processes that rely on conditions of up to 450 °C and 50 bar.

Introduction

In recent years, climate change and global energy demands
led to a distinct increase in the research on efficient
renewable energy storage aiming at a CO2 neutral approach.
The use of CO2 would, furthermore, provide renewable
feedstocks for industry or long-distance transport in the
course of electrification and abandonment of fossil fuel
resources. Promising “Power-to-X”1 storage technologies for
renewable energy are the methanation of CO2 using advanced
catalysts2–6 and the Fischer–Tropsch synthesis7–11 (FTS), e.g.
coupled with CO2/H2O co-electrolysis.12 The low-temperature
Fischer–Tropsch synthesis (LT-FTS) is operated at 200–240 °C
and at elevated pressure of 10 to 30 bar.13–15 Various
hydrocarbons of different chain length can be synthesised
from synthesis gas (“syngas”: H2 and CO). An overview on the
involved reaction pathways is given in eqn (1)–(4).

Alkenes: nCO + 2nH2 → CnH2n + nH2O (1)

Alkanes: nCO + (2n + 1) H2 → CnH2n+2 + nH2O (2)

Methane: CO + 3H2 → CH4 + H2O (3)

Alcohols: nCO + 2nH2 → CnH2n+1OH + (n − 1) H2O (4)

FTS can be understood as a polymerisation reaction in
which the probability of desorption of hydrocarbon chains
and of chain propagation is influencing the product
distribution. At optimised operation conditions for certain
chain growth probabilities, the largest product fraction
provides similar properties as fossil fuels. The FTS products
can, therefore, be used as a heteroatom- and aromatics-free
fuel substitute, not only in cars or trucks but also in ships
and planes where batteries are not applicable. Typical
catalysts for the FTS are based on Ru, Co, Ni and Fe or
combinations thereof.14,16 Co- and Fe-based catalysts are
the main catalysts used in industrial processes. Elemental
Co is the active surface species for FTS aiming at higher
average product chain lengths.17,18 Re can be added as
structural promotor to enhance the cobalt dispersion and
catalytic activity.19–21 The addition of Ni as second
promotor can further enhance the catalytic activity and
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attrition stability of the catalyst.22 The overall syngas
conversion can be increased by finely dispersing the active
components on supports with a high specific surface area,
such as γ-Al2O3.

14,23

Although the FTS is a well-known and widely used
catalytic process, the structural changes of the catalysts and
their impact on the activity and selectivity under industrial
reaction conditions have not been sufficiently characterised
and are still under discussion.24–27 During FTS e.g. carbides
or oxides can be formed resulting in a declined catalytic
activity.24,28 For the rational design of a future generation of
FTS catalysts it is crucial to unravel the surface and bulk
chemistry of well-established systems and to correlate it to
their catalytic activity. In this respect, advanced synchrotron
radiation-based methods like operando X-ray absorption
spectroscopy (XAS) and X-ray diffraction (XRD) can be used to
evaluate the chemical state and atomic arrangement of the
active species.26,29–31 As catalysts are highly dynamic
systems29 and their structure can distinctly change due to
external stimuli, studies under conditions (i.e. pressure,
temperature and space velocity) close to industrial ones are
preferred. Hence, an optimal operando reactor cell for the
industrially relevant study of HT- and LT-FTS catalysts should
be able to operate at temperatures up to 400 °C, at a pressure
of up to 30 bar and should provide good heat and mass
transfer properties.39 The catalyst loading in the cell must be
sufficient to apply space velocities in a realistic range and to
produce analysable amounts of liquid products at the given
conversions. However, in synchrotron radiation experiments
reported so far on Co-based FTS catalysts (Table 1), several
drawbacks related to the in situ cell design were found, e.g.
pressure limitations of 18–20 bar,26,27,30,34–38 low catalyst
mass26,34 and time-on-stream (TOS),26,27,30,34–38 as well as
insufficient product formation for analysis.26,27,30,34–38

Furthermore, it has to be considered that in the most
commonly used quartz μ-capillary reactors (200–500 μm
diameter, see Table 1), a pronounced inhomogeneity of
temperature distribution may occur due to the local heating
by a hot air gas blower.40,41

In this study, we aimed at bridging the gap between
reaction engineering (long TOS, commercial catalyst sample,
realistic reaction conditions) and fundamental XAS studies

(mobile high-pressure operando infrastructure) by performing
for the first time an operando spectroscopic study over more
than 300 h of FTS on a Co-based catalyst at 250 °C and 30
bar with real product analysis to determine activity and
selectivity simultaneously. For this purpose, an advanced
setup was designed for the application of industrially relevant
FTS at synchrotron radiation facilities. This setup includes a
high-pressure gas dosing system, an operando cell for
combined XAS and XRD analysis, as well as online product
analysis units (mass spectrometer (MS) and μ-gas
chromatograph (μ-GC)) (Fig. 1). The specially designed
reactor cell was used to monitor the structural changes at the
Co K-edge and catalytic activity of a commercial Co–Ni–Re/γ-
Al2O3 (ref. 7 and 33) catalyst at 250 °C and 30 bar over 300 h
at the CAT-ACT beamline42 at the KIT light source (Karlsruhe,
Germany). After 310 h long-term FTS, the catalyst was further
characterised by conventional XRD, Raman spectroscopy, and
thermogravimetry. The setup presented here opens unique
possibilities for X-ray based operando characterisation of
catalysts at synchrotron radiation sources under realistic
reaction conditions, not only for the FTS, but for a wider
range of industrially relevant reactions that are operated at
elevated pressure and temperature.

Experimental
High-pressure setup for operando XAS & XRD

The entire mobile setup (Fig. 1) is designed in a way that it
fits completely in a dedicated fume-hood installed inside the
experimental hutch (Fig. S1 in the ESI†). The gas composition
was adjusted via 5 mass flow controllers (Bronkhorst,
Germany) calibrated using a DryCal flow calibrator (Mesa
Labs, Germany). The pressure was regulated by two pressure
regulators (Schuster Creative Systems; N802 motors by
GULEX, Germany) controlled by two process controllers (PMA
KS 90-1). All inlet and outlet lines of the reactor cell were
heated (190 °C) up to the hot (120 °C) and cold (5 °C)
separator using heating cords and insulation (HORST,
Germany). The cold trap was cooled by a cryostat (F250 by
Julabo, Germany). The high-pressure liquid phase separators
were designed and constructed in our lab using Swagelok

Table 1 Comparison of the conditions and product analysis for a microstructured reactor (italic) for decentralised Power-to-X applications to our
operando XAS studies (bold) and previous in situ XAS experiments on Co-based catalysts during FTS

Catalyst
Pressure
[bar]

Temperature
[°C]

TOS
[h]

Total catalyst mass (reactor type)
[mg]

Quantitative gas/liquid analysis
(GC) Ref.

Co–Re–Ni/Al2O3 20–30 215–240 25–270 1800 (microstructured reactor) Yes/yes 32, 33
Co–Re–Ni/Al2O3 30 250 300 83 (newly designed cell) Yes/yes Current study
Co–Re/Al2O3 18 210 6 - (μ-capillary) No/no 30
Co–Re/Al2O3 18 220 32 ∼8 (μ-capillary) No/no 26
Co–Re/Al2O3 18 220 24 - (μ-capillary) No/no 27
Co–Pt/Al2O3 20 220 2.5 5–10 (μ-capillary) Yes/no 34
Co/CNT 15 220 10 - (μ-capillary) No/no 35
Co–Pt/Al2O3 20 220 8.5 - (μ-capillary) Yes/no 36
CoĲ–Re)/Al2O3 1 210 6 - (in situ cell) No/no 37
Co/Al2O3 18 250–280 12 - (in situ cell) No/no 38

Reaction Chemistry & EngineeringPaper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
A

pr
il 

20
20

. D
ow

nl
oa

de
d 

on
 8

/9
/2

02
0 

4:
00

:3
8 

PM
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

View Article Online

Paper V 187



React. Chem. Eng., 2020, 5, 1071–1082 | 1073This journal is © The Royal Society of Chemistry 2020

parts and enable online sampling of the liquid phases
without inducing a pressure drop in the whole system.

A novel high-pressure cell for simultaneous XAS and XRD
measurements was designed and constructed of stainless-
steel with large solid angle openings (schematics, cf. Fig. 2,
details in the ESI†). Notably, up to 85 mg of catalyst with a
sieve fraction of 100–200 μm can be loaded into the reactor
cell. The upper and bottom sides of the catalyst bed are fixed
with 1.5 mm thick PF-60 Be foils (Materion, USA) sealed with
graphite foils. The X-ray beam can pass through a 10 mm × 2
mm slit cut on the “outer” part of the cell, probe the catalyst
bed and exit on the opposite side. The position of the slit
enables spatially resolved measurements (e.g. inlet, middle,
outlet). The reactive gases are passed through the cell via a
distributive inlet and outlet to assure a homogeneous gas
distribution in the catalyst bed. The gas flow direction is top
down to assist the transport of the liquid products which is
important for long term stability. The cell is heated by two
160 W heating cartridges (HORST, Germany). The
temperature is controlled by a HT MC11 temperature
regulator (HORST, Germany) and measured by a NiCr/Ni
(type K) thermocouple mounted close to the reactor bed
inside the stainless-steel body.

For safety reasons, the cell was mounted in a surrounding
box made of aluminium and equipped with polyimide
windows and continuously flushed with N2. Particle filters
were installed at the gas in- and outlet to prevent Be
contamination in the event of bursting. Note, that this
experiment includes the use of relatively high pressure which
requires equipment with the appropriate pressure rating and
operation by experienced personal.

Product analysis

The gas phase was analysed on-line at atmospheric pressure
after liquid-phase separation using a ThermoStar™ GSD 320
T1 mass spectrometer (Pfeiffer Vacuum, Germany) equipped
with a C-SEM/Faraday detector and an Agilent 490 micro gas
chromatograph (μ-GC; channel 1: 10 m PoraPLOT Q, 0.25
mm diameter, carrier gas He; channel 2: 10 m mole sieve
column with 5 Å, 0.25 mm diameter, carrier gas Ar). Prior to
the experiments, the μ-GC was calibrated for the gases in
Table S1 in the ESI.†

CO conversion and selectivity to CH4 were calculated
using N2 (dosed after the pressure valve) as internal
standard:

Conversion: X COð Þ ¼ 1 − COout·N2;in
N2;out·COin

� �
× 100% (5)

Selectivity: S CH4ð Þ ¼ Y CH4ð Þ
X COð Þ × 100% (6)

The liquid-phase product samples were taken from the
respective traps during the reaction. A previously developed
liquid products (C5–28) analysis

7,43 was implemented by using
an offline Agilent 7820A GC equipped with a DB-2887 column
and a flame ionization detector (FID).

Operando X-ray absorption and diffraction at the synchrotron

The 310 h LT-FTS studies were performed at the CAT-ACT
beamline42 at the Karlsruhe light source. CAT-ACT provides a

Fig. 1 Scheme of the experimental setup for the long-term high-pressure FTS experiments at the CAT-ACT beamline (KIT light source).

Fig. 2 Scheme of the high-pressure cell for combined X-ray
absorption spectroscopy and -diffraction at temperatures up to 450 °C
and up to 50 bar pressure and the total FTS wax-phase products
obtained during 310 h operation.
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unique infrastructure for such operando studies. The safety-
box including the operando cell was mounted on a HexaPod
motion controller for sample positioning. The beam was cut
to 0.5 mm × 0.5 mm and adjusted to the middle of the
catalyst bed. The wavelength of the X-rays was selected by a
Si (111) double crystal monochromator (DCM) and slightly
detuned to improve the stability of the beam intensity and to
suppress distracting glitches from the DCM.

The intensities of the incoming and transmitted
monochromatic X-rays were measured with nominally high
energy ionization chambers (Ohyo Koken Kogyo Co. Ltd.,
Japan, N2 filling, 1 bar, 800 mV) before and after the cell. XAS
spectra were recorded at the Co K-edge edge (7709 eV).
Energy calibration was made on a Co metal foil by assigning
the energy of the absorption edge to the tabulated value. One
X-ray absorption near edge structure (XANES) scan took
around 3.5 minutes, and an extended X-ray absorption fine
structure (EXAFS) scan around 30 minutes. The XAS data was
analysed using the IFEFFIT/Demeter package44 (version
0.9.25). Absorption data of Co3O4, CoO and CoĲOH)2 pellets
were recorded as references. A Co2C reference was made in
situ by carburisation (exposure) of the catalyst in pure CO
(ref. 45 and 46) at 250 °C and 30 bar after the long-term
experiments.

XRD measurements were performed using a fixed
wavelength of 1.08 Å (11.5 keV). The diffraction patterns were
recorded on a circular orbit around the high-pressure cell
with a MediPix detector.47 One XRD measurement took about
10 minutes. The data was calibrated to the NIST LaB6

standard.

Materials and activation in hydrogen

For the experiments under LT-FTS conditions, a commercial
Co–Ni–Re/γ-Al2O3 catalyst (Ni and Re as promotors; Re
content <0.5 wt%) with a total metal loading of about 26
wt% was used as received (20 wt% nominal load). The
catalyst was diluted 1 : 4 with γ-Al2O3 to ensure optimal
absorption for the XAS experiments. The diluted catalyst was
further granulated to a sieve fraction of 100–200 μm to
prevent any blocking or pressure drops along the catalyst
bed. The Co–Ni–Re/γ-Al2O3 catalyst was activated by reduction
in hydrogen (see next section).

Fischer–Tropsch long-term studies

The amount of diluted catalyst filled in the cell was 83.8 mg.
Prior to the experiments the catalyst was activated in 15 ml
min−1 pure H2 for 5 h at ∼350 °C (1 K min−1) and
atmospheric pressure. Before recording EXAFS and XRD the
catalyst was cooled down to 50 °C.

The operando cell was heated in pure H2 to 140 °C and the
pressure was increased to 30 bar. Afterwards, the gas feed
was switched to the reaction mixture consisting of 10 ml
min−1 H2 and 5 ml min−1 CO. After reaching a steady state,
the cell was heated to ∼250 °C with a ramp of 5 K min−1 to
initiate the Fischer–Tropsch reaction. We chose to perform

the LT-FTS at 250 °C in order to promote deactivation.
Structural changes were monitored directly upon changing to
FTS conditions by XANES (continuously) as well as EXAFS
and XRD (every 2 h). The reaction products were analysed
simultaneously via the on-line μ-GC (cont.), offline-GC
(∼every 12 h) and MS (cont.) for the first 60 h time on stream
(TOS). The X-ray beam was interrupted for 250 h while the
reaction was still continuously followed by μ-GC, offline-GC
and MS.

After the steady state experiment transient conditions were
applied: the H2 : CO ratio was varied from 2.4 to 1.0.
Furthermore, hydrogen was removed from the feed, with and
without small amounts of O2. Subsequently, the catalyst was
reduced, and LT-FTS conditions were applied. No major
influence of these transient experiments on the catalytic
performance was found compared to the state after the long-
term study (∼3% less XCO). Hence, possible changes that
occurred during the long-term experiment were still present.
Therefore, the Co–Ni–Re/γ-Al2O3 catalyst was investigated ex
situ via XRD and Raman spectroscopy. Additionally,
thermogravimetric measurements combined with mass
spectrometry (TG-MS) were performed. Details are given in
the ESI.†

Results and discussion
Structural studies during catalyst activation and operando
characterisation in its initial state during FTS

In order to monitor the activation process of the fresh Co–
Ni–Re/γ-Al2O3 catalyst, the reduction in hydrogen was
followed by in situ XANES as function of temperature
(Fig. 3a). The reduction from Co3O4 to CoO was observed
starting from 260 ± 10 °C. The reduction from CoO to Co0

occurred above 340 ± 10 °C and was completed at about 450
± 10 °C.

Fig. 3b displays the Co K-edge XANES region before and
after the activation. Linear combination analysis (LCA) of the
Co K-edge XANES region was realised using Co3O4, CoO and
a Co-foil as standards (cf. Fig. 3b). The LCA demonstrated
that the catalyst was in a nearly completely oxidised state (91
± 0.5 mol% of Co(II, III)-species) before the activation in H2.
The shape of the Co K-edge XANES spectrum of the catalyst
after the activation resembled almost that of the Co-foil
(about 94 mol% Co0, rest CoO according to LCA). The slightly
different shapes of the reduced Co-K edge compared to the
Co foil reference might be due to the different Co
morphologies of these samples.

This is also observed in the Fourier transformed extended
X-ray absorption spectra (EXAFS) in Fig. 3c, which can be
used to derive the changes in the interatomic distances (ΔR),
as well as coordination numbers (CN). The first shell fit of
the Co–Co backscattering peak at about 2.2 Å resulted in a
coordination number of 9.1 ± 0.6 which was lower compared
to the Co reference foil with a coordination number of 12.
The decreased coordination number might be due to the
presence of Co nanoparticles or remaining CoO resulting in a
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lower coordination of the cobalt atoms compared to a pure
Co metal foil. The activation of the catalyst was followed
simultaneously by XRD using synchrotron radiation and
compared to a conventional laboratory XRD (Cu Kα) in
Fig. 3d. The whole recorded range is given in Fig. S2 in ESI.†
All reflections could be assigned to the γ-Al2O3 support ((311)
at d = 2.28, 2.41) and to Co3O4 ((311) at d = 2.43 Å and (200)
at d = 2.86 Å). After the reduction, the reflections for Co3O4 at
d = 2.43 Å and d = 2.86 Å disappeared and no Co reflection at
d = 2.18 Å appeared, supporting the formation of the active
Co0 species, which are nano-crystalline or amorphous Co
particles (no detectable reflections in the XRD).

Fig. 4 provides the catalytic data during operation on the
conversion and the C-balance, the C5+ selectivity, which
includes possible carbon deposition as it has been calculated
from the C-balance, and the liquid product selectivity,
respectively. Overall, during 310 h TOS, we observed 3 activity
regimes. The highest activity and C5+ selectivity were
observed directly after reaching the reaction temperature of
250 °C (50 vol% CO/H2, 30 bar). In the first 8 h TOS, where

the catalyst typically equilibrates, a fast drop from ∼90% to
66% in CO conversion was observed. At this early stage of
reaction, the catalyst gave the highest CO conversion, but no
liquid products were found in the condensers due to liquid
product deposition on the catalyst bed and on the piping in
the first ∼70 h (Fig. 4c). To our knowledge this is the first
time that such extensive on-line analysis of FT-products
during a synchrotron experiment has been conducted.

It is important to closely observe the catalyst in this active
state separately, since it is often referred to as a
“conditioning phase”.48 Selected Co K-edge XANES, EXAFS of
the reduced catalyst after activation and during reaction are
shown in Fig. 5. Some further spectra are given in Fig. S3 in
the ESI.†

In the XANES spectra, we did not observe any changes of
the catalyst after 2 h TOS (dark blue line) compared to the
freshly reduced catalyst (green dotted line). In addition, the
EXAFS spectra also did not give any indication of cobalt–
oxygen backscattering at around 1.4 Å. In previous studies on
Al2O3 supported Co-based model catalysts, the formation of

Fig. 3 (a) Co K-edge XANES spectra during H2-TPR (5 vol% H2 in He) in a capillary reactor. (b) Co K-edge XANES spectra before and after the H2-
TPR (H2, 5 h, 380 °C SP) in the operando cell. (c) k2-Weighted Fourier transformed EXAFS of the Co K-edge spectra, (d) in situ XRD compared to
the ex situ laboratory XRD of the Co–Ni–Re/γ-Al2O3 catalyst. Before (grey) and after (green) the H2-TPR, Co reference foil (black dotted), Co3O4

(blue) and CoO (orange) reference pellet.
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Fig. 4 (a) Conversion of the gaseous products, (b) selectivity of the gaseous products and C5+ & carbon depositions selectivity and (c) selectivity
of the liquid products during 310 h FTS; mcat = 83.8 mg, T = 250 °C, p = 30 bar in 10 ml min−1 H2, 5 ml min−1 CO.

Fig. 5 (a) Co K-edge XANES spectra, (b) k2-weighted Fourier transformed EXAFS at the Co K-edge obtained from the Co–Ni–Re/γ-Al2O3 catalyst in
its fresh (grey dotted line) and reduced state after H2-TPR (green dotted line), after carburization (black dotted line), after 2 h TOS (dark blue), 60 h
TOS (blue) and 310 h (light blue) in FTS.
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CoAl2O4 was observed during the FTS by an increase in the
peak at 7717 eV in the first derivative of the XANES spectra
that is displayed in Fig. 6b.26,27 Thus, we do not observe any
formation of CoAl2O4 during the first hours of FTS.

Analysis of the Fourier transformed Co K-edge EXAFS
spectra (Fig. 5b) revealed that the coordination number was
only slightly decreased from 9.1 ± 0.6 after the H2-TPR to 8.8
± 0.8 after the first 2 h TOS (details see ESI†). This
demonstrates that no major particle sintering or
restructuring occurred in the active state of the Co–Ni–Re/γ-
Al2O3 catalyst. Thus, together with the results of the XANES
analysis, we can conclude that in this most active catalyst
state the structure is similar to the one directly after
activation.

Operando characterisation during long-term Fischer–Tropsch
studies (up to 300 h)

A second regime with a linear catalyst deactivation was
observed from 2 h up to 80 h TOS (Fig. 4a–c). After the CO
conversion dropped from 66% to about 55% in this second
time regime. Furthermore, the selectivity to C5+ products
was declined while the selectivity to CH4 was increased.
Similar deactivation trends can be found in literature.49 A
slight change was observed in the XANES spectra, as seen
from the increase in the features at 7730 eV and 7742 eV
that are typical for Co3O4 (Fig. 5a). This change might
additionally be due to Co2C (carbon deposition), CoO
(oxidation) or CoAl2O4 formation (solid-state reaction). In
case of Co2C formation, it is expected that the white line
intensity would increase simultaneously at 7731 eV and 7742
eV in the XANES difference spectra of the reduced and
carburised catalyst in Fig. 6b. The formation of Co2C would
be also visible as a Co–C coordination peak at about 1.1 Å
and a Co–Co coordination peak shift to about 1.9 Å
accompanied by an overall decrease in the peak

intensity50,51 in the Fourier transformed EXAFS data
(Fig. 5b). Such changes were not observed after 60 h TOS
(blue). Further, the formation of CoO can be excluded, since
no feature was observed at about 7730 eV in the XANES
difference spectra (blue) in Fig. 6b. However, in the first
derivative of the Co K-edge XANES spectra after 60 h TOS
(Fig. 6a, blue), we observed the formation of a peak at 7717
eV that can be assigned to the formation of CoAl2O4.

26,27

Else, no detectable restructuring and sintering was observed,
as the determined coordination number of 8.7 ± 0.8 after 60
h TOS did not significantly change compared to the active
catalyst state after 2 h TOS.

In a third deactivation regime from 80 h to 310 h, the CO
conversion level was continuously flattening from 55% to
33%, as depicted in Fig. 4a. Respective selectivity levels
reached a steady state, resulting in ∼70% for C5+ and 18%
for CH4 in the gas phase (Fig. 4b). Around 88% of alkanes
were detected in the liquid samples with an average carbon
chain length of 14 (Fig. 4c). In the time period from 60–310 h
TOS, we observed a slight decline in the pre-edge feature at
7714 eV accompanied by an increase at 7731 eV and 7742 eV
in the Co K-edge XANES (Fig. 6b, light blue). These changes
represent the formation of Co2C, as indicated by the
carburised reference catalyst sample. Furthermore, the
appearance of a small peak at around 1.1 Å in the Fourier
transformed EXAFS spectrum (Fig. 5b) was observed at the
same position as of the carburised sample. The coordination
number of Co decreased to 8.3 ± 1.2 accompanied by an
increase in the R-factor of the EXAFS fit (see ESI†). These
changes can occur when carbon penetrates into the Co
structure because it distorts the cobalt lattice and weakens
the backscattering of more distant Co atoms.50,51 Hence,
there is an indirect prove of Co–C species similar to Co2C. In
the time period from 80–310 h, no additional formation of
CoAl2O4 was found, as no further increase of the peak at
7717 eV in the first derivative of the Co K-edge XANES spectra

Fig. 6 (a) First derivative of the XANES spectra and (b) difference spectra of the XANES regions of the reduced Co–Ni–Re/γ-Al2O3 catalyst and its
state after 2 h TOS (dark blue), 60 h TOS (blue) and 310 h (light blue) in FTS. For comparison, the fresh (grey dotted line) and reduced (green
dotted line) Co–Ni–Re/γ-Al2O3 catalyst, CoO (orange dotted line) and the carburized (black dotted line) sample have been added.
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(Fig. 6a) was observed in comparison to the period between
8–60 h TOS.

Analysis after the long-term FTS experiment

The catalyst was characterised after the long-term studies by
XRD to investigate whether significant changes occurred
during the experiments that could not be followed by the
applied operando methods, e.g. carbon or wax depositions.
Although the catalyst was exposed to air after it was removed
from the operando cell, no formation of crystalline oxidic
cobalt species were observed by XRD (Fig. 7a) after all
experiments. Instead, a small reflection for Co was found at d
= 2.18 Å. This indicates the formation of a wax phase on the
cobalt particles that protected them from reoxidation under
air. To get further details on carbonaceous species, we
performed ex situ Raman spectroscopy in the range of 1000–
1800 cm−1 (Fig. 7b). Three pronounced bands were observed
in the Raman spectrum that can be attributed to the D4

(1170 cm−1), D1 (1319 cm−1) and G (1603 cm−1) band of
carbon. According to Sadezky et al.,52 the D4 band originates
from the disordered graphitic lattice, the D1 band from both
the disordered graphitic lattice and/or from the graphitic
lattice vibration mode with A1g symmetry and the G band
from the ideal graphitic lattice. The absence of the D2 bands
indicates that mainly poorly ordered structures of graphite
were formed.46 This was confirmed by the relatively broad
shapes of the D1 and the G bands which are sensitive to the
extent of two-dimensional graphitic ordering, which might be
a hint for a large degree of interstitial disorder along the
c-axis between the in-plane direction.53 In addition, the
microcrystalline planar size La = 44ĲIG/ID), that shows a linear
relationship with the ratio of the integrated intensity of G vs.
D band, provides with La ≈ 3.1 nm evidence for a large
degree of disorder suggesting the presence of a very poorly
graphitised structure.54

The carbon and wax depositions were further
characterised ex situ by combined TG-MS during H2-TPR and

a subsequent O2-TPO (Fig. 8). Note, that the ex situ results
might be influenced by the treatment/transport of the
catalyst after the long-term experiments, e.g. exposure to air
(cf. experimental section). Nevertheless, they give
complementary insight into our operando characterisation.
The H2-TPR (Fig. 8a) revealed the formation of two significant
methane peaks at 280 °C and 650 °C. The first peak at 280 °C
corresponds to a loss of 3% total mass and can be assigned
to the hydrogenation of atomic carbon, surface carbides and
hydrocarbons. The second peak at 650 °C with a total mass-
loss of 2% is likely caused by the hydrogenation of graphitic
carbon deposits.55 The H2O peak at about 100 °C is due to
desorption of surface H2O, while the second rise of the H2O
signal at around 475 °C is caused by the reduction of
oxidised metal species (Co or Ni). In total, around 10% of the
sample mass was lost due to hydrogenation, about 5% due to
hydrogenation of carbon species and about 5% due to water
evaporation and reduction of oxidised cobalt species.

The consecutive O2-TPO (Fig. 8b) showed one distinct CO2

peak at around 350 °C. This peak formation is due to
hydrogen-resistant carbon species, i.e. carbon that cannot be
hydrogenated. The mass loss of the catalyst due to oxidation
of the hydrogen-resistant carbon species is difficult to
quantify in this case, as the increase in mass due to re-
oxidation of the catalyst was overlapping with the mass-loss
during the oxidation of carbonaceous species. The
progressive loss in mass at temperatures above 550 °C
without a CO2 signal might be due to an ongoing NiAl2O4 or
CoAl2O4 formation. This would be in a good agreement with
the blue colour of the catalyst after the TPR/TPO experiment
(see ESI†).

Discussion on the origin of deactivation

During the long-term FTS experiment performed in this study
various structural changes on the catalyst can occur,24,29

resulting in the observed deactivation. The possibilities
considered in this study are schematically summarised in

Fig. 7 (a) Ex situ XRD before (grey) and after (green) the 310 h long-term FTS experiment and (b) ex situ Raman spectroscopy after the 310 h
long-term FTS experiment of the Co–Ni–Re/γ-Al2O3 catalyst.
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Fig. 9 (a good overview is given in ref. 24). Sulphur poisoning
can be systematically excluded during our operando studies,
as we used gases of high purity. However, sulphur
poisoning might still be a critical step for industrial plants
that are using synthesis gas e.g. from biomass. Oxidation,
solid-state reactions, such as the formation of CoAl2O4,
restructuring and sintering were not observed during our
operando studies, even not in the first 2 h of operation
during the initiation phase. Hence, the industrial catalyst
provided a much better stability compared to model
catalysts typically used for operando studies at synchrotron
radiation sources.26,27,56

Hence, the strong change in the catalyst's performance
during the initiation phase in the first 8 h TOS was probably
due to changes in the mass transport limitations caused by
the formation of a liquid layer (Fig. 9), which was confirmed
by the low C-balance in the gaseous products.

In the second reaction regime from 8 h to 60 h TOS a
deactivation was observed but the changes were not as fast as
during the first 8 h. The only structural change observed by
operando XAS and XRD was traced back to the formation of
CoAl2O4. This indicates that during this time mostly solid-
state reactions (Fig. 9) contributed to the catalyst

deactivation. However, these changes were not very
pronounced and can therefore not be the only reason for the
deactivation. As the rise in the product selectivity to CH4 and
the decrease in the selectivity to C5+ did still not reach a
steady state, the changes in the mass-transport properties
due to liquid phase formation in the pores and developing
concentration gradients might still play a role. Hence,
formation of hydrocarbons in the pores/carbon deposition
were presumably the major reason for the observed
deactivation during the first 80 h of FTS.

In the last 250 h of the long-term experiment, the
selectivity levels of the gaseous, as well as the liquid products
reached a steady state. This demonstrates that only after 80 h
of operating the FTS at 250 °C and 30 bar at the synchrotron,
the catalyst reached steady state. However, although the
respective selectivity did not further change, some catalyst
deactivation was still ongoing. We found hints for the
formation of carbide species based on the XAS data. The
existence of carbonaceous species was confirmed by Raman
spectroscopy and thermogravimetric experiments
(TPR&TPO), as the wax was not removed from the catalyst
by other means. We observed the conversion of surface
carbon, surface carbides, hydrocarbons, and graphitic
carbon depositions during TPR. Furthermore, hydrogen
resistant carbon species were present in the subsequent
TPO. In addition to elucidating the deactivation-causing
species on the catalyst surface, these results provide
evidence that a reactivation procedure only by H2-TPR would
not be sufficient to retain the initial active state of the
catalyst.

Discussion of the newly designed setup for operando and
long-term high-pressure experiments at synchrotron
radiation facilities

The setup presented in this study has been successfully used
to perform a combined XAS & XRD synchrotron experiment

Fig. 8 Ex situ TG-MS analysis of the Co–Ni–Re/γ-Al2O3 catalyst after the 310 h long-term FTS experiment. (a) H2-TPR with relative sample mass
(“Mass TPH”), as well as CH4 and H2O ion currents. (b) O2-TPO with relative sample mass (“Mass TPO”), as well as CO2 ion current.

Fig. 9 Overview on the investigated catalyst deactivation mechanisms
during Fischer–Tropsch synthesis (cf. discussion in text).
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during FTS over more than 300 h TOS at 250 °C and 30 bar
pressure including formation and analysis of liquid FTS
products.

Up to now, in situ reactors for combined XAS & XRD
measurements,26,27,30,34–38 to monitor complementary
changes in both the crystalline and amorphous structure,
during FTS usually used less sample, had pressure
limitations and were not applied over a long-term including
liquid sampling (cf. Table 1). A few higher pressure rated
spectroscopic reactors were restricted to only one of these
X-ray techniques.38,41 To monitor structural changes under
elevated pressure and temperature it is most applicable to
use a reactor which is heated by an oven completely
enclosing it.57,58 In such a setup incoming X-rays were
straight-forward transmitted through two slits but diffracted
X-rays were blocked by the oven. In order to circumvent this
issue, we integrated heating cartridges (Fig. 2, red) directly
into the stainless-steel cell body and designed the slits for
the outcoming beam in a conical way (Fig. 2). This design
allows recording X-ray diffraction (Fig. 3d, S2 and S4†) and
X-ray absorption data (Fig. 5 and 6) simultaneously. In
addition, the larger cell allows recording catalytic data
including liquid FTS products.

The temperature of conventional μ-capillary reactors is
usually controlled by a hot-air gas blower which may lead to
temperature gradients, especially when the gases are not pre-
heated.41 The stainless steel body of our cell ensures an
enhanced heat transfer by an up to ten times higher thermal
conductivity compared to quartz glass.59,60 During control
experiments, the temperature in the slit over the catalyst bed
and the setpoint (∼220 °C) differed by 30 °C, which was
considered when selecting the temperature setpoints for the
measurements. Further prevention of temperature gradients
was achieved by pre-heating the inlet lines, as well as by
passing the gases through a ∼1 cm heated inlet
homogeneously distributing the gases in the entire catalyst
bed via 9 micro-channels.

For an optimised absorption of X-rays most of the
catalysts must be diluted, resulting in insufficient yields of
liquid products during in situ FTS studies (cf.
Table 1).26,27,30,34–38 In the cell presented here, we kept the
penetration length of X-rays through the catalyst bed in the
range of 1–1.5 mm, slightly more than μ-capillary reactors,
while increasing the total amount of catalyst, which resulted
in a cuboid-shaped catalyst bed. With this design, up to 85
mg of catalyst with defined sieve fraction can be loaded in
the new cell while providing good data quality and an
absorption step of around 1.0 in the Co K-edge XAS spectra.

This stable catalyst bed finally allows a long-term study
with enhanced outflow of liquid and wax-based products by
applying a vertical design and top to bottom flow through the
catalyst bed. This might have been a critical factor, e.g. when
performing long-term studies in a horizontally mounted
reactor, as it is the case for many conventional μ-capillary
reactors (cf. Table 1).26,30,34 Notably, this arrangement
prevented any possible pressure drop over the reactor during

our >310 h experiment and thus allowed us to produce,
collect and analyse liquid FTS products during a synchrotron
experiment.

Conclusions

The approach outlined in the present study shows that X-ray
based techniques can help to bridge the gap between
reaction engineering oriented applied catalytic and
fundamental structural studies. This was demonstrated here
by performing a long-term operando XAS study on a realistic,
commercial FTS catalyst over more than 300 h under
conditions as close as possible to pilot-scale plants. For this
purpose, an advanced operando setup for combined X-ray
absorption spectroscopy and X-ray diffraction at elevated
pressure (up to 50 bar) and temperature (up to 500 °C) was
designed and used. To our knowledge, this was the first
operando study at a synchrotron radiation facility that was
operated over 300 hours under harsh FTS conditions (250 °C,
30 bar) including the formation and the detailed analysis of
the resulting liquid products.

We observed three different regimes of catalyst activity. In
its most active state with a CO conversion of 90%, no
changes were found on the cobalt catalyst compared to the
state after the activation. During the initiation phase in the
first 8 h of FTS, we observed a fast drop in CO conversion
from 90% to 66% without detecting any pronounced
structural changes on the catalyst. As the C5+ selectivity was
quite high and the CH4 selectivity low, we conclude that
especially the formation of a liquid film on the catalyst
particles lead to decreasing catalytic activity due to mass
transport limitations.

The second regime of the catalyst activity was found in the
time period from 8–80 h TOS, where CO conversion
decreased from 66% to 55%. The deactivation proceeded with
a lower rate compared to the first 8 h TOS. The changes in
the Co K-edge XANES spectra evidenced the formation of
CoAl2O4. Furthermore, the ongoing increase in CH4 selectivity
accompanied by the decline in C5+ selectivity indicated that
the filling of the catalyst pores by liquid products was still
ongoing. Thus, we conclude that in the second activity
regime from 8–80 h the deactivation originated from a
combination of changes in mass transport and solid-state
reactions.

In the third activity regime, the CO conversion decreased
from 55% to 33% during 80–310 h TOS. However, a steady
state was reached in the product selectivity indicating that
the liquid film formation was completed after 80 h TOS.
Furthermore, no additional CoAl2O4 was formed during this
time period. Nevertheless, we observed the formation of
carbon depositions on the Co particle surface. The formation
of disordered, poorly structured as well as the ideal graphitic
carbon depositions on the catalyst was proven by Raman
spectroscopy after the long-term experiments. Furthermore,
thermogravimetric analysis unravelled the existence of
various carbonaceous species, e.g. atomic carbon, surface
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carbides and hydrocarbons, as well as graphitic deposits,
which could partially originate from the carburisation
procedure. We conclude, that only after 80 h of operating the
FTS at 250 °C and 30 bar the commercial catalyst reached its
industrially relevant state.

This operando XAS and XRD study on FTS over more than
300 h TOS at 250 °C and 30 bar on a commercial catalyst
provides an important step forward to bridge the gap
between fundamental studies at synchrotron radiation
sources and industrial reaction conditions. With the
dedicated operando setup presented here, we have
successfully overcome some drawbacks of conventional
reactors commonly applied in X-ray based studies at
synchrotron radiation facilities. The results of this study
demonstrate that by using spectroscopic reactors that allow
to perform operando studies with an adequate amount of
catalyst and realistic space velocities, the catalytic
performance can be well derived directly at a synchrotron
radiation facility. This opens new possibilities for the
clarification of structure-activity relationships not only in the
FTS, but also in other industrial reactions requiring high
pressure and temperature.
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