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Abstract Generating a series of images is an important task in
various fields of scientific research, e. g. Computational fluid
dynamics (CFD). In the past years, solutions based on deep
neural networks gained importance. In these tasks, it’s often
necessary to declare regions of interest in the image. Further-
more, the NN should only perform on these regions and the
rest should be ignored. With this paper, we propose an inno-
vative and easy method for implementing this behavior in the
field of CFD.
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1 Introduction

Generating a series of images is an important task in various fields of
scientific research, e. g. Computational fluid dynamics (CFD). In the
past years, solutions based on deep neural networks gained impor-
tance [1], for example in applications where the results don’t need
to be fully accurate. For these tasks, it’s often necessary to declare
regions of interest (ROI) in the image to preserve constant regions
and concentrate the influence of the neuronal network on a specific
area. This becomes even more important in cases where results of
a neuronal network are used as an input again. We call these cases
iterative applications.

For CFD applications this issue is related to the sharp separation of
the simulation area and its boundary. It is essential that the fluid sim-
ulation does not ignore boundaries, like obstacles within the stream,
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and that these boundaries do not introduce false interferences into
the simulated stream. Using an image-to-image approach [2] to cre-
ate a sequence of simulation steps, an obvious idea to define a sharp
separation is the usage of binary maps. Such maps define a region
of interest within a picture with a true value for the corresponding
pixel and false otherwise. In combination with a neuronal network,
these maps can be used as an additional parameter track for the net-
work and as a filter for a post image processing step. We will show
that both applications are needed in order to get good predictions
for the simulation results with a sharp separation of the simulation
area and its boundary.

2 State of the art

The main task in our approach is an image-to-image translation. By
now the image-to-image translation through CNNs is well estab-
lished and has found numerous applications [3–6]. [2] has specifi-
cally stated how the ”community-driven research” has popularized
their work by applying it in different ways [7–9]. We see our work
as another demonstration of [2]. This time in the context of CFD.

The field of CNNs provides various approaches of handling with
ROIs. [10, 11] use different NNs for generating and applying the
ROIs. This leads to results with a probability, which is desired in
the given tasks, but not in ours. Other works like [12, 13] use binary
mask to define ROIs. But they use these mask as an pre image pro-
cessing step only. Our application of the binary map goes further
with respect to the combined application.

3 Methodology

The task is to build a network that can predict the next frame of a 2D
flow simulation based on the previous one. Our focus of this work is
on the boundaries of the simulation area, obstacles for example, and
their stability in iterative evaluations of the network. Each frame rep-
resents a time step of the simulation and consists of a three-channel
image. Two of the channels encode the velocity fields in x- and y-
direction and the third channel is the pressure field of the fluid. For
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this paper we did not construct a single holistic model that can han-
dle all the simulation’s parameters. Our effort is concentrated on
taking a relative simple model and investigate the influence of the
application of binary maps. We call this simple model the constant
model because we do not vary simulation parameters like the inflow
speed.

3.1 Simulation setup and data generation

The training data was generated by performing simulations of in-
compressible fluid flow around a rectangular object in a channel. The
simulations are modelled according to the Navier-Stokes equations
for in-compressible flow. Because we are interested in the image
representations of the simulations, we are dealing only with the 2D
case. Several boundary conditions describe the simulation setup:

• Inflow condition on the left side of the channel

• Outflow condition on the right side of the channel

• No-slip condition on the bottom and top side of the channel as
well as the sides of the object.

The simulation setup has three separate adjustable parameters: in-
flow speed g, fluid density ρ and fluid kinematic viscosity v. For the
constant model we took the simulation with ρ = 0.2, v = 0.0009 and
g = 1.5. The choice of the parameter is deliberate. The values are
chosen so that the Reynolds number [14] of the simulations in the
range of [90, 450]. We were interested whether the build models can
predict the emerging Kármán vortex street [15]. Thus, the Reynolds
numbers were chosen so that the effect can occur.

The simulations were performed numerically by solving the dif-
ferential equation describing the flow – the Navier-Stokes equations.
This was done with a numerical solver library – HiFlow3 [16] – that
works on the base of the finite element method [17]. The time step
for the solver was set to 0.035 seconds. This means a single time step
of the simulation corresponds to 0.035 seconds of physical time.

The numerical solver library on itself cannot be used to render the
simulation results to images. For this reason, we used ParaView [18]
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to load the simulation data and exported it as a sequence of images
in PNG format. We used the default ”Grayscale” color preset of
ParaView to visualize the results. Each frame of the simulation was
exported as three separate grayscale images. Finally, the images were
cropped to select a subset of the space that contains the object and
space behind it. For training the neuronal network, we rendered
1904 frames of the simulation (66 seconds of the simulated physical
time).

After all images were generated, a test-train split was created. The
split was done by random and resulted in 80% of the data was used
for training and the rest for testing.

The binary map was created be locating the obstacle and set the
size to the same length and width like the other images.

3.2 Training approach and network details

We based our generative models almost entirely on [2]. We use the
conditional GAN approach to train a generator network that can per-
form image-to-image translation. As explained in [2], the traditional
GAN method uses a random vector z as an input to the generator
network G to generate output y, G : z → y. Conditional GANs also
feed an input image x to the generator, G : x, z → y. [2] and [19]
suggest that in certain cases the usage of z can be usefully, but we
decided not to include for our generator as we want a deterministic
network. The discriminator network is modelled with the function
D : x, y→ v that evaluates the likelihood of y being a real image. To
note is that the discriminator network has access to the real image x
and tries to guess, if y is the real or generated output.

We adopt the objective function of the discriminator network and
we modify it slightly by leaving out the random vector z.

LcGAN(G, D) = (E[log D(x, y)] + E[log D(x, G(x))])/2
= (log D(x, y) + log D(x, G(x)))/2

(3.1)

where x is the input image and y is the target image. We leave out
the expected value calculation as we do not use the random vector
z in our loss function. In contrast to unconditional GANs, both the
generator and the discriminator network have access to the input

366



Binary Maps for Image Separation

image. The objective is divided by two to slow down the training of
the discriminator relative to the generator as suggested by [2].

The objective for the generator network is composed of two parts
— the value of the discriminator as well as a L1 distance loss between
the target and the predicted images. According to [2] the L1 loss
promotes less blurring and captures the low frequency details of the
images. The L1 loss is given by:

LL1(G) = E[‖y− G(x)‖1] (3.2)

The final object for the generator is thus:

G∗ = arg min
G

max
D
LcGAN + λLL1(G) (3.3)

For all models we used λ = 100 as done in [2].

3.3 Network architecture

For our generator we use the U-Net [20] variant proposed in [2].
It is a standard encoder-decoder [21] model with skip connections
between parts of the encoder and the decoder. Our network uses
blocks of layers of the form convolution-normalization-ReLu [22].
The encoder-decoder first downsamples the input till a bottleneck
layer is reached and what follows is an upsampling to the original
size of the input image.

For the discriminator, we follow the method of [2] and we use their
PatchGAN discriminator network. This is a convolutional network
that classifies patches of the input as real or predicted. To note is
that the whole image is given as an input. The majority of the results
in [2] show that patches of size 70 × 70 yield the best results but
in our case, the experiments showed otherwise. We, therefore, we
opted out for using patches of size 286× 286 pixels.

3.4 Training details

We trained the model with the generated dataset. When loading
the images in memory, we first resize them to an appropriated for a
network size of 1024× 256 (width × height). Then we apply random
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crops as well as add random noise to each channel of the images.
We do this to force the generator to learn the actual features of the
simulation and make over-fitting harder. To investigate the effect of
using a binary map to determine the obstacle. We developed four
different training:

• no-mask: no binary mask is used at all

• no-mask-after: the binary mask is multiplied to the input im-
age. The binary mask itself is also fed as additional input into
the generator network but not multiplied with the predicted
image.

• no-mask-before: only the predicted image is multiplied with
the binary image. No binary mask is fed into the network or is
multiplied to the input image.

• mask: the binary mask is multiplied to the input image. The
binary mask itself is also fed as additional input to the genera-
tor network. The predicted image is multiplied with the binary
image, too.

The binary map as additional input gives the network the informa-
tion where the obstacle is. The zeroed values can’t provide this in-
formation due the grayscaled image.

For the training procedure, we follow the standard approach in
[23]. With each mini-batch, we first optimize the discriminator and
then the generator with the discussed objectives. We use Stochastic
Gradient Descent [24] with the Adam optimizer [25] with a learning
rate of 0.0002 and standard momentum parameters β1 = 0.9 and
β2 = 0.999. The used batch size for the constant model was set to 3.
Those are relatively small numbers for batch sizes but [2] suggests
that the U-Net architecture benefits from small batches in image-to-
image translation problems.

The constant model was trained for 45 epochs and evaluated on
a single Nvidia GTX 980Ti GPU. The Implementation of the models
was done in PyTorch [26] python library for machine learning.
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4 Results

At this point we want to mention why the following results are show-
ing the beginning of the vortex street and not a fully distinctive tur-
bulent flow. The reason can be found in the training data and the
very short amount of time the vortex street needs to establish within
the stream. Therefore, the neuronal network is well-trained to pre-
dict the continuation of the distinctive turbulent flow but less highly
trained for the first simulation steps where the vortex street is estab-
lishing. That is why prediction problems have a higher impact on the
first steps and are therefore more visible in these images, although
the same problems can be observed in all simulation steps as shown
later on.

Figure 4.1: 1. Line: Step 1 and step 20 of a finite element simulation, 2. Line: Pre-
dicted step 1 and step 20 without the usage of the pressure field, 3. Line:
Predicted step 1 and step 20 with usage of the pressure field; No binary
mask used, x-velocity shown

We start with the mask-free prediction. Figure 4.1 shows what
happens: The obstacle vanishes within the stream and this has in
return a bad impact on the stream itself. Even adding more infor-
mation by using the pressure field of the stream in addition to the
velocity field for prediction isn’t a solution.

As the first step prediction seams to be useful, the intuitive next
development is to multiply every prediction with the binary mask
before using it iteratively as the new input data. Results for that are
shown in figure 4.2. One can see, that this idea also leads to insuffi-
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Figure 4.2: 1. Line: Step 1 and step 20 of a finite element simulation, 2. Line: Pre-
dicted step 1 and step 20 without the usage of the pressure field, 3. Line:
Predicted step 1 and step 20 with usage of the pressure field; Binary mask
used after prediction, x-velocity shown

cient results. Adding more information with the pressure field even
produces worse results with respect to the accuracy of the stream.

After observing that the simple post image processing step isn’t
the solution, we turned it the other way round and set the binary
map as an additional data stream for the neuronal network. The
idea here is that the network is able to learn the sharp separation
with the help of this map. In figure 4.3 it is obvious that this isn’t the
right way either.

Figure 4.3: 1. Line: Step 1 and step 20 of a finite element simulation, 2. Line: Pre-
dicted step 1 and step 20 without the usage of the pressure field, 3. Line:
Predicted step 1 and step 20 with usage of the pressure field; Binary mask
used within neuronal network, x-velocity shown
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Combining both approaches, adding the binary map to the neuronal
network and using it for post-processing the result, is the next logical
step at this point. Figure 4.4 shows, that this approach preserves the
obstacle perfectly and results in good predictions. There are relics
on the image, but they are very homogeneous and can be filtered
with common image processing steps like opening and closing. The
stream itself is in both predictions very close to the numerical simu-
lation.

Figure 4.4: 1. Line: Step 1 and step 20 of a finite element simulation, 2. Line: Pre-
dicted step 1 and step 20 without the usage of the pressure field, 3. Line:
Predicted step 1 and step 20 with usage of the pressure field; Binary mask
used combined, x-velocity shown

For a real quality quantification we used a measurement to com-
pare different images with the focus on the human observer. Imply-
ing that the result doesn’t have to be fully accurate, we used the Peak
Signal Noise Ratio (PSNR) as the metric. It is connected to the mean
square error (MSE) in the following way:

PSNR = 10 · log10

(
255

MSE

)
[decibel]. (4.1)

Higher values are connected to less observable differences, in general
a PSNR over 30 means that the human eye cannot detect any differ-
ence [27, 28]. We started the PSNR evaluation at simulation step 90
to show that even in the well-trained time steps of the simulation
where the vortex street is completely visible a relevant difference is
measurable. Figure 4.5 not only shows that the combined approach
results in the best predictions but also that a bad application of the
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Figure 4.5: Left: PSNR values for 20 iterative steps, starting with step 90, no pressure
field used; Right: Added pressure field.

binary map can result in even worse predictions than applying no
binary map.

5 Summary

Defining regions of interest with the help of binary masks for itera-
tive neuronal network applications like predicting CFD results is an
important issue for such predictions. As seen in figure 4.1 to 4.4 ap-
plying no binary mask leads to wrong results very quickly. Applying
only one approach — train the mask or using it as a post-processing
step — can preserve the obstacle but cannot avoid interferences on
the stream. Only applying both strategies results in appropriate pre-
dictions even when more information, like the pressure field, is used.
The PSNR values in figure 4.5 are showing that this is even true for
very well-trained parts of the simulation. This figure also demon-
strates that a wrong application of a binary mask can lead to worse
predictions than applying no mask at all. Therefore, we suggest a
combined application of a binary mask for iterative network appli-
cations with sharp separations of regions of interest.
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15. T. v. Kármán, “Ueber den mechanismus des widerstandes, den
ein bewegter körper in einer flüssigkeit erfährt,” Nachrichten von
der Gesellschaft der Wissenschaften zu Göttingen, Mathematisch-Physikalische
Klasse, vol. 1911, pp. 509–517, 1911. [Online]. Available: http:
//eudml.org/doc/58812

16. S. Gawlok, P. Gerstner, S. Haupt, V. Heuveline, J. Kratzke, P. Lösel,
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