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## CHAPTER 1

## Introduction

### 1.1 Random mosaics

Random mosaics in $\mathbb{R}^{d}$ form a class of mathematical objects that have been under intensive investigation in stochastic geometry during the last decades. By a mosaic or tessellation of $\mathbb{R}^{d}$ one understands a system of convex polytopes which cover the whole space and have non intersecting interior. In addition to intrinsic mathematical curiosity, a major reason for continuing interest in random tessellations is that they provide highly relevant models for practical applications, for example, in telecommunication or materials science [34, 84, 85, 94]. One of the principal random tessellation models in Euclidean space is induced by a Poisson process of hyperplanes. Other famous models are the Voronoi tessellation, Delaunay tessellation and STIT tessellation.

We emphasize that the present work contributes to a recent and active line of current mathematical research in stochastic geometry on models in non-Euclidean spaces. The dissertation [111] deals with aspects of convex geometry in spherical spaces. Further concrete examples we mention the studies about spherical convex hulls and convex hulls on half-spheres in [5, 50, 68] and convex cones in [23]. Central limit theorems for the volume of random convex hulls in spherical space, hyperbolic spaces and Minkowski geometries were obtained in [8], asymptotic normality of very general so-called stabilizing functionals of Poisson point processes on manifolds was considered in [90]. Again more specifically, the papers [9, 31, 79, 87] study various aspects of random geometric graphs in hyperbolic spaces, including central limit theorems for a number of parameters. The paper [114] deals with visibility in the hyperbolic plane and [116] treats the Busemann-Petty problem in spaces of constant curvature. Random tessellations of the unit sphere by great hyperspheres are the content of [2, 42, 46, 75], while
so-called random splitting tessellations in spherical spaces were introduced and investigated in [26, 47]. The paper [17] is concerned with properties of the Poisson-Voronoi tessellation on general Riemannian manifolds. Finally, the geometry of random fields on the sphere is studied in the monograph [70] and invariant random fields on spaces with a group action are described in [69]. In a similar vein, it is pointed out in [66] that a systematic study of the invariance properties of probability distributions under a general group action is missing. The book 66] therefore explores Markov processes whose distributions are invariant under the action of a Lie group. It should be pointed out that studying models in non-Euclidean spaces leads to a deeper understanding of the interplay of probability theory and geometry. So one will see that in some cases the results of analogue problems in hyperbolic space turn out to be quite similar, whereas in other cases the outcome is strikingly different.

### 1.2 Overview

This dissertation is structured as follows. In Chapter 1 we introduce the main topics which are dealt with in Chapter 3, 4 and 5. We further sketch the construction of the different mosaics in hyperbolic or Euclidean space. In a next step we do a first comparison of the outcomes in different geometries. Chapter 1 also contains some of the results developed in the main chapters as well as a short mentioning of the background theory needed to develop these results.

Chapter 2 will provide concepts and definitions from different fields of mathematics needed in this work. We will start with a section containing some basic notations from probability theory. In Section 2.2 we introduce hyperbolic space as the $d$-dimensional complete, simply connected Riemannian space of constant curvature -1 . This introduction involves a short part containing the history of hyperbolic space as well as a presentation of several of the most important models of hyperbolic space. Section 2.3 introduces some concepts from (Euclidean) stochastic geometry and also the analogues in hyperbolic space needed in this work. Since we are aiming to subdivide $\mathbb{H}^{d}$, we introduce in a next section the space of $k$-planes in $\mathbb{H}^{d}$, namely the space of totally geodesic $k$-dimensional subspaces. We also introduce an invariant measure $\mu_{k}$ on this space. Here invariance refers to the action of isometries $I\left(\mathbb{H}^{d}\right)$ of $\mathbb{H}^{d}$. We investigate this measure and state some properties known from the literature. The following sections are dedicated to introduce concepts which are exclusively needed in one of the main Chapters 3, 4 and 5. We start in Section 2.5 with the concepts needed for Chapter 3. This part of the work is based on the theory of $U$-statistics as well as literature about normal approximation bounds for $U$-statistics. As mentioned in the beginning of this work, the content of Section 2.5 is already uploaded as a preprint on arXiv [41] and submitted to a journal. The subsequent section contains an introduction and an intuitive definition of splitting tessellations of hyperbolic space, whereas the last section of Chapter 2 deals with some basic definitions and results needed in Chapter 5, which deals with Kendall's problem in hyperbolic space.

Chapter 3 contains the results and proofs concerning the investigation of the $k$-skeleton of a Poisson hyperplane tessellation in hyperbolic space. As mentioned, this chapter exists as a preprint on arXiv [41] and is submitted to a journal. Its joint work with Daniel Hug and

Christoph Thäle which was initiated during my one month stay in Bochum. The main question in Chapter 3 is whether a central limit theorem holds for the $k$-dimensional Hausdorff measure of the $k$-skeleton of the Poisson hyperplane tessellation. Here we investigate two scenarios. In the first we increase the intensity of the underlying Poisson hyperplane tessellation. In the second we keep the intensity fixed and increase the observation window. Besides the concern, whether or not a central limit theorem holds, other objects are investigated. More or less on the way to the central limit theorem we get explicit results of the expected Hausdorff measure of the $k$-skeleton $k=0, \ldots, d-1$ and an integral representation of the variance of this functional. Also the limit behaviour of the variance is of interest. Besides this we state the covariance structure of the vector containing all $d$ values of the $k$-skeleton, $k=0, \ldots, d-1$. Further insights concerning the interplay of these functionals are given by investigating the $K$ - and the pair correlation-function.

Chapter 4 deals with the introduction and investigation of hyperbolic splitting tessellations. This model is a hyperbolic version of the so-called STIT-tessellation in the Euclidean space. We start with the definition of this process. Moreover, results concerning the capacity function are derived. This allows us to prove the existence of a splitting tessellation on the whole space $\mathbb{H}^{d}$ as well as first moments of the total $k$-dimensional Hausdorff measure of the $k$-skeleton. Also second moments and their limit behaviour are studied in this chapter. In the last part we turn to show that the introduced splitting tessellations are mixing. A possible application of these results is showing central limit theorems of functionals based on this process.

In Chapter 5 the so-called Kendall problem is explored in hyperbolic space. It asks for the shape of a cell, given that it is in some sense big. We start with some basic results showing the challenges in hyperbolic space concerning this problem. Later the problem is considered for the zero cell, i.e. the almost surely uniquely determined cell containing the origin of a Poisson hyperplane tessellation. Moreover, we consider the typical cell of the same process. In a last step the typical cell of a Poisson-Voronoi tessellation in hyperbolic space is studied.

### 1.3 Hyperplane tessellations

In $\mathbb{R}^{d}$ with $d \geq 2$ and in the stationary and isotropic case, the construction of a Poisson hyperplane tessellation can be described as follows. Fix a parameter $t>0$ and consider a stationary Poisson point process on the real line with intensity $t$. To each point $p_{i}$ of the Poisson process we attach independently of each other and independently of the underlying Poisson process a random vector $u_{i}$ which is uniformly distributed on the unit sphere $\mathbb{S}^{d-1}$ of $\mathbb{R}^{d}$. Then to each pair $\left(p_{i}, u_{i}\right) \in \mathbb{R} \times \mathbb{S}^{d-1}$ we associate the hyperplane $H_{i}:=\left\{x \in \mathbb{R}^{d}:\left\langle x, u_{i}\right\rangle=p_{i}\right\}$ and call the random collection of all such hyperplanes a (stationary and isotropic) Poisson hyperplane process in $\mathbb{R}^{d}$ with intensity $t$. The random hyperplanes $H_{i}$ almost surely divide the space $\mathbb{R}^{d}$ into countably many random convex polytopes. The collection of all these polytopes is a (stationary and isotropic) Poisson hyperplane tessellation in $\mathbb{R}^{d}$ with intensity $t$. We remark that the intensity parameter $t$, roughly speaking, controls the expected surface content of the Poisson hyperplane tessellation per unit volume. More precisely, $t=\mathbb{E} \mathcal{H}^{d-1}\left(Z \cap[0,1]^{d}\right)$,
where $Z=\bigcup_{i=1}^{\infty} H_{i}$ is the random union set induced by the Poisson hyperplane process and $\mathcal{H}^{d-1}$ stands for the ( $d-1$ )-dimensional Hausdorff measure.

For Poisson hyperplane tessellations many first- and second-order quantities are explicitly available for a broad class of functionals and also a comprehensive central limit theory has been developed over the last 15 years, cf. [37, $39,65,96]$ and $[103$, Chapter 10] as well as the many references cited therein. In the literature, central limit theorems for functionals of Poisson hyperplanes have been considered in two different set-ups. In a first setting the tessellation is restricted to a fixed (usually convex) observation window and the asymptotic behaviour is explored when the intensity $t$ of the underlying Poisson process is increased. Alternatively, the intensity is kept fixed, while the size of the observation window is increased. By a simple scaling relation both set-ups are equivalent when homogeneous functionals (such as intrinsic volumes, positive powers of intrinsic volumes or integrals with respect to support measures) of the tessellation are considered, see [65, Corollary 6.2]. While the spherical analogues of Poisson hyperplane tessellations, namely Poisson great hypersphere tessellations, were investigated, for example, in [2, 47, 42, 46, 44, 75], only few results seem to be available for such tessellations in standard spaces of constant negative curvature, see [49, 91, 100, 114]. The spherical space of constant positive curvature especially features by its compactness, which in turn implies that Poisson great hypersphere tessellations almost surely consist of only finitely many spherical random polytopes. In contrast, Poisson hyperplane tessellations in a standard space of constant negative curvature display a number of striking new phenomena that cannot be observed in their Euclidean or spherical counterparts. It is the purpose of the present work to uncover some of the anticipated and remarkable new phenomena. We confine ourselves to the study of the total volume (in the appropriate dimension) of the intersection processes induced by Poisson hyperplanes in a (hyperbolic convex) test set. We explicitly identify the expectation and the covariance structure of these functionals by making recourse to general formulas for and structural properties of Poisson U-statistics and to Crofton-type formulas from hyperbolic integral geometry. In addition and more importantly, we study probabilistic limit theorems for these functionals in the two asymptotic regimes described above for the Euclidean set-up. While the central limit theorems for growing intensity and fixed observation window are a direct consequence of general central limit theorems for Poisson U-statistics [65, 96, 108, 109], it will turn out that the limit theory in the other regime, that is, when the intensity is kept fixed and the size of the observation window is increased, is fundamentally different. We will prove that here a central limit theorem in fact holds in space dimensions $d=2$ and $d=3$. On the other hand, we will show that a central limit theorem fails for all space dimensions $d \geq 4$ if the total $(d-1)$-volume of the union of all hyperplanes is considered. For the total volume of intersection processes of arbitrary order this will be proved for technical reasons only for dimensions $d \geq 7$. We emphasize that this remarkable and surprising new feature is a consequence of the negative curvature of the underlying space and has no counterpart in the Euclidean or spherical set-up. Another interesting and unexpected feature is observed in this regime for the asymptotic covariance matrix of the vector of $k$-volumes of the $k$-skeletons, $k=0, \ldots, d-1$. This matrix turns out to have full rank for $d=2$, but it has rank one in dimension $d \geq 3$. In addition,
we will study the situation in which the intensity and the size of the observation window are increased simultaneously. In this case it will turn out that in all situations where the central limit theorem fails for fixed intensity, the Gaussian fluctuations are in fact preserved as soon as the intensity tends to infinity, independently of the behaviour of the size of the observation window (as long as it is bounded from below). As anticipated above, the proofs of our results concerning first- and second-order properties of the total volume of intersection processes rely on general formulas for U-statistics of Poisson point processes as presented in [64] and on tools from hyperbolic integral geometry as developed in [15, 32, 101, 110]. The central limit theorems we consider will be of quantitative nature, that is, we will provide explicit bounds on the quality (speed) of normal approximation measured in terms of both the Wasserstein and the Kolmogorov distance. Their proofs are based on general normal approximation bounds that have been derived in [27, 26, 109] using the Malliavin-Stein technique on Poisson spaces (see collection [88] for a representative overview concerning this method). This directly implies the central limit theorem for fixed windows and growing intensities. On the other hand, for fixed intensity and when the window is a hyperbolic ball $B_{r}$ of radius $r$ around a fixed point in $\mathbb{H}^{d}$, crucial building blocks of these bounds are Crofton-type integrals of the form

$$
\int_{A_{h}(d, k)} \mathcal{H}^{k}\left(H \cap B_{r}\right)^{l} \mu_{k}(d H)
$$

where $A_{h}(d, k)$ denotes the space of $k$-dimensional totally geodesic subspaces of $\mathbb{H}^{d}$ and $\mu_{k}$ is the suitably normalized invariant measure on $A_{h}(d, k)$ (all terms will be explained in detail in Section 2). While in the Euclidean case the asymptotic behaviour of such integrals, as $r \rightarrow \infty$, is quite straightforward, this is not the case in the hyperbolic set-up. In contrast to the Euclidean case, it will turn out that their behaviour crucially depends on whether $l(k-1)$ is less than, greater than or equal to $d-1$ (see Lemma 3.2.5). In essence, the latter is an effect of the negative curvature, which in turn causes an exponential growth of volume of linearly expanding balls in $\mathbb{H}^{d}$. To show that a central limit theorem fails in higher space dimensions is arguably the most technical part of this work. We do this by showing that the fourth cumulant of the centred and normalized total volume of the intersection processes does not converge to 0 , which in turn is the fourth cumulant of a standard Gaussian distribution. However, to bring this in contradiction with a central limit theorem we need to argue that the fourth power of the total volume is uniformly integrable, which in turn will be established by consideration of their fifths moments. This requires a fine analysis of combinatorial moment formulas for U-statistics of Poisson processes. In essence and in contrast to the lower dimensional cases $d=2$ and $d=3$, the failure of the central limit theorem for space dimensions $d \geq 4$ is due to the fact that in these dimensions the contribution of single hyperplanes is asymptotically not negligible anymore.

### 1.4 Splitting TESSELLATIONS

Splitting tessellations are introduced in [81] and are more commonly known as STIT-tessellations in the Euclidean space. In contrast to most other famous models, their cells are not face to face. This fact makes them a useful model in many applications such as investigating earthquake distributions [51] or the indoor propagation of 5 G waves [83]. Other possible applications are presented in [80]. Besides their use in applied science, splitting tessellation are challenging and fruitful models in a mathematical point of view. Their connection with other famous models such as hyperplane tessellations makes them a highly observed topic in the last decade. It turned out that introducing a splitting tessellation as a continuous time pure jump Markov process is an elegant way to deduce a great number of results. We will follow this approach in our work.

As in the Euclidean and spherical set up, the splitting tessellation $Y_{t}=Y_{t}(W)$ for $t \geq 0$ inside a fixed compact and convex window $W$ at time $t$ can also be constructed recursively. This introductions helps to develop an intuition for the process. Most of the time we choose the observation window $W$ to be a geodesic ball of radius $r>0$ and centre $p \in \mathbb{H}^{d}$. At a starting time zero the tessellation consists of a single cell, namely the convex set $W$. After an exponential waiting time with parameter $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)$ a uniform random $(d-1)$-dimensional totally geodesic subspace (hyperbolic hyperplane) divides $W$ into two cells, where $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)$ is the measure of the set of hyperplanes hitting $W$ (for more details on this measure see Section 2.4). The splitting process continuous independently in both cells, whereas the waiting times depend on the measure of all hyperplanes having nonempty intersection with the respective cell. The construction of $Y_{t}$ is more formally described by:

## 1 Initiation:

At time zero we set $Y_{0}:=\{W\}, \tau_{0}=0$ and take a counter $n=n(t)$, describing the number of cells, to be equal to one.

## 2 Recursion:

Assume that the counter is $n \geq 1$ and the corresponding random waiting time $\tau_{n-1}$ as well as the random tessellation $Y_{\tau_{n-1}}$ have been realized. Generate the random time $\tau_{n}$ such that $\tau_{n}-\tau_{n-1}$ has the same distribution as an exponential random variable with parameter $\sum_{c \in Y_{\tau_{n-1}}} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle c\rangle\right)$. If $\tau_{n} \leq t$, we

- pick a cell $c_{n} \in Y_{\tau_{n-1}}$ at random, were each cell $c \in Y_{\tau_{n-1}}$ is picked with probability proportional to $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle c\rangle\right)$,
- choose a uniform randomly generated $c_{n}$-hyperplane $H_{n}$,
- set $Y_{\tau_{n}}:=\oslash\left(c_{n}, H_{n}, Y_{\tau_{n-1}}\right)$, which means keeping all cells except of $c_{n}$ and replace it with the two cells $c_{n} \cap H_{n}^{+}$and $c_{n} \cap H_{n}^{-}$(see Definition 2.6.2),
- increase the counter $n$ by one and repeat the recursion step.

If $\tau_{n}>t$ give out the random tessellation $Y_{\tau_{n-1}}$.

As mentioned above, a similar model is known in the Euclidean space. It is studied intensively in various works such as [82, 74, 106, 107]. The Euclidean counterpart is known as a so-called STIT-tessellation, since it is stable under iterations. In [26] the model is introduced in the spherical setting for dimension 2. First effects resulting from the different curvature are described in this work. More recently Hug and Thäle [47] extended this research on spherical spaces of arbitrary dimensions. Besides isotropic splitting tessellations also the more general case of arbitrary direction distribution is treated therein. To the best of my knowledge the present work is the first that investigates a similar model in hyperbolic space. On one hand, lacking the vanishing curvature of the Euclidean space, it somehow behaves as the spherical model. On the other hand, the fact that hyperbolic space is, in contrast to spherical space, unbounded leads to more closeness to the results in Euclidean space.

We start in Chapter 4 with giving an alternative, less algorithmic definition of the model. To do so we define the process as a continuous time pure jump Markov process. This gives us the chance to derive martingale properties for a broad class of functionals depending on the process. In a next step the capacity functional is defined and considered in detail. It is used in order to show the existence of a splitting tessellation on the whole space $\mathbb{H}^{d}$ and not just inside a fixed observation window. Restricting ourselves again onto a fixed window, we derive several expected values of functionals depending on the splitting process. Such functionals are for example the expected $k$-dimensional Hausdorff measure of the $k$-skeleton and the expected volume of the typical- (in dimension 2 ) and Crofton cell (in arbitrary dimensions). It turns out that the expected $k$-dimensional Hausdorff measure coincides with the ones in the Euclidean and spherical space, whereas the expected volume of the typical and Crofton cell show fundamentally different behaviour. Further restricting the observation window to take the shape of a ball gives us the opportunity to treat second moments. We calculate the variance of the total surface area of the $(d-1)$-skeleton. The limit behaviour of the variance is considered for growing time $t$ and also for growing radius of the spherical intersection window $W$. The behaviour is compared with the results for Poisson hyperplane tessellations in Chapter 3. As in the previous chapter one can observe major differences to the results in Euclidean and spherical spaces. As shown in Chapter 3, the behaviour of the limit variance heavily depends on the dimension of the surrounding space. In the last part of Chapter 4 a mixing property of the process is shown. Such properties can be used in order to show central limit theorems in further research.

Chapter 4 makes use of the theory for continuous time pure jump Markov processes. Several works deal with this theory such as [13, Chapter 15], [25] [54, Chapter 12], [63, p. 19, Chapter 2.5] and [67, Chapter 1]. Further we apply theory of random closed sets and its connection to the capacity functional which can be found in [103]. In order to derive the results concerning expected values, we argue with the Crofton-type formula 2.4 and the representation of the invariant measure of hyperplanes in hyperbolic space 2.3 .

### 1.5 KEndall's PROBLEM

In Chapter 5 we start by again considering Poisson hyperplane tessellations. Later also the Poisson Voronoi tessellation is treated. The just mentioned Voronoi tessellation can be constructed by realizing a (invariant) Poisson point process $X$ on $\mathbb{H}^{d}$ and associating with each point $x \in X$ all points of $\mathbb{H}^{d}$ that have less distance to $x$ than to every other point in $X$. This time the so-called Kendall problem is treated. In [112] the original form of this problem is recalled. The original problem asks for the conditional law for the shape of the zero cell $C_{0}$ of an isotropic and stationary Poisson line process, where the given area tends to infinity. The conjecture stated that the shape concentrates at the circular shape in the limit. Heuristic arguments by Miles supported this conjecture. A proof was first given by Kovalenko (see [57] for the simplified version) for the Euclidean plane. Later many different generalizations and modifications were studied. In the literature various works deal with related problems such as [16], [33], [11]. All variants have in common that one is interested in the shape of a cell given that it is somehow big. Recently the problem was considered on $d$-dimensional spherical spaces [42], [95]. To the best of my knowledge the present work is the first that approaches the problem in hyperbolic space. Due to the curvature many results that hold in the Euclidean set up cannot be transferred to hyperbolic space.

We start by proving two basic results showing that there are major differences as well as similarities to the Euclidean set up. A first example shows that the convergence of the shape of a cell does not hold in general for increasing size of the cell. In a second step we show that the shape of the Crofton cell of a Poisson hyperplane tessellation, given that it contains a ball with centre in the origin, converges to the shape of a ball as the intensity of the process tends to infinity. We also develop several useful results concerning the continuity of several functionals needed later on. Further inequalities of isoperimetric type, which are typical tools in this context, are shown. These results include more specific inequalities in lower dimensions and a more general inequality for arbitrary dimensions and size-/ hitting functionals. Also approximation results are transferred to the hyperbolic setting. More precisely we approximate convex sets with polytopes having in some sense few vertices. The end of Section 5.2 is dedicated to show that the Crofton cell is with high probability contained in a ball with some radius $r>0$ and centre $p$. This is needed in order to restrict ourselves to a fixed observation window. In Section 5.3 we show that the shape of the Crofton cell tends to the shape of a ball, given that its volume exceeds a certain value $a>0$, as the intensity of the Poisson hyperplane process tends to infinity. Later also the limit distribution of the volume of the Crofton cell is shown. In the next section we recall theory for stationary random measures on homogeneous spaces, specialized for our context. We use this theory to transfer the results for the Crofton cell to the typical cell of a Poisson hyperplane tessellation. In the following part, dedicated to the Poisson-Voronoi tessellation, we start by formally introducing the model. We also show that the shape of the typical cell tends to the shape of a ball, given that it contains a ball of fixed radius $a>0$ around its generating point, as the intensity of the underlying Poisson point process tends to infinity. In this scenario also explicit rates of convergence can be shown.

The proofs of the theorems concerning the Crofton cell of a Poisson hyperplane process use techniques which already proved to be helpful in the Euclidean and spherical setting. These techniques include approximating results containing arguments from [14]. Since hyperbolic space is in contrast to spherical space not compact, we have to restrict ourselves to bounded sets. The results allowing us this restriction contain several geometric arguments. Specialized results of isoperimetric type rely on a recently proved Bonnesen-style inequality in spaces of constant curvature [19]. The more general isoperimetric inequality is based on research developed in [29]. The part concerning the typical cell heavily depends on theory of measures on homogeneous spaces which are treated for example in [62, 99]. The proofs for typical cells in Poisson-Voronoi tessellations again use some geometric ideas.

## CHAPTER 2

## BASICS

In this chapter we introduce the most important definitions and fix the notations needed in this work. We will also state and partially prove some general results. We start in Section 2.3 with concepts from probability theory. In the subsequent section we introduce hyperbolic space and focus on the history of hyperbolic space, its models and definitions related to it. The following Section 2.3 deals with some general concepts from stochastic geometry and their adaptation in hyperbolic setting. In Section 2.4 we introduce a measure on the space of $k$-planes, state some of its properties and use it to define a Poisson hyperplanes process. Also the concept of hyperbolic quermassintegrals is discussed in this section. The following sections are introducing concepts for the main chapters, namely Chapter 3, 4 and 5.

### 2.1 Probability theory

We let $(\Omega, \mathcal{A}, \mathbb{P})$ be the underlying probability space with $\sigma$-Algebra $\mathcal{A}$ and probability measure $\mathbb{P}$. We will always assume $(\Omega, \mathcal{A}, \mathbb{P})$ to be rich enough to carry all random objects in this work. By $\mathbb{E}, \mathbb{V a r}$, $\mathbb{C o v}$ we denote the expectation, variance and covariance, respectively. For a sub $\sigma$-Algebra $\tilde{\mathcal{A}} \subseteq \mathcal{A}$, we denote the conditional probability by $\mathbb{P}(\cdot \mid \tilde{\mathcal{A}})$. Convergence in distribution is indicated by $\xrightarrow{d}$ and equality in distribution by $\stackrel{d}{=}$. We say that an event $A$ happens almost surely, with respect to some probability measure $\mathbb{P}$, whenever $\mathbb{P}(A)=1$ holds. A d-dimensional, real valued random vector $\mathbf{N}$ is said to be normally distributed with some (positive definite) covariance matrix $\Sigma=\left(\sigma_{i, j}\right)_{i, j=1}^{d}$ and expectation $\mu \in \mathbb{R}^{d}$ if its density is given by

$$
f_{\mathrm{N}}(x)=\frac{1}{\sqrt{(2 \pi)^{d} \operatorname{det}(\Sigma)}} \exp \left(-\frac{1}{2}(x-\mu)^{T} \Sigma^{-1}(x-\mu)\right), \quad x \in \mathbb{R}^{d} .
$$

### 2.2 Hyperbolic space and its models

In Subsection 2.2 .1 we start with a small overview of the history of hyperbolic space and introduce some models of hyperbolic space in the following subsections. We will also point out their advantages and disadvantages for our different proposes. In Subsection 2.2 .5 we deal with the most basic concepts from hyperbolic geometry. Also hyperbolic trigonometry is treated in Subsection 2.2.6.

### 2.2.1 History of hyperbolic space

The history of hyperbolic geometry begins more than 2000 years ago, when Euclid formulated his five postulates for plane geometry. While the first four postulates seemed pretty convincing and were easy to understand, the fifth stood out. In its original form it was formulated like:

If a straight line falling on two straight lines makes the interior angles on the same side less than two right angles, the two straight lines, if extended indefinitely, meet on the side on which the angles are less than two right angles.

A more modern formulation that is proven to be equivalent reads like
Through a point outside a given infinite straight line there is one and only one infinite straight line parallel to the given line.

Also many geometric results did not need for the fifth postulate to hold. Therefore many mathematicians tried and failed to derive the fifth postulate from the first four. Carl Friedrich Gauß was the first to formulate a so-called non-Euclidean geometry which arises by denying the fifth postulate. Since he never published his results, the ideas had to be rediscovered by Nikolai Lobachevsky and János Bolyai in the beginning of the 19-th century. Now the fifth or parallel postulate in hyperbolic space reads like:

Through a point outside a given line there are infinitely many lines parallel to the given line.

The postulates quoted here are taken from [92, Chapter 1].

### 2.2.2 Hyperboloid model

Hyperbolic $d$-space $\mathbb{H}^{d}$ is the unique $d$-dimensional complete simply-connected Riemannian space of constant curvature -1 . Many books define it via the hyperboloid model. To do so the so-called Lorentzian inner product is used. For two points $x, y \in \mathbb{R}^{d+1}$ it is defined to be the real number

$$
x \circ y=-x_{1} y_{1}+x_{2} y_{2}+\ldots+x_{d+1} y_{d+1} .
$$

Using the inner product one can define the set $\mathcal{F}^{d}:=\left\{x \in \mathbb{R}^{d+1}: x \circ x=-1\right\}$. Since this set is the union of two disconnected hyperboloids, one defines hyperbolic $d$-space $\mathbb{H}^{d}$ as the positive half of $\mathcal{F}^{d}$, namely $\mathcal{F}_{+}^{d}$. The construction comes from the duality to the sphere of radius $r>0$, which has constant curvature $r^{-2}$. Interpreting $\|x\|_{L}:=\sqrt{x \circ x}$ as a distance (possibly imaginary), hyperbolic space is a sphere of unit imaginary radius and therefore has negative constant curvature. Obviously $\|\cdot\|_{L}$ is not a norm even though it is called Lorentzian norm. Technically it is a quasinorm. The space $\mathbb{H}^{d}$ carries a metric, the so-called hyperbolic distance function $d_{h}: \mathbb{H}^{d} \times \mathbb{H}^{d} \rightarrow[0, \infty)$. It is defined via the Lorentzian time like angle $\eta(x, y)$ between two points $x, y \in \mathbb{H}^{d}$ (see [92, Chapter 3.2]). An alternative approach to define a metric on $\mathbb{H}^{d}$ is via the Infimum of all $C^{1}$-paths (see [1, Chapter 3.4] for the 2-dimensional case). Unlike to the Euclidean case there exists no distinguishable origin. We can therefore pick an arbitrary point as the origin. In the hyperboloid model this will be $(1,0, \ldots, 0) \in \mathcal{F}_{+}^{d}$.

Since the hyperboloid representation of hyperbolic space is in many situations quite unhandy, there exist several models of hyperbolic space. Each of them has their specific advantages and disadvantages. The most famous models are the conformal ball model (interior of the disk model), projective disk model (Beltrami, Klein model), the Half-space model and the already mentioned hyperboloid model. In this work we will focus on the first two models. To see a description of all model plus the hemisphere model, we refer to [18, Chapter 7].

### 2.2.3 Conformal ball model

The conformal ball model, also called Poincaré disk model or interior of a disk model, represents $\mathbb{H}^{d}$ in the interior of the $d$-dimensional unit ball $\mathcal{D}^{d}=B_{\text {euc }}(0,1)^{o} \subseteq \mathbb{R}^{d}$. The bijection between $\mathcal{F}_{+}^{d}$ and $\mathcal{D}^{d}$ is given by

$$
\pi: F_{+}^{d} \rightarrow \mathcal{D}^{d},\left(x_{1}, x_{2}, \ldots, x_{d+1}\right) \mapsto\left(\frac{x_{2}}{1+x_{1}}, \cdots, \frac{x_{d+1}}{1+x_{1}}\right) .
$$

The map is visualized for the 1-dimensional case in Figure 2.2.2. By the choice of the origin, the Euclidean and the hyperbolic origin coincide. The metric in $\mathcal{F}_{+}^{d}$ transfers to $\mathcal{D}^{d}$ via the inverse of $\pi$, namely

$$
d_{\mathcal{D}}(x, y):=d_{h}\left(\pi^{-1}(x), \pi^{-1}(y)\right), \quad x, y \in \mathcal{D}^{d} .
$$

It can also be calculated by

$$
d_{\mathcal{D}}(x, y)=\operatorname{arcosh}(2 \varphi(x, y)+1), \quad x, y \in \mathcal{D}^{d}
$$

with

$$
\varphi(x, y)=\frac{\|x-y\|_{e u c}^{2}}{\left(1-\|x\|_{e u c}^{2}\right)\left(1-\|y\|_{e u c}^{2}\right)}
$$

(see [92, Chapter 4.5] for a proof). The greatest advantage of the conformal ball model is already implemented in its name. Since the projection preserves angles, the angle between two hyperbolic lines is the Euclidean angle between their conformal representation ([92, Chapter
1.2]). Furthermore, hyperbolic balls are represented by Euclidean balls (but with possibly shifted centre) and hyperbolic $m$-planes are represented by the intersection of $\mathcal{D}^{d}$ and $m$ dimensional linear subspaces of $\mathbb{R}^{d}$ or an $m$-sphere of $\mathbb{R}^{d}$ orthogonal to $\partial \mathcal{D}^{d}$ (see $[92$, Theorem $4.5 .3,4.5 .4]$ ). Figure 2.2 .1 shows some hyperbolic objects frequently needed in this work, represented in $\mathcal{D}^{2}$.


Figure 2.2.1: Balls of radius 1 and hyperplanes in the conformal ball model.

### 2.2.4 PRojective disk model

The projective disk model, Beltrami or Klein model also represents $\mathbb{H}^{d}$ in the interior of the open unit ball $B_{\text {euc }}(0,1)^{o} \subseteq \mathbb{R}^{d}$. In contrast to the conformal ball model it does not preserve angles. The bijection from the hyperboloid is given by

$$
\tilde{\pi}: \mathcal{F}_{+}^{d} \rightarrow B_{e u c}(0,1)^{o},\left(x_{1}, \ldots, x_{d+1}\right) \mapsto\left(\frac{x_{2}}{x_{1}}, \ldots, \frac{x_{d+1}}{x_{1}}\right)
$$

Again the Euclidean and the hyperbolic origin coincide. Its greatest advantage is that $m$-planes are the (non-empty) intersection of $B_{e u c}^{o}(0,1)$ with Euclidean affine $m$-planes [92, Theorem 6.1.4]. This fact makes the model useful in context of convexity. Since convexity of a hyperbolic set is equal to convexity (in Euclidean sense) of its Euclidean representation in the projective disk model many results can be easily transferred. Also other results are easily transferable from the Euclidean setting via the projective disk model as long as they are of principle nature such as existence results.

### 2.2.5 GEOMETRIC CONCEPTS IN HYPERBOLIC SPACE

Recall that by $\mathbb{H}^{d}$ we denote the hyperbolic space of dimension $d$. Let $p \in \mathbb{H}^{d}$ be an arbitrary (fixed) point. We will also refer to $p$ as the origin. For $x \in \mathbb{H}^{d}$ we denote by $T_{x} \mathbb{H}^{d}$ the tangent space to $\mathbb{H}^{d}$ at $x$. We use the notation $\exp _{x}: T_{x} \mathbb{H}^{d} \rightarrow \mathbb{H}^{d}$ for the exponential map. Recall that $d_{h}(\cdot, \cdot)$ is the hyperbolic metric function. We write $B_{h}(z, r)=\left\{x \in \mathbb{H}^{d}: d_{h}(x, z) \leq r\right\}$ for


Figure 2.2.2: Projections between the models.
the hyperbolic ball with centre $z \in \mathbb{H}^{d}$ and radius $r \geq 0$ and put $B_{r}=B(p, r)$, where $p$ is the fixed reference point. If it is clear from the context, we will omit the index indicating the surrounding space. For $a>0$ we denote by $B^{a}$ the unique hyperbolic ball with centre in $p$ such that $\mathcal{H}^{d}\left(B^{a}\right)=a$ holds. In this work the $s$-dimensional Hausdorff measure $\mathcal{H}^{s}, s \geq 0$, is understood with respect to the metric space $\left(\mathbb{H}^{d}, d_{h}\right)$. The hyperbolic Hausdorff distance between two sets $C, C^{\prime}$ is defined by

$$
\delta_{h}\left(C, C^{\prime}\right):=\max \left\{\min _{x \in C} \max _{y \in C^{\prime}} d_{h}(x, y), \min _{x \in C^{\prime}} \max _{y \in C} d_{h}(x, y)\right\}
$$

For $k \in\{0,1, \ldots, d-1\}$ a $k$-dimensional totally geodesic subspace of $\mathbb{H}^{d}$ is called a $k$-plane and especially $(d-1)$-planes are called hyperplanes. Here a space $H$ is called totally geodesic if for any two points $x, y \in H$ the (unique) geodesic connecting $x$ and $y$ is contained in $H$. The space of $k$-planes in $\mathbb{H}^{d}$ is denoted by $A_{h}(d, k)$. For more information on this space, we refer to Section 2.4. For a fixed hyperplane $H \in A_{h}(d, d-1)$ we denote by $H^{+}, H^{-}$the two closed half-spaces into which $\mathbb{H}^{d}$ is divided by $H$.

For later reference we need a formula for the surface area of a hyperbolic ball $B(z, r)$. It is given by

$$
\mathcal{H}^{d-1}(\partial B(z, r))=\omega_{d} \sinh ^{d-1}(r)
$$

where $\omega_{d}$ is the surface area of the $(d-1)$-dimensional unit ball and cosh and sinh are the hyperbolic cosine and sine, which are given by

$$
\cosh (x)=\frac{e^{x}+e^{-x}}{2} \quad \text { and } \quad \sinh (x)=\frac{e^{x}-e^{-x}}{2}, \quad x \in \mathbb{R}
$$

respectively. Moreover, the volume of a hyperbolic ball of radius $r$ is given by

$$
\begin{equation*}
\mathcal{H}^{d}(B(z, r))=\omega_{d} \int_{0}^{r} \sinh ^{d-1}(s) d s \tag{2.1}
\end{equation*}
$$

We refer to Sections 3.3 and 3.4 and especially to formulas (3.25) and (3.26) in the monograph [20]. For the special case $d=2$, we thus get $\mathcal{H}^{2}(B(z, r))=2 \pi(\cosh (r)-1)$. We will frequently make use of the fact that $\cosh (x), \sinh (x) \in \Theta\left(e^{x}\right)$, as $x \rightarrow \infty$, where $\Theta(\cdot)$ stands for the usual Landau symbol. We also use the notations $f \in \mathcal{O}(g)$ to indicate that $f$ grows at most with the same speed as $g$ and $f=o(g)$ to indicate that $g$ grows faster than $f$. Additionally we will use the following inequalities.

Lemma 2.2.1. The function $\sinh$ satisfies the inequalities
(a) $\sinh (x) \geq e^{x-3} \quad$ for $x \geq 0.1$,
(b) $\sinh (x) \geq x \quad$ for $x \geq 0$.

Proof. (a) By the definition of the hyperbolic sine function, we get

$$
\frac{2 \sinh (x)}{e^{x-3}}=e^{3}-e^{-2 x+3}=e^{3}\left(1-e^{-2 x}\right) \geq 2 \quad \text { for } x \geq 0.1
$$

since $\exp (2 x) \geq(1-2 \exp (-3))^{-1}$ for $x \geq 0.1$.
(b) This follows from the definition of sinh by basic calculus.

### 2.2.6 Hyperbolic Trigonometry

In this section we present some trigonometric formulas in hyperbolic space. Their proofs can be found in [92, Chapter 3.5] and will therefore be omitted in this work. We start with the general results and then formulate the special cases of right-angled hyperbolic triangles.

Theorem 2.2.2 (The first law of cosines). Let $\alpha, \beta, \gamma$ be the angles of a hyperbolic triangle and $a, b, c$ the lengths of the opposite sides, then the first law of cosines

$$
\cos (\gamma)=\frac{\cosh (a) \cosh (b)-\cosh (c)}{\sinh (a) \sinh (b)}
$$

holds.

Theorem 2.2.3 (Right-angled triangles). Let $\alpha, \beta, \gamma$ be the angles of a hyperbolic triangle and $a, b, c$ the lengths of the opposite sides with $\gamma=\pi / 2$. Then the following equations hold:
a) $\cos (\alpha)=\frac{\tanh (b)}{\tanh (c)}$
b) $\sin (\alpha)=\frac{\sinh (a)}{\sinh (c)}$

### 2.3 STOCHASTIC AND CONVEX GEOMETRY

By $B_{\text {euc }}(x, r)$ we denote the Euclidean ball with centre $x \in \mathbb{R}^{d}$ and radius $r \geq 0$. If it is clear from the context we omit the indicator of the space. The Hausdorff distance between two nonempty compact Euclidean subsets $C, C^{\prime} \subset \mathbb{R}^{d}$ is defined to be

$$
\delta_{e u c}\left(C, C^{\prime}\right):=\max \left\{\min _{x \in C} \max _{y \in C^{\prime}} d_{e u c}(x, y), \min _{x \in C^{\prime}} \max _{y \in C} d_{e u c}(x, y)\right\}
$$

Let $\mathbb{S}^{d}$ be the $d$-dimensional unit sphere embedded in $\mathbb{R}^{d+1}$ and let $B_{s}(u, \alpha), u \in \mathbb{S}^{d}, \alpha>0$ be the spherical cap with centre $u$ and radius $\alpha$. The natural distance function on $\mathbb{S}^{d}$ is denoted by $d_{s}(\cdot, \cdot)$. The Lebesgue measure on $\mathbb{S}^{d}$ is denoted by $\sigma_{d}$. For the surface area of the unit sphere $\mathbb{S}^{d}$ we write $\omega_{d+1}:=\sigma_{d}\left(\mathbb{S}^{d}\right)$. Further let $\kappa_{d}$ be the volume of the unit ball. These values are given by $\omega_{d}=2 \pi^{d / 2} / \Gamma(d / 2)$ and $\kappa_{d}=\pi^{d / 2} / \Gamma(1+d / 2)$ and are therefore connected by $\omega_{d}=d \kappa_{d}$. Here $\Gamma$ stands for the Gamma-function. Further we denote by $\mathbb{S}_{p}^{d}:=\left\{u \in T_{p} \mathbb{H}^{d}: d_{h}\left(\exp _{p}(u), p\right)=1\right\}$ the set of directions in the tangent space of $\mathbb{H}^{d}$. With a slight abuse of notation, we use the notations $\sigma_{d-1}(\cdot), B_{s}(\cdot, \cdot)$ and $d_{s}(\cdot)$ on $\mathbb{S}_{p}^{d-1}$ as well.

We write $\partial A$ for the boundary of $A \subseteq \mathbb{H}^{d}$ and use the notation $\operatorname{int}(A)$ or $A^{\circ}$ for its interior. The operator relint $(A)$ refers to the relative interior of $A$ and $\mathrm{cl}(A)$ to its closure.

Let $E$ be a topological space. We denote by $\mathcal{F}(E)$ the space of closed subsets of $E$ and by $\mathcal{F}^{\prime}(E)$ the space of nonempty closed subsets of $E$. We write $\mathcal{F}_{l f}(E)$ for the set containing all elements of $\mathcal{F}(E)$ which are additionally locally finite subsets of $E$. Further let $\mathcal{C}(E), \mathcal{O}(E)$ be the set of compact and open subsets of $E$, respectively. Whenever it is clear from the context, we will omit the notation of the underlying space $E$. For a subset $A \subseteq E$, we denote by

$$
\mathcal{F}^{A}:=\{F \in \mathcal{F}(E): F \cap A=\varnothing\} .
$$

This definition is used in order to define a topology on $\mathcal{F}(E)$. It is known as the Fell topology and is generated by the system

$$
\left\{\mathcal{F}^{C}: C \in \mathcal{C}(E)\right\}
$$

For a more extensive introduction, we refer to [103, Chapter 2]. A set $A \subseteq \mathbb{H}^{d}$ is called convex iff for all $x, y \in A$ the unique geodesic connecting $x$ and $y$ is contained in $A$. Let $\mathcal{F}_{\text {conv }}\left(\mathbb{H}^{d}\right)$ be the set of all closed, nonempty, convex sets. Besides this definition of convexity in hyperbolic space there exists the more restrictive $h$-convexity which will not play an important role in this work. Further let $\mathcal{K}_{h}^{d}$ be the set of all convex bodies (compact, nonempty, convex sets) in $d$-dimensional hyperbolic space and let $\mathcal{K}_{h, 0}^{d}$ be the set of convex bodies containing the origin $p$. Denote by $\operatorname{conv}(A), A \subseteq \mathbb{H}^{d}$ the convex hull, namely the smallest convex set that contains $A$.

Lemma 2.3.1. The space $\mathcal{K}_{h}^{d}$ is a locally compact topological space with countable base.
Proof. Since $\mathbb{H}^{d}$ is a locally compact space with a countable base, [103, Theorem 12.2.1] shows that $\mathcal{F}\left(\mathbb{H}^{d}\right)$, the system of closed subsets of $\mathbb{H}^{d}$, is a compact space with a countable base with respect to the Fell topology. Since [103, Theorem 12.3.4] transfers to the hyperbolic setting, the topology induced by the hyperbolic Hausdorff metric and the subspace topology induced
by the Fell topology on $\mathcal{K}_{h}^{d}$ coincide. For a given $K \in \mathcal{K}_{h}^{d}$, let $U \subseteq \mathbb{H}^{d}$ be an open and relatively compact set with $K \subset U$. Then $\bar{U}:=\operatorname{cl}(U)$ is compact and $K \in \mathcal{F}_{U} \subset \mathcal{F}_{\bar{U}}=\mathcal{F} \backslash \mathcal{F}^{\bar{U}}$, where $\mathcal{F}_{U}$ is open and $\mathcal{F} \backslash \mathcal{F}^{\bar{U}}$ is closed and therefore compact.

The following lemmas allow us to transfer results from the Euclidean to the hyperbolic setting. We write $\tilde{\pi}: \mathbb{H}^{d} \rightarrow B_{\text {euc }}^{d, \circ}$ for an isometric diffeomorphism which allows us to identify hyperbolic space and the projective disk model. Lemma 2.3 .2 shows that the model preserves convexity. Although this is well known, we indicate the proof to show how we can proceed in other situations. For this, let $\mathcal{K}_{e u c}^{d}$ be the set of Euclidean convex bodies.

Lemma 2.3.2. Let $K \subseteq \mathbb{H}^{d}$ be a hyperbolic set, then the following equivalence holds

$$
K \in \mathcal{K}_{h}^{d} \Longleftrightarrow \pi(K) \in \mathcal{K}_{\text {euc }}^{d}
$$

Proof. Fix $K \in \mathcal{K}_{h}^{d}$ and pick any $x, y \in \pi(K)$. Since $K$ is convex, the hyperbolic segment $\left[\tilde{\pi}^{-1}(x), \tilde{\pi}^{-1}(y)\right]$ lies completely in $K$. Since geodesics are mapped onto lines in the model, we get

$$
\tilde{\pi}\left(\left[\tilde{\pi}^{-1}(x), \tilde{\pi}^{-1}(y)\right]\right)=[x, y] \subset \pi(K)
$$

Therefore we get that $\tilde{\pi}(K)$ is convex. The other direction can be shown similarly.

The projective disk model preserves basic topological features. This is expressed in the next lemma; see [93, Theorem 6.2.2].

Lemma 2.3.3. Let $K \in \mathcal{K}_{h}^{d}$. Then $x \in \operatorname{int}(K)$ if and only if $\tilde{\pi}(x) \in \operatorname{int}(\tilde{\pi}(K))$. The same holds for relint $(\cdot), \operatorname{cl}(\cdot)$ and $\partial(\cdot)$.

Moreover, if $x \in \operatorname{int}(K)(x \in \operatorname{relint}(K))$ and $y \in \operatorname{cl}(K)$, then $[x, y) \subseteq \operatorname{int}(K)([x, y) \subseteq$ relint (K)).

Now we state Blaschke's selection theorem in the hyperbolic setting. A direct proof can be based on Blaschke's selection theorem in the Euclidean space and the representation of hyperbolic space in the projective disk model. Lemma 2.3 .4 is also a very special case of [4, Satz 4.6], which holds in a complete Riemannian space with non-positive sectional curvature.

Lemma 2.3.4. Let $\left(K_{i}\right)_{i \in \mathbb{N}}$ be a sequence of convex bodies, all lying in a geodesic ball of radius $R>0$. Then there exists a subsequence $\left(K_{i_{k}}\right)_{k \in \mathbb{N}}$ and a convex body $K_{0} \in \mathcal{K}_{h}^{d}, K_{0} \subseteq B_{R}$, such that

$$
K_{i_{k}} \xrightarrow{k \rightarrow \infty} K_{0}
$$

holds in the hyperbolic Hausdorff distance.
In the following we introduce some definitions from [92]. We define a side of a convex set $A \in \mathcal{K}_{\text {conv }}^{d}$ as a nonempty, maximal and convex subset of $\partial A$. Here the maximality means that for a side $S$ of $A$ there exists no further nonempty subset $\tilde{S} \subseteq \partial A \backslash S$ such that $\tilde{S} \cup S$ is still convex. We use this definition in order to define a convex polyhedron.

Definition 2.3.5 (Polyhedron). A convex polyhedron $P$ in $\mathbb{H}^{d}$ is a nonempty, closed, convex subset of $\mathbb{H}^{d}$ such that the collection $\mathcal{S}$ of its sides is locally finite in $\mathbb{H}^{d}$. We denote the set of hyperbolic polyhedrons of dimension at most $d$ by $\mathbb{P D}^{d}$.

The following results concerning polyhedrons are available from the literature:

- A $d$-dimensional convex polyhedron is the intersection of the (at most countably many) half-spaces bounded by the hyperplanes which are determined by the sides of $P$ and contain $P$ [92, Theorem 6.3.2].
- Let $\mathcal{G}$ be a family of closed half-spaces of $\mathbb{H}^{d}$ such that $\{\partial G: G \in \mathcal{G}\}$ is locally finite (and hence at most countable) and $\cap\{G: G \in \mathcal{G}\} \neq \varnothing$. Then $\cap\{G: G \in \mathcal{G}\}$ is a convex polyhedron [92, Ex. 6.3 (2)].
- A $d$-dimensional convex polyhedron $P$ is compact if and only if $P$ has at least $d+1$ sides, $P$ has only finitely many sides and each side of $P$ is compact [92, Theorem 6.3.6].
- A convex polyhedron $P$ in $\mathbb{H}^{d}$ is compact if and only if $P$ has only finitely many vertices (zero-dimensional faces) and $P$ is the convex hull of its vertices [92, Theorem 6.3.17].

In a next step we want to define the $i$-faces of a polyhedron $P \in \mathbb{P D}^{d}$. In order to give a proper definition of $i$-faces, we start with the following definition which is based on the definition in Euclidean space.

Definition 2.3.6 (Support set). Let $A \subseteq \mathbb{H}^{d}$ be a closed and convex set and let $H$ be $a$ supporting hyperplane. Here a hyperplane $H \in A_{h}(d, d-1)$ is said to support $A$ if $A$ is contained in at least one of the two half-spaces $H^{+}, H^{-}$and if the intersection $H \cap A \neq \varnothing$ is nonempty. Then the set $A \cap H$ is called a support set (of $A$ ).

One can use the definition of support sets in order to define the $i$-faces of a polyhedron.
Definition 2.3.7 ( $i$-face). The support sets of a polyhedron $P \in \mathbb{P D}^{d}$ are called faces. A face $F$ of $P$ is called an $i$-face for $i \in\{0, \ldots, d-1\}$ if its dimension $\operatorname{dim}(F)$ is equal to $i$. We will denote the set of $i$-faces of a polyhedron $P \in \mathbb{P D}^{d}$ by $\mathcal{F}_{i}(P)$. The set $\mathcal{F}_{0}(P)$ will also be referred to as the vertices of $P$.

We are now in the position to define polytopes in hyperbolic space the following way.
Definition 2.3.8. A polytope in $\mathbb{H}^{d}$ is a convex polyhedron $P$ in $\mathbb{H}^{d}$ such that $P$ has only finitely many vertices $x_{1}, \ldots, x_{n}$ and fulfills

$$
P=\operatorname{conv}\left\{x_{1}, \ldots, x_{n}\right\}
$$

We denote the set of hyperbolic polytopes of dimension at most d by $\mathbb{P}^{d}$.
One can show that the definition above coincides with the one in Euclidean space, where polytopes are defined as the convex hull of finitely many points (see [102, p. 3]).

Lemma 2.3.9. $A$ set $P$ is a hyperbolic polytope if and only if $P$ is the convex hull of finitely many points.

Proof. First let $P$ be a polytope. By definition it has only finitely many vertices and $P$ is the convex hull of its vertices. To show the other implication let $\tilde{P}=\operatorname{conv}\left\{x_{1}, \ldots, x_{n}\right\}$ be the convex hull of finitely many points. In a first step we show that $\tilde{P}$ is a convex polyhedron. By definition it is nonempty and convex. To show that $\tilde{P}$ is closed and that the collection of its sides is locally finite, we project $\tilde{P}$ into the projective disk model. Now $\tilde{\pi}(\tilde{P})=\operatorname{conv}\left\{\tilde{\pi}\left(x_{1}\right), \ldots, \tilde{\pi}\left(x_{n}\right)\right\}$ is a polytope in the Euclidean sense. Since $\tilde{\pi}(\tilde{P})$ is closed, $\tilde{P}$ is closed, too. Again using that $\tilde{\pi}(\tilde{P})$ is a polytope we know that it has a finite number of sides. Therefore the number of sides of $\tilde{P}$ is finite and consequently the set of its sides is locally finite. Since the vertices of $\tilde{\pi}(\tilde{P})$ are among $\tilde{\pi}\left(x_{1}\right), \ldots, \tilde{\pi}\left(x_{n}\right)$, their number is finite and so is the number of vertices of $\tilde{P}$ which are among $x_{1}, \ldots, x_{n}$. Finally, since $\tilde{\pi}(\tilde{P})$ is the convex hull of its vertices, the same holds true for $\tilde{P}$.

Now we know that the Euclidean and hyperbolic definition of a polytope coincide. Hence we know that a set $P \subseteq \mathbb{H}^{d}$ is a polytope if and only if $\tilde{\pi}(P)$ is a Euclidean polytope. This allows us to transfer many results about polytopes into the hyperbolic setting. We start with transferring [102, Theorem 2.4.3].

Lemma 2.3.10. Every hyperbolic polytope is the intersection of finitely many closed half-spaces.
Proof. Let $P$ be a hyperbolic polytope. Since $\tilde{\pi}(P)$ is a Euclidean polytope, it is by [102, Theorem 2.4.3] the intersection of finitely many closed half-spaces $H_{1}^{+}, \ldots, H_{n}^{+}$. Therefore $P$ is the intersection of $\tilde{\pi}^{-1}\left(H_{1}^{+}\right), \ldots, \tilde{\pi}^{-1}\left(H_{n}^{+}\right)$.

Lemma 2.3.11. For every $r>0$ one can find a hyperbolic polytope $P=P(r)$ such that $B_{r} \subseteq P(r)$ and $\partial P(r) \cap B_{r}=\varnothing$ holds .

Proof. We consider the projection of $B_{r}$ in the projective disk model. It is a Euclidean ball of radius $\tilde{r} \in(0,1)$ and centre 0 . Now there exists a Euclidean polytope $\tilde{P}$ such that $B_{\text {euc }}(0, \tilde{r}) \subseteq \tilde{P} \subseteq B_{\text {euc }}(0,1)$ with $\partial \tilde{P} \cap B_{\text {euc }}(0, \tilde{r})=\partial \tilde{P} \cap \partial B_{\text {euc }}(0,1)=\varnothing$. Therefore the hyperbolic polytope $P:=\tilde{\pi}^{-1}(\tilde{P})$ fulfills the desired properties.

Lemma 2.3.12. Every bounded, nonempty intersection of finitely many closed half-spaces is a polytope in $\mathbb{H}^{d}$.

Proof. Let $P$ be the intersection of finitely many hyperbolic half-spaces $H_{1}^{+}, \ldots, H_{n}^{+}$such that $P$ is bounded. Hence $\tilde{\pi}(P)$ is the intersection of finitely many Euclidean half-spaces $\tilde{\pi}\left(H_{1}^{+}\right), \ldots, \tilde{\pi}\left(H_{n}^{+}\right)$. Additionally, we know that $\tilde{\pi}(P)$ is bounded. Therefore $\tilde{\pi}(P)$ is by [102, Theorem 2.4.6] a polytope. Hence $P$ is a hyperbolic polytope.

Let $(\mathbb{X}, \mathcal{X})$ be a measurable space. We denote by $\mathbf{N}$ the space of all counting measures on $\mathbb{X}$. Furthermore, we denote by $\mathcal{N}$ the $\sigma$-field which is generated by the collection of all subsets of $\mathbf{N}$ of the form

$$
\{\mu \in \mathbf{N}: \mu(B)=k\}, \quad B \in \mathcal{X}, k \in \mathbb{N}_{0}
$$

We call a random element $\eta$ of $(\mathbf{N}, \mathcal{N})$ a point process. The space of all simple counting measures is denoted by $\mathbf{N}_{s}$.

Definition 2.3.13. Let $\lambda$ be a s-finite measure on $\mathbb{X}$. A Poisson process with intensity measure $\lambda$ is a point process on $\mathbb{X}$ that fulfills the following properties:
i) For every $B \in \mathcal{X}$, the random variable $\eta(B)$ is Poisson distributed with parameter $\lambda(B)$.
ii) For every natural number $m \in \mathbb{N}$ and pairwise disjoint sets $B_{1}, \ldots, B_{m} \in \mathcal{X}$ the random variables $\eta\left(B_{1}\right), \ldots, \eta\left(B_{m}\right)$ are stochastically independent.

Fore background on Poisson processes, we refer to [64].
Hyperbolic tessellations partition the space $\mathbb{H}^{d}$ into countably many, non-overlapping $d$ dimensional hyperbolic convex sets. By $\mathbb{T}^{d}$ we denote the set of all tessellations. We start with the definition of a mosaic respectively of a tessellation. Here and in the following, we use mosaic and tessellation synonymously. In contrast to the Euclidean counterpart, we allow the sets or cells of a mosaic to be unbounded. One underlying reasons for this is to include some cases of Poisson hyperplane mosaics in hyperbolic space with low intensity. For a definition in the Euclidean case see [103, Definition 10.1.1].

Definition 2.3.14 (Mosaic, Tessellation). A mosaic (tessellation) in $\mathbb{H}^{d}$ is a countable system $m$ of subsets of $\mathbb{H}^{d}$ which satisfies the following conditions:

1. The system $m$ is a locally finite system of nonempty closed sets, i.e. $m \in \mathcal{F}_{l f}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$.
2. The sets $c \in m$ are convex and have interior points.
3. The sets $c \in m$ cover the whole space

$$
\bigcup_{c \in m} c=\mathbb{H}^{d} .
$$

4. Two different sets $c_{1}, c_{2} \in m$ have no common interior point, i.e. $\operatorname{int}\left(c_{1}\right) \cap \operatorname{int}\left(c_{2}\right)=\varnothing$.

The set that contains all skeletons belonging to a mosaic is denoted by $\mathcal{F}_{h, s k e l}^{d}$. We are aiming to show that the set $\mathbb{T}^{d}$ of all tessellations is a Borel set in $\mathcal{F}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$. This is done in the forthcoming lemma. The proof is based on the one in Euclidean space (see [103, Lemma 10.1.2]).

Lemma 2.3.15. The set $\mathbb{T}^{d}$ of all tessellations is a Borel set in $\mathcal{F}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$.
Proof. The idea of the proof is to rewrite the set $\mathbb{T}^{d}$ and to show the measurability of the new representation. In order to do so, we need to define the following set. For $r>0$ let $\mathcal{K}_{r, h}^{(d-1)}$ be the set

$$
\mathcal{K}_{r, h}^{(d-1)}:=\left\{K \in \mathcal{F}_{\text {conv }}\left(\mathbb{H}^{d}\right): \operatorname{dim}(K) \leq d-1, K \cap B_{r} \neq \varnothing\right\}
$$

of lower dimensional closed convex subsets of $\mathbb{H}^{d}$ which intersect $B_{r}$. Now we can rewrite $\mathbb{T}^{d}$ as

$$
\begin{align*}
\mathbb{T}^{d}= & \left\{m \in \mathcal{F}_{l f}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right): \bigcup_{c \in m} c=\mathbb{H}^{d}\right\} \\
& \bigcap_{r=1}^{\infty}\left\{m \in \mathcal{F}_{l f}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right): m \cap \mathcal{K}_{r, h}^{(d-1)}=\varnothing, \sum_{c \in m} \mathcal{H}^{d}\left(c \cap B_{r}\right)=\mathcal{H}^{d}\left(B_{r}\right)\right\} . \tag{2.2}
\end{align*}
$$

To show that the right hand side is a Borel set in $\mathcal{F}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$, we start with showing that $\mathcal{F}_{l f}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$ is a Borel set in $\mathcal{F}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$. In order to do so, we rewrite $\mathcal{F}_{l f}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$ as

$$
\mathcal{F}_{l f}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)=\bigcap_{r=1}^{\infty} \bigcup_{n=1}^{\infty}\left\{F \in \mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right):\left|F \cap B_{r}^{\circ}\right| \leq n\right\} .
$$

For $r, n \in \mathbb{N}$ the sets $\left\{F \in \mathcal{F}\left(\mathbb{H}^{d}\right):\left|F \cap B_{r}^{\circ}\right| \leq n\right\}$ are closed. This can be shown by using [103, Theorem 12.2.2] as one picks a sequence $F_{1}, F_{2}, \ldots$ of elements in $\left\{F \in \mathcal{F}\left(\mathbb{H}^{d}\right):\left|F \cap B_{r}^{\circ}\right| \leq n\right\}$ for fixed $r, n \in \mathbb{N}$ which converges to $F$. By making use of $\left(c_{1}\right)$ in Theorem 12.2.2 one can show that the limit of the sequence has to lie in $\left\{F \in \mathcal{F}\left(\mathbb{H}^{d}\right):\left|F \cap B_{r}^{\circ}\right| \leq n\right\}$ as well. This fact immediately gives the measurability of $\mathcal{F}_{l f}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$. We now turn to show that the mappings in (2.2) are measurable. We start with the mapping

$$
f: \mathcal{F}_{l f}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right) \rightarrow \mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right), m \mapsto \bigcup_{c \in m} c
$$

Since the $\sigma$-Algebra of Borel sets of $\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)$ is generated by the system $\left\{\mathcal{F}^{C}: C \in \mathcal{C}\right\}$, it is enough to consider their preimage. So fix $C \in \mathcal{C}$. We get $\cup_{c \in m} c \in \mathcal{F}^{C}$ iff no set in $m$ hits $C$. This in turn is equal to $m\left(\mathcal{F}^{C}\right)=0$. Since the set of systems fulfilling this is measurable, we get the measurability of $f$. Further the mapping $m \mapsto m \cap \mathcal{K}_{r, h}^{(d-1)}$ is by [103, Theorem 12.2.6 (a)] upper semi continuous and hence measurable. The measurability of the remaining map $m \mapsto \sum_{c \in m} \mathcal{H}^{d}\left(c \cap B_{r}\right)$ follows directly from Campbell's theorem (see for example [103, Theorem 3.1.2]). Together this shows the statement.

### 2.4 The space of $k$-Planes

Let $I\left(\mathbb{H}^{d}\right)$ denote the isometry group of $\mathbb{H}^{d}$ and let $I\left(\mathbb{H}^{d}, p\right)$ denote the subgroup of isometries which fix $p$. We remark that in the conformal ball model, $I\left(\mathbb{H}^{d}\right)$ can be identified with the group of Möbius transformations of $B_{\text {euc }}^{d}$, see [92, Corollary 4.5.1]. We denote by $G_{h}(d, k)$ the compact space of $k$-dimensional totally geodesic subspaces containing the origin $p$. We recall that in the conformal ball model, all elements of $G_{h}(d, k)$ arise as follows. If $p$ coincides with the centre $o$ of $B_{\text {euc }}^{d}$, then an element of $G_{h}(d, k)$ is the intersection of $B_{\text {euc }}^{d}$ with a $k$-dimensional Euclidean linear subspace of $\mathbb{R}^{d}$. If otherwise $p \neq o$, then an element of $G_{h}(d, k)$ is the intersection of $B_{\text {euc }}^{d}$ with a $k$-dimensional Euclidean sphere in $\mathbb{R}^{d}$ through $p$ which is orthogonal to the boundary of $B_{\text {euc }}^{d}$, cf. [92, Theorem 4.5.3]. Up to a scaling factor, $G_{h}(d, k)$ carries a unique regular Borel measure $\nu_{k}$ which is invariant under $I\left(\mathbb{H}^{d}, p\right)$. Since $G_{h}(d, k)$ is compact we can normalize $\nu_{k}$ such that $\nu_{k}\left(G_{h}(d, k)\right)=1$. We denote by $A_{h}(d, k)$ the space of $k$-dimensional planes in
$\mathbb{H}^{d}$. In the conformal ball model all elements of $A_{h}(d, k)$ can be represented as intersections with $B_{\text {euc }}^{d}$ of either $k$-dimensional Euclidean linear subspace of $\mathbb{R}^{d}$ or $k$-dimensional Euclidean spheres in $\mathbb{R}^{d}$ that are orthogonal to the boundary of $B_{\text {euc }}^{d}$. On $A_{h}(d, k)$ there exists a unique (up to scaling) $I\left(\mathbb{H}^{d}\right)$-invariant measure. In contrast to $G_{h}(d, k)$, the larger space $A_{h}(d, k)$ is not compact. Each $k$-plane $H \in A_{h}(d, k)$ is uniquely determined by its orthogonal subspace $L_{d-k}$ passing through the origin $p$ and the intersection point $\{x\}=H \cap L_{d-k}$. Using these facts, Santaló [101, Equation (17.41)] (see also [110, Proposition 2.1.6], [32, Equation (9)]) provides a useful representation of an isometry invariant measure on $A_{h}(d, k)$, which we use here with a different normalization. For a Borel set $B \subset A_{h}(d, k)$, it is given by

$$
\begin{equation*}
\mu_{k}(B)=\int_{G_{h}(d, d-k)} \int_{L} \cosh ^{k}\left(d_{h}(x, p)\right) \mathbb{1}\{H(L, x) \in B\} \mathcal{H}^{d-k}(d x) \nu_{d-k}(d L) \tag{2.3}
\end{equation*}
$$

where $H(L, x)$ is the $k$-plane orthogonal to $L$ passing through $x$.
Remark 2.4.1. The current normalization of the measure $\mu_{k}$ differs from the normalization of the measure $d L_{k}$ used in [101] by the constant $\omega_{d} \cdots \omega_{d-k+1} /\left(\omega_{k} \cdots \omega_{1}\right)$. This also affects the constants in the formulas from hyperbolic integral geometry taken from [101]. The reason for the present normalization is to simplify a comparison of our results to corresponding results in Euclidean and spherical space.

We use this measure in order to define a Poisson hyperplane process in hyperbolic space. For $t>0$ we let $\eta_{t}$ be a Poisson process on the space of hyperplanes in $\mathbb{H}^{d}$. The intensity measure is $t$ times the invariant measure $\mu_{d-1}$. The Poisson process $\eta_{t}$ will be referred to as a (hyperbolic) Poisson hyperplane process with intensity $t$. It induces a Poisson hyperplane tessellation in $\mathbb{H}^{d}$ with (possibly unbounded) hyperbolic cells. According to [101, Equation (14.69)] the measure $\mu_{k}$ satisfies the following Crofton-type formula. In fact, the discussion in [15, Section 7] allows us to state the result not only for sets bounded by smooth submanifolds (as in [101]), but for much more general sets, which include arbitrary convex sets as a very special case. The following lemma holds for $\mathcal{H}^{d+i-k}$ measurable sets $W \subset \mathbb{H}^{d}$ which are Hausdorff $(d+i-k)$-rectifiable. Following [15, Definition 5.13], we say that a set $W \subset \mathbb{H}^{d}$ is $\ell$-rectifiable if $\ell$ is an integer with $0<\ell \leq d$ and $W$ is the image of some bounded subset of $\mathbb{R}^{\ell}$ under a Lipschitz map from $\mathbb{R}^{\ell}$ to $\mathbb{H}^{d}$. A set $W \subset \mathbb{H}^{d}$ is Hausdorff $\ell$-rectifiable provided that $\mathcal{H}^{\ell}(W)<\infty$ and if there exist $\ell$-rectifiable subsets $B_{1}, B_{2}, \ldots$ of $\mathbb{H}^{d}$ such that $\mathcal{H}^{\ell}\left(W \backslash \bigcup_{i \geq 1} B_{i}\right)=0$. Clearly, any Borel set $W$ which is contained in an $\ell$-dimensional plane is Hausdorff $\ell$-rectifiable if it satisfies $\mathcal{H}^{\ell}(W)<\infty$.

Lemma 2.4.1. Let $0 \leq i \leq k \leq d-1$, and let $W \subset \mathbb{H}^{d}$ be a Borel set which is Hausdorff $(d+i-k)$-rectifiable. Then

$$
\begin{equation*}
\int_{A_{h}(d, k)} \mathcal{H}^{i}(W \cap E) \mu_{k}(d E)=\frac{\omega_{d+1} \omega_{i+1}}{\omega_{k+1} \omega_{d-k+i+1}} \mathcal{H}^{d+i-k}(W) \tag{2.4}
\end{equation*}
$$

Remark 2.4.2. Strictly speaking the case $k=i$ is not covered by [15]. Although the framework in [15] should extend to this marginal case, we prefer to provide an elementary direct argument
for the case $k=i$. In this case, the left side of (2.4) defines an isometry invariant Borel measure on $\mathbb{H}^{d}$. Therefore in order to confirm (2.4) in this case, it is sufficient to show that the equality holds for $W=B_{r}, r \geq 0$. Since equality holds for $r=0$ and in view of (2.1), it is sufficient to show that $\omega_{d} \sinh ^{d-1}(r)$ is the derivative with respect to $r$ of the function defined by

$$
\begin{aligned}
h(r) & :=\int_{A_{h}(d, k)} \mathcal{H}^{i}\left(B_{r} \cap E\right) \mu_{k}(d E) \\
& =\int_{G_{h}(d, d-k)} \int_{L} \cosh ^{k}\left(d_{h}(x, p)\right) \mathcal{H}^{i}\left(B_{r} \cap H(L, x)\right) \mathcal{H}^{d-k}(d x) \nu_{d-k}(d L) \\
& =\int_{\tilde{L}} \cosh ^{k}\left(d_{h}(x, p)\right) \mathcal{H}^{i}\left(B_{r} \cap H(\tilde{L}, x)\right) \mathcal{H}^{d-k}(d x) \\
& =\int_{0}^{r} \int_{\mathbb{S}_{\tilde{L}}^{d-k-1}} \sinh ^{d-k-1}(t) \cosh ^{k}(t) \mathcal{H}^{i}\left(B_{r} \cap H\left(\tilde{L}, \exp _{p}(t u)\right)\right) \sigma_{d-k-1}(d u) d t \\
& \left.=\omega_{k} \int_{0}^{r} \int_{\mathbb{S}_{\tilde{L}}^{d-k-1}} \sinh ^{d-k-1}(t) \cosh ^{k}(t) \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (t)}\right)}\right) \sinh ^{k-1}(s) \sigma_{d-k-1}(d u) d s d t \\
& =\omega_{k} \omega_{d-k} \int_{0}^{r} \sinh ^{d-k-1}(t) \cosh ^{k}(t) \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (t)}\right)} \sinh ^{k-1}(s) d s d t,
\end{aligned}
$$

where we used (2.3) and (3.7) and denoted by $\tilde{L}$ an arbitrary ( $d-k$ )-dimensional linear subspace and by $\mathbb{S}_{\tilde{L}}^{d-k-1}$ the set of direction spanning the linear space $\tilde{L}$. The differential of $h$ can be determined by basic rules of calculus. Using that $\operatorname{arcosh}(\cosh (r) / \cosh (r))=0$, we thus obtain

$$
h^{\prime}(r)=\omega_{k} \omega_{d-k} \int_{0}^{r} \sinh ^{d-k-1}(t) \sinh (r)\left(\cosh ^{2}(r)-\cosh ^{2}(t)\right)^{\frac{k-1}{2}} \cosh (t) d t
$$

The substitution $\sinh (t)=\sinh (r) \cdot x$ leads to

$$
h^{\prime}(r)=\omega_{k} \omega_{d-k} \int_{0}^{1} x^{d-k-1}\left(1-x^{2}\right)^{\frac{k-2}{2}} d x \sinh ^{d-1}(r)=\omega_{d} \sinh ^{d-1}(r),
$$

as was to be shown.

Remark 2.4.3. Although both sides of (2.4.1) define measures with respect to their dependence on a Borel set $W \subset \mathbb{H}^{d}$, for $k \neq i$ the equality in (2.4.1) in general does not extend from $(d+i-k)$ rectifiable sets to general Borel sets. This is due to deep classical results in the structure theory of geometric measure theory, see [30, p. 2] or [78, Chapter 3] for an introduction and [30, Theorem 3.3.13] for the general treatment. In fact, in the Euclidean setting, for $i=0$, $k \in\{1, \ldots, d-1\}$ and for a general Borel set $W \subset \mathbb{R}^{d}$, the right side of (2.4.1) is always as large as the left side with equality if and only if $W$ is $(d-k)$-rectifiable.

We will frequently make use of the following transformation formula.

Lemma 2.4.2. Let $k \in\{0, \ldots, d-1\}$, and let $f: A_{h}(d, k) \rightarrow \mathbb{R}$ be a non-negative measurable function satisfying $f\left(H_{1} \cap \ldots \cap H_{d-k}\right)=0$ if $\operatorname{dim}\left(H_{1} \cap \ldots \cap H_{d-k}\right) \neq k$. Then

$$
\int_{A_{h}(d, d-1)^{d-k}} f\left(H_{1} \cap \ldots \cap H_{d-k}\right) \mu_{d-1}^{d-k}\left(d\left(H_{1}, \ldots, H_{d-k}\right)\right)=c(d, k) \int_{A_{h}(d, k)} f(E) \mu_{k}(d E)
$$

with

$$
c(d, k)=\frac{\omega_{k+1}}{\omega_{d+1}}\left(\frac{\omega_{d+1}}{\omega_{d}}\right)^{d-k}
$$

Proof. Let $\varphi \in I\left(\mathbb{H}^{d}\right)$ be an arbitrary isometry, and let $B$ a measurable subset of $A_{h}(d, k)$. Then we have

$$
\begin{aligned}
& \mu_{d-1}^{d-k}\left(\left\{\left(H_{1}, \ldots, H_{d-k}\right) \in A_{h}(d, d-1)^{d-k}: H_{1} \cap \ldots \cap H_{d-k} \in \varphi B\right\}\right) \\
& \quad=\mu_{d-1}^{d-k}\left(\left\{\left(H_{1}, \ldots, H_{d-k}\right) \in A_{h}(d, d-1)^{d-k}: H_{1} \cap \ldots \cap H_{d-k} \in B\right\}\right)
\end{aligned}
$$

by the isometry invariance of $\mu_{d-1}$. Since up to a multiplicative constant, $\mu_{k}$ is the only isometry invariant measure on $A_{h}(d, k)$, the formula follows up to the determination of the constant, which is independent of the function $f$. We do this by choosing

$$
f\left(H_{1}, \ldots, H_{d-k}\right)= \begin{cases}\mathcal{H}^{k}\left(H_{1} \cap \ldots \cap H_{d-k} \cap W\right) & : \operatorname{dim}\left(H_{1} \cap \ldots \cap H_{d-k}\right)=k \\ 0 & : \text { otherwise }\end{cases}
$$

where $W \in \mathcal{K}_{h}^{d}$ is a fixed convex body with $\mathcal{H}^{d}(W)=1$. We compute

$$
\begin{aligned}
& \int_{A_{h}(d, d-1)^{d-k}} f\left(H_{1} \cap \ldots \cap H_{d-k} \cap W\right) \mu_{d-1}^{d-k}\left(d\left(H_{1}, \ldots, H_{d-k}\right)\right) \\
& \quad=\left(\prod_{i=k}^{d-1} \frac{\omega_{d+1}}{\omega_{d}} \frac{\omega_{i+1}}{\omega_{i+2}}\right) \mathcal{H}^{d}(W)=\frac{\omega_{k+1}}{\omega_{d+1}}\left(\frac{\omega_{d+1}}{\omega_{d}}\right)^{d-k}
\end{aligned}
$$

by a $(d-k)$-fold application of the Crofton formula (2.4) with the choice $k=d-1$ and (successively) $i=k, k+1, \ldots, d-1$ there. On the other hand, applying directly the Crofton formula with $i=k$, we get

$$
\int_{A_{h}(d, k)} \mathcal{H}^{k}(W \cap E) \mu_{k}(d E)=\mathcal{H}^{d}(W)=1
$$

A comparison yields the constant and proves the assertion of the lemma.

In what follows we use the convention that $\operatorname{dim}(\varnothing)=-1$.

Lemma 2.4.3. Fix $d \geq 2$ and let $n \in\{1, \ldots, d\}$. Then $\operatorname{dim}\left(H_{1} \cap \ldots \cap H_{n}\right) \in\{-1, d-n\}$ holds for $\mu_{d-1}^{n}$-almost all $\left(H_{1}, \ldots, H_{n}\right) \in A_{h}(d, d-1)^{n}$.

Proof. We apply induction over $n$ and start by observing that for $n=1$ there is nothing to show. For $n \geq 2$ we have

$$
\mu_{d-1}^{n-1}\left(\left\{\left(H_{1}, \ldots, H_{n-1}\right) \in A_{h}(d, d-1)^{n-1}: \operatorname{dim}\left(H_{1} \cap \ldots \cap H_{n-1}\right) \notin\{-1, d-(n-1)\}\right\}\right)=0
$$

by the induction hypothesis. Let us introduce the abbreviation $L_{d-k}:=H_{1} \cap \ldots \cap H_{k}$ for
$H_{1}, \ldots, H_{k} \in A_{h}(d, d-1)$ and $k \in\{1, \ldots, d\}$. We obtain

$$
\begin{gathered}
\mu_{d-1}^{n}\left(\left\{\left(H_{1}, \ldots, H_{n}\right) \in A_{h}(d, d-1)^{n}: \operatorname{dim}\left(H_{1} \cap \ldots \cap H_{n}\right) \notin\{-1, d-n\}\right\}\right) \\
=\int_{A_{h}(d, d-1)^{n}} 1\left\{\operatorname{dim}\left(L_{d-n}\right) \notin\{-1, d-n\}\right\} \mu_{d-1}^{n}\left(d\left(H_{1}, \ldots, H_{n}\right)\right) .
\end{gathered}
$$

We decompose the indicator function as follows:

$$
\begin{align*}
& \mathbf{1}\left\{\operatorname{dim}\left(L_{d-n}\right) \notin\{-1, d-n\}\right\} \\
& =\mathbf{1}\left\{\operatorname{dim}\left(L_{d-n}\right) \notin\{-1, d-n\}, \operatorname{dim}\left(L_{d-(n-1)}\right)=d-(n-1)\right\}  \tag{2.5}\\
& \quad+\mathbf{1}\left\{\operatorname{dim}\left(L_{d-n}\right) \notin\{-1, d-n\}, \operatorname{dim}\left(L_{d-(n-1)}\right)=-1\right\} \\
& \quad+\mathbf{1}\left\{\operatorname{dim}\left(L_{d-n}\right) \notin\{-1, d-n\}, \operatorname{dim}\left(L_{d-(n-1)}\right) \notin\{-1, d-(n-1)\}\right\} .
\end{align*}
$$

Since the second indicator function on the right-hand side is identically equal to zero, we arrive at

$$
\begin{aligned}
& \mu_{d-1}^{n}\left(\left\{\left(H_{1}, \ldots, H_{n}\right) \in A_{h}(d, d-1)^{n}: \operatorname{dim}\left(H_{1} \cap \ldots \cap H_{n}\right) \notin\{-1, d-n\}\right\}\right) \\
& \begin{aligned}
& \leq \int_{A_{h}(d, d-1)^{n}} \mathbf{1}\left\{\operatorname{dim}\left(L_{d-n}\right) \notin\{-1, d-n\}, \operatorname{dim}\left(L_{d-(n-1)}\right)=d-(n-1)\right\} \\
&+\mathbf{1}\left\{\operatorname{dim}\left(L_{d-(n-1)}\right) \notin\{-1, d-(n-1)\}\right\} \mu_{d-1}^{n}\left(d\left(H_{1}, \ldots, H_{n}\right)\right) .
\end{aligned}
\end{aligned}
$$

By the induction hypothesis and Fubini's theorem we get

$$
\int_{A_{h}(d, d-1)^{n}} \mathbf{1}\left\{\operatorname{dim}\left(L_{d-(n-1)}\right) \notin\{-1, d-(n-1)\}\right\} \mu_{d-1}^{n}\left(d\left(H_{1}, \ldots, H_{n}\right)\right)=0,
$$

which covers the case of the third indicator function on the right-hand side of (2.5). Finally, we write $c\left(H_{1}, \ldots, H_{n-1}\right)$ for an arbitrary point chosen on $H_{1} \cap \ldots \cap H_{n-1}$ (in a measurable way). Then, again by Fubini's theorem, we conclude for the first indicator function on the right-hand side of (2.5) that

$$
\begin{aligned}
& \begin{array}{l}
\mu_{d-1}^{n}\left(\left\{\left(H_{1}, \ldots, H_{n}\right) \in A_{h}(d, d-1)^{n}: \operatorname{dim}\left(L_{d-n}\right) \notin\{-1, d-n\}\right.\right. \\
\quad \\
\left.\left.\quad \operatorname{dim}\left(L_{d-(n-1)}\right)=d-(n-1)\right\}\right) \\
\leq \\
\int_{A_{h}(d, d-1)^{n-1}} \int_{A_{h}(d, d-1)} \mathbf{1}\left\{H_{1} \cap \ldots \cap H_{n-1} \subseteq H_{n}, H_{1} \cap \ldots \cap H_{n-1} \neq \varnothing\right\} \\
\leq \\
\mu_{d-1}\left(d H_{n}\right) \mu_{d-1}^{n-1}\left(d\left(H_{1}, \ldots, H_{n-1}\right)\right)
\end{array} \\
& =\int_{A_{h}(d, d-1)^{n-1}} \int_{A_{h}(d, d-1)} \mathbf{1}\left\{c\left(H_{1}, \ldots, H_{n-1}\right) \in H_{n}\right\} \mu_{d-1}\left(d H_{n}\right) \mu_{d-1}^{n-1}\left(d\left(H_{1}, \ldots, H_{n-1}\right)\right) \\
& 0 \mu_{d-1}^{n-1}\left(d\left(H_{1}, \ldots, H_{n-1}\right)\right)=0 .
\end{aligned}
$$

This completes the proof.

### 2.4.1 QuERMASSINTEGRALS

For a convex domain $K \in \mathcal{K}_{h}^{d}$, the quermassintegrals are in [110, Definition 2.2.1] defined by

$$
W_{k}(K):=\frac{(d-k) \omega_{k} \cdots \omega_{1}}{d \omega_{d-1} \cdots \omega_{d-k}} \int_{\mathcal{L}_{k}} \chi\left(L_{k} \cap K\right) d L_{k}, \quad k=1, \ldots, d-1
$$

Here $\mathcal{L}_{k}$ is the notation for the space of $k$-dimensional totally geodesic subspaces of $\mathbb{H}^{d}$ in [110]. Further $d L_{k}$ stands for the invariant measure on $\mathcal{L}_{k}$. The map $\chi(\cdot)$ is the Euler characteristic. Choosing $k=0$, one ends up with the hyperbolic volume functional $\mathcal{H}^{d}$. The measure $d L_{k}$ is unique up to a constant factor. For normalization the same interpretation given in [32] is used. In order to give a definition with respect to our measure $\mu_{k}$, we have to change the normalization factor to

$$
W_{k}(K):=\frac{(d-k) \omega_{d}}{d \omega_{d-k}} \int_{A_{h}(d, k)} \chi(H \cap K) \mu_{k}(d H), \quad k=1, \ldots, d-1
$$

This definition coincides with the definition of quermassintegrals in the Euclidean case.

### 2.5 HYPERPLANE TESSELLATIONS

### 2.5.1 Poisson U-statistics

In this section we define and introduce the concepts needed in Chapter 3. Besides Poisson U-statistics this includes also the theory of normal approximation bounds.

Let $(\mathbb{X}, \mathcal{X})$ be a measurable space, which is supplied with a $\sigma$-finite measure $\mu$. Let $\eta$ be a proper Poisson process on $\mathbb{X}$ with intensity measure $\mu$ (we refer to [64] for a formal construction). Further, fix $m \in \mathbb{N}$ and let $h: \mathbb{X}^{m} \rightarrow \mathbb{R}$ be a non-negative, measurable and symmetric function, which is integrable with respect to $\mu^{m}$, the $m$-fold product measure of $\mu$. By a Poisson U-statistic (of order $m$ and with kernel $h$ ) we understand a random variable of the form

$$
\mathscr{U}=\sum_{\left(x_{1}, \ldots, x_{m}\right) \in \eta_{\neq}^{m}} h\left(x_{1}, \ldots, x_{m}\right)
$$

where $\eta_{\neq}^{m}$ is the collection of all $m$-tuples of distinct points of $\eta$, see [64]. Functionals of this type have received considerable attention in the literature, especially in connection with applications in stochastic geometry, see, for example, [27, 48, 59, 60, 65, 88, 196, 108, 109]. In the following, we will frequently use the following consequence of the multivariate Mecke equation for Poisson functionals [64, Theorem 4.4]. Namely, the expectation $\mathbb{E} \mathscr{U}$ of the Poisson U-statistic $\mathscr{U}$ is given by

$$
\begin{equation*}
\mathbb{E} \mathscr{U}=\mathbb{E} \sum_{\left(x_{1}, \ldots, x_{m}\right) \in \eta_{\neq}^{m}} h\left(x_{1}, \ldots, x_{m}\right)=\int_{\mathbb{X}^{m}} h\left(x_{1}, \ldots, x_{m}\right) \mu^{m}\left(d\left(x_{1}, \ldots, x_{m}\right)\right) \tag{2.6}
\end{equation*}
$$

In the present work we need a formula for the centred moments of the Poisson U-statistics $\mathscr{U}$ as well as a bound for the Wasserstein and the Kolmogorov distance of a normalized version
of $\mathscr{U}$ and a standard Gaussian random variable. To state such results, we need some more notation. Following [64, Chapter 12], for an integer $n \in \mathbb{N}$ we let $\Pi_{n}$ and $\Pi_{n}^{*}$ be the set of partitions and sub-partitions of $[n]:=\{1, \ldots, n\}$, respectively. We recall that by a sub-partition of $\{1, \ldots, n\}$ we understand a family of non-empty disjoint subsets (called blocks) of $\{1, \ldots, n\}$ and that a sub-partition $\sigma$ is called a partition if $\cup_{J \in \sigma} J=\{1, \ldots, n\}$. For $\sigma \in \Pi_{n}^{*}$ we let $|\sigma|$ be the number of blocks of $\sigma$ and $\|\sigma\|=\left|\bigcup_{J \epsilon \sigma} J\right|$ be the number of elements of $\bigcup_{J \epsilon \sigma} J$. In particular, a partition $\sigma \in \Pi_{n}$ satisfies $\|\sigma\|=n$. For $\ell \in \mathbb{N}$ and $n_{1}, \ldots, n_{\ell} \in \mathbb{N}$, let $n:=n_{1}+\ldots+n_{\ell}$ and define

$$
J_{i}:=\left\{j \in \mathbb{N}: n_{1}+\ldots+n_{i-1}<j \leq n_{1}+\ldots+n_{i}\right\}, \quad i \in\{1, \ldots, \ell\}
$$

and $\pi:=\left\{J_{i}: i \in\{1, \ldots, \ell\}\right\}$. Next, we introduce two classes of sub-partitions of $[n]$ by

$$
\begin{aligned}
\Pi^{*}\left(n_{1}, \ldots, n_{\ell}\right) & :=\left\{\sigma \in \Pi_{n}^{*}:\left|J \cap J^{\prime}\right| \leq 1 \text { for all } J \in \sigma \text { and } J^{\prime} \in \pi\right\} \\
\Pi_{\geq 2}^{*}\left(n_{1}, \ldots, n_{\ell}\right) & :=\left\{\sigma \in \Pi^{*}\left(n_{1}, \ldots, n_{\ell}\right):|J| \geq 2 \text { for all } J \in \sigma\right\}
\end{aligned}
$$

In the same way the two classes of partitions $\Pi\left(n_{1}, \ldots, n_{\ell}\right)$ and $\Pi_{\geq 2}\left(n_{1}, \ldots, n_{\ell}\right)$ of [ $n$ ] are defined (just by omitting the upper index * in the above definition). From now on we assume that $n_{1}=\ldots=n_{\ell}=m \in \mathbb{N}$ and define, for $\sigma \in \Pi^{*}(m, \ldots, m)$ (where here and below $m$ appears $\ell$ times),

$$
[\sigma]:=\{i \in[\ell]: \text { there exists a block } J \in \sigma \text { such that } J \cap\{m(i-1)+1, \ldots, m i\} \neq \varnothing\}
$$

as well as

$$
\Pi_{\geq 2}^{* *}(m, \ldots, m):=\left\{\sigma \in \Pi_{\geq 2}^{*}(m, \ldots, m):[\sigma]=[\ell]\right\} .
$$

The sub-partitions $\sigma \in \Pi_{\geq 2}^{* *}(m, \ldots, m)$ of $[m \ell$ ] are easy to visualize as diagrams (cf. [113, Chapter 4]). The $m \ell$ elements of [ $m \ell$ ] are arranged in an array of $\ell$ rows and $m$ columns, where $1, \ldots, m$ form the first row, $m+1, \ldots, 2 m$ the second etc. The blocks of $\sigma$ are indicated by closed curves, where the elements enclosed by a curve are meant to belong to the same block. Then the condition that $\sigma \in \Pi_{\geq 2}^{* *}(m, \ldots, m)$ can be expressed by the following three requirements:
(i) all blocks of $\sigma$ have at least two elements,
(ii) each block of $\sigma$ contains at most one element from each row,
(iii) in each row there is at least one element that belongs to some block of $\sigma$.

For an example and a counterexample we refer to Figure 2.5.1.
For two functions $g_{1}: \mathbb{X}^{\ell_{1}} \rightarrow \mathbb{R}$ and $g_{2}: \mathbb{X}^{\ell_{2}} \rightarrow \mathbb{R}$ with $\ell_{1}, \ell_{2} \in \mathbb{N}$ ), we denote by $g_{1} \otimes g_{2}:$ $\mathbb{X}^{\ell_{1}+\ell_{2}} \rightarrow \mathbb{R}$ their usual tensor product. We are now in the position to rephrase the following formula for the centred moments of the Poisson U-statistic $\mathscr{U}$ (see [64, Proposition 12.13]):

$$
\begin{equation*}
\mathbb{E}\left[(\mathscr{U}-\mathbb{E} \mathscr{U})^{\ell}\right]=\sum_{\sigma \in \Pi_{\geq 2}^{* *}(m, \ldots, m)} \int_{\mathbb{X}^{m \ell+|\sigma|-\|\sigma\|}}\left(h^{\otimes \ell}\right)_{\sigma} d \mu^{m \ell+|\sigma|-\|\sigma\|} \tag{2.7}
\end{equation*}
$$



Figure 2.5.1: Left panel: Sub-partition from $\Pi_{\geq 2}^{* *}(4,4,4)$. Right panel: Example of a subpartition not belonging to $\Pi_{\geq 2}^{* *}(4,4,4)$. In fact, the block indicated by the dashed curve contradicts condition (i), the block indicated by the dotted curve contradicts condition (ii) and since no element from the last row is contained in any block also condition (iii) is violated
where $h^{\otimes \ell}$ is the $\ell$-fold tensor product of $h$ with itself and $\left(h^{\otimes \ell}\right)_{\sigma}: \mathbb{X}^{m \ell+|\sigma|-\|\sigma\|} \rightarrow \mathbb{R}$ stands for the function that arises from $h^{\otimes \ell}$ by replacing all variables that are in the same block of $\sigma$ by a new, common variable. Here, we implicitly assume that the function $h$ is such that all integrals that appear on the right-hand side are well-defined. This formula will turn out to be a crucial tool in the proof of Theorem 3.1.5 (c).

### 2.5.2 Normal approximation bounds

In this section, we continue to use the notation and the set-up of the preceding section. But since we turn to normal approximation bounds for Poisson U-statistics, some further notation is required. For $u, v \in\{1, \ldots, m\}$ we let $\Pi_{\geq 2}^{\mathrm{con}}(u, u, v, v)$ be the class of partitions in $\Pi_{\geq 2}(u, u, v, v)$ whose diagram is connected, which means that the rows of the diagram cannot be divided into two subsets, each defining a separate diagram (cf. [113, page 47]). More formally, there are no sets $A, B \subset[4]$ with $A \cup B=[4], A \cap B=\varnothing$ and such that each block either consists of elements from rows in $A$ or of elements from rows in $B$, see Figure 2.5 .2 for an example and a counterexample. We can now introduce the quantities

$$
\begin{equation*}
M_{u, v}(h):=\sum_{\sigma \in \Pi_{22}^{\operatorname{con}}(u, u, v, v)} \int_{\mathbb{X}|\sigma|}\left(h_{u} \otimes h_{u} \otimes h_{v} \otimes h_{v}\right)_{\sigma} d \mu^{|\sigma|}, \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{u}\left(x_{1}, \ldots, x_{u}\right)=\binom{m}{u} \int_{\mathbb{X}^{m-u}} h\left(x_{1}, \ldots, x_{u}, \tilde{x}_{1}, \ldots, \tilde{x}_{m-u}\right) \mu^{m-u}\left(d\left(\tilde{x}_{1}, \ldots, \tilde{x}_{m-u}\right)\right) \tag{2.9}
\end{equation*}
$$

for $u \in\{1, \ldots, m\}$ (again, we implicitly assume that $h$ is such that the integrals appearing in (2.8) are well-defined). To measure the distance between two real-valued random variables $X, Y$ (or, more precisely, their laws), the Kolmogorov distance

$$
d_{K}(X, Y):=\sup _{s \in \mathbb{R}}|\mathbb{P}(X \leq s)-\mathbb{P}(Y \leq s)|
$$



Figure 2.5.2: Left panel: Partition from $\Pi_{\geq 2}^{c o n}(2,2,3,3)$. Right panel: Example of a partition not belonging to $\Pi_{\geq 2}^{\mathrm{con}}(2,2,3,3)$. In fact, the diagram is not connected as indicated by the dashed line
and the Wasserstein distance

$$
d_{W}(X, Y):=\sup _{\varphi \in \operatorname{Lip}(1)}|\mathbb{E} \varphi(X)-\mathbb{E} \varphi(Y)|
$$

are used, where $\operatorname{Lip}(1)$ denotes the space of Lipschitz functions $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ with a Lipschitz constant less than or equal to one. It is well known that convergence with respect to the Kolmogorov or the Wasserstein distance implies convergence in distribution. We are now in the position to rephrase a quantitative central limit theorem for Poisson U-statistics. Namely, [96, Theorem 4.7] and [109, Therorem 4.2] state that there exists a constant $c_{m} \in(0, \infty)$, depending only on $m$ (the order of the Poisson U-statistic), such that

$$
\begin{equation*}
d\left(\frac{\mathscr{U}-\mathbb{E} \mathscr{U}}{\sqrt{\operatorname{Var}(\mathscr{U})}}, N\right) \leq c_{m} \sum_{u, v=1}^{m} \frac{\sqrt{M_{u, v}(h)}}{\operatorname{Var}(\mathscr{U})}, \tag{2.10}
\end{equation*}
$$

where $d(\cdot, \cdot)$ stands for either the Wasserstein or the Kolmogorov distance. Here, one can choose $c_{m}=2 m^{7 / 2}$ for the Wasserstein distance and $c_{m}=19 m^{5}$ for the Kolmogorov distance.

Finally, we turn to a multivariate normal approximation for Poisson U-statistics. For integers $p \in \mathbb{N}$ and $m_{1}, \ldots, m_{p} \in \mathbb{N}$, and for each $i \in\{1, \ldots, p\}$, let

$$
\mathscr{U}_{i}=\sum_{\left(x_{1}, \ldots, x_{m_{i}}\right) \in \eta_{\neq}^{m_{i}}} h^{(i)}\left(x_{1}, \ldots, x_{m_{i}}\right)
$$

be a Poisson U-statistic of order $m_{i}$ based on a kernel function $h^{(i)}: \mathbb{X}^{m_{i}} \rightarrow \mathbb{R}$ satisfying the same assumptions as above. We form the $p$-dimensional random vector $\mathbf{U}:=\left(\mathscr{U}_{1}, \ldots, \mathscr{U}_{p}\right)$ and our goal is to compare $\mathbf{U}$ with a $p$-dimensional Gaussian random vector $\mathbf{N}$. To do this, we use the so-called $d_{2}$ - and $d_{3}$-distance, which are defined as

$$
\begin{aligned}
& d_{2}(\mathbf{U}, \mathbf{N}):=\sup _{h \in C^{2}}|\mathbb{E} \varphi(\mathbf{U})-\mathbb{E} \varphi(\mathbf{N})| \\
& d_{3}(\mathbf{U}, \mathbf{N}):=\sup _{h \in C^{3}}|\mathbb{E} \varphi(\mathbf{U})-\mathbb{E} \varphi(\mathbf{N})|,
\end{aligned}
$$

respectively. Here, $C^{2}$ is the space of function $\varphi: \mathbb{R}^{p} \rightarrow \mathbb{R}$ which are twice partially continuously differentiable and satisfy

$$
\sup _{x \neq y} \frac{|\varphi(x)-\varphi(y)|}{\|x-y\|} \leq 1 \quad \text { and } \quad \sup _{x \neq y} \frac{\|\nabla \varphi(x)-\nabla \varphi(y)\|_{o p}}{\|x-y\|} \leq 1 \text {, }
$$

where $\|\cdot\|$ denotes the Euclidean norm in $\mathbb{R}^{p}$ and $\|\cdot\|_{\text {op }}$ stands for the operator norm. Moreover, $C^{3}$ is the space of functions $\varphi: \mathbb{R}^{p} \rightarrow \mathbb{R}$ which are thrice partially continuously differentiable and satisfy

$$
\max _{1 \leq i \leq j \leq p} \sup _{x \in \mathbb{R}^{p}}\left|\frac{\partial^{2} \varphi(x)}{\partial x_{i} \partial x_{j}}\right| \leq 1 \quad \text { and } \quad \max _{1 \leq i \leq j \leq k \leq p} \sup _{x \in \mathbb{R}^{p}}\left|\frac{\partial^{3} \varphi(x)}{\partial x_{i} \partial x_{j} \partial x_{k}}\right| \leq 1 .
$$

Moreover, similarly to the quantities $M_{u, v}(h)$ introduced in (2.8), for $i, j \in\{1, \ldots, p\}, u \in$ $\left\{1, \ldots, m_{i}\right\}$ and $v \in\left\{1, \ldots, m_{j}\right\}$ we define

$$
M_{u, v}\left(h^{(i)}, h^{(j)}\right):=\sum_{\pi \in \Pi_{22}^{\text {con }}(u, u, v, v)} \int_{\mathbb{X}|\pi|}\left(h_{u}^{(i)} \otimes h_{u}^{(i)} \otimes h_{v}^{(j)} \otimes h_{v}^{(j)}\right)_{\pi} d \mu^{|\pi|},
$$

where $h_{u}^{(i)}$ and $h_{v}^{(j)}$ are given by $(\overline{2.9)}$. This allows us to state the following multivariate normal approximation bound from [108, Theorem 6.3] (see also [97, Equation (5.1)]). Namely, if $\mathbf{N}$ is a centred Gaussian random vector with covariance matrix $\Sigma=\left(\sigma_{i, j}\right)_{i, j=1}^{p}$, then

$$
\begin{align*}
d_{3}(\mathbf{U}-\mathbb{E} \mathbf{U}, \mathbf{N}) \leq \frac{1}{2} & \sum_{i, j=1}^{p}\left|\sigma_{i, j}-\operatorname{Cov}\left(\mathscr{U}_{i}, \mathscr{U}_{j}\right)\right| \\
& +\frac{p}{2}\left(\sum_{n=1}^{p} \sqrt{\operatorname{Var}\left(\mathscr{U}_{n}\right)}+1\right) \sum_{i, j=1}^{p} \sum_{u=1}^{m_{i}} \sum_{v=1}^{m_{j}} m_{i}^{7 / 2} \sqrt{M_{u, v}\left(h^{(i)}, h^{(j)}\right)} . \tag{2.11}
\end{align*}
$$

If the covariance matrix $\Sigma$ is positive definite then also

$$
\begin{align*}
& d_{2}(\mathbf{U}-\mathbb{E} \mathbf{U}, \mathbf{N}) \leq\left\|\Sigma^{-1}\right\|_{o p}\|\Sigma\|_{o p}^{1 / 2} \sum_{i, j=1}^{p}\left|\sigma_{i, j}-\operatorname{Cov}\left(\mathscr{U}_{i}, \mathscr{U}_{j}\right)\right| \\
& \quad+\frac{p \sqrt{2 \pi}}{4}\left\|\Sigma^{-1}\right\|_{o p}^{3 / 2}\|\Sigma\|_{o p}\left(\sum_{i=1}^{p} \sqrt{\operatorname{Var}\left(\mathscr{U}_{i}\right)}+1\right) \sum_{i, j=1}^{p} \sum_{u=1}^{m_{i}} \sum_{v=1}^{m_{j}} m_{i}^{7 / 2} \sqrt{M_{u, v}\left(h^{(i)}, h^{(j)}\right)}, \tag{2.12}
\end{align*}
$$

where again $\|\cdot\|_{o p}$ stands for the operator norm. We remark that although the bound for $d_{2}(\mathbf{U}-\mathbb{E} \mathbf{U}, \mathbf{N})$ is not explicitly stated in the literature, it directly follows from [89, Theorem 3.3] together with the computations in [108, Chapters 5 and 6 ] for the $d_{3}$-distance.

### 2.6 Splitting tessellations

In Chapter 4 two different set ups are considered. In a first step we study splitting tessellations inside a fixed convex window $W \in \mathcal{K}_{h}^{d}$. In a second step we will show that the process can be extended to the whole space $\mathbb{H}^{d}$. In order to handle technical problems arising due to boundary effects we introduce some definitions concerning tessellations inside a fixed window $W$. We
will often omit reference to the convex set $W$ if it does not play an important role or is clear from the context. We define the set $\mathbb{P}_{W}^{d}$ by

$$
\mathbb{P}_{W}^{d}:=\left\{P \cap W: P \in \mathbb{P D}^{d}\right\}
$$

and call the elements of $\mathbb{P}_{W}^{d}$ semipolytopes (in $W$ ). Here $\mathbb{P D}^{d}$ is the set of $d$-dimensional polyhedrons in hyperbolic space. For a definition of polyhedrons, we refer to Section 2.3. For the special case $W=B_{r}, r \geq 0$ we will shorten the notation by defining $\mathbb{P}_{r}^{d}:=\mathbb{P}_{B_{r}}^{d}$.

Definition 2.6.1. By a tessellation $T$ of $W$ we understand a finite collection of d-dimensional semi-polytopes such that
i) $\bigcup_{c \in T} c=W$
ii) For $c_{1}, c_{2} \in T$ with $c_{1} \neq c_{2}$ the intersection $\operatorname{int}\left(c_{1}\right) \cap \operatorname{int}\left(c_{2}\right)$ is empty.

The set of all tessellations of $W$ is denoted by $\mathbb{T}^{d}(W)$. The space $\mathbb{T}^{d}(W)$ can be equipped with a $\sigma$-field. Analogue to Lemma 2.3 .15 one can show that $\mathbb{T}^{d}(W)$ is a Borel subset of $\mathcal{F}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$.

Next we will define the so-called splitting operator $\varnothing$. It defines the tessellation which results if one splits a single cell of the tessellation by a hyperplane and replaces it with the two arising parts.

Definition 2.6.2. For a convex set $W \in \mathcal{K}_{h}^{d}, T \in \mathbb{T}^{d}(W), c \in \mathbb{P}_{W}^{d}$ and $H \in A_{h}(d, d-1)$, we define the operator $\varnothing: \mathbb{P}_{W}^{d} \times A_{h}(d, d-1) \times \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ by

$$
\oslash(c, H, T):= \begin{cases}(T \backslash\{c\}) \cup\left\{c \cap H^{+}, c \cap H^{-}\right\} & : c \in T \\ T & : \text { otherwise }\end{cases}
$$

where $H^{+}$and $H^{-}$are the two closed half-spaces determined by $H$.
If $c \in T$ and $H \cap c=\varnothing$ holds, then the splitting operator keeps the tessellations invariant, since in this case one of the two closed half-spaces contains $c$. Similar to [47, Lemma 2.6], the (Borel-) measurability of the operator can be shown the following way. One first shows that the set $\left\{(c, T) \in \mathbb{P}_{W}^{d} \times \mathbb{T}^{d}(W): c \in T\right\}$ is measurable. The argumentation to prove this transfers from [47] to our setting as well. Furthermore, the map $(c, T) \mapsto T \backslash\{c\}$ is measurable, since removing one cell from $T$ corresponds to subtracting the dirac measure on $c$ from the measure $\eta$. Here $\eta \in \mathbf{N}\left(\mathbb{H}^{d}\right)$ is the simple counting measure which takes the value 1 if $c \in T$ holds and 0 otherwise. In a last step we start by arguing that the set $\left\{(c, H) \in \mathbb{P}_{W}^{d} \times \mathbb{H}_{d-1}(\langle W\rangle)\right\}$ is open and therefore measurable. On this set the map $\mathbb{P}_{W}^{d} \times \mathbb{H}_{d-1}(\langle W\rangle) \rightarrow \mathcal{N}_{h}\left(\mathbb{H}^{d}\right),(c, H) \mapsto \partial_{c \cap H^{+}}+\partial_{c \cap H^{-}}$ is measurable. Now $\oslash$ is measurable as the combination of measurable maps.

We denote by $\mathbb{T}_{\text {split }}^{d}(W)$, the set of all tessellations of $W$ resulting from as splitting process. We state the following lemma without a proof.

Lemma 2.6.3. The set $\mathbb{T}_{\text {split }}^{d}(W)$ of all splitting tessellations is a Borel set in $\mathbb{T}^{d}(W)$.

### 2.7 KEndalL's PROBLEM

In this section we consider some concepts which are needed in order to formulate and solve Kendall's problem in hyperbolic space. We start with some terms that allow us to speak more precisely about the size and the shape of a cell. We also state and prove the reverse Hölder inequality since it is frequently used in Chapter 5 .

The Crofton cell or zero cell $C_{0}$ of an isometry invariant random tessellation is defined as the cell containing the origin $p$ (the fixed reference point). In our model, this cell is almost surely uniquely determined. For the introduction of the concept of the typical cell, which can be interpreted as a statistical, spatial average of the cells in the tessellation, we refer to Section 5.4 and the literature cited there.

Since our aim is to provide (quantitative) information about the shape of Crofton and typical cells of Poisson hyperplane tessellations in hyperbolic space, we also require various geometric concepts. In particular, we will use the notions of a deviation function, a size functional, and a hitting functional for comparing the shapes of cells to the spherical shape, to quantify the size of cells and to describe the hyperplane process in more geometric terms. The corresponding concepts have already proved to be particularly useful in Euclidean and spherical spaces.

An upper semicontinuous function $\vartheta: \mathcal{K}_{h}^{d} \rightarrow[0, \infty)$ is said to be a deviation function for a class $\mathcal{G} \subseteq \mathcal{K}_{h}^{d}$, if for all $K \in \mathcal{K}_{h}^{d}$ with $\mathcal{H}^{d}(K)>0$, the equality $\vartheta(K)=0$ holds if and only if $K \in \mathcal{G}$. In the following, we will call a deviation function for the class of hyperbolic balls simply a deviation function. A canonical example for an isometry invariant deviation functional is

$$
\bar{\vartheta}(K):=\inf \left\{\delta_{h}(K, B): B \text { is a hyperbolic ball }\right\},
$$

where $\delta_{h}$ is the hyperbolic Hausdorff distance (for a definition see Section 2.2.5). The required properties can easily be verified. For a convex body $K \in \mathcal{K}_{h}^{d}$, we define the centred inball radius $r_{c}$ by

$$
r_{c}(K):= \begin{cases}\sup \left\{r \geq 0: B_{h}(c, r) \subseteq K\right\}, & c \in K \\ 0, & \text { otherwise }\end{cases}
$$

and the centred circumradius $R_{c}$ by

$$
R_{c}(K):=\inf \left\{r \geq 0: K \subseteq B_{h}(c, r)\right\} .
$$

Here one could replace the supremum (infimum) by the maximum (minimum) respectively. For the special case $c=p$, we use the notation $r_{0}$ and $R_{0}$. Using these definitions, a specific deviation function for the class of balls with centre in the origin is

$$
\vartheta_{0}: \mathcal{K}_{h}^{d} \rightarrow[0, \infty), K \mapsto R_{0}(K)-r_{0}(K)
$$

Clearly, $\vartheta_{0}(K)=0$ holds if and only if $K$ is a hyperbolic ball with centre in $p$. The continuity of $\vartheta_{0}$ follows from Lemmas 5.2.4 and 5.2.5 below. Furthermore, $\vartheta_{0}$ is invariant under isometries fixing $p$.

For the isoperimetric inequalities, which are based on a Bonnesen-style inequality, we introduce for $K \in \mathcal{K}_{h}^{d}$ the notation

$$
r_{i n}(K):=\sup \left\{r \geq 0: B_{h}(c, r) \subseteq K \text { for some } c \in K\right\} .
$$

Further, we denote by $R_{\text {out }}(K)$ the circumradius of $K$ which is defined by

$$
R_{\text {out }}(K):=\inf \left\{r \geq 0: K \subseteq B_{h}(x, r) \text { for some } x \in \mathbb{H}^{d}\right\} .
$$

Note that $\tilde{\vartheta}(\cdot):=R_{\text {out }}(\cdot)-r_{\text {in }}(\cdot)$ is a deviation function; more precisely, it is an isometry invariant deviation function for balls with arbitrary centre. As in the case of the centred inballand circumradius, it is possible to replace $\inf (\sup )$ by $\min (\max )$ in the definitions of $r_{i n}$ and $R_{\text {out }}$. The continuity of $\tilde{\vartheta}$ is shown in Lemmas 5.2.6, 5.2.7. We denote by $C_{r}(K):=\{c \in K$ : $\left.r_{c}(K)=r_{i n}(K)\right\}$ the set of points realizing the inball radius. Using this notation, we can define the geometric functional

$$
\vartheta_{r}(K):=\inf \left\{R_{c}(K)-r_{c}(K): c \in C_{r}(K)\right\} .
$$

This functional is no deviation functional since it is lower semicontinuous but not upper semicontinuous (for a proof see Lemma 5.2 .11 and the following remark). Nevertheless it will be used for the statement of a result of isoperimetric type (see Theorem 5.2.17).
A function $\Sigma: \mathcal{K}_{h}^{d} \rightarrow[0, \infty)$ that is continuous, not identically zero and increasing under inclusion is called a size functional. Some examples are the hyperbolic volume $\mathcal{H}^{d}$ or the hyperbolic inball radius $\Sigma_{r}:=r_{i n}$ (we use the different notation in order to indicate that it takes the role of a size functional). Lemma 5.2 .2 shows the continuity of $\mathcal{H}^{d}$, the continuity of the inball radius follows from Lemma 5.2.7. Another important functional which arises naturally in this context is the so-called hitting-functional $\Phi: \mathcal{K}_{h}^{d} \rightarrow[0, \infty)$. The hitting functional depends on the underlying point process and roughly describes how likely it is that a body is hit by the (hyperbolic) hyperplanes of the point process. It is continuous with respect to the Hausdorff metric and fulfills $\Phi(K)>0$ for all $K$ containing more than one point. In this work, the hitting functional will be a constant multiple of the ( $d-1$ )-dimensional quermaßintegral $W_{d-1}$ whenever we investigate the behaviour of cells in Poisson hyperplane tessellations. The continuity of $W_{d-1}$ will be shown in Lemma 5.2.1. For the case of Poisson Voronoi tessellations, we use a different hitting functional which will be introduced in Section 5.5.

The concept of a deviation function is used for defining the convergence of the shape of cells in tessellations. A random set $Z=Z(t)$ is said to converge in probability to the shape of a ball as $t \rightarrow \infty$ if for an appropriate (geometrically meaningful) deviation function $\vartheta$ and for all $\varepsilon>0$ we have

$$
\lim _{t \rightarrow \infty} \mathbb{P}_{t}^{*}(\vartheta(Z)>\varepsilon)=0
$$

In the present work, the parameter $t$ indicates the dependence on the intensity of the underlying Poisson hyperplane process $\eta_{t}$ inducing the tessellation. The probability measure $\mathbb{P}_{t}^{*}$ is given by a conditional probability, where the condition implies a restriction on the size of the random
cells under consideration.
For a fixed hitting functional $\Phi$, size functional $\Sigma$ and a number $a>0$ we define the isoperimetric constant

$$
\tau(\Phi, \Sigma, a):=\min \left\{\Phi(K): K \in \mathcal{K}_{h, 0}^{d}, \Sigma(K) \geq a\right\}
$$

where $\mathcal{K}_{h, 0}^{d} \subseteq \mathcal{K}_{h}^{d}$ is the set of convex bodies containing the origin. We will see that this minimum is indeed attained. Further, we omit the dependence on $\Phi, \Sigma$ if they are clear from the context.

We will use the so-called reverse Hölder inequality in the proofs of Chapter 5. It follows easily in a few steps by the classical Hölder inequality, which can be found for example in [56, Theorem 7.16].

Lemma 2.7.1. Let $p \in(1, \infty),(X, \mathcal{F}, \mu)$ a measurable space and $f, g: X \rightarrow \mathbb{R}$ such that $\int_{X} f(x) g(x) \mu(d x)<\infty$ and $\int_{X} g(x)^{-\frac{1}{p-1}} \mu(d x)<\infty$ hold with $g(x) \neq 0$ for $\mu$-almost all $x \in X$. Then the reverse Hölder inequality

$$
\int_{X} f(x) g(x) \mu(d x) \geq\left(\int_{X} f(x)^{1 / p} \mu(d x)\right)^{p}\left(\int_{X} g(x)^{-1 /(p-1)} \mu(d x)\right)^{-(p-1)}
$$

holds.
Proof. We define $q:=\frac{p}{p-1}$ which fulfills $\frac{1}{p}+\frac{1}{q}=\frac{1}{p}+\frac{p-1}{p}=1$. Applying Hölder's inequality for the functions $(f g)^{1 / p}$ and $g^{-1 / p}$ in the penultimate step we get

$$
\begin{aligned}
\left(\int_{X}\right. & f(x) g(x) \mu(d x))^{1 / p}\left(\int_{X} g(x)^{-1 /(p-1)} \mu(d x)\right)^{(p-1) / p} \\
& =\left(\int_{X} f(x) g(x) \mu(d x)\right)^{1 / p}\left(\int_{X} g(x)^{-q / p} \mu(d x)\right)^{1 / q} \\
& =\left(\int_{X}\left((f(x) g(x))^{1 / p}\right)^{p} \mu(d x)\right)^{1 / p}\left(\int_{X}\left(g(x)^{-1 / p}\right)^{q} \mu(d x)\right)^{1 / q} \\
& \geq \int_{X}(f(x) g(x))^{1 / p} g(x)^{-1 / p} \mu(d x) \\
& \geq \int_{X} f(x)^{1 / p} \mu(d x)
\end{aligned}
$$

Taking the $p$-th power and dividing by $\left(\int_{X} g(x)^{-1 /(p-1)} \mu(d x)\right)^{(p-1)}$ yields the result.

## CHAPTER 3

## Hyperbolic Poisson hyperplane tessellations

This chapter is structured as follows. In the next section we recall several important notations in $\mathbb{H}^{d}$ and present our main results. We start in Section 3.1.1 with expectations and continue in Section 3.1.2 with second-order characteristics associated with the total volume of intersections processes. Our limit theorems will be discussed in Section 3.1.3. All remaining sections are devoted to the proofs of our results. In Section 3.2 we present the proofs for first- and second-order parameters and also carry out a detailed covariance analysis, which is needed for our multivariate central limit theory. Our results on generalizations of the K-function and the pair-correlation function are established in Section 3.3. All univariate limit theorems are proved in Section 3.4, while the arguments for the multivariate central limit theorems are provided in the final Section 3.5. For the necessary background material on hyperbolic geometry and hyperbolic integral geometry we refer to Chapter 2 and especially to Subsections 2.5 .1 and 2.5 .2 for the background material on Poisson U-statistics.

### 3.1 MAIN RESULTS

### 3.1.1 First-Order quantities

Recall that we denote by $\mathbb{H}^{d}$, for $d \geq 2$, the $d$-dimensional hyperbolic space of constant curvature -1 , which is supplied with the hyperbolic metric $d_{h}(\cdot, \cdot)$. We refer to Section 2.2.5 above for further background material on hyperbolic geometry and for a description of the conformal ball model for $\mathbb{H}^{d}$. Let $p \in \mathbb{H}^{d}$ be an arbitrary (fixed) point, also referred to as the origin. For $r \geq 0$ we denote by $B_{r}=\left\{x \in \mathbb{H}^{d}: d_{h}(x, p) \leq r\right\}$ the hyperbolic ball around $p$ with radius $r$. A set $K \subset \mathbb{H}^{d}$ is called a hyperbolic convex body, provided that $K$ is non-empty, compact and if with each pair of points $x, y \in K$ the (unique) geodesic connecting $x$ and $y$ is contained in $K$.


Figure 3.1.1: Two realizations of a Poisson hyperplane tessellation in $\mathbb{H}^{2}$ of different intensities represented in the conformal ball model

The space of hyperbolic convex bodies is denoted by $\mathcal{K}_{h}^{d}$. Recall that for $k \in\{0,1, \ldots, d-1\}$ a $k$-dimensional totally geodesic subspace of $\mathbb{H}^{d}$ is called a $k$-plane and especially $(d-1)$-planes are called hyperplanes. The space of $k$-planes in $\mathbb{H}^{d}$ is denoted by $A_{h}(d, k)$. The space $A_{h}(d, k)$ carries a measure $\mu_{k}$, which is invariant under isometries of $\mathbb{H}^{d}$ (see Section 2.2.5 for the present normalization of this measure). For $s \geq 0$ we denote by $\mathcal{H}^{s}$ the $s$-dimensional Hausdorff measure with respect to the intrinsic metric of $\mathbb{H}^{d}$ as a Riemannian manifold. Finally, we write $\omega_{k}=2 \pi^{k / 2} / \Gamma(k / 2), k \in \mathbb{N}$, for the surface area of the $k$-dimensional unit ball in the Euclidean space $\mathbb{R}^{k}$.

For $t>0$, let $\eta_{t}$ be a Poisson process on the space $A_{h}(d, d-1)$ of hyperplanes in $\mathbb{H}^{d}$ with intensity measure $t \mu_{d-1}$. We refer to $\eta_{t}$ as a (hyperbolic) Poisson hyperplane process with intensity $t$. It induces a Poisson hyperplane tessellation in $\mathbb{H}^{d}$, i.e., a subdivision of $\mathbb{H}^{d}$ into (possibly unbounded) hyperbolic cells (generalized polyhedra), see Figure 3.1.1. For $i \in\{0, \ldots, d-1\}$ we consider the intersection process $\xi_{t}^{(i)}$ of order $d-i$ of the Poisson hyperplane process $\eta_{t}$ given by

$$
\xi_{t}^{(i)}:=\frac{1}{(d-i)!} \sum_{\left(H_{1}, \ldots, H_{d-i}\right) \in \eta_{t, \mp}^{d-i}} \delta_{H_{1} \cap \ldots \cap H_{d-i}} 1\left\{\operatorname{dim}\left(H_{1} \cap \ldots \cap H_{d-i}\right)=i\right\}
$$

where $\eta_{t, \mp}^{d-i}$ is the set of $(d-i)$-tuples of different hyperplanes supported by $\eta_{t}, \delta_{(\cdot)}$ denotes the Dirac measure and $\operatorname{dim}(\cdot)$ stands for the dimension of the set in the argument. In this work we are interested in random variables of the form

$$
\begin{align*}
F_{W, t}^{(i)} & :=\int \mathcal{H}^{i}(E \cap W) \xi_{t}^{(i)}(d E) \\
& =\frac{1}{(d-i)!} \sum_{\left(H_{1}, \ldots, H_{d-i}\right) \in \eta_{t, \mp}^{d-i}} \mathcal{H}^{i}\left(H_{1} \cap \ldots \cap H_{d-i} \cap W\right) \mathbf{1}\left\{\operatorname{dim}\left(H_{1} \cap \ldots \cap H_{d-i}\right)=i\right\}, \tag{3.1}
\end{align*}
$$

where $W \subset \mathbb{H}^{d}$ is a (fixed) Borel set in $\mathbb{H}^{d}$. In other words, $F_{W, t}^{(i)}$ measures the total $i$-volume
(i.e., the $i$-dimensional Hausdorff measure) of the intersection process $\xi_{t}^{(i)}$ within $W$. For example,

$$
F_{W, t}^{(d-1)}=\sum_{H \in \eta_{t}} \mathcal{H}^{d-1}(H \cap W)=\mathcal{H}^{d-1}\left(\bigcup_{H \in \eta_{t}} H \cap W\right)
$$

is the total surface content of the union of all hyperplanes of $\eta$ within $W$. On the other hand,

$$
F_{W, t}^{(0)}=\frac{1}{d!} \sum_{\left(H_{1}, \ldots, H_{d}\right) \in \eta_{t, t}^{d}} \mathbf{1}\left\{H_{1} \cap \ldots \cap H_{d} \in W, \operatorname{dim}\left(H_{1} \cap \ldots \cap H_{d}\right)=0\right\}
$$

is the total number of vertices in $W$ of the Poisson hyperplane tessellation, i.e., the total number of intersection points induced by the hyperplanes of $\eta_{t}$. In the Euclidean case these random variables have received particular attention in the literature, see e.g. [35, 37, 48, 52, [53, $65,[73,96,103]$ and the references cited therein. As in the Euclidean case, we will start by investigating the expectation of $F_{W, t}^{(i)}$.

Theorem 3.1.1 (Expectation). If $W \subset \mathbb{H}^{d}$ is a Borel set, $t>0$ and $i \in\{0,1, \ldots, d-1\}$, then

$$
\mathbb{E} F_{W, t}^{(i)}=\frac{\omega_{i+1}}{\omega_{d+1}}\left(\frac{\omega_{d+1}}{\omega_{d}}\right)^{d-i} \frac{t^{d-i}}{(d-i)!} \mathcal{H}^{d}(W)
$$

Remark 3.1.1. In comparison with the Euclidean and spherical case we observe that precisely the same formula holds in these spaces. This is not surprising, since the proof of Theorem 3.1.1 is based only on the multivariate Mecke formula for Poisson processes and a recursive application of Crofton's formula from integral geometry, see Section 3.2. Since the latter holds for any standard space of constant curvature $\kappa \in\{-1,0,1\}$ with the same constant (cf. [15, 101]), independently of the curvature $\kappa$, the result of Theorem 3.1.1 holds simultaneously for all standard spaces of constant curvature $\kappa \in\{-1,0,1\}$. In other words, this means that the expectation $\mathbb{E} F_{W, t}^{(i)}$ is not an appropriate quantity to 'feel' or to 'detect' the curvature of the underlying space. For this we will use second-order characteristics.

### 3.1.2 SECOND-ORDER QUANTITIES

In a next step, we describe the covariance structure of the functionals $F_{W, t}^{(i)}, i \in\{0,1, \ldots, d-1\}$, introduced in (3.1). The following explicit representation for the covariances will be derived from the Fock space representation of Poisson U-statistics.

Theorem 3.1.2 (Covariances). Let $W \subset \mathbb{H}^{d}$ be a Borel set, let $t>0$, and let $i, j \in\{0,1, \ldots, d-1\}$. Then

$$
\mathbb{C o v}\left(F_{W, t}^{(i)}, F_{W, t}^{(j)}\right)=\sum_{n=1}^{\min \{d-i, d-j\}} c_{i, j, n, d} t^{2 d-i-j-n} \int_{A_{h}(d, d-n)} \mathcal{H}^{d-n}(E \cap W)^{2} \mu_{d-n}(d E)
$$

with

$$
c_{i, j, n, d}=\frac{1}{n!} \frac{1}{\omega_{d+1} \omega_{d-n+1}} \frac{\omega_{i+1}}{(d-i-n)!} \frac{\omega_{j+1}}{(d-j-n)!}\left(\frac{\omega_{d+1}}{\omega_{d}}\right)^{2 d-i-j-n} .
$$

Remark 3.1.2. Since Theorem $\sqrt{3.1 .2}$ follows from the general Fock space representation of Poisson U-statistics, the formula for $\operatorname{Cov}\left(F_{W, t}^{(i)}, F_{W, t}^{(j)}\right)$ is formally the same for all spaces of constant curvature $\kappa \in\{-1,0,1\}$. However, the curvature properties of the underlying space are hidden in the integral-geometric expression

$$
J_{k}(W):=\int_{A_{h}(d, k)} \mathcal{H}^{k}(E \cap W)^{2} \mu_{k}(d E),
$$

for $k \in\{0, \ldots, d-1\}$. In fact, if $\kappa \in\{-1,0\}$ and if we replace $W$ by a ball $B_{r}$ of radius $r$ around an arbitrary fixed point, we can consider the asymptotic behaviour of $J_{k}\left(B_{r}\right)$, as $r \rightarrow \infty$, which is quite different in these two cases (note that in spherical spaces with constant curvature $\kappa=1$ the range of $r$ is bounded). While in the Euclidean case $\kappa=0, J_{k}\left(B_{r}\right)$ behaves like a constant multiple of $r^{d+k}$ for all choices of $k$, in the hyperbolic case $\kappa=-1$ we will show that $J_{k}\left(B_{r}\right)$ behaves like a constant multiple of $e^{(d-1) r}$ if $2 k-1<d$, like a constant multiple of $r e^{(d-1) r}$ if $2 k-1=d$ and like a constant multiple of $e^{2(k-1) r}$ if $2 k-1>d$, see Lemma 3.2.5 below. In this sense we can say that second-order properties of the functionals $F_{W, t}^{(i)}$ are sensitive to the curvature of the underlying space.

Continuing the discussion of second-order properties of Poisson hyperplane tessellations in $\mathbb{H}^{d}$, we now introduce and describe the K -function and the pair-correlation function of the $i$-dimensional Hausdorff measure restricted to the $i$-skeleton of the tessellation. In the Euclidean case these two functions have turned out to be essential tools in the second-order analysis of stationary random measures (see the original paper [98] and the recent monograph [3] as well as the references cited therein). To be precise, for $i \in\{0,1, \ldots, d-1\}$ and fixed $t>0$, we first consider the $i$-skeleton of the Poisson hyperplane tessellation in $\mathbb{H}^{d}$ with intensity $t$, which is defined as the random closed set

$$
\operatorname{skel}_{i}:=\bigcup_{\substack{\left(H_{1}, \ldots, H_{d-i}\right) \in \tau_{d-i}^{d-i} \\ \operatorname{dim}\left(H_{1} \cap \ldots \cap H_{d-i}\right)=i}} H_{1} \cap \ldots \cap H_{d-i} .
$$

The $i$-dimensional Hausdorff measure on $\operatorname{skel}_{i}$ is denoted by $\mathbf{M}_{i}$. It is a stationary random measure on $\mathbb{H}^{d}$, that is, its distribution is invariant under isometries of $\mathbb{H}^{d}$. Its intensity is defined by $\lambda_{i}=\mathbb{E} F_{B, t}^{(i)}$, where $B \subset \mathbb{H}^{d}$ is an arbitrary Borel set with $\mathcal{H}^{d}(B)=1$. It follows from Theorem 3.1.1 that

$$
\begin{equation*}
\lambda_{i}=\frac{\omega_{i+1}}{\omega_{d+1}}\left(\frac{\omega_{d+1}}{\omega_{d}}\right)^{d-i} \frac{t^{d-i}}{(d-i)!} . \tag{3.2}
\end{equation*}
$$

The K-function of the random measure $\mathbf{M}_{i}$ is defined by

$$
\begin{equation*}
K_{i}(r):=\frac{1}{\lambda_{i}^{2}} \mathbb{E} \int_{\mathbb{H}^{d}} \int_{B} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathbf{M}_{i}(d y) \mathbf{M}_{i}(d x), \quad r>0 . \tag{3.3}
\end{equation*}
$$

The condition $d_{h}(x, y)>0$ is usually omitted in the definition of the K-function of a diffuse stationary random measure. For $i \in\{1, \ldots, d-1\}$, the proof of the following more general Theorem 3.1.3 will show that $K_{i}(r)$ remains indeed unchanged if we drop the condition $d_{h}(x, y)>0$. For $i=0$, however, the random measure $\mathbf{M}_{i}$ is a stationary point process in $\mathbb{H}^{d}$
and then the restriction $d_{h}(x, y)>0$ is common. The proof of Theorem 3.1.3 will also show that the summands corresponding to indices $n \in\{0, \ldots, d-1\}$ in (3.4) are not affected by the restriction, but the summand with $n=d$ will be zero.
If we define $K_{i}(B, r)$ as in (3.3), but for a general measurable set $B \subset \mathbb{H}^{d}$, it follows from the stationarity of $\eta_{t}$ that the measure $K_{i}(\cdot, r)$ is isometry invariant and hence a constant multiple of $\mathcal{H}^{d}(\cdot)$, provided it is locally finite. In Theorem 3.1.3, this will be shown and the constant will be determined. We will also see that $K_{i}(r)$ is differentiable, which allows us to consider the pair-correlation function

$$
g_{i}(r):=\frac{1}{\omega_{d} \sinh ^{d-1}(r)} \frac{d K_{i}}{d r}(r), \quad r>0 .
$$

Roughly speaking it describes the probability of finding a point on the $i$-skeleton at geodesic distance $r$ from another point belonging to $\operatorname{ske}_{i}$.

More generally and in analogy to the covariances considered in Theorem 3.1.2, we will consider the mixed K-function $K_{i j}$ for $i, j \in\{0, \ldots, d-1\}$. For $r>0$ and a measurable set $B \subset \mathbb{H}^{d}$ with $\mathcal{H}^{d}(B)=1$ it is defined by

$$
\begin{aligned}
K_{i j}(r) & =\frac{1}{\lambda_{i} \lambda_{j}} \mathbb{E} \int_{\mathbb{H}^{d}} \int_{B} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathbf{M}_{j}(d y) \mathbf{M}_{i}(d x) \\
& =\frac{1}{\lambda_{i} \lambda_{j}} \mathbb{E} \int_{\text {skel }_{i}} \int_{\text {skel }_{j} \cap B} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{j}(d y) \mathcal{H}^{i}(d x)
\end{aligned}
$$

and describes the random measure $\mathbf{M}_{i}$ as seen from a typical point of $\mathbf{M}_{j}$, in the sense of Palm distribution. In particular, we retrieve the ordinary K-function by the special choice $j=i$. The mixed pair-correlation function $g_{i j}$ is then defined in the obvious way by differentiation of $K_{i j}$, namely,

$$
g_{i j}(r):=\frac{1}{\omega_{d} \sinh ^{d-1}(r)} \frac{d K_{i j}}{d r}(r), \quad r>0 .
$$

As in the case of the K-function, the condition that $0<d_{h}(x, y)$ can be omitted if $i \geq 1$ or $j \geq 1$.

Theorem 3.1.3 (Mixed K-function and mixed pair-correlation function). If $i, j \in\{0,1, \ldots, d-$ $1\}, t>0$ and $r>0$, then

$$
\begin{gather*}
K_{i j}(r)=\sum_{n=0}^{m(d, i, j)} n!\binom{d-i}{n}\binom{d-j}{n} \frac{\omega_{d+1} \omega_{d-n}}{\omega_{d-n+1}}\left(\frac{\omega_{d}}{\omega_{d+1}} \frac{1}{t}\right)^{n} \int_{0}^{r} \sinh ^{d-n-1}(s) d s,  \tag{3.4}\\
g_{i j}(r)=1+\sum_{n=1}^{m(d, i, j)} n!\binom{d-i}{n}\binom{d-j}{n} \frac{\omega_{d-n}}{\omega_{d-n+1}}\left(\frac{\omega_{d}}{\omega_{d+1}}\right)^{n-1} \frac{1}{(t \sinh (r))^{n}},
\end{gather*}
$$

where $m(d, i, j):=\min \{d-i, d-j, d-1\}$.

In (3.4) we restrict the summation to $n \leq d-1$ in order to avoid an undefined expression which arises for $i=j=0$ and $n=d$. Alternatively, for $n=d$ the factor $\omega_{d-n}=\omega_{0}$ is $\omega_{0}=2 / \Gamma(0)=0$ and the product with the infinite integral can be defined to be zero.



Figure 3.1.2: Left panel: The pair-correlation functions $g_{0}$ (solid curve) and $g_{1}$ (dashed curve) for $d=2$ and $t=1$. Right panel: The pair-correlation functions $g_{0}$ (solid curve), $g_{1}$ (dashed curve) and $g_{2}$ (dotted curve) for $d=3$ and $t=1$

In the special case $d=2$ and for $i=j$ we thus obtain

$$
g_{0}(r)=1+\frac{4}{\pi t} \frac{1}{\sinh (r)} \quad \text { and } \quad g_{1}(r)=1+\frac{1}{\pi t} \frac{1}{\sinh (r)},
$$

and for $d=3$ and again $i=j$ we get

$$
\begin{aligned}
& g_{0}(r)=1+\frac{9}{2 t} \frac{1}{\sinh (r)}+\frac{36}{\pi^{2} t^{2}} \frac{1}{\sinh ^{2}(r)}, \\
& g_{1}(r)=1+\frac{2}{t} \frac{1}{\sinh (r)}+\frac{4}{\pi^{2} t^{2}} \frac{1}{\sinh ^{2}(r)}, \\
& g_{2}(r)=1+\frac{1}{2 t} \frac{1}{\sinh (r)},
\end{aligned}
$$

see Figure 3.1.2.

Remark 3.1.3. An inspection of the proof shows that Theorem 3.1.3 is based only on Crofton's formula and Lemma 2.4.2, which in turn is also based on Crofton's formula. However, since the latter holds for any space of constant curvature $\kappa \in\{-1,0,1\}$ with the same constant (cf. [15, 101]), independently of the curvature $\kappa$, Theorem 3.1 .3 remains valid also in spherical and Euclidean spaces of curvature $\kappa=1$ and $\kappa=0$, respectively. Namely, defining the modified sine function

$$
\mathrm{s}_{\kappa}(r):= \begin{cases}\sin (r) & : \kappa=1, \\ r & : \kappa=0 \\ \sinh (r) & : \kappa=-1,\end{cases}
$$

we obtain

$$
K_{i j}(r)=\sum_{n=0}^{m(d, i, j)} n!\binom{d-i}{n}\binom{d-j}{n} \frac{\omega_{d+1} \omega_{d-n}}{\omega_{d-n+1}}\left(\frac{\omega_{d}}{\omega_{d+1}} \frac{1}{t}\right)^{n} \int_{0}^{r} \mathrm{~s} n_{\kappa}^{d-n-1}(s) d s
$$

and

$$
g_{i j}(r)=1+\sum_{n=1}^{m(d, i, j)} n!\binom{d-i}{n}\binom{d-j}{n} \frac{\omega_{d-n}}{\omega_{d-n+1}}\left(\frac{\omega_{d}}{\omega_{d+1}}\right)^{n-1} \frac{1}{\left(t \operatorname{s} n_{\kappa}(r)\right)^{n}}
$$

for $r>0$ if $\kappa \in\{-1,0\}$ and $0<r<\pi$ if $\kappa=1$. For $i=j=d-1$ and $\kappa=1$ these formulas have been proved in [47, Section 6.2] based on a different normalization. Moreover, for $\kappa=0$ the formula for $g_{0}(r)$ appears as the identity (3.15) in [38], while $g_{d-1}(r)$ can be found in [104, Section 7]. As already explained in [39], for general $i \in\{0,1, \ldots, d-1\}$ it can in principle be deduced from an explicit formula for the second-order moments of the total volume of intersection processes, see [72, p. 164].

### 3.1.3 Limit theorems

Our next result is a central limit theorem for $F_{W, t}^{(i)}$, for a fixed hyperbolic convex body $W$, when the intensity parameter $t$ tends to infinity. We will measure the distance between (the laws of) two random variables by the Wasserstein and the Kolmogorov distance. For their definitions we refer to Section 2.5.1.

Theorem 3.1.4 (CLT, growing intensity). Let $d \geq 2, i \in\{0,1, \ldots, d-1\}$ and let $W \in \mathcal{K}_{h}^{d}$ be a fixed hyperbolic convex body with non-empty interior. Let $N$ be a standard Gaussian random variable, and let $d(\cdot, \cdot)$ denote either the Wasserstein or the Kolmogorov distance. Then there exists a constant $c \in(0, \infty)$ such that

$$
d\left(\frac{F_{W, t}^{(i)}-\mathbb{E} F_{W, t}^{(i)}}{\sqrt{\mathbb{V} \operatorname{ar} F_{W, t}^{(i)}}}, N\right) \leq c t^{-1 / 2}
$$

for all $t \geq 1$.
As already explained in the introduction, the central limit problem for $F_{W, t}^{(i)}$ can also be approached in another set-up, which in the Euclidean case is equivalent to the one just discussed, but turns out to be fundamentally different in hyperbolic space. More precisely, we turn now to the case, where the intensity $t$ is fixed, while the size of the observation window is increased. We do this only in the case of spherical windows in $\mathbb{H}^{d}$. In other words, we choose for $W$ the hyperbolic ball $B_{r}$ (around the origin $p$ ) and write $F_{r, t}^{(i)}$ instead of $F_{B_{r, t}}^{(i)}$ in this case. Our next result is a central limit theorem for $F_{r, t}^{(i)}$ for dimension $d=2$ in part (a) and for $d=3$ in part (b). Moreover, it turns out that a central limit theorem for $F_{r, t}^{(i)}$ is no longer valid in any space dimension $d \geq 4$, see part (c). We emphasize that this surprising phenomenon is in sharp contrast to the Euclidean case [37, 65, 96] and is an effect of the negative curvature.

Theorem 3.1.5 (CLT, growing spherical window). Let $t \geq 1$, let $N$ be a standard Gaussian random variable, and let $d(\cdot, \cdot)$ denote either the Wasserstein or the Kolmogorov distance.
(a) If $d=2$, then there is a constant $c_{2} \in(0, \infty)$ only depending on $t$ such that

$$
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\mathbb{V} \operatorname{ar} F_{r, t}^{(i)}}}, N\right) \leq c_{2} r^{1-i} e^{-r / 2}
$$

for $i \in\{0,1\}$ and $r \geq 1$.
(b) If $d=3$, then there is a constant $c_{3} \in(0, \infty)$ only depending on $t$ such that

$$
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\mathbb{V} a r F_{r, t}^{(i)}}}, N\right) \leq \begin{cases}c_{3} r^{-1} & : i=2 \\ c_{3} r^{-1 / 2} & : i \in\{0,1\}\end{cases}
$$

for $r \geq 1$.
(c) If $d \geq 4$ and $i=d-1$ or if $d \geq 7$ and $i \in\{0,1, \ldots, d-1\}$, then a central limit theorem for $\left(F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}\right) / \sqrt{\mathbb{V} \text { ar } F_{r, t}^{(i)}}$ does not hold for $r \rightarrow \infty$.

Remark 3.1.4. (i) The restriction imposed on the parameters $d, i$ in Theorem 3.1 .5 (c) is the result of a number of technical obstacles one needs to overcome in its proof. We strongly believe that a central limit theorem in fact fails for all $d \geq 4$ and all choices of $i \in\{0,1, \ldots, d-1\}$. However, we have to leave this as an open problem for future work. For some remarks about the potential limiting distribution in Theorem 3.1.5 (c) we refer to Remark 3.4.1.
(ii) It is instructive to rewrite the normal approximation bounds in Theorem 3.1.5 (a) and (b) as follows. For $d=2$ and $i \in\{0,1\}$ we have that

$$
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var} F_{r, t}^{(i)}}}, N\right) \leq \hat{c}_{2} \frac{\log ^{1-i} \mathcal{H}^{2}\left(B_{r}\right)}{\sqrt{\mathcal{H}^{2}\left(B_{r}\right)}}, \quad r \geq 1
$$

and for $d=3$ we have, again for $r \geq 1$,

$$
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var} F_{r, t}^{(i)}}}, N\right) \leq \hat{c}_{3} \begin{cases}\frac{1}{\log \mathcal{H}^{3}\left(B_{r}\right)} & : i=2 \\ \frac{1}{\sqrt{\log \mathcal{H}^{3}\left(B_{r}\right)}} & : i \in\{0,1\}\end{cases}
$$

Here $\hat{c}_{2}, \hat{c}_{3} \in(0, \infty)$ are again constants only depending on $t$. This means that in dimension $d=2$ and for $i=0$ the speed of convergence is the same as in the Euclidean case, up to the logarithmic factor. Moreover, it shows that $d=3$ is the critical dimension for the central limit theorem, which only holds in this case with a rate of convergence which is very much slowed down.

Theorem 3.1.4 shows that for fixed radius $r$ and increasing intensity $t$ a central limit theorem for $F_{r, t}^{(i)}$ with $i \in\{0,1, \ldots, d-1\}$ holds. On the other hand, according to Theorem 3.1.5 (c) the central limit theorem breaks down for dimensions $d \geq 4$ (if the total surface area is considered)
or $d \geq 7$ (for general $i \in\{0,1, \ldots, d-1\}$ ) if the intensity $t$ stays fixed and $r \rightarrow \infty$. Against this background the question arises whether in these cases the central limit behaviour can be preserved if the intensity $t$ and the radius $r$ tend to infinity simultaneously. In fact, the following result states that this is indeed the case. More precisely, it says that, independently of the behaviour of $r$, the central limit theorem holds as soon as $t \rightarrow \infty$ (and $r$ is bounded from below by 1).

Theorem 3.1.6 (CLT for simultaneous growth of intensity and window). Let $d \geq 4$ and $i=d-1$ or $d \geq 7$ and $i \in\{0,1, \ldots, d-1\}$. Also, let $N$ be a standard Gaussian random variable. Then there is a constant $c \in(0, \infty)$ such that

$$
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\mathbb{V} \operatorname{ar} F_{r, t}^{(i)}}}, N\right) \leq \frac{c}{\sqrt{t}}
$$

for all $r \geq 1$ and $t \geq 1$, where $d(\cdot, \cdot)$ denotes either the Wasserstein or the Kolmogorov distance.

Remark 3.1.5. In dimensions $d=2$ and $d=3$ we also have normal approximation bounds that simultaneously involve the two parameters $t$ and $r$. In fact, for $d=2$ the bounds (3.24) and (3.28) below show that

$$
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var} F_{r, t}^{(i)}}}, N\right) \leq c t^{-1 / 2} r^{1-i} e^{-r / 2}
$$

holds for all $t \geq 1, r \geq 1$ and $i \in\{0,1\}$. Similarly, for $d=3$ the estimates (3.30), (3.34) and (3.35) prove that

$$
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var} F_{r, t}^{(i)}}}, N\right) \leq c \cdot \begin{cases}t^{-1 / 2} r^{-1} & : i=2 \\ t^{-1 / 2} r^{-1 / 2} & : i \in\{0,1\}\end{cases}
$$

for all $t \geq 1$ and $r \geq 1$. In both cases, $d(\cdot, \cdot)$ stands for either the Wasserstein or the Kolmogorov distance. This way we recover Theorem 3.1 .4 for $d=2$ and $d=3$ in the special case where $W=B_{r}$ with $r$ fixed and we recover Theorem 3.1.5 (a) and (b) by fixing $t$.

Finally, let us turn to the multivariate set-up. To compare the distance between the distributions of (the laws of) two random vectors we use what is known as the $d_{2^{-}}$and the $d_{3}$-distance; for their definition we refer to Section 2.5 .2 below. We approach the multivariate central limit theorem by considering, as above, two different settings. To handle the central limit problem for a fixed window $W \in \mathcal{K}_{h}^{d}$ and growing intensities we define for $t>0$ the $d$-dimensional random vector

$$
\mathbf{F}_{W, t}:=\left(\frac{F_{W, t}^{(0)}-\mathbb{E} F_{W, t}^{(0)}}{t^{d-1 / 2}}, \ldots, \frac{F_{W, t}^{(i)}-\mathbb{E} F_{W, t}^{(i)}}{t^{d-i-1 / 2}}, \ldots, \frac{F_{W, t}^{(d-1)}-\mathbb{E} F_{W, t}^{(d-1)}}{t^{1 / 2}}\right)
$$

Moreover, for $i, j \in\{0,1, \ldots, d-1\}$ we introduce the asymptotic covariances and the asymptotic
covariance matrix of the random vector $\mathbf{F}_{W, t}$, as $t \rightarrow \infty$, by

$$
\tau_{W}^{i, j}:=\lim _{t \rightarrow \infty} \operatorname{Cov}\left(\frac{F_{W, t}^{(i)}-\mathbb{E} F_{W, t}^{(i)}}{t^{d-i-1 / 2}}, \frac{F_{W, t}^{(j)}-\mathbb{E} F_{W, t}^{(j)}}{t^{d-j-1 / 2}}\right), \quad T_{W}:=\left(\tau_{W}^{i, j}\right)_{i, j=0}^{d-1}
$$

The existence of the limit and the precise value of $\tau_{W}^{i, j}$ follows from (3.6) below. It is easy to see that $T_{W}$ has rank one, as in Euclidean space.

In view of Theorem 3.1.5, for fixed intensity $t>0$ and a sequence of growing spherical windows, taking $W=B_{r}$ for $r>0$ we put

$$
\mathbf{F}_{r, t}:= \begin{cases}\left(\frac{F_{r, t}^{(0)}-\mathbb{E} F_{r, t}^{(0)}}{e^{r / 2}}, \frac{F_{r, t}^{(1)}-\mathbb{E} F_{r, t}^{(1)}}{e^{r / 2}}\right) & : d=2 \\ \left(\frac{F_{r, t}^{(0)}-\mathbb{E} F_{r, t}^{(0)}}{\sqrt{r} e^{r}}, \frac{F_{r, t}^{(1)}-\mathbb{E} F_{r, t}^{(1)}}{\sqrt{r} e^{r}}, \frac{F_{r, t}^{(2)}-\mathbb{E} F_{r, t}^{(2)}}{\sqrt{r} e^{r}}\right) & : d=3 \\ \left(\frac{F_{r, t}^{(0)}-\mathbb{E} F_{r, t}^{(0)}}{e^{r(d-2)}}, \ldots, \frac{F_{r, t}^{(d-1)}-\mathbb{E} F_{r, t}^{(d-1)}}{e^{r(d-2)}}\right) & : d \geq 4\end{cases}
$$

and define the asymptotic covariance matrix $\Sigma_{d}=\left(\sigma_{d}^{i, j}\right)_{i, j=0}^{d-1}$ of the random vector $\mathbf{F}_{r, t}$, as $r \rightarrow \infty$, for $d \geq 2$ by

$$
\sigma_{d}^{i, j}:= \begin{cases}\lim _{r \rightarrow \infty} \operatorname{Cov}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{e^{r / 2}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{e^{r / 2}}\right) & : d=2, \\ \lim _{r \rightarrow \infty} \operatorname{Cov}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{r} e^{r}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{\sqrt{r} e^{r}}\right) & : d=3, \\ \lim _{r \rightarrow \infty} \operatorname{Cov}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{e^{r(d-2)}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{e^{r(d-2)}}\right) & : d \geq 4 .\end{cases}
$$

The covariance matrices $\Sigma_{d}$ are explicitly given by (3.8) for $d=2,(3.16)$ for $d=3$ and (3.17) for $d \geq 4$ below. Moreover, in Section 3.2 .5 we determine convergence rates. In particular, we will show that $\Sigma_{2}$ has full rank (is positive definite) and $\Sigma_{d}$ has rank one for $d \geq 3$. We remark that this is in sharp contrast to the corresponding result in Euclidean spaces, where the asymptotic covariance matrix has rank one for all $d \geq 2$, see [37, Theorem 5.1 (ii)]. Note that the dependence of these limits on the fixed intensity $t>0$ is not made explicit by our notation, but this dependence is shown in Lemmas 20, 21 and 23.

In order to state the multivariate central limit theorem, we use the $d_{2}$ and the $d_{3}$ distance for random vectors (see Section 2.5.2 for explicit definitions).
Theorem 3.1.7 (Multivariate CLT). (a) Let $d \geq 2$ and $W \in \mathcal{K}_{h}^{d}$. Let $N_{T_{W}}$ be a ddimensional centred Gaussian random vector with covariance matrix $T_{W}$. Then there exists a constant $c \in(0, \infty)$ such that

$$
d_{3}\left(\boldsymbol{F}_{W, t}, N_{T_{W}}\right) \leq c t^{-1 / 2}
$$

for all $t \geq 1$.
(b) Fix $t \geq 1$ and let $d=2$. Let $N_{\Sigma_{2}}$ be a 2-dimensional centred Gaussian random vector with covariance matrix $\Sigma_{2}$. Then there exists a constant $c_{2} \in(0, \infty)$ such that

$$
d_{j}\left(\boldsymbol{F}_{r, t}, N_{\Sigma_{2}}\right) \leq c_{2} r e^{-r / 2}
$$

for all $r \geq 1$ and $j \in\{2,3\}$.
(c) Fix $t \geq 1$ and let $d=3$. Let $N_{\Sigma_{3}}$ be a 3 -dimensional centred Gaussian random vector with covariance matrix $\Sigma_{3}$. Then there exists a constant $c_{3} \in(0, \infty)$ such that

$$
d_{3}\left(\boldsymbol{F}_{r, t}, N_{\Sigma_{3}}\right) \leq c_{3} r^{-1 / 2}
$$

for all $r \geq 1$.

Remark 3.1.6. After having seen that in the univariate case the central limit theorem for $d \geq 4$ can be preserved by a simultaneous growth of the intensity $t$ and the radius $r$, the question arises whether such a phenomenon also holds in the multivariate set-up. This is in fact the case, but we decided not to present the details for brevity.

### 3.2 Proofs I - Expectations and variances

### 3.2.1 Representation as a Poisson U-statistic

We recall that $\eta_{t}$, for $t>0$, is a Poisson hyperplane process in $\mathbb{H}^{d}$ with intensity measure $t \mu_{d-1}$. Moreover, for a Borel set $W \subset \mathbb{H}^{d}$ and $i \in\{0,1, \ldots, d-1\}$ we recall from (3.1) the definition of the functional $F_{W, t}^{(i)}$. To shorten our notation we put

$$
f^{(i)}\left(H_{1}, \ldots, H_{d-i}\right):= \begin{cases}\frac{1}{(d-i)!} \mathcal{H}^{i}\left(H_{1} \cap \ldots \cap H_{d-i} \cap W\right) & : \operatorname{dim}\left(H_{1} \cap \ldots \cap H_{d-i}\right)=i, \\ 0 & : \text { otherwise },\end{cases}
$$

which allows us to rewrite $F_{W, t}^{(i)}$ as

$$
F_{W, t}^{(i)}=\sum_{\left(H_{1}, \ldots, H_{d-i}\right) \in \eta_{t, \hbar}^{d-i}} f^{(i)}\left(H_{1}, \ldots, H_{d-i}\right) .
$$

In other words, $F_{W, t}^{(i)}$ is a Poisson U-statistic of order $d-i$ and with kernel $f^{(i)}$. It is well known (see [64, 59, 60, 65, 96]) that Poisson U-statistics admit a Fock space representation having only a finite number of terms. This leads to the variance and covariance representations

$$
\begin{equation*}
\operatorname{Var}\left(F_{W, t}^{(i)}\right)=\sum_{n=1}^{d-i} t^{2(d-i)-n} n!\left\|f_{n}^{(i)}\right\|_{n}^{2}, \tag{3.5}
\end{equation*}
$$

where the functions $f_{n}^{(i)}: A_{h}(d, d-1)^{n} \rightarrow[0, \infty)$ are given by

$$
\begin{aligned}
f_{n}^{(i)}\left(H_{1}, \ldots, H_{n}\right):=\binom{d-i}{n} \int_{A_{h}(d, d-1)^{d-i-n}} f^{(i)}( & \left.H_{1}, \ldots, H_{n}, \tilde{H}_{1}, \ldots, \tilde{H}_{d-i-n}\right) \\
& \times \mu_{d-1}^{d-i-n}\left(d\left(\tilde{H}_{1}, \ldots, \tilde{H}_{d-i-n}\right)\right)
\end{aligned}
$$

recall $(2.9)$, and we write $\|\cdot\|_{n}$ for the norm in the $L^{2}$-space $L^{2}\left(\mu_{d-1}^{n}\right)$ with respect to the $n$-fold product measure of $\mu_{d-1}$. Similarly, for $i, j \in\{0,1, \ldots, d-1\}$ the covariance $\operatorname{Cov}\left(F_{W, t}^{(i)}, F_{W, t}^{(j)}\right)$ can be represented as

$$
\begin{equation*}
\operatorname{Cov}\left(F_{W, t}^{(i)}, F_{W, t}^{(j)}\right)=\sum_{n=1}^{\min \{d-i, d-j\}} t^{2 d-i-j-n} n!\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n} \tag{3.6}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{n}$ denotes the standard scalar product in $L^{2}\left(\mu_{d-1}^{n}\right)$.

### 3.2.2 Expectations: Proof of Theorem 3.1.1

Theorem 3.1.1 is a consequence of the transformation formula in Lemma 2.4.2 and the Crofton formula in Lemma 2.4.1 with $k=i$ there. In fact, using (2.6) we obtain

$$
\begin{aligned}
\mathbb{E} F_{W, t}^{(i)} & =t^{d-i} \int_{A_{h}(d, d-1)^{d-i}} f^{(i)}\left(H_{1}, \ldots, H_{d-i}\right) \mu_{d-1}^{d-i}\left(d\left(H_{1}, \ldots, H_{d-i}\right)\right) \\
& =\frac{t^{d-i}}{(d-i)!} \int_{A_{h}(d, d-1)^{d-i}} \mathcal{H}^{i}\left(H_{1} \cap \ldots \cap H_{d-i} \cap W\right) \mu_{d-1}^{d-i}\left(d\left(H_{1}, \ldots, H_{d-i}\right)\right) \\
& =c(d, i) \frac{t^{d-i}}{(d-i)!} \int_{A_{h}(d, i)} \mathcal{H}^{i}(E \cap W) \mu_{i}(d E) \\
& =c(d, i) \frac{t^{d-i}}{(d-i)!} \mathcal{H}^{d}(W) \\
& =\frac{\omega_{i+1}}{\omega_{d+1}}\left(\frac{\omega_{d+1}}{\omega_{d}}\right)^{d-i} \frac{t^{d-i}}{(d-i)!} \mathcal{H}^{d}(W),
\end{aligned}
$$

and the proof is complete.
Remark 3.2.1. The measure $W \mapsto \mathbb{E} F_{W, t}^{(i)}$ is isometry invariant. One could argue that it must be a constant multiple of $\mathcal{H}^{d}$, if one knows that it is also locally finite. Theorem 3.1.1 shows that this is indeed the case and also yields the constant.

### 3.2.3 Variances: Proof of Theorem 3.1.2

To investigate the variance of $F_{W, t}^{(i)}$ we use the representation as a Poisson U-statistic, especially (3.5). We start by simplifying the kernel functions $f_{n}^{(i)}$.

Lemma 3.2.1. Let $n \in\{1, \ldots, d-i\}$. Let $W \subset \mathbb{H}^{d}$ be a bounded Borel set. If $H_{1}, \ldots, H_{n} \in$ $A_{h}(d, d-1)$ are $n$ hyperplanes satisfying $\operatorname{dim}\left(H_{1} \cap \ldots \cap H_{n}\right)=d-n$, then

$$
f_{n}^{(i)}\left(H_{1}, \ldots, H_{n}\right)=c(i, n, d) \mathcal{H}^{d-n}\left(H_{1} \cap \ldots \cap H_{n} \cap W\right)
$$

with

$$
c(i, n, d):=\frac{\binom{d-i}{n}}{(d-i)!} \frac{\omega_{i+1}}{\omega_{d-n+1}}\left(\frac{\omega_{d+1}}{\omega_{d}}\right)^{d-n-i}
$$

Proof. We use the definition of $f_{n}^{(i)}$, the transformation formula in Lemma 2.4.2 and the Crofton formula (2.4) (in the general form indicated before the statement of Lemma 2.4.1). Putting $L_{d-n}:=H_{1} \cap \ldots \cap H_{n}$, this gives

$$
\begin{aligned}
& \binom{d-i}{n}^{-1} f_{n}^{(i)}\left(H_{1}, \ldots, H_{n}\right) \\
& =\frac{1}{(d-i)!} \int_{A_{h}(d, d-1)^{d-i-n}} \mathcal{H}^{i}\left(L_{d-n} \cap \tilde{H}_{1} \cap \ldots \cap \tilde{H}_{d-i-n} \cap W\right) \mu_{d-1}^{d-i-n}\left(d\left(\tilde{H}_{1}, \ldots, \tilde{H}_{d-i-n}\right)\right) \\
& =\frac{c(d, i+n)}{(d-i)!} \int_{A_{h}(d, i+n)} \mathcal{H}^{i}\left(L_{d-n} \cap W \cap E\right) \mu_{i+n}(d E) \\
& =\frac{c(d, i+n)}{(d-i)!} \frac{\omega_{d+1} \omega_{i+1}}{\omega_{i+n+1} \omega_{d-n+1}} \mathcal{H}^{d-n}\left(L_{d-n} \cap W\right) \\
& =\frac{1}{(d-i)!} \frac{\omega_{i+1}}{\omega_{d-n+1}}\left(\frac{\omega_{d+1}}{\omega_{d}}\right)^{d-n-i} \mathcal{H}^{d-n}\left(H_{1} \cap \ldots \cap H_{n} \cap W\right)
\end{aligned}
$$

Here we used that since $L_{d-n}$ is $(d-n)$-dimensional, the intersection $L_{d-n} \cap W$ is Hausdorff ( $d-n$ )-rectifiable.

For the variances and covariances, we need the $L^{2}$-norms and the scalar products of these functions.

Corollary 3.2.2. Let $W \subset \mathbb{H}^{d}$ be a bounded Borel set. If $n \in\{1, \ldots, \min \{d-i, d-j\}\}$, then

$$
\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n}=c(d, n, i, j) \int_{A_{h}(d, d-n)} \mathcal{H}^{d-n}(E \cap W)^{2} \mu_{d-n}(d E)
$$

Especially, the choice $W=B_{r}$ for some $r>0$ yields

$$
\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n}=c(d, n, i, j) \omega_{n} \int_{0}^{r} \cosh ^{d-n}(s) \sinh ^{n-1}(s) \mathcal{H}^{d-n}\left(L_{d-n}(s) \cap B_{r}\right)^{2} d s
$$

where $c(d, n, i, j):=c(d, d-n) c(i, n, d) c(j, n, d)$ and $L_{d-n}(s)$ for $s \in[0, r]$ is an arbitrary $(d-n)$-dimensional totally geodesic subspace which satisfies $d_{h}\left(L_{d-n}(s), p\right)=s$.

Proof. The first claim is a direct consequence of the previous lemma and the transformation formula from Lemma 2.4.2.

The second claim follows by combining the previous result with (2.3) and using geodesic spherical coordinates in the $(d-n)$-dimensional planes $L_{d-n}$ through $p$ (see [20, Proposition 3.1 and Equation (3.22)]).

Proof of Theorem 3.1.2. This is now a direct consequence of (3.5) and Corollary 3.2.2.

### 3.2.4 Variance: Asymptotic behaviour

In this section we look at the variance of $F_{r, t}^{(i)}=F_{B_{r}, t}^{(i)}$ in the asymptotic regime, as $r \rightarrow \infty$. We divide our analysis into the three different cases $d=2, d=3$ and $d \geq 4$. Before, we start with a
number of preprations.

## Preliminaries

The following lemma will be repeatedly applied below.
Lemma 3.2.3. If $r>0$ and $0 \leq s \leq r$, then

$$
0 \leq \operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)-(r-s) \leq \log (2)
$$

Proof. We start by proving the lower bound which is equivalent to $\cosh (r)-\cosh (s) \cosh (r-s) \geq$ 0 . By definition of cosh, sinh and since $0 \leq s \leq r$ we have

$$
\cosh (r)-\cosh (s) \cosh (r-s)=\sinh (s) \sinh (r-s) \geq 0 .
$$

This yields the lower bound. Next, we turn to the upper bound. We use the logarithmic representation $\operatorname{arcosh}(x)=\log \left(x+\sqrt{x^{2}-1}\right)$ of the arcosh-function and the fact that $\cosh (r) / \cosh (s) \geq 1$ for $r \geq s \geq 0$. Then we get

$$
\begin{aligned}
\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)-(r-s) & =\log \left(\frac{\cosh (r)}{\cosh (s)}+\sqrt{\frac{\cosh ^{2}(r)}{\cosh ^{2}(s)}-1}\right)-(r-s) \\
& =\log \left(\frac{e^{s} \cosh (r)}{e^{r} \cosh (s)}+\sqrt{\frac{e^{2 s} \cosh ^{2}(r)}{e^{2 r} \cosh ^{2}(s)}-\frac{e^{2 s}}{e^{2 r}}}\right) \\
& =\log \left(\frac{e^{s}\left(e^{r}+e^{-r}\right)}{e^{r}\left(e^{s}+e^{-s}\right)}+\sqrt{\frac{e^{2 s}\left(e^{r}+e^{-r}\right)^{2}}{e^{2 r}\left(e^{s}+e^{-s}\right)^{2}}-\frac{e^{2 s}}{e^{2 r}}}\right) \\
& =\log \left(\frac{1+e^{-2 r}}{1+e^{-2 s}}+\sqrt{\frac{e^{2 s}\left(e^{2 r}+2+e^{-2 r}-e^{2 s}-2-e^{-2 s}\right)}{e^{2 r}\left(e^{2 s}+2+e^{-2 s}\right)}}\right) \\
& =\log \left(\frac{1+e^{-2 r}}{1+e^{-2 s}}+\sqrt{\frac{1+e^{-4 r}-e^{2 s-2 r}-e^{-4 s}}{1+2 e^{-2 s}+e^{-2 s-2 r}}}\right) \\
& \leq \log (2),
\end{aligned}
$$

where the last inequality holds because both terms in the argument of the log function are bounded from above by 1 for $s \in[0, r]$.

Moreover, we frequently apply the following upper and lower bounds for $\mathcal{H}^{i}\left(L_{i}(s) \cap B_{r}\right)$. As before, let $L_{i}(s)$ denote an arbitrary measurable choice of an $i$-dimensional totally geodesic subspace satisfying $d_{h}\left(L_{i}(s), p\right)=s, i \in\{1, \ldots, d-1\}$. The following lemma concerns the case $i \in\{2, \ldots, d-1\}$.

Lemma 3.2.4. If $i \in\{2, \ldots, d-1\}$ and $0 \leq s \leq r$, then

$$
\mathcal{H}^{i}\left(L_{i}(s) \cap B_{r}\right) \leq \frac{\omega_{i}}{i-1} e^{(r-s)(i-1)} .
$$

If, in addition, $0 \leq s \leq r-1 / 2$ then

$$
\frac{\omega_{i}}{e^{3(i-1)}(i-1)} e^{(r-s)(i-1)} \leq \mathcal{H}^{i}\left(L_{i}(s) \cap B_{r}\right) .
$$

Proof. We start by noting that $L_{i}(s) \cap B_{r}$ is an $i$-dimensional hyperbolic ball of radius $\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)$ for $i \in\{1, \ldots, d-1\}$, see [92, Theorem 3.5.3]. Thus we get

$$
\begin{equation*}
\mathcal{H}^{i}\left(L_{i}(s) \cap B_{r}\right)=\omega_{i} \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} \sinh ^{i-1}(u) d u \tag{3.7}
\end{equation*}
$$

for $i \in\{1, \ldots, d-1\}$. Hence, using Lemma 3.2 .3 and for $i \in\{2, \ldots, d-1\}$ we get

$$
\begin{aligned}
\mathcal{H}^{i}\left(L_{i}(s) \cap B_{r}\right) & \leq \omega_{i} \int_{0}^{r-s+\log (2)} \sinh ^{i-1}(u) d u \\
& \leq \frac{\omega_{i}}{2^{i-1}} \int_{0}^{r-s+\log (2)} e^{u(i-1)} d u \\
& \leq \frac{\omega_{i}}{2^{i-1}(i-1)} 2^{i-1} e^{(r-s)(i-1)} \\
& =\frac{\omega_{i}}{i-1} e^{(r-s)(i-1)} .
\end{aligned}
$$

On the other hand, Lemma 3.2 .3 and Lemma 2.2 .1 imply that

$$
\begin{aligned}
\mathcal{H}^{i}\left(L_{i}(s) \cap B_{r}\right) & \geq \omega_{i} \int_{0}^{r-s} \sinh ^{i-1}(u) d u \\
& =\omega_{i}\left(\int_{1 / 2}^{r-s} \sinh ^{i-1}(u) d u+\int_{0}^{1 / 2} \sinh ^{i-1}(u) d u\right) \\
& \geq \omega_{i}\left(\int_{1 / 2}^{r-s}\left(\frac{e^{u}}{e^{3}}\right)^{i-1} d u+\int_{0}^{1 / 2} u^{i-1} d u\right) \\
& =\frac{\omega_{i}}{e^{3(i-1)}(i-1)}\left(e^{(r-s)(i-1)}-e^{(i-1) / 2}\right)+\frac{1}{2^{i}} \frac{\omega_{i}}{i} \\
& \geq \frac{\omega_{i}}{e^{3(i-1)}(i-1)} e^{(r-s)(i-1)},
\end{aligned}
$$

where we used that $s \leq r-1 / 2$ to obtain the equality in the third line. The last inequality is due to

$$
\frac{1}{2^{i}} \frac{\omega_{i}}{i}-\frac{\omega_{i}}{e^{(5 / 2)(i-1)}(i-1)}=\omega_{i}\left(\frac{1}{i 2^{i}}-\frac{1}{e^{(5 / 2)(i-1)}(i-1)}\right) \geq 0 .
$$

The positivity of the last term holds for $i \geq 2$, since $2^{i+1} \leq e^{(5 / 2)(i-1)}$ implies that

$$
2^{i} \leq \frac{i-1}{i} e^{(5 / 2)(i-1)},
$$

which is equivalent to the desired inequality.
We will need later the following lemma.
Lemma 3.2.5. Let $r \geq 1$. For $k \in\{0,1, \ldots, d-1\}$ and $0 \leq s \leq r$, let $L_{k}(s) \in A_{h}(d, k)$ be a
$k$-dimensional totally geodesic subspace such that $d_{h}\left(L_{k}(s), p\right)=s$. Then for any $l \in \mathbb{N}$ there exist constants $c, C>0$, depending only on $k, l$ and $d$, such that

$$
\begin{aligned}
c g(k, l, d, r) \leq \omega_{d-k} \int_{0}^{r} & \cosh ^{k}(s) \sinh ^{d-1-k}(s) \mathcal{H}^{k}\left(L_{k}(s) \cap B_{r}\right)^{l} d s \\
& =\int_{A_{h}(d, k)} \mathcal{H}^{k}\left(H \cap B_{r}\right)^{l} \mu_{k}(d H) \leq C g(k, l, d, r)
\end{aligned}
$$

with

$$
g(k, l, d, r)= \begin{cases}\exp (r(d-1)) & : l(k-1)<d-1 \\ r \exp (r(d-1)) & : l(k-1)=d-1 \\ \exp (r l(k-1)) & : l(k-1)>d-1\end{cases}
$$

Proof. The asserted equality of the two integral expressions is clear from the argument for the second claim in Corollary 3.2.2.

For $k=0$ the integral is just the volume of a geodesic ball of radius $r$ which can be bounded from above and below by a positive constant times $\exp (r(d-1))$.

In the following, we repeatedly use that the intersection $L_{k}(s) \cap B_{r}$ is a $k$-dimensional hyperbolic ball of radius $\operatorname{arcosh}(\cosh (r) / \cosh (s))$. The constants $c$ and $C$ used in the calculations below only depend on $k, l, d$ and may vary from line to line. Suppose that $k \geq 2$. The substitution $u=r-s$ and an application of Lemma 3.2.3 yield

$$
\begin{aligned}
\int_{0}^{r} & \cosh ^{k}(s) \sinh ^{d-1-k}(s) \mathcal{H}^{k}\left(L_{k}(s) \cap B_{r}\right)^{l} d s \\
& =\int_{0}^{r} \cosh ^{k}(r-u) \sinh ^{d-1-k}(r-u) \mathcal{H}^{k}\left(L_{k}(r-u) \cap B_{r}\right)^{l} d u \\
& =\int_{0}^{r} \cosh ^{k}(r-u) \sinh ^{d-1-k}(r-u)\left(\omega_{k} \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (r-u)}\right)} \sinh ^{k-1}(s) d s\right)^{l} d u \\
& \leq C \int_{0}^{r} e^{k(r-u)} e^{(d-1-k)(r-u)}\left(2^{-(k-1)} \int_{0}^{u+\log (2)} e^{(k-1) s} d s\right)^{l} d u \\
& \leq C \int_{0}^{r} e^{(d-1)(r-u)}\left(\frac{1}{k-1} e^{(u+\log (2))(k-1)}\right)^{l} d u \\
& \leq C e^{r(d-1)} \int_{0}^{r} e^{u(l(k-1)-(d-1))} d u \\
& \leq C g(k, l, d, r)
\end{aligned}
$$

To obtain the lower bound, we first show for $u \geq 0.2$ that

$$
\begin{aligned}
\int_{0}^{u} \sinh ^{k-1}(s) & \geq \int_{0.1}^{u} \sinh ^{k-1}(s) d s \geq \int_{0.1}^{u} e^{(k-1)(s-3)} d s \\
& \geq \frac{e^{-3(k-1)}}{k-1}\left(e^{(k-1) u}-e^{0.1(k-1)}\right) \\
& \geq \frac{e^{0.1(k-1)}}{k-1} e^{-3(k-1)}\left(e^{(k-1)(u-0.1)}-1\right) \\
& \geq \frac{e^{0.1(k-1)}}{k-1} e^{-3(k-1)} \frac{1}{20} e^{(k-1)(u-0.1)} .
\end{aligned}
$$

Now we substitute again $u=r-s$. An application of Lemma 2.2 .1 and the lower bound from Lemma 3.2.3 then yield

$$
\begin{aligned}
\int_{0}^{r} & \cosh ^{k}(s) \sinh ^{d-1-k}(s) \mathcal{H}^{k}\left(L_{k}(s) \cap B_{r}\right)^{l} d s \\
& =\int_{0}^{r} \cosh ^{k}(r-u) \sinh ^{d-1-k}(r-u) \mathcal{H}^{k}\left(L_{k}(r-u) \cap B_{r}\right)^{l} d u \\
& =\int_{0}^{r} \cosh ^{k}(r-u) \sinh ^{d-1-k}(r-u)\left(\omega_{k} \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (r-u)}\right)} \sinh ^{k-1}(s) d s\right)^{l} d u \\
& \geq c \int_{0}^{r-0.1} e^{k(r-u)} e^{(d-1-k)(r-u-3)}\left(\int_{0}^{u} \sinh ^{k-1}(s) d s\right)^{l} d u \\
& \geq c e^{r(d-1)} \int_{0.2}^{r-0.1} e^{-u(d-1)} e^{l(k-1)(u-0.1)} d u \\
& =c e^{r(d-1)} \int_{0.2}^{r-0.1} e^{u(l(k-1)-(d-1))} d u \\
& \geq c g(k, l, d, r) .
\end{aligned}
$$

For $k=1$, the proof is almost the same except that we simply use that $\int_{0}^{a} \sinh ^{k-1}(s) d s=a$ for $a \geq 0$.

## The Planar case $d=2$

Although we present a very detailed covariance analysis in Section 3.2 .5 we will separately investigate the asymptotic behaviour of the variances in Lemmas 3.2.6-3.2.8. In fact while the results of Section 3.2 .5 are necessary for the multivariate central limit theorems, the variance analysis we carry out here is already sufficient for the unvariate cases. In this and the following two sections, $c_{i}$ will denote a positive constant only depending on the dimension and a counting parameter $i \in \mathbb{N}_{0}$. If it additionally depends on another parameter $n \in \mathbb{N}_{0}$, we indicate this by writing, for instance, $c_{i, n}$ or $c_{i}(n)$. The value of this constant may change from occasion to occasion.

Lemma 3.2.6. Let $d=2, i \in\{0,1\}$ and $t \geq t_{0}>0$. Then there are constants $c^{(i)}\left(2, t_{0}\right), C^{(i)}\left(2, t_{0}\right) \in(0, \infty)$ such that for all $r \geq 1$,

$$
c^{(i)}\left(2, t_{0}\right) t^{3-2 i} e^{r} \leq \mathbb{V} \operatorname{ar}\left(F_{r, t}^{(i)}\right) \leq C^{(i)}\left(2, t_{0}\right) t^{3-2 i} e^{r}
$$

Proof. For $i \in\{0,1\}$ and $n=1$, Corollary 3.2 .2 and Lemma 3.2.5 yield

$$
c_{i} e^{r} \leq\left\|f_{1}^{(i)}\right\|_{1}^{2}=c_{i} \int_{0}^{r} \cosh (s) \mathcal{H}^{1}\left(L_{1}(s) \cap B_{r}\right)^{2} d s \leq C_{i} e^{r}
$$

Similarly, for $i=0$ and $n=2$ we obtain

$$
\left\|f_{2}^{(0)}\right\|_{2}^{2}=c_{0} \int_{0}^{r} \sinh (s) \mathcal{H}^{0}\left(L_{1}(s) \cap B_{r}\right)^{2} d s=c_{0} \int_{0}^{r} \sinh (s) d s=c_{0}(\cosh (r)-1)
$$

From (3.5) we now deduce that

$$
c\left(t^{2}+t^{3}\right) e^{r} \leq c_{1} t^{3} e^{r}+c_{2} t^{2} e^{r} \leq \operatorname{Var}\left(F_{r, t}^{(0)}\right) \leq c_{1} t^{3} e^{r}+c_{2} t^{2} e^{r} \leq C\left(t^{2}+t^{3}\right) e^{r} .
$$

Using that $t \geq t_{0}>0$, the assertion follows for $i=0$. The case $i=1$ is obtained in the same way, but requires bounds for only one summand in (3.5).

The spatial case $d=3$
Lemma 3.2.7. Let $d=3, i \in\{0,1,2\}$ and $t \geq t_{0}>0$. Then there are constants $c^{(i)}\left(3, t_{0}\right), C^{(i)}\left(3, t_{0}\right) \in(0, \infty)$ such that for all $r \geq 1$,

$$
c^{(i)}\left(3, t_{0}\right) t^{5-2 i} r e^{2 r} \leq \mathbb{V} a r\left(F_{r, t}^{(i)}\right) \leq C^{(i)}\left(3, t_{0}\right) t^{5-2 i} r e^{2 r} .
$$

Proof. Corollary 3.2 .2 and Lemma 3.2 .5 imply the upper bound

$$
\operatorname{Var}\left(F_{r, t}^{(i)}\right)-\sum_{n=2}^{3-i} t^{6-2 i-n} n!\left\|f_{n}^{(i)}\right\|_{n}^{2}=t^{5-2 i}\left\|f_{1}^{(i)}\right\|_{1}^{2} \leq c_{i} t^{5-2 i} r e^{2 r}
$$

It remains to determine the asymptotic behaviour in $r$ of the terms $\left\|f_{2}^{(i)}\right\|_{2}^{2}$ and $\left\|f_{3}^{(i)}\right\|_{3}^{2}$. Corollary 3.2 .2 and Lemma 3.2 .5 yield

$$
c_{i} e^{2 r} \leq\left\|f_{2}^{(i)}\right\|_{2}^{2} \leq C_{i} e^{2 r} \quad \text { and } \quad c_{i} e^{2 r} \leq\left\|f_{3}^{(i)}\right\|_{3}^{2} \leq C_{i} e^{2 r} .
$$

To deduce the lower bound, it is sufficient to derive a lower bound for the term $\left\|f_{1}^{(i)}\right\|_{1}^{2}$. But

$$
\operatorname{Var}\left(F_{r, t}^{(i)}\right) \geq t^{5-2 i}\left\|f_{1}^{(i)}\right\|_{1}^{2} \geq c_{i} t^{5-2 i} r e^{2 r} .
$$

This completes the proof.

## The higher dimensional case $d \geq 4$

Lemma 3.2.8. Let $d \geq 4, i \in\{0,1, \ldots, d-1\}$, and $t \geq t_{0}>0$. Then there are positive constants $c^{(i)}\left(d, t_{0}\right), C^{(i)}\left(d, t_{0}\right) \in(0, \infty)$ such that for all $r \geq 1$,

$$
c^{(i)}\left(d, t_{0}\right) t^{2(d-i)-1} e^{2 r(d-2)} \leq \mathbb{V} a r\left(F_{r, t}^{(i)}\right) \leq C^{(i)}\left(d, t_{0}\right) t^{2(d-i)-1} e^{2 r(d-2)} .
$$

Proof. Combining Corollary 3.2 .2 with Lemma 3.2.5, we obtain

$$
\operatorname{Var}\left(F_{r, t}^{(i)}\right)-\sum_{n=d-1}^{d-i} t^{2(d-i)-n} n!\left\|f_{n}^{(i)}\right\|_{n}^{2} \leq \sum_{n=1}^{\min \{d-2, d-i\}} c_{i, n} t^{2(d-i)-n} g(d-n, 2, d, r) .
$$

For $n=1 \leq \min \{d-2, d-i\}$, we have $g(d-1,2, d, r) \leq C_{i} \exp (r 2(d-2))$, since $2(d-2)-(d-1)=$ $d-3>0$. If $2(d-n-1)-(d-1)=d-1-2 n>0$, then $g(d-n, 2, d, r) \leq g(d-1,2, d, r)$. For the remaining cases, we use that $\exp (r(d-1))$ is of lower order than $\exp (2 r(d-2))$ for $d \geq 4$. Moreover, as in the case $d=3$ it follows that $\left\|f_{d-1}^{(i)}\right\|_{d-1}^{2}$ and $\left\|f_{d}^{(i)}\right\|_{d}^{2}$ are of order at most $e^{r(d-1)}$.

This yields the upper bound.
The lower bound is again derived by just taking into account $\left\|f_{1}^{(i)}\right\|_{1}^{2}$ and by applying the lower bound $g(d-1,2, d, r) \geq c_{i} \exp (r 2(d-2))$ from Lemma 3.2.5.

### 3.2.5 Covariance analysis

In this section we prepare the proof of Theorem 3.1 .7 by an asymptotic analysis of the covariance structure of the random vector $\mathbf{F}_{r, t}$ in dimensions $d=2$ and $d=3$.

The Planar case $d=2$
The following lemma describes the rate of convergence, as $r \rightarrow \infty$, of the suitably scaled covariances to the asymptotic covariance matrix $\Sigma_{d}=\left(\sigma_{d}^{i, j}\right)_{i, j=0}^{d-1}$ for $d=2$.

Lemma 3.2.9. Let $d=2$ and $t \geq t_{0}>0$. There is a positive constant $c_{\operatorname{cov}}\left(2, t_{0}\right) \in(0, \infty)$ such that if $r \geq 1$, then

$$
\left|\sigma_{2}^{i, j}-\mathbb{C} o v\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{e^{r / 2}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{e^{r / 2}}\right)\right| \leq c_{\operatorname{cov}}\left(2, t_{0}\right) t^{3-i-j} r^{2} e^{-r}, \quad i, j \in\{0,1\}
$$

Moreover,

$$
\Sigma_{2}=\left(\begin{array}{cc}
t^{2}\left(\left(\frac{4}{\pi}\right)^{2} t a+\frac{1}{\pi}\right) & \frac{8}{\pi} t^{2} a  \tag{3.8}\\
\frac{8}{\pi} t^{2} a & 4 t a
\end{array}\right)
$$

and $a=4 \cdot G$ with Catalan's constant $G \approx 0.915965594$. In particular, $\Sigma_{2}$ is positive definite with $\operatorname{det}\left(\Sigma_{2}\right)=\frac{4}{\pi} t^{3} a$.

Proof. Since $\mathbf{F}_{r, t}$ is a vector of Poisson U-statistics the covariance representation (3.6) shows that, for $i, j \in\{0,1\}$,

$$
\operatorname{Cov}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{e^{r / 2}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{e^{r / 2}}\right)=e^{-r} \sum_{n=1}^{\min \{2-i, 2-j\}} t^{4-i-j-n} n!\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n}
$$

and it remains to compute the scalar products. Using (3.7) and Corollary 3.2.2 we get

$$
\begin{aligned}
\left\langle f_{1}^{(i)}, f_{1}^{(j)}\right\rangle_{1} & =c(2,1, i, j) \cdot 2 \cdot 4 \int_{0}^{r} \cosh (s) \operatorname{arcosh}^{2}\left(\frac{\cosh (r)}{\cosh (s)}\right) d s \\
& =c(2,1, i, j) \cdot 2 \cdot 4 \int_{0}^{r} \cosh (r-s) \operatorname{arcosh}^{2}\left(\frac{\cosh (r)}{\cosh (r-s)}\right) d s \\
& =c_{1}^{(i, j)} \int_{0}^{r}\left(e^{r-s}+e^{s-r}\right) \operatorname{arcosh}^{2}\left(e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right) d s
\end{aligned}
$$

with $c_{1}^{(i, j)}=4 \cdot c(i, 1,2) c(j, 1,2)$. We have $c(0,1,2)=2 / \pi$ and $c(1,1,2)=1$, and hence

$$
c_{1}^{(0,0)}=4\left(\frac{2}{\pi}\right)^{2}=\left(\frac{4}{\pi}\right)^{2}, \quad c_{1}^{(1,1)}=4, \quad c_{1}^{(1,0)}=c_{1}^{(0,1)}=4 \cdot \frac{2}{\pi}=\frac{8}{\pi}
$$

Furthermore, again by Corollary 3.2 .2

$$
\left\langle f_{2}^{(i)}, f_{2}^{(j)}\right\rangle_{2}=c(2,2, i, j) \cdot 2 \int_{0}^{r} \sinh (s) d s=c_{2}^{(i, j)}\left(e^{r}+e^{-r}-2\right)
$$

with $c_{2}^{(i, j)}=(2 / \pi) c(i, 2,2) c(j, 2,2)$. In particular, $c_{2}^{(0,0)}=1 /(2 \pi)$. In the following, we use that

$$
\begin{equation*}
\operatorname{arcosh}\left(e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right) \leq \operatorname{arcosh}\left(e^{s}\right) \leq s+\log (2) \tag{3.9}
\end{equation*}
$$

For $(i, j) \in\{(0,1),(1,0),(1,1)\}$ we then deduce from the dominated convergence theorem that

$$
\begin{aligned}
\sigma_{2}^{i, j} & =\lim _{r \rightarrow \infty} c_{1}^{(i, j)} t^{3-i-j} \int_{0}^{r}\left(e^{-s}+e^{-2 r+s}\right) \operatorname{arcosh}^{2}\left(e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right) d s \\
& =c_{1}^{(i, j)} t^{3-i-j} \int_{0}^{\infty} e^{-s} \operatorname{arcosh}^{2}\left(e^{s}\right) d s=: c_{1}^{(i, j)} t^{3-i-j} \cdot a
\end{aligned}
$$

and, in addition we have

$$
\sigma_{2}^{0,0}=c_{1}^{(0,0)} t^{3} \cdot a+2 t^{2} c_{2}^{(0,0)}
$$

Since $a=4 \cdot \mathrm{G}$ by the following Remark 3.2.2, we obtain the specific values of $\sigma_{2}^{i, j}$ for $i, j \in\{0,1\}$, and hence the determinant of the asymptotic covariance matrix $\Sigma_{2}$ given in (3.8).

Next we prove the asserted rates of convergence. For $(i, j) \in\{(0,1),(1,0),(1,1)\}$, we get

$$
\begin{align*}
& \left|\sigma_{2}^{i, j}-\mathbb{C o v}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{e^{r / 2}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{e^{r / 2}}\right)\right| \\
& =\left|c_{1}^{(i, j)} t^{3-i-j} \cdot a-c_{1}^{(i, j)} t^{3-i-j} \int_{0}^{r}\left(e^{-s}+e^{-2 r+s}\right) \operatorname{arcosh}^{2}\left(e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right) d s\right| \\
& \leq c_{1}^{(i, j)} t^{3-i-j} \int_{0}^{r} e^{-s}\left(\operatorname{arcosh}^{2}\left(e^{s}\right)-\operatorname{arcosh}^{2}\left(e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right)\right) d s  \tag{3.10}\\
& \quad+c_{1}^{(i, j)} t^{3-i-j} \int_{0}^{r} e^{-2 r+s} \operatorname{arcosh}^{2}\left(e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right) d s  \tag{3.11}\\
& \quad+c_{1}^{(i, j)} t^{3-i-j} \int_{r}^{\infty} e^{-s} \operatorname{arcosh}^{2}\left(e^{s}\right) d s \tag{3.12}
\end{align*}
$$

Applying the second inequality in (3.9) to the expression in (3.12) we get

$$
\begin{equation*}
\int_{r}^{\infty} e^{-s} \operatorname{arcosh}^{2}\left(e^{s}\right) d s \leq \int_{r}^{\infty} e^{-s}(\log (2)+s)^{2} d s \leq c r^{2} e^{-r} \tag{3.13}
\end{equation*}
$$

Using (3.9) for the expression in (3.11) we obtain

$$
\begin{align*}
\int_{0}^{r} e^{-2 r+s} \operatorname{arcosh}^{2}\left(e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right) d s & \leq \int_{0}^{r} e^{-2 r+s} \operatorname{arcosh}^{2}\left(e^{s}\right) d s \\
& \leq \int_{0}^{r} e^{-2 r+s}(s+\log (2))^{2} d s \\
& \leq c r^{2} e^{-r} \tag{3.14}
\end{align*}
$$

Finally, we treat the expression in (3.10). An application of the mean value theorem in the first and $(\overline{3.9)}$ in the second to last step yields

$$
\begin{align*}
\int_{0}^{r} & e^{-s}\left(\operatorname{arcosh}^{2}\left(e^{s}\right)-\operatorname{arcosh}^{2}\left(e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right)\right) d s \\
& \leq \int_{0}^{r} e^{-s}\left(\left(e^{s}-e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right)\right)_{z \in\left[e^{s}\left(\frac{1+e^{-2 r}}{1+e^{2(s-r)}}\right), e^{s}\right]} \frac{d}{d z}\left(\operatorname{arcosh}^{2}(z)\right)\right) d s \\
& \leq \int_{0}^{r}\left(\frac{e^{2(s-r)}-e^{-2 r}}{1+e^{2(s-r)}}\right) \frac{2 \operatorname{arcosh}\left(e^{s}\right)}{\sqrt{\left(\frac{e^{s}+e^{-2 r+s}}{1+e^{2(s-r)}}\right)^{2}-1}} d s \\
& =\int_{0}^{r} e^{-2 r}\left(e^{2 s}-1\right) \frac{2 \operatorname{arcosh}\left(e^{s}\right)}{\sqrt{e^{2 s}-1+e^{2(s-2 r)}-e^{-4(r-s)}}} d s \\
& \leq \frac{1}{\sqrt{1-e^{-2 r}}} \int_{0}^{r} e^{-2 r}\left(e^{2 s}-1\right) \frac{2 \operatorname{arcosh}\left(e^{s}\right)}{\sqrt{e^{2 s}-1}} d s \\
& \leq c e^{-2 r} \int_{0}^{r} \sqrt{e^{2 s}-1} \operatorname{arcosh}\left(e^{s}\right) d s \\
& \leq c e^{-2 r} \int_{0}^{r} e^{s}(s+\log (2)) d s \\
& \leq c r e^{-r} . \tag{3.15}
\end{align*}
$$

Thus, a combination of (3.13), (3.14) and (3.15) yields the result for $(i, j) \in\{(0,1),(1,0),(1,1)\}$. Finally, if $(i, j)=(0,0)$ we obtain the result by additionally taking into account that

$$
\left|c_{2}^{(0,0)}\left(1+e^{-2 r}-2 e^{-r}\right)-c_{2}^{(0,0)}\right| \leq c e^{-r} .
$$

This completes the proof.

Remark 3.2.2. The relation $a=4 \mathrm{G}$ can be confirmed by Maple. It is not clear to us how Maple verifies this relation. Since we could not find the current integral representation of the Catalan constant in one of the lists available to us, we provide a short derivation. We first use the substitution $t=\exp \left(-\operatorname{arcosh}\left(e^{s}\right)\right)$ or $e^{s}=\frac{1}{2}\left(t^{-1}+t\right)$ and then expand $\left(1+t^{2}\right)^{-2}$ into a Taylor series under the integral sign. This leads to

$$
a=\int_{0}^{\infty} e^{-s} \operatorname{arcosh}^{2}\left(e^{s}\right)=\int_{0}^{1} \frac{1-t^{2}}{\left(1+t^{2}\right)^{2}}(\ln t)^{2} d t=2 \int_{0}^{1} \sum_{i=0}^{\infty}(-1)^{i}(i+1) t^{2 i}\left(1-t^{2}\right)(\ln t)^{2} d t .
$$

By the substitution $t=e^{y}$ we obtain

$$
\int_{0}^{1} t^{2 i}(\ln t)^{2} d t=\frac{2}{(2 i+1)^{3}} .
$$

Hence we can interchange summation and integration to get

$$
\begin{aligned}
a & =4\left(\sum_{i=0}^{\infty}(-1)^{i}(i+1) \frac{1}{(2 i+1)^{3}}-\sum_{i=0}^{\infty}(-1)^{i}(i+1) \frac{1}{(2 i+3)^{3}}\right) \\
& =4\left(\frac{1}{2} \mathrm{G}+\frac{1}{2} \sum_{i=0}^{\infty}(-1)^{i} \frac{1}{(2 i+1)^{3}}-\frac{1}{2}(-\mathrm{G}+1)+\frac{1}{2} \sum_{i=0}^{\infty}(-1)^{i} \frac{1}{(2 i+3)^{3}}\right) \\
& =4\left(\frac{1}{2} \mathrm{G}+\frac{1}{2} \mathrm{G}+\frac{1}{2}-\frac{1}{2}\right)=4 \mathrm{G} .
\end{aligned}
$$

The spatial case $d=3$

Now we turn to the case $d=3$ and again describes the rate of convergence, as $r \rightarrow \infty$, of the suitably scaled covariances to the asymptotic covariance matrix $\Sigma_{d}=\left(\sigma_{d}^{i, j}\right)_{i, j=0}^{d-1}$.

Lemma 3.2.10. Let $d=3$ and $t \geq t_{0}>0$. There exists a positive constant $c_{\text {cov }}\left(3, t_{0}\right) \in(0, \infty)$ such that

$$
\left|\sigma_{3}^{i, j}-\mathbb{C} \operatorname{Cov}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{r} e^{r}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{\sqrt{r} e^{r}}\right)\right| \leq c_{c o v}\left(3, t_{0}\right) t^{5-i-j} r^{-1}, \quad i, j \in\{0,1,2\}
$$

for $r \geq 1$. The matrix $\Sigma_{3}$ has rank one and is explicitly given by

$$
\Sigma_{3}=2 \pi^{2}\left(\begin{array}{ccc}
\frac{\pi^{2}}{2^{8}} t^{5} & \frac{\pi^{2}}{2^{6}} t^{4} & \frac{\pi}{2^{4}} t^{3}  \tag{3.16}\\
\frac{\pi^{2}}{2^{6}} t^{4} & \frac{\pi^{2}}{2^{4}} t^{3} & \frac{\pi}{2^{2}} t^{2} \\
\frac{\pi}{2^{4}} t^{3} & \frac{\pi}{2^{2}} t^{2} & t
\end{array}\right)
$$

Proof. For $i, j \in\{0,1,2\}$, the covariance formula for Poisson U-statistics yields that

$$
\operatorname{Cov}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{r} e^{r}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{\sqrt{r} e^{r}}\right)=r^{-1} e^{-2 r} \sum_{n=1}^{\min \{3-i, 3-j\}} t^{6-i-j-n} n!\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n}
$$

As in the planar case $d=2$ we compute the scalar products. We let $L_{2}(s)$ be a 2 -dimensional subspace in $\mathbb{H}^{3}$ having distance $s \geq 0$ from the origin $p$. For $n=1$ Corollary 3.2.2 and Equation (3.7) yield

$$
\begin{aligned}
\left\langle f_{1}^{(i)}, f_{1}^{(j)}\right\rangle_{1} & =\omega_{1} c(3,1, i, j) \int_{0}^{r} \cosh ^{2}(s) \mathcal{H}^{2}\left(L_{2}(s) \cap B_{r}\right)^{2} d s \\
& =\omega_{2}^{2} \omega_{1} c(3,1, i, j) \int_{0}^{r} \cosh ^{2}(s)\left(\int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} \sinh (u) d u\right)^{2} d s \\
& =\omega_{2}^{2} \omega_{1} c(3,1, i, j) \int_{0}^{r} \cosh ^{2}(s)\left(\frac{\cosh (r)}{\cosh (s)}-1\right)^{2} d s \\
& =\omega_{2}^{2} \omega_{1} c(3,1, i, j) \int_{0}^{r}(\cosh (r)-\cosh (s))^{2} d s \\
& =\omega_{2}^{2} \omega_{1} c(3,1, i, j) \frac{1}{2}\left(r+2 r \cosh ^{2}(r)-3 \sinh (r) \cosh (r)\right)
\end{aligned}
$$

In addition, using Lemma 2.4.2 and Lemma 3.2.5, we obtain

$$
\left\langle f_{2}^{(i)}, f_{2}^{(j)}\right\rangle_{2} \leq c e^{2 r} \quad \text { and } \quad\left\langle f_{3}^{(i)}, f_{3}^{(j)}\right\rangle_{3} \leq c e^{2 r}
$$

Since $c(3,2)=1, c(0,1,3)=\pi / 16, c(1,1,3)=\pi / 4$ and $c(2,1,3)=1$, we obtain $c(3,1,0,0)=$ $\pi^{2} / 2^{8}, c(3,1,0,1)=\pi^{2} / 2^{6}, c(3,1,0,2)=\pi / 2^{4}, c(3,1,1,1)=\pi^{2} / 2^{4}, c(3,1,1,2)=\pi / 2^{2}$ and $c(3,1,2,2)=1$. Moreover, we have

$$
\begin{aligned}
\sigma_{3}^{i, j} & =\lim _{r \rightarrow \infty} t^{5-i-j} \omega_{2}^{2} \omega_{1} c(3,1, i, j) \frac{1}{2} r^{-1} e^{-2 r}\left(r+2 r \cosh ^{2}(r)-3 \sinh (r) \cosh (r)\right) \\
& =t^{5-i-j} \omega_{2}^{2} \omega_{1} c(3,1, i, j) \frac{1}{4} \\
& =t^{5-i-j} 2 \pi^{2} c(3,1, i, j) .
\end{aligned}
$$

Therefore we conclude that the asymptotic covariance matrix $\Sigma_{3}$ is given by (3.16). Clearly, $\Sigma_{3}$ has rank one. Moreover, we obtain

$$
\begin{aligned}
& \left\lvert\, \begin{array}{l}
\left|\sigma_{3}^{i, j}-\mathbb{C o v}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{r} e^{r}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{\sqrt{r} e^{r}}\right)\right| \\
\begin{aligned}
& \leq t^{5-i-j} 4 \pi^{2} c(3,1, i, j)\left|1 / 2-r^{-1} e^{-2 r}\left(r+2 r \cosh ^{2}(r)-3 \sinh (r) \cosh (r)\right)\right| \\
&+r^{-1} e^{-2 r} \sum_{n=2}^{\min \{3-i, 3-j\}} t^{6-i-j-n} n!\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n}
\end{aligned} \\
\leq c_{\operatorname{cov}}\left(3, t_{0}\right) t^{5-i-j} r^{-1},
\end{array}\right.
\end{aligned}
$$

where we used that $\left|1 / 2-r^{-1} e^{-2 r}\left(r+2 r \cosh ^{2}(r)-3 \sinh (r) \cosh (r)\right)\right|$ is bounded from above by a constant multiple of $r^{-1}$ as $r \rightarrow \infty$. This completes the proof.

The case $d \geq 4$

In order to describe explicitly the limit covariance matrix $\Sigma(d)$ for $d \geq 4$ we need the following lemma.

Lemma 3.2.11. For $\alpha>0$,

$$
\int_{0}^{\infty} \cosh ^{-\alpha}(x) d x=\frac{\sqrt{\pi}}{2} \frac{\Gamma\left(\frac{\alpha}{2}\right)}{\Gamma\left(\frac{\alpha+1}{2}\right)} .
$$

Proof. Substituting first $u=e^{x}$ and then $\tan (z)=u$, and using $\left(\tan ^{2}(x)+1\right)^{-1}=\cos ^{2}(x)$, we get

$$
\int_{0}^{\infty} \cosh ^{-\alpha}(x) d x=2^{\alpha} \int_{1}^{\infty} \frac{u^{\alpha-1}}{\left(u^{2}+1\right)^{\alpha}} d u=2^{\alpha} \int_{\pi / 4}^{\pi / 2} \sin ^{\alpha-1}(z) \cos ^{\alpha-1}(z) d z=: I_{\alpha} .
$$

The trigonometric identity $2 \sin \alpha \cos \alpha=\sin (2 \alpha)$ and the substitution $y=2 z$ yield

$$
I_{\alpha}=2 \int_{\pi / 4}^{\pi / 2} \sin ^{\alpha-1}(2 z) d z=\int_{0}^{\pi / 2} \sin ^{\alpha-1}(y) d y=\frac{\sqrt{\pi}}{2} \frac{\Gamma\left(\frac{\alpha}{2}\right)}{\Gamma\left(\frac{\alpha+1}{2}\right)}
$$

This completes the argument.
Depending on the dimension, we will bound the speed of convergence by means of the function

$$
h(d, r)= \begin{cases}e^{-r} & : d=4 \\ r e^{-2 r} & : d=5 \\ e^{-2 r} & : d \geq 6\end{cases}
$$

Lemma 3.2.12. Let $d \geq 4$ and $t \geq t_{0}>0$. There exists a positive constant $c_{\operatorname{cov}}\left(d, t_{0}\right) \in(0, \infty)$ such that

$$
\left|\sigma_{d}^{i, j}-\mathbb{C} o v\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{e^{r(d-2)}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{e^{r(d-2)}}\right)\right| \leq c_{\operatorname{cov}}\left(d, t_{0}\right) t^{2 d-1-i-j} h(d, r)
$$

for $r \geq 1$ and any $i, j \in\{0, \ldots, d-1\}$. The matrix $\Sigma_{d}$ has rank one and its entries are explicitly given by

$$
\begin{equation*}
\sigma_{d}^{i, j}=t^{2 d-1-i-j} c(i, 1, d) c(j, 1, d) \frac{\omega_{d-1} \omega_{d}}{4^{d-2}(d-3)(d-2)}, \quad i, j \in\{0, \ldots, d-1\} \tag{3.17}
\end{equation*}
$$

where the constants $c(i, 1, d), c(j, 1, d)$ are introduced in Lemma 3.2.1.
Proof. Recall that

$$
\begin{equation*}
\operatorname{Cov}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{e^{(d-2) r}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{e^{(d-2) r}}\right)=e^{-2(d-2) r} \sum_{n=1}^{\min \{d-i, d-j\}} t^{2 d-i-j-n} n!\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n} \tag{3.18}
\end{equation*}
$$

for $r \geq 1$. In a first step, we bound from above the summands with $n \geq 2$. For this, let $n \in\{2, \ldots, \min \{d-i, d-j\}\}$. Lemma 3.2.5 implies that

$$
e^{-2(d-2) r}\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n} \leq c e^{-2(d-2) r} g(d-n, 2, d, r)
$$

with some constant $c$, not depending on $r$. For $2(d-n-1)<d-1$ we obtain from Lemma 3.2.5 that

$$
c e^{-2(d-2) r} g(d-n, 2, d, r) \leq c e^{r(-2 d+4)} e^{r(d-1)} \leq c e^{r(-d+3)} \leq c h(d, r)
$$

Note that $2(d-n-1)=d-1$ implies that $d$ is odd, hence $d \geq 5$, and therefore

$$
c e^{-2(d-2) r} g(d-n, 2, d, r) \leq c e^{r(-2 d+4)} r e^{r(d-1)} \leq c r e^{r(-d+3)} \leq c h(d, r)
$$

For $2(d-n-1)>d-1$ we get

$$
c e^{-2(d-2) r} g(d-n, 2, d, r) \leq c e^{r(-2 d+4)} e^{2 r(d-n-1)} \leq c e^{r(-2 n+2)} \leq c h(d, r)
$$

since $n \geq 2$.

Now we examine the remaining term corresponding to $n=1$ in (3.18). By Corollary 3.2 .2 and (3.7) we get

$$
\begin{align*}
& e^{-2(d-2) r}\left\langle f_{1}^{(i)}, f_{1}^{(j)}\right\rangle_{1} \\
&= \frac{c(d, 1, i, j) \omega_{1}}{e^{2(d-2) r}} \int_{0}^{r} \cosh ^{d-1}(s) \mathcal{H}^{d-1}\left(L_{d-1}(s) \cap B_{r}\right)^{2} d s \\
&= \frac{c(d, 1, i, j) \omega_{1}}{e^{2(d-2) r}} \int_{0}^{r} \cosh ^{d-1}(s)\left(\omega_{d-1} \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} \sinh ^{d-2}(u) d u\right)^{2} d s \\
&= \frac{c(d, 1, i, j) \omega_{1} \omega_{d-1}^{2}}{e^{2(d-2) r}} \int_{0}^{r} \cosh ^{d-1}(s)  \tag{3.19}\\
& \times\left(\int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} \sum_{k=0}^{d-2} \frac{(-1)^{k}}{2^{d-2}}\binom{d-2}{k} e^{u(d-2-2 k)} d u\right)^{2} d s \\
&= \frac{c(d, 1, i, j) \omega_{1} \omega_{d-1}^{2}}{4^{d-2} e^{2(d-2) r}} \int_{0}^{r} \cosh ^{d-1}(s) \\
& \times\left(\sum_{k=0}^{d-2}(-1)^{k}\binom{d-2}{k} \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u(d-2-2 k)} d u\right)^{2} d s .
\end{align*}
$$

The quadratic term in brackets in 3.19 ) is given by

$$
\begin{aligned}
\sum_{\left(k_{1}, k_{2}\right) \in\{0, \ldots, d-2\}^{2}}(-1)^{k_{1}+k_{2}}\binom{d-2}{k_{1}}\binom{d-2}{k_{2}} & \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u_{1}\left(d-2-2 k_{1}\right)} d u_{1} \\
& \times \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u_{2}\left(d-2-2 k_{2}\right)} d u_{2}
\end{aligned}
$$

Next, we provide and upper bound for the summands obtained for $\left(k_{1}, k_{2}\right) \in\{0, \ldots, d-2\}^{2}$ \ $\{(0,0)\}$. Without loss of generality we assume $k_{2} \geq 1$. Then we get

$$
\begin{align*}
& e^{-2(d-2) r} \int_{0}^{r} \cosh ^{d-1}(s) \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u_{1}\left(d-2-2 k_{1}\right)} d u_{1} \int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u_{2}\left(d-2-2 k_{2}\right)} d u_{2} d s  \tag{3.20}\\
& \quad \leq c e^{-2 r(d-2)} \int_{0}^{r} e^{s(d-1)} \int_{0}^{r-s+\log (2)} e^{u_{1}\left(d-2-2 k_{1}\right)} d u_{1} \int_{0}^{r-s+\log (2)} e^{u_{2}\left(d-2-2 k_{2}\right)} d u_{2} d s \\
& \quad \leq c e^{-2 r(d-2)} \int_{0}^{r} e^{s(d-1)} e^{(r-s)(d-2)} e^{(r-s)(d-4)} d s \\
& \quad \leq c e^{-2 r} \int_{0}^{r} e^{s(-d+5)} d s \leq c h(d, r) .
\end{align*}
$$

for $d \geq 5$. For $d=4$ the third line is

$$
c e^{-4 r} \int_{0}^{r} e^{3 s} e^{2(r-s)}(r-s+\log (2)) d s=c e^{-2 r} \int_{0}^{r}(r-s+\log (2)) e^{s} d s \leq c h(4, r)
$$

Therefore we can concentrate on the summand corresponding to $k=0$ in (3.19). In the following we will make use of the logarithmic representation $\operatorname{arcosh}(x)=\log \left(x+\sqrt{x^{2}-1}\right)$ of
the arcosh-function in order to evaluate the inner integral. Then we get

$$
\begin{align*}
& \cosh ^{-2(d-2)}(r) \int_{0}^{r} \cosh ^{d-1}(s)\left(\int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u(d-2)} d u\right)^{2} d s \\
& =\frac{\cosh ^{-2(d-2)}(r)}{(d-2)^{2}} \int_{0}^{r} \cosh ^{d-1}(s)\left(\left(\frac{\cosh (r)}{\cosh (s)}+\sqrt{\frac{\cosh ^{2}(r)}{\cosh ^{2}(s)}-1}\right)^{d-2}-1\right)^{2} d s  \tag{3.21}\\
& =(d-2)^{-2} \int_{0}^{r} \cosh ^{-(d-3)}(s)\left(\left(1+\sqrt{1-\frac{\cosh ^{2}(s)}{\cosh ^{2}(r)}}\right)^{d-2}-\left(\frac{\cosh (s)}{\cosh (r)}\right)^{d-2}\right)^{2} d s
\end{align*}
$$

For $r \rightarrow \infty$ this expression converges to a constant. To get the correct rate stated in the lemma we observe that

$$
\begin{aligned}
& \left|\sigma_{d}^{i, j}-\mathbb{C o v}\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{e^{r(d-2)}}, \frac{F_{r, t}^{(j)}-\mathbb{E} F_{r, t}^{(j)}}{e^{r(d-2)}}\right)\right| \\
& \leq\left|\sigma_{d}^{i, j}-e^{-2(d-2) r} t^{2 d-1-i-j}\left\langle f_{1}^{(i)}, f_{1}^{(j)}\right\rangle_{1}\right|+e^{-2(d-2) r} \sum_{n=2}^{\min \{d-i, d-j\}} t^{2 d-i-j-n} n!\left\langle f_{n}^{(i)}, f_{n}^{(j)}\right\rangle_{n}
\end{aligned}
$$

We have already shown that the second summand satisfies the asserted upper bound. It follows from $(3.20)$ that it remains to consider

$$
\begin{align*}
& \left|\sigma_{d}^{i, j}-\frac{\beta}{e^{2 r(d-2)}} \int_{0}^{r} \cosh ^{d-1}(s)\left(\int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u(d-2)} d u\right)^{2} d s\right| \\
& \leq\left|\sigma_{d}^{i, j}-\frac{\beta}{4^{d-2} \cosh ^{2(d-2)}(r)} \int_{0}^{r} \cosh ^{d-1}(s)\left(\int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u(d-2)} d u\right)^{2} d s\right|  \tag{3.22}\\
& \quad+\beta\left|\frac{1}{4^{d-2} \cosh ^{2(d-2)}(r)}-\frac{1}{e^{2 r(d-2)}}\right| \int_{0}^{r} \cosh ^{d-1}(s)\left(\int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u(d-2)} d u\right)^{2} d s
\end{align*}
$$

where we set

$$
\beta:=t^{2 d-1-i-j} \frac{c(d, 1, i, j) \omega_{1} \omega_{d-1}^{2}}{4^{d-2}}
$$

For the second summand, observe that

$$
\left|\frac{1}{4^{d-2} \cosh ^{2(d-2)}(r)}-\frac{1}{e^{2 r(d-2)}}\right| \leq e^{-2 r(d-2)}\left(1-\left(1+e^{-2 r}\right)^{-2(d-2)}\right) \leq c e^{-2 r(d-1)}
$$

Since by $(3.21)$ the integral in the second summand of $(3.22)$ is of the order $e^{2 r(d-2)}$, the second summand is at most of the order $\beta e^{-2 r}$.

It remains to show the decay of the first summand in (3.22). This is done by using the same steps as in (3.21) and by splitting up the limit covariance $\sigma_{d}^{i, j}$. Lemma 3.2 .11 and basic calculus show that the asserted entries of the asymptotic covariance matrix can be written in
the form

$$
\sigma_{d}^{i, j}=\frac{\beta}{(d-2)^{2}} \int_{0}^{\infty} \cosh ^{-(d-3)}(s) d s
$$

Then we get

$$
\left|\sigma_{d}^{i, j}-\frac{\beta}{4^{d-2} \cosh ^{2(d-2)}(r)} \int_{0}^{r} \cosh ^{d-1}(s)\left(\int_{0}^{\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh (s)}\right)} e^{u(d-2)} d u\right)^{2} d s\right| \leq I_{1}+I_{2}
$$

where

$$
I_{1}:=\frac{\beta}{(d-2)^{2}} \int_{r}^{\infty} \cosh ^{-(d-3)}(s) d s \leq c \beta e^{-(d-3) r} .
$$

and

$$
\begin{aligned}
& I_{2}:=\frac{\beta}{(d-2)^{2} 4^{d-2}} \int_{0}^{r} \cosh ^{-(d-3)}(s) \\
& \times\left|2^{2(d-2)}-\left(\left(1+\sqrt{1-\frac{\cosh ^{2}(s)}{\cosh ^{2}(r)}}\right)^{d-2}-\left(\frac{\cosh (s)}{\cosh (r)}\right)^{d-2}\right)^{2}\right| d s .
\end{aligned}
$$

It remains to provide an upper bound for $I_{2}$. For this we expand the square and use the triangle inequality to get $I_{2} \leq I_{3}+I_{4}$, where

$$
\begin{aligned}
I_{3} & \leq \beta \int_{0}^{r} \cosh ^{-(d-3)}(s)\left(2\left(1+\sqrt{1-\frac{\cosh ^{2}(s)}{\cosh ^{2}(r)}}\right)^{d-2}\left(\frac{\cosh (s)}{\cosh (r)}\right)^{d-2}+\left(\frac{\cosh (s)}{\cosh (r)}\right)^{2(d-2)}\right) d s \\
& \leq c \beta \int_{0}^{r} e^{-s(d-3)}\left(e^{(s-r)(d-2)}+e^{(s-r)(2 d-4)}\right) d s \\
& \leq c \beta e^{-r(d-2)} \int_{0}^{r} e^{s} d s+c \beta e^{-r(2 d-4)} \int_{0}^{r} e^{s(d-1)} d s \leq c \beta h(d, r),
\end{aligned}
$$

with some constant $c$. Here we also used that

$$
\begin{equation*}
\frac{\cosh (s)}{\cosh (r)}=\frac{e^{s}+e^{-s}}{e^{r}+e^{-r}} \leq \frac{2 e^{s}}{e^{r}}=2 e^{s-r}, \quad 0 \leq s \leq r . \tag{3.23}
\end{equation*}
$$

In order to provide an upper bound for $I_{4}$, we use the mean value theorem and the inequality $1-\sqrt{1-x} \leq x$, for $x \in[0,1]$, to get

$$
\left|2^{2(d-2)}-(1+\sqrt{1-x})^{2(d-2)}\right| \leq 2(d-2) 2^{2 d-5} x .
$$

Hence we obtain

$$
\begin{aligned}
I_{4} & \leq \beta \int_{0}^{r} \cosh ^{-(d-3)}(s)\left|2^{2(d-2)}-\left(1+\sqrt{1-\frac{\cosh ^{2}(s)}{\cosh ^{2}(r)}}\right)^{2(d-2)}\right| d s \\
& \leq c \beta \int_{0}^{r} \cosh ^{-(d-3)}(s) \frac{\cosh ^{2}(s)}{\cosh ^{2}(r)} d s \leq c \beta e^{-2 r} \int_{0}^{r} e^{s(-d+5)} d s \leq c \beta h(d, r),
\end{aligned}
$$

where also (3.23) was used. This concludes the proof.

### 3.3 Proofs II - Mixed K-Function and mixed PAIR-CORRELATION FUNCTION

Let $r>0, i, j \in\{0, \ldots, d-1\}$ and let $B \subset \mathbb{H}^{d}$ be measurable with $\mathcal{H}^{d}(B)=1$. Then

$$
K_{i j}(r)=\frac{1}{\lambda_{i} \lambda_{j}} \mathbb{E} \int_{\text {skel }_{i}} \int_{\text {skel }_{j} \cap B} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{j}(d y) \mathcal{H}^{i}(d x)
$$

Already at this point we see that the condition $0<d_{h}(x, y)$ can be omitted if $i \geq 1$ or $j \geq 1$. Requiring that $x \in \operatorname{skel}_{i}$ and $y \in \operatorname{skel}_{j}$ means that there exist

$$
\left(H_{1}, \ldots, H_{d-i}\right) \in \eta_{t, \mp}^{d-i} \quad \text { and } \quad\left(G_{1}, \ldots, G_{d-j}\right) \in \eta_{t, \neq}^{d-j}
$$

such that $x \in H_{1} \cap \ldots \cap H_{d-i}$ and $y \in G_{1} \cap \ldots \cap G_{d-j}$. However, some of the hyperplanes of the first $(d-i)$-tuple may coincide with some of the hyperplanes of the second $(d-j)$-tuple. We denote by $n \in\{0,1, \ldots, d-i\}$ the number of common hyperplanes. Then we obtain the representation

$$
\begin{aligned}
& K_{i j}(r)=\frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{\min \{d-i, d-j\}} \alpha(d, i, j, n) \mathbb{E} \sum_{\left(H_{1}, \ldots, H_{d-i}, G_{1}, \ldots, G_{d-j-n}\right) \in \eta_{t, 7}^{2 d-i-j-n}} \int_{H_{1} \cap \ldots \cap H_{d-i}} \\
& \times \int_{H_{1} \cap \ldots \cap H_{n} \cap G_{1} \cap \ldots G_{d-j-n} \cap B} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{j}(d y) \mathcal{H}^{i}(d x)
\end{aligned}
$$

with the combinatorial coefficient given by

$$
\alpha(d, i, j, n)=\frac{1}{n!(d-i-n)!(d-j-n)!}
$$

Note that if $n=0$ we interpret the second integral as an integral over the set $G_{1} \cap \ldots \cap G_{d-j} \cap B$ and if $n=d-j$ we understand that the integral ranges over $H_{1} \cap \ldots \cap H_{d-j} \cap B$. Moreover, if $i=j=0$, then the summand obtained for $n=d$ is zero, since almost surely $x, y \in H_{1} \cap \ldots \cap H_{d}$ and $d_{h}(x, y)>0$ cannot be satisfied simultaneously. Hence the summation can be restricted to $n \leq m(d, i, j)$ in the following. An application of (2.6) leads to

$$
\begin{aligned}
& K_{i j}(r) \\
& =\frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{m(d, i, j)} \alpha(d, i, j, n) t^{2 d-i-j-n} \int_{A_{h}(d, d-1)^{2 d-i-j-n}} \int_{H_{1} \cap \ldots \cap H_{d-i}} \int_{H_{1} \cap \ldots \cap H_{n} \cap G_{1} \cap \ldots G_{d-j-n} \cap B} \\
& \quad \times \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{j}(d y) \mathcal{H}^{i}(d x) \mu_{d-1}^{2 d-i-j-n}\left(d\left(H_{1}, \ldots, H_{d-i}, G_{1}, \ldots, G_{d-j-n}\right)\right) \\
& =\frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{m(d, i, j)} \alpha(d, i, j, n) t^{2 d-i-j-n} \int_{A_{h}(d, d-1)^{n}} \int_{A_{h}(d, d-1)^{d-i-n}} \int_{A_{h}(d, d-1)^{d-j-n}} \\
& \quad \times \int_{H_{1} \cap \ldots \cap H_{d-i}} \int_{H_{1} \cap \ldots \cap H_{n} \cap G_{1} \cap \ldots G_{d-j-n \cap B}} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{j}(d y) \mathcal{H}^{i}(d x) \\
& \quad \times \mu_{d-1}^{d-j-n}\left(d\left(G_{1}, \ldots, G_{d-j-n}\right)\right) \mu_{d-1}^{d-i-n}\left(d\left(H_{n+1}, \ldots, H_{d-i}\right)\right) \mu_{d-1}^{n}\left(d\left(H_{1}, \ldots, H_{n}\right)\right),
\end{aligned}
$$

where we have used Fubini's theorem to split the integration over $A_{h}(d, d-1)^{2 d-i-j-n}$ in the form $A_{h}(d, d-1)^{n} \times A_{h}(d, d-1)^{d-i-n} \times A_{h}(d, d-1)^{d-j-n}$. The first group of hyperplanes comprises the $n$ common hyperplanes $H_{1}, \ldots, H_{n}$, while the second and the third group is associated with the $(d-i-n)$-tuple $H_{n+1}, \ldots, H_{d-i}$ and the $(d-j-n)$-tuple $G_{1}, \ldots, G_{d-j-n}$, respectively. We now apply Lemma 2.4 .2 successively to each of the three outer integrals. Together with Fubini's theorem this gives

$$
\begin{aligned}
& K_{i j}(r) \\
& =\frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{m(d, i, j)} \alpha(d, i, j, n) \beta(d, i, j, n) t^{2 d-i-j-n} \int_{A_{h}(d, d-n)} \int_{A_{h}(d, i+n)} \int_{A_{h}(d, j+n)} \\
& \quad \times \int_{E \cap F} \int_{B \cap E \cap G} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{j}(d y) \mathcal{H}^{i}(d x) \mu_{j+n}(d G) \mu_{i+n}(d F) \mu_{d-n}(d E) \\
& =\frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{m(d, i, j)} \alpha(d, i, j, n) \beta(d, i, j, n) t^{2 d-i-j-n} \int_{A_{h}(d, d-n)} \int_{A_{h}(d, j+n)} \int_{B \cap E \cap G} \\
& \quad \times \int_{A_{h}(d, i+n)} \int_{E \cap F} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{i}(d x) \mu_{i+n}(d F) \mathcal{H}^{j}(d y) \mu_{j+n}(d G) \mu_{d-n}(d E),
\end{aligned}
$$

where $\beta(d, i, j, n):=c(d, d-n) c(d, i+n) c(d, j+n)$.

For the two innermost integrals we get

$$
\begin{aligned}
& \int_{A_{h}(d, i+n)} \int_{E \cap F} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{i}(d x) \mu_{i+n}(d F) \\
& \quad=\int_{A_{h}(d, i+n)} \mathcal{H}^{i}\left(\left\{x \in E \cap F: 0<d_{h}(x, y) \leq r\right\}\right) \mu_{i+n}(d F) \\
& \quad=\int_{A_{h}(d, i+n)} \mathcal{H}^{i}(E \cap(B(y, r) \backslash\{y\}) \cap F) \mu_{i+n}(d F) .
\end{aligned}
$$

Since $y \in E$, the intersection $E \cap(B(y, r) \backslash\{y\})$ has dimension $d-n$ and we can apply Crofton's formula to conclude that

$$
\int_{A_{h}(d, i+n)} \int_{E \cap F} \mathbb{1}\left\{0<d_{h}(x, y) \leq r\right\} \mathcal{H}^{i}(d x) \mu_{i+n}(d F)=\frac{\omega_{d+1} \omega_{i+1}}{\omega_{i+n+1} \omega_{d-n+1}} \mathcal{H}^{d-n}(E \cap B(y, r)) .
$$

Here we also used that $\mathcal{H}^{d-n}(E \cap(B(y, r) \backslash\{y\}))=\mathcal{H}^{d-n}(E \cap B(y, r))$, since $d-n \geq 1$. Moreover, since $y \in E$ the value of $\mathcal{H}^{d-n}(E \cap B(y, r))$ is independent of the choice of $E$ and $y$, and is given by the $(d-n)$-dimensional Hausdorff measure

$$
\mathcal{H}^{d-n}\left(B_{r}^{d-n}\right)=\omega_{d-n} \int_{0}^{r} \sinh ^{d-n-1}(s) d s
$$

of a $(d-n)$-dimensional geodesic ball $B_{r}^{d-n}$ of radius $r$. We thus arrive at

$$
\begin{aligned}
K_{i j}(r)= & \frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{m(d, i, j)} \alpha(d, i, j, n) \beta(d, i, j, n) \frac{\omega_{d+1} \omega_{i+1}}{\omega_{i+n+1} \omega_{d-n+1}} \mathcal{H}^{d-n}\left(B_{r}^{d-n}\right) t^{2 d-i-j-n} \\
& \times \int_{A_{h}(d, d-n)} \int_{A_{h}(d, j+n)} \int_{B \cap E \cap G} 1 \mathcal{H}^{j}(d y) \mu_{j+n}(d G) \mu_{d-n}(d E) \\
= & \frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{m(d, i, j)} \alpha(d, i, j, n) \beta(d, i, j, n) \frac{\omega_{d+1} \omega_{i+1}}{\omega_{i+n+1} \omega_{d-n+1}} \mathcal{H}^{d-n}\left(B_{r}^{d-n}\right) t^{2 d-i-j-n} \\
& \times \int_{A_{h}(d, d-n)} \int_{A_{h}(d, j+n)} \mathcal{H}^{j}(B \cap E \cap G) \mu_{j+n}(d G) \mu_{d-n}(d E)
\end{aligned}
$$

The two remaining integrals can be evaluated by using twice the Crofton formula. Indeed, noting that for $\mu_{d-n}$-almost all $E \in A_{h}(d, d-n)$ the set $B \cap E$ is either empty or has dimension $d-n$ we find that

$$
\begin{aligned}
& \int_{A_{h}(d, d-n)} \int_{A_{h}(d, j+n)} \mathcal{H}^{j}(B \cap E \cap G) \mu_{j+n}(d G) \mu_{d-n}(d E) \\
& \quad=\frac{\omega_{d+1} \omega_{j+1}}{\omega_{j+n+1} \omega_{d-n+1}} \int_{A_{h}(d, d-n)} \mathcal{H}^{d-n}(B \cap E) \mu_{d-n}(d E) \\
& \quad=\frac{\omega_{d+1} \omega_{j+1}}{\omega_{j+n+1} \omega_{d-n+1}} \mathcal{H}^{d}(B)
\end{aligned}
$$

Since $\mathcal{H}^{d}(B)=1$ we finally conclude that

$$
\begin{aligned}
& K_{i j}(r)= \frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{m(d, i, j)} \alpha(d, i, j, n) \beta(d, i, j, n) \\
&=\frac{1}{\lambda_{i} \lambda_{j}} \sum_{n=0}^{m(d, i, j)} \alpha(d, i, j, n) \beta(d, i, j, n) \frac{\omega_{d+1}^{2} \omega_{i+1} \omega_{j+1}}{\omega_{d-n+1}^{2} \omega_{i+n+1} \omega_{j+n+1}} t^{2 d-i-j-n} \mathcal{H}^{d-n}\left(B_{r}^{d-n}\right) \\
& \omega_{d-n+1}^{2} \omega_{i+1} \omega_{j+1} \omega_{j+n+1} \\
& \times \omega_{d-n} t^{2 d-i-j-n} \int_{0}^{r} \sinh ^{d-n-1}(s) d s
\end{aligned}
$$

Simplification of the constant by means of the constants given in (3.2) and Lemma 2.4.2 completes the proof for the mixed K-function $K_{i j}$. The formula for the mixed pair-correlation function follows by differentiation. This completes the proof of Theorem 3.1.3.

### 3.4 Proofs III - Univariate limit theorems

### 3.4.1 The case of growing intensity: Proof of Theorem 3.1.4

The central limit theorem is in this case a direct consequence of the central limit theorem for general Poisson U-statistics stated as Corollary 4.3 in [109] (see also [27]).

### 3.4.2 The case of growing windows: Proof of Theorem 3.1.5

Our strategy in the proof of Theorem 3.1 .5 (a) and (b) can be summarized as follows. The normal approximation bound $(2.10)$ for general U-statistics of Poisson processes is given by a
sum involving terms of the type $M_{u, v}$, which are defined in (2.8) and (2.9) and which in turn are given as sums of integrals over partitions $\sigma \in \Pi_{\geq 2}^{c o n}(u, u, v, v)$. In applying these normal approximation bounds to the Euclidean counterparts of the functionals $F_{r, t}^{(i)}$ it was possible to extract a common scaling factor from each of the integrals in $M_{u, v}$ and to treat the number of terms, that is, the number of elements of $\Pi_{\geq 2}^{c o n}(u, u, v, v)$ as a constant, see [65, 96]. In the hyperbolic set-up this is no longer possible and each integral in the definition of $M_{u, v}$ needs a separate treatment. In fact, it will turn out that these integrals exhibit different asymptotic behaviours as functions of $r$, as $r \rightarrow \infty$. For the analysis, we have to determine explicitly the partitions in $\Pi_{\geq 2}^{c o n}(u, u, v, v)$ and for each such partition we have to provide a bound for the resulting integral. Since $\mu=t \mu_{d-1}$, we can bound the dependence with respect to the intensity $t \geq 1$ by $4(d-i)-2(u+v)+|\sigma|$ for each $\sigma \in \Pi_{\geq 2}^{\mathrm{con}}(u, u, v, v)$.

To show that a central limit theorem fails in higher space dimensions $d \geq 4$ is the most technical part in the proof of Theorem 3.1.5. We do this by showing that the fourth cumulant of the centred and normalized total volume $F_{r, t}^{(i)}$ is bounded away from 0 by an absolute and strictly positive constant and hence does not converge to 0 . The latter in turn is the fourth cumulant of a standard Gaussian random variable. However, in view of the well known expression of the fourth cumulant in terms of the first four centred moments this approach can only work if we can ensure that the sequence of random variables

$$
\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var}\left(F_{r, t}^{(i)}\right)}}\right)^{4}
$$

is uniformly integrable. We will prove that this is indeed the case by showing that their fifths moments are uniformly bounded. This requires a very careful analysis of the combinatorial formula (2.7) for the centred moments of U-statistics of Poisson processes.

The representation of a U-statistic will be as in Section 3.2.1. In the following computations, $c$ will be a positive constant only depending on the dimension and whose value may change from occasion to occasion.

The planar case $d=2$ : Proof of Theorem 3.1.5 (a)

As indicated above, we will use the bound (2.10). We distinguish the cases $i=0$ and $i=1$. In the following, we can assume that $r, t \geq 1$.

For $i=1$, which corresponds to the total edge length in $B_{r}$, it is enough to bound $M_{1,1}\left(f^{(1)}\right)$. For this we note that $\Pi_{\geq 2}^{\text {con }}(1,1,1,1)$ only consists of the trivial partition $\sigma_{1}=\{1,2,3,4\}$, see Figure 3.4.1 (left panel). Thus, using Lemma 3.2.5, we have that

$$
M_{1,1}\left(f^{(1)}\right)=c t \int_{A_{h}(2,1)} \mathcal{H}^{1}\left(H \cap B_{r}\right)^{4} \mu_{1}(d H) \leq c t e^{r} .
$$



Figure 3.4.1: Left panel: Illustration of the partition in $\Pi_{\geq 2}^{c o n}(1,1,1,1)$. Middle panel: Illustration of the partitions in $\Pi_{\geq 2}^{\mathrm{con}}(1,1,2,2)$. Right panel: Illustration of the partitions in $\Pi_{\geq 2}^{\mathrm{con}}(2,2,2,2)$

Together with the lower variance bound from Lemma 3.2 .6 this yields

$$
\begin{equation*}
d\left(\frac{F_{r, t}^{(1)}-\mathbb{E} F_{r, t}^{(1)}}{\sqrt{\operatorname{Var}\left(F_{r, t}^{(1)}\right)}}, N\right) \leq c \frac{\sqrt{t e^{r}}}{t c^{(1)}(2) e^{r}} \leq c t^{-1 / 2} e^{-r / 2} \tag{3.24}
\end{equation*}
$$

Here we used that the exponent of $t$ is given by $4(2-1)-2(1+1)+1=1$.

Next, we deal with the case $i=0$, which corresponds to the total vertex count in $B_{r}$. In this situation, we need to bound the terms $M_{1,1}\left(f^{(0)}\right), M_{1,2}\left(f^{(0)}\right), M_{2,2}\left(f^{(0)}\right)$. For $M_{1,1}\left(f^{(0)}\right)$ we can argue as in the case $i=1$, since $\Pi_{\geq 2}^{\text {con }}(1,1,1,1)$ only consists of the single partition $\sigma_{1}$, see Figure 3.4.1 (left panel). This allows us to conclude that

$$
M_{1,1}\left(f^{(0)}\right)=c t^{5} \int_{A_{h}(2,1)} \mathcal{H}^{1}\left(H \cap B_{r}\right)^{4} \mu_{1}(d H) \leq c t^{5} e^{r}
$$

where we used that the exponent of $t$ is given by $4(2-0)-2(1+1)+1=5$.
To deal with $M_{1,2}\left(f^{(0)}\right)$ we observe that, up to renumbering of the elements, $\Pi_{\geq 2}^{\mathrm{con}}(1,1,2,2)$ consists of precisely three partitions $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$, which are illustrated in Figure 3.4.1 (middle panel). For $\sigma_{1}$ we obtain, using Crofton's formula and Lemma 3.2.5,

$$
\begin{align*}
& \int_{A_{h}(2,1)^{2}} \mathcal{H}^{1}\left(H_{1} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mu_{1}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \quad=\int_{A_{h}(2,1)^{2}} \mathcal{H}^{1}\left(H_{1} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mu_{1}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \quad=c \int_{A_{h}(2,1)} \mathcal{H}^{1}\left(H_{1} \cap B_{r}\right)^{3} \mu_{1}\left(d H_{1}\right) \leq c e^{r} . \tag{3.25}
\end{align*}
$$

Moreover, for the partition $\sigma_{2}$ we compute, using twice that $\mathcal{H}^{1}\left(H \cap B_{r}\right) \leq 2 r$ for each $H \in A_{h}(2,1)$ and again Crofton's formula,

$$
\begin{align*}
& \int_{A_{h}(2,1)^{2}} \mathcal{H}^{1}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mu_{1}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \leq 4 r^{2} \int_{A_{h}(2,1)^{2}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mu_{1}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \leq c r^{2} e^{r} \tag{3.26}
\end{align*}
$$

and for partition $\sigma_{3}$ we get

$$
\begin{align*}
& \int_{A_{h}(2,1)^{3}} \mathcal{H}^{1}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mu_{1}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq 2 r \int_{A_{h}(2,1)^{2}} \mathcal{H}^{1}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mu_{1}^{2}\left(d\left(H_{2}, H_{3}\right)\right) \\
& \quad \leq 4 r^{2} \int_{A_{h}(2,1)} \mathcal{H}^{1}\left(H_{3} \cap B_{r}\right)^{2} \mu_{1}\left(d H_{3}\right) \leq c r^{2} e^{r} . \tag{3.27}
\end{align*}
$$

This yields that $M_{1,2}\left(f^{(0)}\right) \leq c t^{5}\left(e^{r}+2 r^{2} e^{r}\right) \leq c t^{5} r^{2} e^{r}$ (recall that $r, t \geq 1$ ). Here we used that the exponent of $t$ is given by $4(2-0)-2(2+1)+\max \{2,3\}=5$.

Now we deal with the term $M_{2,2}\left(f^{(0)}\right)$, which involves a summation over partitions in $\Pi_{\geq 2}^{\text {con }}(2,2,2,2)$. Up to renumbering of the elements, there are precisely four such partitions $\sigma_{1}$, $\sigma_{2}, \sigma_{3}$ and $\sigma_{4}$, which are illustrated in Figure 3.4 .1 (right panel). For $\sigma_{1}$ we compute

$$
\begin{aligned}
\int_{A_{h}(2,1)^{2}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{4} \mu_{1}^{2}\left(d\left(H_{1}, H_{2}\right)\right) & =\int_{A_{h}(2,1)^{2}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mu_{1}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& =c \int_{A_{h}(2,1)} \mathcal{H}^{1}\left(H_{1} \cap B_{r}\right) \mu_{1}\left(d H_{1}\right) \leq c e^{r},
\end{aligned}
$$

where we used Crofton's formula and Lemma 3.2.5. Similarly, for $\sigma_{2}$ and $\sigma_{3}$ we get

$$
\begin{aligned}
& \int_{A_{h}(2,1)^{3}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap B_{r}\right)^{2} \mu_{1}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=\int_{A_{h}(2,1)^{3}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mu_{1}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=c \int_{A_{h}(2,1)} \mathcal{H}^{1}\left(H_{1} \cap B_{r}\right)^{2} \mu_{1}\left(d H_{1}\right) \leq c e^{r},
\end{aligned}
$$

and, additionally using that $\mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right) \leq 1$ for $\mu_{1}^{2}$-almost all $\left(H_{1}, H_{2}\right) \in A_{h}(2,1)^{2}$,

$$
\begin{aligned}
& \int_{A_{h}(2,1)^{3}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mu_{1}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq \int_{A_{h}(2,1)^{3}} \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mu_{1}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=c \int_{A_{h}(2,1)} \mathcal{H}^{1}\left(H_{3} \cap B_{r}\right)^{2} \mu_{1}\left(d H_{3}\right) \leq c e^{r} .
\end{aligned}
$$

Finally, we deal with $\sigma_{4}$. Using once more that $\mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right) \leq 1$ for $\mu_{1}^{2}$-almost all $\left(H_{1}, H_{2}\right) \in A_{h}(2,1)^{2}$ and also that $\mathcal{H}^{1}\left(H \cap B_{r}\right) \leq 2 r$ for each $H \in A_{h}(2,1)$, and again Crofton's formula together with Lemma 3.2.5, we obtain

$$
\begin{aligned}
& \int_{A_{h}(2,1)^{4}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{3} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{2} \cap H_{4} \cap B_{r}\right) \mu_{1}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq c \int_{A_{h}(2,1)^{2}} \mathcal{H}^{1}\left(H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{4} \cap B_{r}\right) \mu_{1}^{2}\left(d\left(H_{3}, H_{4}\right)\right) \\
& \leq c c r \int_{A_{h}(2,1)} \mathcal{H}^{1}\left(H_{4} \cap B_{r}\right)^{2} \mu_{1}\left(d H_{4}\right) \leq c r e^{r} .
\end{aligned}
$$

Altogether, this yields that $M_{2,2}\left(f^{(0)}\right) \leq c t^{4}\left(e^{r}+e^{r}+e^{r}+r e^{r}\right) \leq c t^{4} r e^{r}$, where the exponent of $t$ follows from $4 \cdot 2-2 \cdot 4+\max \{2,3,4\}=4$.

Combining the bounds for $M_{1,1}\left(f^{(0)}\right), M_{1,2}\left(f^{(0)}\right)$ and $M_{2,2}\left(f^{(0)}\right)$ with the lower variance bound provided by Lemma 3.2 .6 we deduce from 2.10 that

$$
\begin{equation*}
d\left(\frac{F_{r, t}^{(0)}-\mathbb{E} F_{r, t}^{(0)}}{\sqrt{\operatorname{Var}\left(F_{r, t}^{(0)}\right)}}, N\right) \leq c \frac{\sqrt{t^{5} e^{r}}+\sqrt{t^{5} r^{2} e^{r}}+\sqrt{t^{4} r e^{r}}}{t^{3} c^{(0)}(2) e^{r}} \leq c t^{-1 / 2} r e^{-r / 2} \tag{3.28}
\end{equation*}
$$

This completes the proof of Theorem 3.1.5 (a).

The spatial case $d=3$ : Proof of Theorem 3.1 .5 (B)
The following lemma will be used repeatedly in deriving upper bounds for integrals. For $H \in A_{h}(3,2)$ we write $L_{1}(H)$ for an arbitrary 1-dimensional subspace in $H$ which satisfies $d_{h}(H, p)=d_{h}\left(L_{1}(H), p\right)$.

Lemma 3.4.1. Let $d=3$ and $a, b \geq 0$. If $r \geq 1$, then

$$
I(a, b):=\int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H \cap B_{r}\right)^{a} \mathcal{H}^{1}\left(L_{1}(H) \cap B_{r}\right)^{b} \mu_{2}(d H) \leq c \begin{cases}\exp (2 r) & : 0 \leq a<2 \\ r^{b+1} \exp (2 r) & : a=2 \\ r^{b} \exp (a r) & : a>2\end{cases}
$$

where $c=c(a, b)$ is a constant depending only on $a$ and $b$.
Proof. We use the definition $(2.3)$ of the measure $\mu_{2}$, Lemma 3.2 .4 and the argument in the proof of Lemma 3.2.5 to get

$$
I(a, b) \leq c \int_{0}^{r} e^{2 s} e^{(r-s) a}(r-s+\log 2)^{b} d s
$$

If $0 \leq a<2$, then

$$
I(a, b) \leq c e^{2 r} \int_{0}^{r} e^{s(a-2)}(s+\log 2)^{b} d s \leq c e^{2 r}
$$

This also shows that $I(2, b) \leq c e^{2 r} r^{b+1}$. For $a>2$, we get

$$
I(a, b) \leq c e^{a r} \int_{0}^{r} e^{s(2-a)}(r-s+\log 2)^{b} d s \leq c r^{b} e^{a r}
$$

which completes the argument.

For $d=3$ we need to distinguish the cases $i=2, i=1$ and $i=0$. If $i=2$ there is only one partition $\sigma_{1}$ (compare with the left panel of Figure 3.4.1) and we obtain

$$
\begin{equation*}
\int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H \cap B_{r}\right)^{4} \mu_{2}(d H) \leq c g(2,4,3, r) \leq c e^{4 r} \tag{3.29}
\end{equation*}
$$

This proves that $M_{1,1}\left(f^{(2)}\right) \leq c t e^{4 r}$ and together with the lower variance bound from Lemma
3.2 .7 and (2.10) this yields

$$
\begin{equation*}
d\left(\frac{F_{r, t}^{(2)}-\mathbb{E} F_{r, t}^{(2)}}{\sqrt{\operatorname{Var}\left(F_{r, t}^{(2)}\right)}}, N\right) \leq c \frac{\sqrt{t e^{4 r}}}{t c^{(2)}(3) e^{2 r} r} \leq c t^{-1 / 2} r^{-1} . \tag{3.30}
\end{equation*}
$$

To deal with the case $i=1$, we need to bound $M_{1,1}\left(f^{(1)}\right), M_{1,2}\left(f^{(1)}\right)$ and $M_{2,2}\left(f^{(1)}\right)$. As in the case $d=2$, to bound $M_{1,1}\left(f^{(1)}\right)$ we can argue as for $i=2$ to obtain $M_{1,1}\left(f^{(1)}\right) \leq c t^{5} e^{4 r}$. Next, we consider $M_{1,2}\left(f^{(1)}\right)$, which requires an analysis of the integrals resulting from the three partitions $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ shown in the middle panel of Figure 3.4.1. For $\sigma_{1}$ we compute

$$
\begin{align*}
& \int_{A_{h}(3,2)^{2}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \quad \leq \int_{A_{h}(3,2)^{2}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \quad \leq c I(3,1) \leq c r e^{3 r}, \tag{3.31}
\end{align*}
$$

where we used the Crofton formula and Lemma 3.4.1. Arguing similarly for the partition $\sigma_{2}$ from the middle panel of Figure 3.4.1 we obtain

$$
\begin{align*}
& \int_{A_{h}(3,2)^{2}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \leq c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{2}\right) \cap B_{r}\right) \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \leq c I(1,1)^{2} \leq c e^{4 r}, \tag{3.32}
\end{align*}
$$

and for $\sigma_{3}$ we get

$$
\begin{align*}
& \int_{A_{h}(3,2)^{3}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \leq \int_{A_{h}(3,2)^{3}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right) \mathcal{H}^{1}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \leq c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right) \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \leq c I(1,2) g(2,2,3, r) \leq c r e^{4 r} . \tag{3.33}
\end{align*}
$$

We thus conclude that $M_{1,2}\left(f^{(1)}\right) \leq c t^{5}\left(r e^{3 r}+e^{4 r}+r e^{4 r}\right) \leq c t^{5} r e^{4 r}$.

Finally, we deal with $M_{2,2}\left(f^{(1)}\right)$ for which an analysis of the four partitions $\sigma_{1}, \sigma_{2}, \sigma_{3}$ and $\sigma_{4}$ shown in the right panel of Figure 3.4.1 is necessary. For $\sigma_{1}$ we have

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{4} \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \quad \leq \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{3} \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \leq c I(1,3) \leq c e^{2 r},
\end{aligned}
$$



Figure 3.4.2: Illustration of the partition in $\Pi_{\geq 2}^{\mathrm{con}}(1,1,3,3)$
where we also used Crofton's formula. We continue with $\sigma_{2}$ and get, by similar arguments,

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right)^{2} \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{2} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{2} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mu_{2}\left(d H_{1}\right) \\
& \quad \leq c I(2,2) \leq c r^{3} e^{2 r} .
\end{aligned}
$$

Moreover, for $\sigma_{3}$ and $\sigma_{4}$ we have the bounds

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{3} \mathcal{H}^{1}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq c \mathcal{H}^{3}\left(B_{r}\right) I(0,3) \leq c e^{4 r}
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{1}\left(H_{2} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \leq \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{2} \mathcal{H}^{1}\left(H_{2} \cap H_{4} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& =c \int_{A_{h}(2,3)^{2}} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{2} \mathcal{H}^{2}\left(H_{4} \cap B_{r}\right)^{2} \mu_{2}^{2}\left(d\left(H_{1}, H_{4}\right)\right) \\
& \leq c I(0,2) g(2,2,3, r) \leq c r e^{4 r} .
\end{aligned}
$$

Altogether this gives $M_{2,2}\left(f^{(1)}\right) \leq c t^{4}\left(e^{2 r}+r^{3} e^{2 r}+e^{4 r}+r e^{4 r}\right) \leq c t^{4} r e^{4 r}$. The estimates for $M_{1,1}\left(f^{(1)}\right), M_{1,2}\left(f^{(1)}\right)$ and $M_{2,2}\left(f^{(1)}\right)$ together with Lemma 3.2.7 and (2.10) show that

$$
\begin{equation*}
d\left(\frac{F_{r, t}^{(1)}-\mathbb{E} F_{r, t}^{(1)}}{\sqrt{\operatorname{Var}\left(F_{r, t}^{(1)}\right)}}, N\right) \leq c \frac{\sqrt{t^{5} e^{4 r}}+\sqrt{t^{5} r e^{4 r}}+\sqrt{t^{4} r e^{4 r}}}{t^{3} c^{(1)}(3) e^{2 r} r} \leq c t^{-1 / 2} r^{-1 / 2} . \tag{3.34}
\end{equation*}
$$

Finally, we need to treat the case of $F_{r, t}^{(0)}$, which requires to find upper bounds for the terms $M_{u, v}\left(f^{(0)}\right)$ with $(u, v) \in\{(1,1),(1,2),(1,3),(2,2),(2,3),(3,3)\}$. We have $M_{1,1}\left(f^{(0)}\right) \leq c t^{9} e^{4 r}$
from $(3.29)$. To treat $M_{1,2}\left(f^{(0)}\right)$ we need to consider the partitions $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ shown in the middle panel of Figure 3.4.1 and to obtain upper bounds for the three integrals which are already treated in (3.31), (3.32) and (3.33). This implies that $M_{1,2}\left(f^{(0)}\right) \leq c t^{9} r e^{4 r}$. Next, we deal with $M_{1,3}\left(f^{(0)}\right)$, which can be expressed as a sum over the three partitions $\sigma_{1}, \sigma_{2}$ and $\sigma_{3}$ shown in Figure 3.4.2. For $\sigma_{1}$, using that $\mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \leq 1$ for $\mu_{2}^{3}$-almost all $\left(H_{1}, H_{2}, H_{3}\right) \in A_{h}(3,2)^{3}$, we have that

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{3}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right)^{2} \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=\int_{A_{h}(3,2)^{3}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{3} \mu_{2}\left(d H_{1}\right) \leq c g(2,3,3, r) \leq c e^{3 r}
\end{aligned}
$$

where we also used Crofton's formula and Lemma 3.2.5. Similarly, for $\sigma_{2}$ we obtain

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{3}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right)^{2} \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=\int_{A_{h}(3,2)^{3}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq c \mathcal{H}^{3}\left(B_{r}\right) I(1,1) \leq c e^{4 r}
\end{aligned}
$$

and for $\sigma_{3}$ we have that

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \leq \int_{A_{h}(3,2)^{4}} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{2} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& =c \mathcal{H}^{3}\left(B_{r}\right) \int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mu_{2}\left(d H_{1}\right) \leq c e^{2 r} g(2,2,3, r) \leq c r e^{4 r}
\end{aligned}
$$

This proves that $M_{1,3}\left(f^{(0)}\right) \leq c t^{8}\left(e^{3 r}+e^{4 r}+r e^{4 r}\right) \leq c t^{8} r e^{4 r}$.

The next term is $M_{2,2}\left(f^{(0)}\right)$. However, up to a constant, this term is the same as $M_{2,2}\left(f^{(1)}\right)$, which was already bounded above. This yields that $M_{2,2}\left(f^{(0)}\right) \leq c t^{8} r e^{4 r}$ and it remains to consider $M_{2,3}\left(f^{(0)}\right)$ and $M_{3,3}\left(f^{(0)}\right)$.

In order to deal with $M_{2,3}\left(f^{(0)}\right)$, up to renumbering of the elements precisely the 12 partitions $\sigma_{1}, \ldots, \sigma_{12}$ in $\Pi_{\geq 2}^{c o n}(2,2,3,3)$ have to be considered, see Figure 3.4.3. Using that $\mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \leq 1$ for $\mu_{2}^{3}$-almost all $\left(H_{1}, H_{2}, H_{3}\right) \in A_{h}(3,2)^{3}$ we find for $\sigma_{1}$ that

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right)^{2} \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=\int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) .
\end{aligned}
$$



Figure 3.4.3: Illustration of the partition in $\Pi_{\geq 2}^{\mathrm{con}}(2,2,3,3)$

Applying now Crofton's formula, we obtain the upper bound

$$
c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{3} \mu_{2}^{3}\left(d\left(H_{1}, H_{2}\right)\right) \leq c I(1,2) \leq c e^{2 r} .
$$

The same arguments also lead to bounds for the remaining partitions $\sigma_{2}, \ldots, \sigma_{12}$. As for $\sigma_{1}$, the first step is always to bound the 0 -dimensional Hausdorff measure $\mathcal{H}^{0}(\cdot)$ of the intersection of the three planes corresponding to the last row of the partition by 1 , which is a valid estimate for $\mu_{2}^{3}$-almost all triples of planes. For this reason we systematically skip this first step in our following computations and only show how to deal with the integral of the three remaining terms
$\mathcal{H}^{1}$ (intersection of the 2 planes corresponding to the first row)
$\times \mathcal{H}^{1}$ (intersection of the 2 planes corresponding to the second row)
$\quad \times \mathcal{H}^{0}$ (intersection of the 3 planes corresponding to the third row).

For $\sigma_{2}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq c I(1,2) \leq c e^{2 r},
\end{aligned}
$$

for $\sigma_{3}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{3}\right) \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq c I(1,1) I(0,1) \leq c e^{4 r}
\end{aligned}
$$

for $\sigma_{4}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{2}\right) \cap B_{r}\right) \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \quad \leq c I(1,1) I(0,1) \leq c e^{4 r}
\end{aligned}
$$

for $\sigma_{5}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{3}\right) \cap B_{r}\right)^{2} \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad \leq c \mathcal{H}^{3}\left(B_{r}\right) I(0,2) \leq c e^{4 r}
\end{aligned}
$$

for $\sigma_{6}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{3}\right) \cap B_{r}\right)^{2} \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right)
\end{aligned}
$$

which is the same as for $\sigma_{5}$ and thus bounded by $e^{4 r}$. For $\sigma_{7}$ we have

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{2}\right) \cap B_{r}\right) \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \quad \leq c I(1,1) I(0,1) \leq c e^{4 r}
\end{aligned}
$$

for $\sigma_{8}$ we have

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad=c \mathcal{H}^{3}\left(B_{r}\right)^{2} \leq c e^{4 r}
\end{aligned}
$$

for $\sigma_{9}$ we have

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad=c \mathcal{H}^{3}\left(B_{r}\right)^{2} \leq c e^{4 r}
\end{aligned}
$$

Next, for $\sigma_{10}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{5}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{3} \cap H_{4} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \quad \leq c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{3}\right) \cap B_{r}\right) \mathcal{H}^{2}\left(H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \leq c \mathcal{H}^{3}\left(B_{r}\right) I(1,1) \leq c e^{4 r}
\end{aligned}
$$

for $\sigma_{11}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{5}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{3} \cap H_{4} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)^{4}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right)^{2} \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \leq c \mathcal{H}^{3}\left(B_{r}\right) \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(L_{1}\left(H_{3}\right) \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{2}\left(d\left(H_{3}, H_{4}\right)\right) \\
& \quad=c \mathcal{H}^{3}\left(B_{r}\right) \int_{A_{h}(3,2)} \mathcal{H}^{1}\left(L_{1}\left(H_{3}\right) \cap B_{r}\right) \mathcal{H}^{2}\left(H_{3} \cap B_{r}\right) \mu_{2}\left(d H_{3}\right) \leq c \mathcal{H}^{3}\left(B_{r}\right) I(1,1) \leq c e^{4 r}
\end{aligned}
$$

and for $\sigma_{12}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{5}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \\
& \times \mathcal{H}^{0}\left(H_{2} \cap H_{3} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \leq c \mathcal{H}^{3}\left(B_{r}\right) \int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H_{3} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{3}\right) \cap B_{r}\right) \mu_{2}\left(d H_{3}\right) \leq c e^{2 r} I(1,1) \leq c e^{4 r}
\end{aligned}
$$

Altogether this yields that $M_{2,3}\left(f^{(0)}\right) \leq c t^{7}\left(2 e^{2 r}+10 e^{4 r}\right) \leq c t^{7} e^{4 r}$.

Finally, we deal with the term $M_{3,3}\left(f^{(0)}\right)$. This requires to consider the partitions in $\Pi_{\geq 2}^{c o n}(3,3,3,3)$. Up to renumbering of the elements there are precisely 11 partitions $\sigma_{1}, \ldots, \sigma_{11}$ of this type and they are shown in Figure 3.4.4. The analysis of the resulting integrals works the same way as above. Especially, we use once again systematically that $\mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \leq 1$ for $\mu_{2}^{3}$-almost all $\left(H_{1}, H_{2}, H_{3}\right) \in A_{h}(3,2)^{3}$ and apply this to the term corresponding to the last


Figure 3.4.4: Illustration of the partition in $\Pi_{\geq 2}^{\mathrm{con}}(3,3,3,3)$
row of each of the partitions. This leaves us with integrals over
$\mathcal{H}^{0}$ (intersection of the 3 planes corresponding to the first row)
$\times \mathcal{H}^{0}$ (intersection of the 3 planes corresponding to the second row)
$\times \mathcal{H}^{0}$ (intersection of the 3 planes corresponding to the third row),
which in turn can be bounded using Crofton's formula, Lemma 3.2.5 and Lemma 3.4.1. For $\sigma_{1}$ this yields

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{3}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right)^{3} \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=\int_{A_{h}(3,2)^{3}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right)=c \mathcal{H}^{3}\left(B_{r}\right) \leq c e^{2 r},
\end{aligned}
$$

for $\sigma_{2}$ and $\sigma_{3}$ we obtain

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad=\int_{A_{h}(3,2)^{4}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \leq c I(1,1) \leq c e^{2 r}
\end{aligned}
$$

for $\sigma_{4}$ we obtain

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{5}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{4} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \quad=\int_{A_{h}(3,2)^{5}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{4} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mu_{2}\left(d H_{1}\right) \leq c g(2,2,3, r) \leq c r e^{2 r}
\end{aligned}
$$

for $\sigma_{5}$ we have

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{5}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \leq c \int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{2} \mu_{2}\left(d H_{1}\right) \leq c I(1,2) \leq c e^{2 r}
\end{aligned}
$$

for $\sigma_{6}$ we have

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{4}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad \leq \int_{A_{h}(3,2)^{4}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{2} \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \leq c e^{2 r}
\end{aligned}
$$

by the same argument as for $\sigma_{2}$ and $\sigma_{3}$. For $\sigma_{7}$ we have

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{5}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right)^{3} \mu_{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \leq c \int_{A_{h}(3,2)^{2}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{2} \mu_{2}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \leq c I(1,2) \leq c e^{2 r},
\end{aligned}
$$

for $\sigma_{8}$ we obtain

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{5}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right)^{2} \mathcal{H}^{0}\left(H_{1} \cap H_{4} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \quad=\int_{A_{h}(3,2)^{5}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{4} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mu_{2}\left(d H_{1}\right) \leq c g(2,2,3, r) \leq c r e^{2 r}
\end{aligned}
$$

for $\sigma_{9}$ we get

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{5}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{1} \cap H_{3} \cap H_{5} \cap B_{r}\right) \mu_{2}^{5}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}, H_{5}\right)\right) \\
& \leq c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{2} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{2}, H_{3}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)} \mathcal{H}^{2}\left(H_{1} \cap B_{r}\right)^{2} \mu_{2}\left(d H_{1}\right) \leq c g(2,2,3, r) \leq c r e^{2 r},
\end{aligned}
$$

for $\sigma_{10}$ we obtain

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{6}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{4} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{4} \cap H_{5} \cap H_{6} \cap B_{r}\right) \mu_{2}^{6}\left(d\left(H_{1}, \ldots, H_{6}\right)\right) \\
& \leq c \int_{A_{h}(3,2)^{4}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{2}\left(H_{4} \cap B_{r}\right) \mu_{2}^{4}\left(d\left(H_{1}, H_{2}, H_{3}, H_{4}\right)\right) \\
& \quad=c \mathcal{H}^{3}\left(B_{r}\right)^{2} \leq c e^{4 r}
\end{aligned}
$$

and, finally, for $\sigma_{11}$ we have

$$
\begin{aligned}
& \int_{A_{h}(3,2)^{6}} \mathcal{H}^{0}\left(H_{1} \cap H_{2} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{0}\left(H_{1} \cap H_{4} \cap H_{5} \cap B_{r}\right) \\
& \quad \times \mathcal{H}^{0}\left(H_{3} \cap H_{4} \cap H_{6} \cap B_{r}\right) \mu_{2}^{6}\left(d\left(H_{1}, \ldots, H_{6}\right)\right) \\
& \quad=c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(H_{1} \cap H_{3} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{1} \cap H_{4} \cap B_{r}\right) \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{3}, H_{4}\right)\right) \\
& \leq \\
& \leq c \int_{A_{h}(3,2)^{3}} \mathcal{H}^{1}\left(L_{1}\left(H_{1}\right) \cap B_{r}\right)^{2} \mathcal{H}^{1}\left(H_{3} \cap H_{4} \cap B_{r}\right) \mu_{2}^{3}\left(d\left(H_{1}, H_{3}, H_{4}\right)\right) \\
& = \\
& =c \mathcal{H}^{3}\left(B_{r}\right) I(0,2) \leq c e^{4 r} .
\end{aligned}
$$

We thus conclude that $M_{3,3}\left(f^{(0)}\right) \leq c t^{6}\left(6 e^{2 r}+3 r e^{2 r}+2 e^{4 r}\right) \leq c t^{6} e^{4 r}$. An application of the upper bounds for $M_{u, v}\left(f^{(0)}\right)$ with $(u, v) \in\{(1,1),(1,2),(1,3),(2,2),(2,3),(3,3)\}$ and the lower bound for the variance from Lemma 3.2.7 in (2.10) shows that

$$
\begin{equation*}
d\left(\frac{F_{r, t}^{(0)}-\mathbb{E} F_{r, t}^{(0)}}{\sqrt{\operatorname{Var}\left(F_{r, t}^{(0)}\right)}}, N\right) \leq c \frac{3 \sqrt{t^{9} e^{4 r}}+3 \sqrt{t^{9} r e^{4 r}}}{t^{5} c^{(1)}(3) e^{2 r} r} \leq c t^{-1 / 2} r^{-1 / 2} \tag{3.35}
\end{equation*}
$$

and the proof of Theorem 3.1 .5 (b) is complete.
The higher dimensional cases $d \geq 4$ : Proof of Theorem 3.1.5 (c)
In order to show that for $d \geq 4$ and $i=d-1$ and for $d \geq 7$ and $i \in\{0, \ldots, d-1\}$ non of the centred and normalized functionals $F_{r, t}^{(i)}$ converges in distribution to a Gaussian random variable, as $r \rightarrow \infty$, we will argue that the fourth cumulant

$$
\operatorname{cum}_{4}:=\mathbb{E}\left(\widetilde{F_{r, t}^{(i)}}\right)^{4}-3, \quad \widetilde{F_{r, t}^{(i)}}:=\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var}\left(F_{r, t}^{(i)}\right)}}
$$

does not converge to zero, which is the value of the fourth cumulant of a standard Gaussian random variable. We start with the following crucial, but rather technical result, which is based on the formula (2.7) for the centred moments of a Poisson U-statistic.

Lemma 3.4.2. Let $d \geq 4, i \in\{0,1, \ldots, d-1\}$ and $t \geq t_{0}>0$. If $d \in\{4,5,6\}$ and $i=d-1$ or if $d \geq 7$, then

$$
\sup _{r \geq 1} \mathbb{E}\left(\widetilde{F_{r, t}^{(i)}}\right)^{5}<\infty
$$



Figure 3.4.5: Left panel: The two types of (sub-)partitions in $\Pi_{\geq 2}^{* *}(1,1,1,1,1)$. Right panel: Example of a sub-partition $\sigma$ from $\Pi_{\geq 2}^{* *}(4,4,4,4,4)$ with $m(\sigma)=3$

Proof. We start by explaining our method by considering the case $i=d-1$. In this situation

$$
\mathbb{E}\left(\overline{F_{r, t}^{(d-1)}}\right)^{5}=\frac{\mathbb{E}\left(F_{r, t}^{(d-1)}-\mathbb{E} F_{r, t}^{(d-1)}\right)^{5}}{\left(\mathbb{\operatorname { V a r }}\left(F_{r, t}^{(d-1)}\right)\right)^{5 / 2}} \leq c \frac{\mathbb{E}\left(F_{r, t}^{(d-1)}-\mathbb{E} F_{r, t}^{(d-1)}\right)^{5}}{e^{5 r(d-2)}},
$$

where we used the variance bound from Lemma 3.2.8, which is available since $t \geq t_{0}$ and $r \geq 1$. For the centred fifth moment, (2.7) implies that

$$
\mathbb{E}\left(F_{r, t}^{(d-1)}-\mathbb{E} F_{r, t}^{(d-1)}\right)^{5}=\sum_{\sigma \in \Pi_{2}^{* *}(1,1,1,1,1)} t^{5-|\sigma|+\|\sigma\|} \int_{A_{h}(d, d-1)^{5-|\sigma|-\|\sigma\|}}\left(\left(f^{(d-1)}\right)^{\otimes 5}\right)_{\sigma} d \mu_{d-1}^{5-|\sigma|+\|\sigma\|} .
$$

The set $\Pi_{\geq 2}^{* *}(1,1,1,1,1)$ consists only of two types of sub-partitions of $\{1,2,3,4,5\}$, which are actually partitions, see Figure 3.4.5. The first type only consists of one partition, namely the trivial partition, only containing the single block $\{1,2,3,4,5\}$. The second type contains $\binom{5}{2}=10$ partitions having precisely two blocks, one of size 2 and the other of type 3 . Since the integrals corresponding to these partitions all yield the same contribution, we can restrict our computations to $\{\{1,2,3\},\{4,5\}\}$, for example. Thus,

$$
\begin{aligned}
\mathbb{E}\left(F_{r, t}^{(d-1)}-\mathbb{E} F_{r, t}^{(d-1)}\right)^{5}= & t^{9} \int_{A_{h}(d, d-1)} \mathcal{H}^{d-1}\left(H \cap B_{r}\right)^{5} \mu_{d-1}(d H) \\
& +10 t^{8} \int_{A_{h}(d, d-1)^{2}} \mathcal{H}^{d-1}\left(H_{1} \cap B_{r}\right)^{3} \mathcal{H}^{d-1}\left(H_{2} \cap B_{r}\right)^{2} \mu_{d-1}^{2}\left(d\left(H_{1}, H_{2}\right)\right) .
\end{aligned}
$$

By Lemma 3.2.5 we have

$$
\int_{A_{h}(d, d-1)} \mathcal{H}^{d-1}\left(H \cap B_{r}\right)^{5} \mu_{d-1}(d H) \leq c g(d-1,5, d, r) \leq c e^{5 r(d-2)},
$$

since $5(d-2)-(d-1)=4 d-9>0$. Again by Lemma 3.2 .5 we obtain

$$
\begin{aligned}
& \int_{A_{h}(d, d-1)^{2}} \mathcal{H}^{d-1}\left(H_{1} \cap B_{r}\right)^{3} \mathcal{H}^{d-1}\left(H_{2} \cap B_{r}\right)^{2} \mu_{d-1}^{2}\left(d\left(H_{1}, H_{2}\right)\right) \\
& \quad \leq c g(d-1,3, d, r) g(d-1,2, d, r) \leq c e^{3 r(d-2)} e^{2 r(d-2)} \leq c e^{5 r(d-2)},
\end{aligned}
$$

since $d>3$. Thus we get

$$
\sup _{r \geq 1} \mathbb{E}\left(\widetilde{F_{r, t}^{(i)}}\right)^{5} \leq c \sup _{r \geq 1} \frac{e^{5 r(d-2)}+e^{5 r(d-2)}}{e^{5 r(d-2)}}=c<\infty
$$

This proves the claim for $i=d-1$.

Now we fix $i \in\{0,1, \ldots, d-2\}$ arbitrarily and assume that $d \geq 7$. Furthermore, we fix an arbitrary partition $\sigma \in \Pi_{\geq 2}^{* *}(d-i, d-i, d-i, d-i, d-i)$. We denote by $m(\sigma) \in\{2,3,4,5\}$ the size of the maximal block of $\sigma$ and represent $\sigma$ as a diagram. The elements of this diagram are labelled $a_{p, q}$. Here, $p \in\{1, \ldots, 5\}$ represents the row number and $q \in\{1, \ldots, d-i\}$ stands for the column number. Without loss of generality we can and will assume that the maximal block of $\sigma$ sits in the left upper corner of the diagram of $\sigma$, that is, the maximal block is of the form $\left\{a_{1,1}, \ldots, a_{m(\sigma), 1}\right\}$. To each row $p \in\{1, \ldots, 5\}$ we associate two numbers $b(p)$ and $c(p)$ in the following way. By $b(p)$ we denote the number of elements of row $p$ in position

$$
(p, q) \in(\{1, \ldots, m(\sigma)\} \times\{2, \ldots, d-i\}) \cup(\{m(\sigma)+1, \ldots, 5\} \times\{1, \ldots, d-i\})
$$

which are contained in a block of $\sigma$ that has at least one element in a row below $p$, and we let $c(p)$ be the number of elements in position ( $p, q$ ) (with the same restrictions as above) in row $p$ not contained in any block of $\sigma$ that has at least one element in a row below $p$, see Figure 3.4.5 for an example. Note that $b(5)=0, c(5)=d-i$ if $m(\sigma)<5$, and $c(p)=d-i-b(p)-1$ if $p \in\{1, \ldots, m(\sigma)\}$. Our task is to show that the integral (in symbolic notation)

$$
\begin{aligned}
\mathscr{I}: & =\int \cdots \int\left(\left(f^{(i)}\right)^{\otimes 5}\right)_{\sigma} \\
= & \int \cdots \int f^{(i)}\left(H_{1}, G_{1}, \ldots, G_{b(1)}, K_{1}, \ldots, K_{c(1)}\right) \\
& \quad \times f^{(i)}(\ldots) f^{(i)}(\ldots) f^{(i)}(\ldots) f^{(i)}(\ldots) \mu_{d-1}\left(d H_{1}\right) \ldots
\end{aligned}
$$

is bounded by a constant multiple of $e^{5(d-2) r}$, which is the order of $\left(\mathbb{V a r}\left(F_{r, t}^{(i)}\right)\right)^{5 / 2}$. We first integrate with respect to the hyperplanes $K_{1}, \ldots, K_{c(1)}$, which do not appear in any of the arguments of the other four functions $f^{(i)}(\ldots)$. By Crofton's formula this gives $c \mathcal{H}^{d-1-b(1)}\left(B_{r} \cap H_{1} \cap G_{1} \cap \ldots \cap G_{b(1)}\right)$. Now we replace $H_{1} \cap G_{1} \cap \ldots \cap G_{b(1)}$ by a $(d-1-b(1))$ dimensional subspace $L_{d-1-b(1)}\left(s_{1}\right)$ having distance $s_{1}=d_{h}\left(H_{1}, p\right)$ from $p$. This leads to

$$
\begin{equation*}
\mathcal{H}^{d-1-b(1)}\left(B_{r} \cap H_{1} \cap G_{1} \cap \ldots \cap G_{b(1)}\right) \leq \mathcal{H}^{d-1-b(1)}\left(B_{r} \cap L_{d-1-b(1)}\left(s_{1}\right)\right) . \tag{3.36}
\end{equation*}
$$

Then $G_{1}, \ldots, G_{b(1)}$ are active integration variables for rows below the first row. Repeating the same argument for $p=2, \ldots, m(\sigma)$, we arrive at (again in symbolic notation)

$$
\begin{gathered}
\mathscr{I} \leq c \int \cdots \int \mathcal{H}^{d-1-b(1)}\left(B_{r} \cap L_{d-1-b(1)}\left(s_{1}\right)\right) \cdots \mathcal{H}^{d-1-b(m(\sigma))}\left(B_{r} \cap L_{d-1-b(m(\sigma))}\left(s_{1}\right)\right) \\
\times f^{(i)}(\ldots) \cdots f^{(i)}(\ldots) \mu_{d-1}\left(d H_{1}\right) \ldots,
\end{gathered}
$$

where $f^{(i)}(\ldots)$ appears $5-m(\sigma)$ times. From now on we distinguish the following two cases:
(a) there is no block that contains precisely two elements from the rows below $m(\sigma)$,
(b) there exists a block that contains precisely two elements from the rows below $m(\sigma)$.

We start by treating case (a). If $m(\sigma)=2$, then all blocks of $\sigma$ have two elements. In particular, no element of row $p \geq 3$ can be in a (2-element) block with another element in a block below. Hence, we have $c(p)=d-i$ for $p \geq 3$. If $m(\sigma)=3$, then an element of row $p=4$ cannot be in a common block with an element of row 5 due to assumption (a). Hence $c(4)=c(5)=d-i$. This shows that $c(p)=d-i$ for $p \in\{m(\sigma)+1, \ldots, 5\}$. We can thus carry out the $5-m(\sigma)$ integrals involving the functions $f^{(i)}(\ldots)$, which by Crofton's formula and Lemma 3.2 .5 leads to the upper bound

$$
\begin{equation*}
\mathcal{H}^{d}\left(B_{r}\right)^{5-m(\sigma)} \leq c e^{(5-m(\sigma))(d-1) r} . \tag{3.37}
\end{equation*}
$$

The only remaining integral in $\mathscr{I}$ is

$$
\mathscr{J}:=\int_{0}^{r} \cosh ^{d-1}(s) \mathcal{H}^{d-1-b(1)}\left(B_{r} \cap L_{d-1-b(1)}(s)\right) \cdots \mathcal{H}^{d-1-b(m(\sigma))}\left(B_{r} \cap L_{d-1-b(m(\sigma))}(s)\right) d s .
$$

To proceed, we define for $p \in\{1, \ldots, m(\sigma)\}$ the function

$$
g_{p}(s):=e^{-r(d-2)} \cdot \begin{cases}e^{(r-s)(d-2-b(p))} & : d-1-b(p) \geq 2 \\ r-s+\log (2) & : d-1-b(p)=1 \\ 1 & : d-1-b(p)=0\end{cases}
$$

Then, Lemma 3.2.3, (3.7) and Lemma 3.2.4 imply that

$$
\begin{equation*}
\mathscr{J} \leq c e^{m(\sigma)(d-2) r} \mathscr{K} \quad \text { with } \quad \mathscr{K}:=\int_{0}^{r} \cosh ^{d-1}(s) g_{1}(s) \cdots g_{m(\sigma)}(s) d s \tag{3.38}
\end{equation*}
$$

We let

$$
\begin{aligned}
Z_{01} & :=\{p \in\{1, \ldots, m(\sigma)\}: d-1-b(p) \in\{0,1\}\}, \\
Z_{1} & :=\{p \in\{1, \ldots, m(\sigma)\}: d-1-b(p)=1\} .
\end{aligned}
$$

Then

$$
\begin{equation*}
\mathscr{K} \leq c e^{-r(d-2)\left|Z_{01}\right|-r \sum_{p=1, p \neq Z_{01}}^{m(\sigma)} b(p)} \int_{0}^{r}(r-s+\log (2))^{\left|Z_{1}\right|} e^{s E} d s, \tag{3.39}
\end{equation*}
$$

where the exponent $E$ is given by

$$
E:=(d-1)-(d-2)\left(m(\sigma)-\left|Z_{01}\right|\right)+\sum_{p=1, p \notin Z_{01}}^{m(\sigma)} b(p) .
$$

If $E<0$ the integral in $(\sqrt[3.39]{ })$ is bounded by a constant times $r^{\left|Z_{1}\right|}$. In view of $(3.37)$ and $(\sqrt[3.38]{ })$
we conclude that

$$
\begin{equation*}
\mathscr{I} \leq c e^{(5-m(\sigma))(d-1) r} e^{m(\sigma)(d-2) r} e^{-(d-2)\left|Z_{01}\right| r-r \sum_{p=1, p \in Z_{01}}^{m(\sigma)} b(p)} r^{\left|Z_{1}\right|} \tag{3.40}
\end{equation*}
$$

In order to bound $\mathscr{I}$ from above by a constant times $e^{5(d-2) r}$, we use the decomposition

$$
\begin{equation*}
e^{5(d-2) r}=e^{(5-m(\sigma))(d-1) r} e^{m(\sigma)(d-2) r} e^{-(5-m(\sigma)) r} . \tag{3.41}
\end{equation*}
$$

A comparison of the exponents in (3.40) and (3.41) shows that if $E<0$, then it is sufficient to prove that

$$
(d-2)\left|Z_{01}\right|+\sum_{p=1, p \neq Z_{01}}^{m(\sigma)} b(p) \begin{cases}\geq 5-m(\sigma) & : \text { if }\left|Z_{1}\right|=0 \\ >5-m(\sigma) & : \text { if }\left|Z_{1}\right|>0\end{cases}
$$

If $\left|Z_{01}\right|>0$, then $(d-2)\left|Z_{01}\right| \geq 4>5-m(\sigma)$ for $d \geq 6$. If $\left|Z_{01}\right|=0$, then also $\left|Z_{1}\right|=0$, and in this case it is sufficient to show that $\sum_{p=1}^{m(\sigma)} b(p) \geq 5-m(\sigma)$. To see this, note that, for any $m(\sigma) \in\{2, \ldots, 5\}$, under condition (a) we know that for $5-m(\sigma)$ of the positions $(p, q) \in\{1, \ldots, m(\sigma)\} \times\{2, \ldots, d-i\}$ there has to be a block containing the element at ( $p, q$ ) and exactly one element at $\left(p^{\prime}, q^{\prime}\right) \in\{m(\sigma)+1, \ldots, 5\} \times\{1, \ldots, d-i\}$, since each row has to be visited by some block. But this implies the required inequality.

Next, suppose that $E=0$. Then the integral in (3.39) is bounded by a polynomial in $r$ of degree at most $\left|Z_{1}\right|+1$ and another comparison of exponents in (3.40) and (3.41) implies that in this case we need to prove that

$$
\begin{equation*}
(d-2)\left|Z_{01}\right|+\sum_{p=1, p \neq Z_{01}}^{m(\sigma)} b(p)>5-m(\sigma) . \tag{3.42}
\end{equation*}
$$

Using the assumption that $E=0$, we see that in this case

$$
(d-2)\left|Z_{01}\right|+\sum_{p=1, p \notin Z_{01}}^{m(\sigma)} b(p)=m(\sigma)(d-2)-(d-1) .
$$

This shows that the inequality in $(3.42)$ is equivalent to $(d-1)(m(\sigma)-1)>5$, which is always satisfied for $d \geq 7$.

Finally, we suppose that $E>0$ in which case a comparison of the exponents in (3.40) and (3.41) shows that we have to verify that

$$
(d-2)\left|Z_{01}\right|+\sum_{p=1, p \notin Z_{01}}^{m(\sigma)} b(p)-(d-1)+(d-2)\left(m(\sigma)-\left|Z_{01}\right|\right)-\sum_{p=1, p \notin Z_{01}}^{m(\sigma)} b(p) \geq 5-m(\sigma) .
$$

After simplification, this is equivalent to $(d-1)(m(\sigma)-1) \geq 5$, which holds for $d \geq 6$. This completes the argument in case (a) for $d \geq 7$.

We turn now to case (b), where we have to distinguish the sub-cases $m(\sigma)=2$ and $m(\sigma)=3$. We start with the case $m(\sigma)=2$. Then, arguing as at the beginning of the proof for case (a),
we have

$$
\mathscr{I} \leq c \mathscr{I}_{1} \mathscr{I}_{2} \mathcal{H}^{d}\left(B_{r}\right)
$$

with

$$
\mathscr{J}_{j}:=\int_{0}^{r} \cosh ^{d-1}(s) \mathcal{H}^{d-1-\bar{b}(2 j-1)}\left(B_{r} \cap L_{d-1-\bar{b}(2 j-1)}(s)\right) \mathcal{H}^{d-1-\bar{b}(2 j)}\left(B_{r} \cap L_{d-1-\bar{b}(2 j)}(s)\right) d s
$$

for $j \in\{1,2\}$, where $\bar{b}(i)=b(i)$ for $i \in\{1,2,4\}$ and $\bar{b}(3)=b(3)-1 \geq 0$. Moreover, without loss of generality, we can assume that $b(1) \geq 1$. Similarly to (3.38), for $j \in\{1,2\}$ we get

$$
\mathscr{J}_{j} \leq e^{2(d-2) r} \mathscr{K}_{j} \quad \text { with } \quad \mathscr{K}_{j}:=\int_{0}^{r} \cosh ^{d-1}(s) g_{2 j-1}(s) g_{2 j}(s) d s .
$$

For $j \in\{1,2\}$ we let

$$
\begin{aligned}
Z_{01}^{j} & :=\{p \in\{2 j-1,2 j\}: d-1-\bar{b}(p) \in\{0,1\}\}, \\
Z_{1}^{j} & :=\{p \in\{2 j-1,2 j\}: d-1-\bar{b}(p)=1\} .
\end{aligned}
$$

Then

$$
\begin{equation*}
\mathscr{K}_{j} \leq c e^{-r(d-2)\left|Z_{01}^{j}\right|-r \sum_{p=2 j-1, p \xi Z Z_{01}^{j}}^{2 j} \bar{b}(p)} \int_{0}^{r}(r-s+\log (2))^{\left|Z_{1}^{j}\right|} e^{s E_{j}} d s, \tag{3.43}
\end{equation*}
$$

where the exponents $E_{j}, j \in\{1,2\}$, are given by

$$
E_{j}:=(d-1)-(d-2)\left(2-\left|Z_{01}^{j}\right|\right)+\sum_{p=2 j-1, p \notin Z_{01}^{j}}^{2 j} \bar{b}(p) .
$$

We will show that $\mathscr{K}_{1}$ is bounded by a constant multiple of $e^{-r}$ and $\mathscr{K}_{2}$ by a constant. Then we can conclude that

$$
\mathscr{I} \leq c e^{(d-1) r} \mathscr{I}_{1} \mathscr{I}_{2} \leq c e^{(d-1) r} e^{4(d-2) r} e^{-r} \leq e^{5(d-2) r} .
$$

We first consider $\mathscr{K}_{1}$. For $E_{1}<0$ the integral in (3.43) is bounded by a constant multiple of $r^{\left|Z_{1}^{1}\right|}$. Therefore it is sufficient to compare the exponents and to show that

$$
(d-2)\left|Z_{01}^{1}\right|+\sum_{p=1, p \neq Z_{01}^{1}}^{2} b(p) \begin{cases}\geq 1 & :\left|Z_{1}^{1}\right|=0, \\ >1 & :\left|Z_{1}^{1}\right|>0 .\end{cases}
$$

Since $b(1) \geq 1$ and $d \geq 4$, this is satisfied.

Next, suppose that $E_{1}=0$. In this case, the integral in (3.43) is bounded by a polynomial in $r$ and we have to show the inequality

$$
\begin{equation*}
(d-2)\left|Z_{01}^{1}\right|+\sum_{p=1, p \neq Z_{01}^{1}}^{2} b(p)>1 . \tag{3.44}
\end{equation*}
$$

Using the assumption that $E_{1}=0$, we get

$$
(d-2)\left|Z_{01}^{1}\right|+\sum_{p=1, p \nless Z_{01}^{1}}^{2} b(p)=-(d-1)+2(d-2)=d-3 .
$$

Hence ( 3.44 ) is true for $d \geq 5$.
Finally, we suppose that $E_{1}>0$. Then we have to show that

$$
(d-2)\left|Z_{01}^{1}\right|+\sum_{p=1, p \nless Z_{01}^{1}}^{2} b(p)-(d-1)+(d-2)\left(2-\left|Z_{01}\right|^{j}\right)-\sum_{p=1, p \notin Z_{01}^{1}}^{2} b(p) \geq 1 .
$$

After simplifications this is equivalent to $d \geq 4$.
Now we prove that $\mathscr{K}_{2}$ is bounded by a constant. For $E_{2}<0$, a comparison of the exponents in (3.43) shows that we need that

$$
(d-2)\left|Z_{01}^{2}\right|+\sum_{p=3, p \neq Z_{01}^{2}}^{4} \bar{b}(p) \begin{cases}\geq 0 & :\left|Z_{1}^{2}\right|=0, \\ >0 & :\left|Z_{1}^{2}\right|>0,\end{cases}
$$

which is trivially satisfied.
For $E_{2}=0$ the required inequality is

$$
(d-2)\left|Z_{01}^{2}\right|+\sum_{p=3, p \neq Z_{01}^{2}}^{4} \bar{b}(p)>0,
$$

which is equivalent to $-(d-1)+2(d-2)>0$, that is, to $d \geq 4$.
Finally, if $E_{2}>0$ then we have to verify that

$$
(d-2)\left|Z_{01}^{2}\right|+\sum_{p=3, p \nless Z_{01}^{2}}^{4} \bar{b}(p)-(d-1)+(d-2)\left(2-\left|Z_{01}\right|^{2}\right)-\sum_{p=3, p \notin Z_{01}^{2}}^{4} \bar{b}(p) \geq 0 .
$$

Again simplification yields that this is equivalent to $d \geq 3$.

Now we turn to the case $m(\sigma)=3$. Then we have

$$
\mathscr{I} \leq c \mathscr{I}_{3} \mathscr{I}_{4}
$$

with

$$
\begin{aligned}
& \mathscr{I}_{3}:=\int_{0}^{r} \cosh ^{d-1}(s) \prod_{i=1}^{3} \mathcal{H}^{d-1-b(i)}\left(B_{r} \cap L_{d-1-b(i)}(s)\right) d s, \\
& \mathscr{I}_{4}:=\int_{0}^{r} \cosh ^{d-1}(s) \prod_{i=4}^{5} \mathcal{H}^{d-1-\bar{b}(i)}\left(B_{r} \cap L_{d-1-\bar{b}(i)}(s)\right) d s,
\end{aligned}
$$

where $0 \leq \bar{b}(4):=b(4)-1 \leq d-i-1 \leq d-1$ and $\bar{b}(5)=0$. We will prove that $\mathscr{I}_{3} \leq c e^{3(d-2) r}$ and $\mathscr{I}_{4} \leq c e^{2(d-2) r}$, which in turn proves that $\mathscr{I} \leq c e^{5(d-2) r}$.

As in the proof of case (a) (and for $m(\sigma)=3$ there), we obtain

$$
\mathscr{I}_{3} \leq c e^{3(d-2) r} \mathscr{K}_{3} \quad \text { with } \quad \mathscr{K}_{3}:=\int_{0}^{r} \cosh ^{d-1}(s) g_{1}(s) g_{2}(s) g_{3}(s) d s
$$

We show that $\mathscr{K}_{3} \leq c$. For this, we proceed as before and obtain

$$
\mathscr{K}_{3} \leq c e^{-r(d-2)\left|Z_{01}^{3}\right|-r \sum_{p=1, p \nless Z_{01}^{3}}^{3} b(p)} \int_{0}^{r}(r-s+\log (2))^{\left|Z_{1}^{3}\right|} e^{s E_{3}} d s
$$

where

$$
Z_{01}^{3}:=\{p \in\{1, \ldots, 3\}: d-1-b(p) \in\{0,1\}\}, \quad Z_{1}^{3}:=\{p \in\{1, \ldots, 3: d-1-b(p)=1\}
$$

and

$$
E_{3}:=(d-1)-(d-2)\left(3-\left|Z_{01}^{3}\right|\right)+\sum_{p=1, p \notin Z_{01}^{3}}^{3} b(p) .
$$

If $E_{3} \leq 0$, then

$$
r^{\left|Z_{01}^{3}\right|} e^{-r(d-2)\left|Z_{01}^{3}\right|} e^{-r \sum_{p=1, p \notin Z_{01}^{3}}^{3} b(p)} \leq c
$$

provided that

$$
(d-2)\left|Z_{01}^{3}\right|+\sum_{p=1, p \notin Z_{01}^{3}}^{3} b(p) \begin{cases}\geq 0 & :\left|Z_{1}^{3}\right|=0 \\ >0 & :\left|Z_{1}^{3}\right|>0 .\end{cases}
$$

This is obviously true, since $\left|Z_{01}^{3}\right| \geq\left|Z_{1}^{3}\right|$ and $d \geq 4$. Hence, if $E_{3} \leq 0$, then $\mathscr{K}_{3} \leq c$.
If $E_{3}>0$, then $\mathscr{K}_{3} \leq c$ follows provided that

$$
(d-2)\left|Z_{01}^{3}\right|+\sum_{p=1, p \notin Z_{01}^{3}}^{3} b(p)-E_{3} \geq 0 .
$$

The latter is equivalent to $(d-2) 3-(d-1) \geq 0$, that is, to $2 d \geq 5$. Thus we have shown that $\mathscr{I}_{3} \leq c e^{3(d-2)}$. In order to show that $\mathscr{I}_{4} \leq c e^{2(d-2)}$, we distinguish several cases.

If $\bar{b}(4)<d-3$, then

$$
\begin{aligned}
\mathscr{I}_{4} & \leq c \int_{0}^{r} e^{s(d-1)} e^{(r-s)(d-2-\bar{b}(4))} e^{(r-s)(d-2)} d s \\
& \leq c e^{(2(d-2)-\bar{b}(4)) r} \int_{0}^{r} e^{s(-d+3+\bar{b}(4))} d s \leq c e^{2(d-2) r}
\end{aligned}
$$

If $\bar{b}(4)=d-3$, then

$$
\mathscr{I}_{4} \leq c e^{(2(d-2)-d+3) r} r=c r e^{r(d-1)} \leq c e^{2(d-2) r}
$$

since $d-1<2(d-2)$ for $d \geq 4$.
If $\bar{b}(4)=d-2$, then

$$
\mathscr{I}_{4} \leq c \int_{0}^{r} e^{s(d-1)}(r-s+\log (2)) e^{(r-s)(d-2)} d s \leq c e^{r(d-1)}
$$

If $\bar{b}(4)=d-1$, then

$$
\mathscr{I}_{4} \leq c \int_{0}^{r} e^{s(d-1)} e^{(r-s)(d-2)} d s \leq c e^{r(d-1)} .
$$

Thus in all cases we have $\mathscr{I}_{4} \leq c e^{2(d-2) r}$, which completes the proof.

Proof of Theorem 3.1.5 (c). Let $d$ and $i$ be as in the statement of Theorem 3.1.5 (c), and suppose to the contrary that $\widetilde{F_{r, t}^{(i)}}$ converges in distribution, as $r \rightarrow \infty$, to a standard Gaussian random variable $N$. As a consequence of Lemma 3.4.2, the family of random variables $\left(\left(\widetilde{F_{r, t}^{(i)}}\right)^{4}\right)_{r>1}$ is uniformly integrable, which implies that $\mathbb{E}\left(F_{r, t}^{(i)}\right)^{4} \rightarrow \mathbb{E} N^{4}=3$, as $r \rightarrow \infty$. Thus, we would also have that

$$
\begin{equation*}
\operatorname{cum}_{4}=\mathbb{E}\left(\widetilde{F_{r, t}^{(i)}}\right)^{4}-3 \rightarrow \mathbb{E} N^{4}-3=0 \tag{3.45}
\end{equation*}
$$

as $r \rightarrow \infty$. On the other hand, from [109, page 112] we know that

$$
\frac{M_{1,1}\left(f^{(i)}\right)}{\left(\mathbb{V a r}\left(F_{r, t}^{(i)}\right)\right)^{2}} \leq \operatorname{cum}_{4}
$$

In addition, we have the following lower bound for $M_{1,1}\left(f^{(i)}\right)$ :

$$
M_{1,1}\left(f^{(i)}\right)=c t^{4(d-1-i)+1} \int_{A_{h}(d, d-1)} \mathcal{H}^{d-1}\left(\tilde{H}_{1} \cap B_{r}\right)^{4} \mu_{d-1}\left(d \tilde{H}_{1}\right) \geq c g(d-1,4, d, r) \geq c e^{4 r(d-2)}
$$

since $4(d-2)-(d-1)>0$, which follows from our assumption that $d \geq 4$, and since $i \leq d-1$ and $t \geq 1$. In combination with Lemma 3.2.8 we thus find that

$$
\operatorname{cum}_{4} \geq \frac{M_{1,1}\left(f^{(i)}\right)}{\left(\mathbb{V a r}\left(F_{r, t}^{(i)}\right)\right)^{2}} \geq \frac{c}{c^{(i)}(d)} \frac{e^{4 r(d-2)}}{e^{4 r(d-2)}}=c>0,
$$

which is a contradiction to (3.45). Consequently, the family of random variables $\left(\widetilde{F_{r, t}^{(i)}}\right)_{r \geq 1}$ cannot satisfy a central limit theorem as $r \rightarrow \infty$.

Remark 3.4.1. Let $d \geq 4$ and $i=d-1$ or $d \geq 7$ and $i \in\{0,1, \ldots, d-1\}$. For such $d$ and $i$ the proof of Theorem $\sqrt[3.1 .5]{ }$ (c) in combination with [10, Corollary 4.7.19], a corollary of the Eberlein-S̆mulian theorem, shows that there exists a subsequence $\overline{F_{r_{k}, t}^{(i)}}$ such that $\overline{F_{r_{k}, t}^{(i)}}$ converges in distribution and in $L^{4}$ to some limiting random variable $X$, say. Especially this implies that $\mathbb{E} X=0, \mathbb{E} X^{2}=1$ and $\mathbb{E} X^{m}<\infty$ for $m \in\{3,4\}$. In particular, this rules out for $X$ the classical $\alpha$-stable distributions for any $0<\alpha<2$ and, since we have shown that $\operatorname{cum}_{4}(X)>0$, also a Gaussian distribution. We leave the determination of the distribution of the limiting random variable $X$ as a challenging open problem for future research.

### 3.4.3 The case of simultaneous growth of intensity and window: Proof of Theorem 3.1.6

According to Lemma 3.4 .2 we have that, for any fixed $t \geq 1$,

$$
\sup _{r \geq 1} \mathbb{E}\left(\widetilde{F_{r, t}^{(i)}}\right)^{5}<\infty, \quad \text { where } \quad \widetilde{F_{r, t}^{(i)}}=\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var}\left(F_{r, t}^{(i)}\right)}}
$$

and where $d$ and $i$ are as in the statement of Theorem 3.1.6. Then, taking $t=1$, by Hölder's inequality it follows that

$$
\begin{equation*}
\sup _{r \geq 1} \mathbb{E}\left(\widetilde{F_{r, 1}^{(i)}}\right)^{4} \leq \sup _{r \geq 1}\left(\mathbb{E}\left(\widetilde{F_{r, 1}^{(i)}}\right)^{5}\right)^{4 / 5}<\infty \tag{3.46}
\end{equation*}
$$

Next, we recall the definition of the integrals $M_{u, v}(h), u, v \in\{1, \ldots, m\}$, from (2.8) that are associated with a general Poisson U-statistic of order $m \in \mathbb{N}$ with kernel function $h$. In order to emphasize the role of the measure these integrals are taken with, we will write $M_{u, v}(h ; \mu)$ in what follows. By definition of the integrated kernels in (2.9) we have that

$$
\begin{equation*}
M_{u, v}\left(f^{(i)} ; t \mu_{d-1}\right) \leq t^{4(d-i-1)+1} M_{u, v}\left(f^{(i)} ; \mu_{d-1}\right) \tag{3.47}
\end{equation*}
$$

for any $t \geq 1$ and any fixed $r \geq 1$. In fact, $f_{u}^{(i)}$ and $f_{v}^{(i)}$ contribute twice the factor $t^{d-i-u}$ and twice the factor $t^{d-i-v}$ by (2.9), respectively, and the integral in (2.8) leads to an additional factor $t^{|\sigma|}$. By the choice $u=v=1$ we maximize the resulting exponent and see that their product is bounded by $t^{4(d-i-1)+1}$. Indeed, if $u=v=1$ we necessarily have that $|\sigma|=1$ since $\sigma$ has to be connected. On the other hand, if $u+v \geq 3$ then $|\sigma| \leq u+v$ and hence

$$
\begin{aligned}
2(d-i-u)+2(d-i-v)+|\sigma| & \leq 2(d-i-u)+2(d-i-v)+u+v \\
& =4(d-i-1)-(u+v)+4 \\
& \leq 4(d-i-1)+1 .
\end{aligned}
$$

Now, we apply the normal approximation bound (2.10) to the Poisson U-statistic $F_{r, t}^{(i)}$. Together with (3.47) and the lower and the upper variance bound from Lemma 3.2 .8 this yields

$$
\begin{aligned}
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var} F_{r, t}^{(i)}}}, N\right) & \leq c \sum_{u, v=1}^{d-i} \frac{\sqrt{M_{u, v}\left(f^{(i)} ; t \mu_{d-1}\right)}}{\operatorname{Var}\left(F_{r, t}^{(i)}\right)} \\
& \leq c \sum_{u, v=1}^{d-i} \frac{t^{2(d-i-1)+1 / 2}}{t^{2(d-i)-1}} \frac{\sqrt{M_{u, v}\left(f^{(i)} ; \mu_{d-1}\right)}}{\operatorname{Var}\left(F_{r, 1}^{(i)}\right)} \\
& =\frac{c}{\sqrt{t}} \sum_{u, v=1}^{d-i} \frac{\sqrt{M_{u, v}\left(f^{(i)} ; \mu_{d-1}\right)}}{\operatorname{Var}\left(F_{r, 1}^{(i)}\right)}
\end{aligned}
$$

for any $t \geq 1$ and $r \geq 1$. Note that the expression in the sum has now become a function of the
parameter $r$ only. We can now apply for any $u, v \in\{1, \ldots, d-i\}$ the estimate

$$
\frac{\sqrt{M_{u, v}\left(f^{(i)} ; \mu_{d-1}\right)}}{\operatorname{Var}\left(F_{r, 1}^{(i)}\right)} \leq \sqrt{\mathbb{E}\left(\widetilde{F_{r, 1}^{(i)}}\right)^{4}-3}
$$

from the discussion after [109, Corollary 4.3] (see also [60, Proposition 3.8]). This leads to the bound

$$
d\left(\frac{F_{r, t}^{(i)}-\mathbb{E} F_{r, t}^{(i)}}{\sqrt{\operatorname{Var} F_{r, t}^{(i)}}}, N\right) \leq \frac{c}{\sqrt{t}} \sqrt{\mathbb{E}\left(\widetilde{F_{r, 1}^{(i)}}\right)^{4}-3} \leq \frac{c}{\sqrt{t}} \sqrt{\mathbb{E}\left(\widetilde{F_{r, 1}^{(i)}}\right)^{4}} .
$$

However, in view of (3.46) the last expression is bounded by $c / \sqrt{t}$ for all $t \geq 1$ and $r \geq 1$. This completes the proof of Theorem 3.1.6.

### 3.5 Proofs IV - Multivariate Limit Theorems

### 3.5.1 The case of growing intensity: Proof of Theorem 3.1.7 (a)

This is a direct consequence of [65, Theorem 5.2].

### 3.5.2 The case of growing windows: Proof of Theorem 3.1.7 (b) and (c)

 The planar case $d=2$ : Proof of Theorem 3.1.7 (B)Our goal is to use (2.11). The first term in (2.11) is bounded by a constant multiple of $r^{2} e^{-r}$ by Lemma 3.2.9. To evaluate the second term we have to combine the lower variance bound from Lemma $\sqrt[3.2 .6]{ }$ with upper bounds for the terms $M_{1,1}, M_{1,2}$ and $M_{2,2}$. In the proof of Theorem 3.1.5 (a) we have already shown that $M_{1,1}\left(f^{(i)}, f^{(i)}\right) \leq c e^{r}$ for $i \in\{0,1\}$ and $M_{2,2}\left(f^{(0)}, f^{(0)}\right) \leq c r e^{r}$, which implies that

$$
\begin{aligned}
& M_{1,1}\left(e^{-r / 2} f^{(i)}, e^{-r / 2} f^{(i)}\right) \leq c e^{-2 r} e^{r}=c e^{-r}, \\
& M_{2,2}\left(e^{-r / 2} f^{(0)}, e^{-r / 2} f^{(0)}\right) \leq c r e^{-2 r} e^{r}=c r e^{-r} .
\end{aligned}
$$

Finally, up to a constant factor an upper bound for $M_{1,2}\left(e^{-r / 2} f^{(i)}, e^{-r / 2} f^{(0)}\right)$, for $i \in\{0,1\}$, is given by
$M_{1,2}\left(e^{-r / 2} f^{(0)}, e^{-r / 2} f^{(0)}\right)$, which is equal to

$$
e^{-2 r} M_{1,2}\left(f^{(0)}\right) \leq c e^{-2 r}\left(e^{r}+2 r^{2} e^{r}\right) \leq c r^{2} e^{-r} .
$$

Thus we conclude from (2.11) that

$$
d_{3}\left(\mathbf{F}_{r, t}, N_{\Sigma_{2}}\right) \leq c\left(r^{2} e^{-r}+e^{-r / 2}+r^{1 / 2} e^{-r / 2}+r e^{-r / 2}\right) \leq c r e^{-r / 2} .
$$

Since the covariance matrix $\Sigma_{2}$ is invertible, $\left\|\Sigma_{2}^{-1}\right\|_{o p}\left\|\Sigma_{2}\right\|_{o p}^{1 / 2}$ and $\left\|\Sigma_{2}^{-1}\right\|_{o p}\left\|^{3 / 2} \Sigma_{2}\right\|_{o p}$ are positive and finite constants only depending on $t$. Together with (2.12) this also implies that

$$
d_{2}\left(\mathbf{F}_{r, t}, N_{\Sigma_{2}}\right) \leq c r e^{-r / 2} .
$$

and completes the proof of Theorem 3.1.7 (b).
The spatial case $d=3$ : Proof of Theorem 3.1.7 (c)
Our goal is again to use the normal approximation bound (2.11). By Lemma 3.2 .10 the first term in (2.11) is bounded from above by a constant multiple of $r^{-1}$. Next, it remains to provide upper bounds for the terms

$$
M_{u, v} \quad \text { for } \quad(u, v) \in\{(1,1),(1,2),(1,3),(2,2),(2,3),(3,3)\} .
$$

As in the planar case $d=2$ all integrals which are involved have already been treated in the proof of the univariate limit theorem. Thus, using the bounds derived in the proof of Theorem 3.1.5 (b) we can complete the proof in dimension $d=3$.

## CHAPTER 4

## Splitting TESSELLATIONS IN HYPERBOLIC SPACES

In this chapter we investigate a splitting model in hyperbolic space. For further background we refer to Chapter 2. We will start by formally defining the model in Section 4.1. Section 4.2 and Section 4.3 contain certain general properties of this process that will be needed later on. In Section 4.4 we introduce a famous geometric concept, namely the capacity functional which is helpful for making statements about the distribution of the process. Later in Section 4.5 and 4.6 first and second order properties of functionals depending on the process are regarded. Here we are mainly interested in the $k$-dimensional Hausdorff measure of the $k$-skeleton. Finally, Section 4.7 shows that the process is mixing.

### 4.1 Definition of the model

In Section 1.4 we already gave an intuitive definition. In this section we define the model in a more formal way as a continuous time pure jump Markov process. This definition is similar to the one used for random fragmentation processes and branching Markov chains (see [7]). For the context of splitting tessellations, it already appears in [105]. The theory of pure jump Markov processes is introduced for example in [13, Chapter 15], [25] [54, Chapter 12], [63, p. 19, Chapter 2.5]. Recall that we denote by $\mathbb{H}_{d-1}[W]$ the set of hyperplanes, having nonempty intersection with a window $W$.

Definition 4.1.1. By an isotropic splitting process $\left(Y_{t}\right)_{t \geq 0}$ in hyperbolic space inside a fixed window $W$ we understand the continuous time pure jump Markov process on the space of


Figure 4.1.1: A realization of a splitting tessellation inside the window $W=B_{2}$, represented in the Conformal ball model.
tessellations with generator

$$
(\mathcal{A} f)(T):=\sum_{c \in T} \int_{\mathbb{H}_{d-1}[W]}[f(\varnothing(c, H, T))-f(T)] \mu_{d-1}(d H)
$$

for $T \in \mathbb{T}^{d}$ and $f: \mathbb{T}^{d} \rightarrow \mathbb{R}$ being a bounded and measurable function. The random tessellation $Y_{t}$ will be called splitting tessellation at time $t$.

Remark 4.1.1. One can show the existence of such a process, as done in [13, Chapter 15 , Section 6], and its uniqueness [13, Proposition 15.38]. Also variations are possible, such as starting with a fixed tessellation $\bar{Y} \in \mathbb{T}^{d}$ at time $t=0$ instead of the whole window $W$. Also the splitting hyperplanes can be chosen with a different directional distribution which would renounce the isotropy property.

### 4.2 Auxiliary Results

The following lemmas will be used in Section 4.3 in order to show a martingale property for certain stochastic processes depending on the splitting process. The first Lemma 4.2.1 gives bounds for the distribution of the number of cells after a certain time $t \geq 0$. The second Lemma 4.2 .2 is more technical and deals with the underlying $\sigma$-fields.

Lemma 4.2.1. The number of cells in a splitting tessellation inside a window $W$ at time $t \geq 0$ is stochastically dominated by a random variable having a geometric distribution with parameter $\exp \left(-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)\right)$.

Proof. We can interpret the number of cells $\left|Y_{t}\right|$ as a continuous time pure jump Markov process in $\mathbb{N}$ with intensity rate

$$
\sum_{c \in Y_{t}} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle c\rangle\right)
$$

and jump height 1. We further introduce $M_{t}$ as a continuous time pure jump Markov process in $\mathbb{N}$ with intensity rate

$$
\sum_{c \in Y_{t}}\left(\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle c\rangle\right)\right)+\sum_{i=1}^{M_{t}} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) \geq 0
$$

and jump height 1. We further let the jump times of $M_{t}$ be independent from the ones in $\left|Y_{t}\right|$ and set $M_{0}=0$. Further both processes are constructed on the same probability space. The sum of both processes $\left|Y_{t}\right|+M_{t}$ is a continuous time pure jump Markov process in $\mathbb{N}$ with intensity rate

$$
\begin{aligned}
\sum_{c \in Y_{t}} & \mu_{d-1}\left(\mathbb{H}_{d-1}\langle c\rangle\right)+\sum_{c \in Y_{t}}\left(\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle c\rangle\right)\right)+\sum_{i=1}^{M_{t}} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) \\
& =\sum_{i=1}^{\left|Y_{t}\right|+M_{t}} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)
\end{aligned}
$$

i.e. a Yule-Furry process with birth rate $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)$. This shows that $\left|Y_{t}\right|$ is stochastically dominated by a fitting Yule-Furry process. Such a process is geometrical distributed with parameter $\exp \left(-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)\right)$. To see this, let $N(t):=\left|Y_{t}\right|+M_{t}$ be the random number of individuals at time $t$ in this process. Further define $p_{n}(t):=\mathbb{P}(N(t)=n)$ as the probability to have $n$ individuals at time $t$. By the definition of the process, a given individual has probability

$$
\begin{aligned}
& \int_{0}^{h} e^{-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)(h-s)} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) e^{-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) s} d s \\
& \quad=h \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) e^{-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) h}
\end{aligned}
$$

of splitting into exactly two within the time interval $(t, t+h)$ and probability $e^{-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) h}$ of not splitting within this time interval. Adding that the splitting happens independently for all individuals, yields

$$
\begin{aligned}
p_{n}(t+h)= & \sum_{k=0}^{n} p_{k}(t) \mathbb{P}(N(t+h)=n \mid N(t)=k) \\
= & p_{n}(t) e^{-n \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) h}+p_{n-1}(t)(n-1) h \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) e^{-n \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) h} \\
& \quad+\sum_{k=0}^{n-2} p_{k}(t) \mathbb{P}(N(t+h)=n \mid N(t)=k) .
\end{aligned}
$$

One can easily show that $\mathbb{P}(N(t+h)=n \mid N(t)=k)=o(h)$ holds for every $n \in \mathbb{N}$ and $k \leq n-2$.

Thus we get

$$
\begin{aligned}
p_{n}^{\prime}(t)= & \lim _{h \searrow 0} \frac{p_{n}(t+h)-p_{n}(t)}{h} \\
= & \lim _{h \searrow 0} h^{-1} p_{n}(t)\left(-1+\sum_{j=0}^{\infty} \frac{\left(-n \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) h\right)^{j}}{j!}\right) \\
& +p_{n-1}(t)(n-1) \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) e^{-n \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) h} \\
& +\sum_{k=0}^{n-2} p_{k}(t) h^{-1} \mathbb{P}(N(t+h)=n \mid N(t)=k) \\
= & \lim _{h \searrow 0} h^{-1} p_{n}(t) \sum_{j=1}^{\infty} \frac{\left(-n \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) h\right)^{j}}{j!} \\
& +p_{n-1}(t)(n-1) \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) e^{-n \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) h} \\
= & -p_{n}(t) n \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)+p_{n-1}(n-1) \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) .
\end{aligned}
$$

Adding the initial condition $p_{1}(0)=1$ gives the differential equation

$$
\begin{aligned}
& p_{n}^{\prime}(t)=-p_{n}(t) n \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)+p_{n-1}(n-1) \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) \\
& p_{1}(0)=1 .
\end{aligned}
$$

The solution of this is given by

$$
p_{n}(t)=e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}(W\rangle\right)}\left(1-e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)(n-1)}\right)
$$

which in turn is the geometric distribution with parameter $\exp \left(-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)\right)$.
The space $\mathbb{T}^{d}$ can be equipped with a $\sigma$-field. Lemma 4.2 .2 will show that two different approaches lead to the same $\sigma$-field. In order to formulate this lemma, let $i_{s}: \mathbf{N}_{s}(E) \rightarrow$ $\mathcal{F}_{l f}(E), \eta \mapsto \operatorname{supp}(\eta)$ be the map that assigns to each simple counting measure on $E$ its support, where $E$ is an arbitrary locally compact space with a countable base. The space $\mathcal{F}_{l f}(E)$ can be equipped with the subspace topology of the Fell topology on the whole space of closed subsets of $E$, denoted by $\mathcal{T}_{l f}$. On the other hand, $\mathbf{N}_{s}(E)$ will be equipped with the vague topology, i.e. the coarsest topology such that the mapping $\eta \mapsto \int_{E} g(x) \eta(d x)$ is continuous for every continuous, non-negative function $g: E \rightarrow[0, \infty)$. This topology will be denoted by $\mathcal{T}_{v g}$. The following lemma is an analogue to [47, Lemma 2.4]. It is used in the proof of Lemma 4.3.2.

Lemma 4.2.2. Let $\mathcal{B}_{l f}$ and $\mathcal{B}_{v g}$ be the $\sigma$-fields generated by $\mathcal{T}_{l f}$ and $\mathcal{T}_{v g}$, respectively. Then $\mathcal{B}_{v g}=i_{s}^{-1}\left(\mathcal{B}_{l f}\right)$ and $i_{s}\left(\mathcal{B}_{v g}\right)=\mathcal{B}_{l f}$. In particular, the $\sigma$-fields induced on $\mathbb{T}^{d}$ by the vague topology and by the Fell topology coincide, and $\mathbb{T}^{d}$ is a Borel space.

Proof. Let $E:=\mathcal{F}_{\text {conv }}\left(\mathbb{H}^{d}\right)$ be the space of nonempty closed convex subsets of $\mathbb{H}^{d}$. In a first step we show that $i_{s}: \mathbf{N}_{s}(E) \rightarrow \mathcal{F}_{l f}(E)$ is continuous. To do so let $\eta, \eta_{n}, n \in \mathbb{N}$ be elements of $\mathbf{N}_{s}(E)$ such that $\eta_{n} \rightarrow \eta$ as $n \rightarrow \infty$. By [103, Theorem 12.2.2] we know that $i_{s}\left(\eta_{h}\right) \rightarrow i_{s}(\eta)$
is equivalent to $(i)$ and ( $i i$ ) to hold with
(i) If $A \in \mathcal{O}\left(\mathbf{N}_{s}(E)\right)$ and $A \cap i_{s}(\eta) \neq \varnothing$, then $A \cap i_{s}\left(\eta_{j}\right) \neq \varnothing$ for almost all $j \in \mathbb{N}$.
(ii) If $B \in \mathcal{C}\left(\mathbf{N}_{s}(E)\right)$ and $B \cap i_{s}(\eta)=\varnothing$, then $B \cap i_{s}\left(\eta_{j}\right)=\varnothing$ for almost all $j \in \mathbb{N}$.

To show ( $i$ ) we let $A$ be an open subset of $\mathbf{N}_{s}(E)$ such that $A \cap i_{s}(\eta) \neq \varnothing$ and assume that $A \cap i_{s}\left(\eta_{j}\right)=\varnothing$ for infinitely many $j \in \mathbb{N}$. By the Portmanteau-Theorem (see [28, p. 385]) the convergence of counting measures $\eta_{n}, n \in \mathbb{N}$ implies

$$
\liminf _{n \rightarrow \infty} \eta_{n}(A) \geq \eta(A) \geq 1
$$

By our assumption we get on the other hand $\liminf _{n \rightarrow \infty} \eta_{n}(A)=0$ which is a contradiction. The same way (ii) can be shown.

Using the continuity of $i_{s}$ we get $i_{s}^{-1}\left(\mathcal{T}_{l f}\right) \subset \mathcal{T}_{v g}$. This directly yields the inclusion property for the induced $\sigma$-fields $i_{s}^{-1}\left(\mathcal{B}_{l f}\right) \subset \mathcal{B}_{v g}$ and hence also for the subspace $\sigma$-fields on $\mathbb{T}^{d}$. It remains to show that the other inclusion $\mathcal{B}_{v g} \subset i_{s}^{-1}\left(\mathcal{B}_{l f}\right)$ also holds (since this again transfers the result to the intersection with $\mathbb{T}^{d}$ ). The desired property can be shown using [103, Lemma 3.1.4].

Applying a hyperbolic version of [103, Lemma 10.1.2] gives the second claim.

### 4.3 Martingales

Similar to the Euclidean and spherical case we will rely on the martingale property of certain random processes depending on the splitting process. For completeness reasons and since analogues such as [106, Proposition 2] contain some inaccuracies, we will present some detailed proofs in this work. The inaccuracies mentioned above are fixed in the spherical work [47]. The proofs presented below base on this work. The following underlying lemma is taken from [25, Proposition 14.13]. For the definition of a Markov process and its domain, we refer to this work as well.

Lemma 4.3.1. Let $E$ be a Borel space and let $\left(X_{t}\right)_{t \geq 0}$ be a Markov process with values in $E$ and with generator $\mathcal{L}$ whose domain is $D(\mathcal{L})$. Further, let $f \in D(\mathcal{L})$. Then the random process

$$
f\left(X_{t}\right)-f\left(X_{0}\right)-\int_{0}^{t}(\mathcal{L} f)\left(X_{s}\right) d s, \quad t \geq 0
$$

is a martingale with respect to the filtration induced by $\left(X_{t}\right)_{t \geq 0}$. If $\left(X_{t}\right)_{t \geq 0}$ is a jump process with bounded intensity function, then $\mathcal{F}_{b}(E)=D(\mathcal{L})$.

By Lemma 4.2.2 we know that the space of tessellations $\mathbb{T}^{d}$ is indeed a Borel space, as a Borel subset of the Polish space $\mathcal{F}\left(\mathcal{F}^{\prime}\left(\mathbb{H}^{d}\right)\right)$. Therefore we will choose $E$ to be the space of tessellations of $\mathbb{H}^{d}$ in a first application of Lemma 4.3.1. Further the generator defined in 4.1.1 will play the role of the generator $\mathcal{L}$ and the splitting process $\left(Y_{t}\right)_{t \geq 0}$ will be the Markov process $\left(X_{t}\right)_{t \geq 0}$. Since the intensity function of our jump process, denoted by $\lambda\left(Y_{t}\right)$, is not
bounded (the sum over all hitting values of all cells increases over time) and since the desired functionals are not necessarily bounded, we will need to work with some sort of localization argument. The idea is to introduce a second Markov process that realizes the same values as the original process, but stops at a certain time. This process will fulfill the requirements in Lemma 4.3.1. Now letting this stopping time run to infinity will first show a local martingale property and then the proper martingale property for the original process.

Proposition 4.3.2. Let $\phi: \mathbb{P}_{W}^{d} \rightarrow \mathbb{R}$ be bounded and measurable, and define

$$
\Sigma_{\phi}(T):=\sum_{c \in T} \phi(c)=\int_{\mathbb{P}_{W}^{d}} \phi(P) \mu_{T}(d P), \quad T \in \mathbb{T}^{d}
$$

Then the stochastic process

$$
M_{t}(\phi):=\Sigma_{\phi}\left(Y_{t}\right)-\Sigma_{\phi}\left(Y_{0}\right)-\int_{0}^{t}\left(\mathcal{A} \Sigma_{\phi}\right)\left(Y_{s}\right) d s, \quad t \geq 0
$$

is a martingale with respect to $\mathcal{Y}$, where $\mathcal{Y}:=\left(\mathcal{Y}_{t}\right)_{t \geq 0}$ is the filtration corresponding to the family of $\sigma$-fields $\mathcal{Y}_{t}=\sigma\left(Y_{s}: 0 \leq s \leq r\right)$.

Remark 4.3.1. Let $k \in\{0, \ldots, d\}$. A function that assigns the total $k$-dimensional Hausdorff measures of all $k$-faces of a cell is not necessarily bounded. But if we restrict ourself to a bounded observation window they are.

Proof. In a first step we show that $\Sigma_{\phi}: \mathbb{T}^{d} \rightarrow \mathbb{R}$ is measurable. To show this we let $B \in \mathcal{B}(\mathbb{R})$, then

$$
\Sigma_{\phi}^{-1}(B)=\left\{T \in \mathbb{T}^{d}: \Sigma_{\phi}(T) \in B\right\}=\mathbb{T}^{d} \cap i_{h}\left(\left\{\eta \in \mathcal{N}_{s}\left(\mathcal{K}_{h}^{d}\right): \int_{\mathcal{K}_{h}^{d}} \phi(K) \eta(d K) \in B\right\}\right)
$$

This is contained in $\mathbb{T}^{d} \cap \mathcal{B}_{l f}$ since the map $\eta \mapsto \int_{\mathcal{K}_{h}^{d}} \phi(K) \eta(d K)$ is by definition of $\phi$ (nonnegative, continuous) and the definition of the vague topology a continuous function. Therefore the set $\left\{\eta \in \mathcal{N}_{s}\left(\mathcal{K}_{h}^{d}\right): \int_{\mathcal{K}_{h}^{d}} \phi(K) \eta(d K) \in B\right\}$ is contained in $\mathcal{B}_{v g}$. By Lemma 4.2 .2 the image $i_{h}(A)$ lies in $\mathcal{B}_{l f}$, whenever $A \in \mathcal{B}_{v g}$. Since the function $\phi$ is assumed to be bounded, one can find a real value $\alpha:=\sup \left\{|\phi(c)|: c \in \mathbb{P}_{W}^{d}\right\}<\infty$ depending on the functional $\phi$ and the observation window $W$. Using this value, we introduce a truncated version of the functional $\Sigma_{\phi}$. Namely for every $N \in \mathbb{N}$ we define for $\wedge$ denoting the minimum

$$
\begin{equation*}
\Sigma_{\phi}^{N}(T):=\left(\Sigma_{\phi}(T) \wedge(N \alpha)\right) \vee(-(N \alpha)), \quad T \in \mathbb{T}^{d} \tag{4.1}
\end{equation*}
$$

which is measurable since $\Sigma_{\phi}$ is measurable and bounded via $\left|\Sigma_{\phi}^{N}(T)\right| \leq N \alpha$. Besides the truncated functional we introduce for each $N \in \mathbb{N}$ a truncated Markov jump process $\left(Y_{t}\right)_{t \geq 0}$. Here the truncation is with respect to the transition kernel $q^{N}(T, \cdot):=(\lambda(T) \wedge N) \pi(T, \cdot)$ and the generator, which takes the form $\mathcal{A}^{N}:=(\lambda \wedge N)(\pi-I)=(\lambda \wedge N) \lambda^{-1} \mathcal{A}$. This way we bound the intensity function by $N$, since it takes the value $\lambda \wedge N$ by the above definitions. This makes sure that $D\left(\mathcal{A}^{N}\right)=\mathcal{F}_{b}\left(\mathbb{T}^{d}\right)$, which is not necessarily the case for processes with unbounded intensity function. Using the results in [54, Chapter 12], we can construct $\left(Y_{t}\right)_{t \geq 0}$ and its
truncated version $\left(Y_{t}^{N}\right)_{t \geq 0}$ on the same probability space. Denoting $J_{k}, k \in \mathbb{N}$ as the time of the $k$-th jump of the process, we know that for all times $s<J_{N}$ the transition kernel and the generator of the original and the truncated process coincide. Since they are constructed on the same probability space this means that $Y_{s}^{N}=Y_{s}$ holds almost surely for all $s<J_{N}$. Applying Lemma 4.3.1 on the truncated process and the truncated functional $\Sigma_{\phi}^{N}$ yields that

$$
M_{t}^{N}(\phi):=\Sigma_{\phi}^{N}\left(Y_{t}^{N}\right)-\Sigma_{\phi}^{N}\left(Y_{0}^{N}\right)-\int_{0}^{\infty}\left(\mathcal{A}^{N} \Sigma_{\phi}^{N}\right)\left(Y_{s}^{N}\right) d s, \quad t \geq 0,
$$

is a $\mathcal{Y}^{N}$-martingale, where $\mathcal{Y}^{N}$ is the filtration generated by $\left(Y_{t}^{N}\right)_{t \geq 0}$. Here Lemma 4.3.1 is applicable since $\left(Y_{t}^{N}\right)_{t \geq 0}$ has a bounded rate function and since $\Sigma_{\phi}^{N}$ is bounded.

In a next step we are aiming to transfer the martingale property to our original stochastic process $M_{t}(\phi)$. The idea is to take the limit of $N$ to infinity and since this way $M_{t}(\phi)$ and $M_{t}^{N}(\phi)$ will coincide more and more the martingale property will transfer locally to the original process. In a next step we will show that the local martingale property can indeed be extended to a proper one.

In order to derive the local martingale property, we define for every $N \in \mathbb{N}$ the (almost surely finite) random variable $\tau_{N}:=\inf \left\{t \geq 0: \lambda\left(Y_{t}\right) \geq N\right\}$ as the time of the ( $N-1$ )-th jump. We will show that $\tau_{N}$ is a stopping time with respect to both filtrations $\mathcal{Y}$ and $\mathcal{Y}^{N}$. To do so we consider the event

$$
\left\{\tau_{N}>t\right\}=\left\{\left|Y_{t}\right| \leq N-1\right\}=\left\{\left|Y_{t}^{N}\right| \leq N-1\right\} \in \mathcal{Y}_{t} \cap \mathcal{Y}_{t}^{N} .
$$

Since the optional stopping theorem (see for example [56]) states that stopping at a certain stopping-time does not change the martingale property, we know that $\widetilde{M}_{t}^{N}(\phi):=M_{\tau_{N} \wedge t}^{N}(\phi), t \geq 0$ defines a martingale as well. Next we will show that this stopped and truncated process is equal to the stopped original process $\left(M_{t}^{\tau_{N}}(\phi)\right)_{t \geq 0}$, which is defined via $M_{t}^{\tau_{N}}(\phi):=M_{\tau_{N} \wedge t}(\phi)$ for $t \geq 0$. To do so we start by considering $\Sigma_{\phi}\left(Y_{\tau_{N} \wedge t}\right)$ for $t \geq 0$. Since $\tau_{N} \wedge t=J_{N-1} \wedge t \leq J_{N-1}<J_{N}$ holds almost surely we derive

$$
\left|\Sigma_{\phi}\left(Y_{\tau_{N} \wedge t}\right)\right|=\sum_{c \in Y_{\tau_{N} \wedge t}} \phi(c) \leq\left|Y_{\tau_{N} \wedge t}\right| \alpha \leq N \alpha
$$

and therefore by the definition of $\Sigma_{\phi}^{N}$ in (4.1) the original and the truncated functional are identical in the sense that

$$
\begin{equation*}
\Sigma_{\phi}^{N}\left(Y_{\tau_{N} \wedge t}^{N}\right)=\Sigma_{\phi}^{N}\left(Y_{\tau_{N \wedge} \wedge t}\right)=\Sigma_{\phi}\left(Y_{\tau_{N \wedge t}}\right) . \tag{4.2}
\end{equation*}
$$

Since for $s<\tau_{N}$ there have been at most $N-2$ jumps in the process, even $\left|Y_{s}\right| \leq N-1$ holds. This gives a similar result to (4.2) for $\Sigma_{\phi}$ and $\Sigma_{\phi}^{N}$ evaluated at a split process, namely since

$$
\left|\Sigma_{\phi}\left(\oslash\left(c, H, Y_{s}^{N}\right)\right)\right|=\left|\Sigma_{\phi}\left(\oslash\left(c, H, Y_{s}\right)\right)\right| \leq\left|Y_{s}+1\right| \alpha \leq N \alpha
$$

holds for all $H \in A_{h}(d, d-1)$ the equation

$$
\Sigma_{\phi}^{N}\left(\oslash\left(c, H, Y_{s}^{N}\right)\right)=\Sigma_{\phi}^{N}\left(\oslash\left(c, H, Y_{s}\right)\right)=\Sigma_{\phi}\left(\oslash\left(c, H, Y_{s}\right)\right)
$$

follows with $H \in A_{h}(d, d-1), s<\tau_{N}$. Since $\Sigma_{\phi}^{N}\left(Y_{0}^{N}\right)=\Sigma_{\phi}\left(Y_{0}\right)$ obviously holds true, we remain to show the equivalence of the integral. In order to do so we consider the integrand. For $s<\tau_{N}$ our definition of $\mathcal{A}^{N}$ yields

$$
\begin{aligned}
\left(\mathcal{A}^{N} \Sigma_{\phi}^{N}\right)\left(Y_{s}^{N}\right) & =\frac{\lambda\left(Y_{s}^{N}\right)}{\lambda\left(Y_{s}\right)} \int_{\mathcal{N}_{h}\left(\mathbb{T}^{d}\right)} \int_{A_{h}(d, d-1)}\left[\Sigma_{\phi}^{N}\left(\oslash\left(c, H, Y_{s}^{N}\right)\right)-\Sigma_{\phi}^{N}\left(Y_{s}^{N}\right)\right] \mu_{d-1}(d H) \mu_{Y_{s}^{N}}(d c) \\
& =\int_{\mathcal{N}_{h}\left(\mathbb{T}^{d}\right)} \int_{A_{h}(d, d-1)}\left[\Sigma_{\phi}\left(\oslash\left(c, H, Y_{s}\right)\right)-\Sigma_{\phi}\left(Y_{s}\right)\right] \mu_{d-1}(d H) \mu_{Y_{s}}(d c) \\
& =\left(\mathcal{A} \Sigma_{\phi}\right)\left(Y_{s}\right) .
\end{aligned}
$$

Thus all summands of $\widetilde{M}_{t}^{N}(\phi)$ and $M_{t}^{\tau_{N}}(\phi)$ are equal and we can conclude

$$
\widetilde{M}_{t}^{N}(\phi)=M_{t}^{\tau_{N}}(\phi), \quad t \geq 0
$$

Therefore it remains to show that $\tau_{N} \rightarrow \infty$ diverges almost surely for $N \rightarrow \infty$. This follows from Lemma 4.2.1. Therefore $\left(M_{t}^{\tau_{N}}(\phi)\right)_{t \geq 0}$ is a local $\mathcal{Y}$-martingale.

In a last step we show that the local $\mathcal{Y}$ martingale property of $\left(M_{t}(\phi)\right)_{t \geq 0}$ extends to a proper martingale property. By [55, Definition 4.8, Problem 5.19(i)] we have to show that $M_{t}^{\tau_{N}}$ converges in $\mathcal{L}^{1}$ to $M_{t}$ as $N$ tends to infinity for every $t \geq 0$. By the dominated convergence theorem it is sufficient to show that

$$
\mathbb{E} \sup _{N \in \mathbb{N}}\left|M_{t}^{\tau_{N}}\right|<\infty
$$

for all $t \geq 0$. First we show

$$
\begin{aligned}
\left|\int_{0}^{t}\left(\mathcal{A} \Sigma_{\phi}\right)\left(Y_{\tau_{N} \wedge s}\right) d s\right| & \leq \int_{0}^{t} \sum_{c \in Y_{\tau_{N} \wedge s}} \int_{\mathbb{H}_{d-1}[c]}\left|\Sigma_{\phi}\left(\oslash\left(c, H, Y_{\tau_{N} \wedge s}\right)\right)-\Sigma_{\phi}\left(Y_{\tau_{N} \wedge s}\right)\right| \mu_{d-1}(d H) d s \\
& \leq \int_{0}^{t} \sum_{c \in Y_{s}} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) 3 \alpha d s \\
& \leq 3 \alpha t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)\left|Y_{t}\right| .
\end{aligned}
$$

Using this and the results from Lemma 4.2.1 we conclude

$$
\begin{aligned}
\mathbb{E} \sup _{N \in \mathbb{N}}\left|M_{t}^{\tau_{N}}\right| & \leq \mathbb{E} \sup _{N \in \mathbb{N}}\left|\Sigma_{\phi}\left(Y_{\tau_{N} \wedge t}\right)-\Sigma_{\phi}\left(Y_{0}\right)-\int_{0}^{t}\left(\mathcal{A} \Sigma_{\phi}\right)\left(Y_{\tau_{N} \wedge s}\right) d s\right| \\
& \leq \mathbb{E}\left[\sup _{N \in \mathbb{N}}\left|\Sigma_{\phi}\left(Y_{\tau_{N} \wedge t}\right)\right|+\left|\Sigma_{\phi}\left(Y_{0}\right)\right|+\left|\int_{0}^{t}\left(\mathcal{A} \Sigma_{\phi}\right)\left(Y_{\tau_{N} \wedge s}\right) d s\right|\right] \\
& \leq \mathbb{E}\left[\sup _{N \in \mathbb{N}}\left|Y_{\tau_{N} \wedge t}\right| \alpha+\alpha+t\left|Y_{t}\right| \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) 3 \alpha\right] \\
& \leq \mathbb{E}\left[\left|Y_{t}\right| \alpha+\alpha+t\left|Y_{t}\right| \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) 3 \alpha\right]<\infty .
\end{aligned}
$$

The finiteness holds since, as mentioned above, the number of cells is stochastically bounded by a geometrically distributed random variable. Therefore the expected number of cells at time $t$ is finite.

Again similar to the spherical setting one can show the following result, which will be used to investigate higher moments.

Proposition 4.3.3. Let $\phi: \mathbb{P}_{W}^{d} \rightarrow \mathbb{R}$ be bounded and measurable, let $b \in C^{1}([0, \infty))$, and define

$$
\Psi_{\phi}(T, t):=\left(\Sigma_{\phi}(T)-b(t)\right)^{2}, \quad T \in \mathbb{T}^{d}, t \geq 0 .
$$

Then the stochastic process

$$
N_{t}\left(\Psi_{\phi}\right):=\Psi_{\phi}\left(Y_{t}, t\right)-\Psi_{\phi}\left(Y_{0}, 0\right)-\int_{0}^{t}\left(\mathcal{A} \Psi_{\phi}(\cdot, s)\right)\left(Y_{s}\right)+\frac{\partial \Psi_{\phi}}{\partial s}(\cdot, s)\left(Y_{s}\right) d s
$$

is a martingale with respect to $\mathcal{Y}$.
Proof. The proof is similar to the one stated in [47]

### 4.4 THE CAPACITY FUNCTIONAL

In this section we will investigate some properties of the capacity functional of a splitting tessellation and calculate concrete values in some special situations. In a next step we will use the theory for capacity functions in order to expand the process to the whole space $\mathbb{H}^{d}$.

### 4.4.1 Capacity functional for splitting tessellations

It is often useful to the union of all cell boundaries instead of the tessellation itself. Therefore we define

$$
Z_{t}:=Z_{Y_{t}}:=\bigcup_{c \in Y_{t}} \partial c, \quad t \geq 0
$$

as this union. This set will be called the skeleton of $Y_{t}$. Recall that $\mathcal{F}_{h, \text { skel }}^{d}$ is the set of skeletons of a tessellation. Our first aim is to show that $Z_{t}$ is a random closed set as defined in [103, chapter 2], namely to show that $Z_{t}$ is a measurable map from the underlying probability space $(\Omega, \mathcal{A}, \mathbb{P})$ into the measurable space $\left(\mathcal{F}\left(\mathbb{H}^{d}\right), \mathcal{B}\left(\mathcal{F}\left(\mathbb{H}^{d}\right)\right)\right)$ of closed sets. Additionally, we will show that for $W=B_{r}$ the distribution of $Z_{t}$ is isotropic for all $t \geq 0$, i.e. invariant under all isometries of hyperbolic space fixing the origin. Clearly, it is not invariant under all isometries of hyperbolic space, since $Z_{t}$ is restricted to $B_{r}$. In Theorem 4.4.4 we will show that invariance with respect to isometries holds locally, that means that $Z_{t} \cap C \stackrel{d}{=} Z_{t} \cap \varphi(C)$, as long as $C, \varphi(C) \subseteq W$ are compact sets and $\varphi \in I\left(\mathbb{H}^{d}\right)$ is an isometry.
In order to apply several results from [103] one has to show that $\mathbb{H}^{d}$ is locally compact and has a countable base. Both properties are easy to show. The set

$$
\mathcal{B}:=\left\{B_{h}\left(\exp _{p}(x), q_{0}\right)^{\circ}: x=q_{1} b_{1}+\cdots+q_{d} b_{d}, q_{1}, \ldots, q_{d} \in \mathbb{Q}, q_{o} \in \mathbb{Q}^{+}\right\}
$$

gives a countable base. Here $\left\{b_{1}, \ldots, b_{d}\right\}$ is an arbitrary basis of $T_{p} \mathbb{H}^{d}$. To show that $\mathbb{H}^{d}$ is locally compact we show that it is Hausdorff and that every point has a compact neighborhood. The Hausdorff property comes with the metric and closed balls of radius 1 fulfill the second requirement.

Lemma 4.4.1. For every $t \geq 0, W=B_{r}, r>0$ the set $Z_{t}$ is an isotropic random closed set in $\mathbb{H}^{d}$.

Proof. We show the measurability of $Z_{t}$ by decomposing $Z_{t}$ into three maps, which we will show to be measurable. The map $Y_{t}:(\Omega, \mathcal{A}, \mathbb{P}) \rightarrow\left(\mathcal{N}\left(\mathcal{K}_{h}^{d}\right), \mathcal{B}_{v g}\right)$ is by definition measurable. To show that the $\operatorname{map}\left(\mathcal{N}\left(\mathcal{K}_{h}^{d}\right), \mathcal{B}_{v g}\right) \rightarrow\left(\mathcal{N}\left(\mathcal{F}\left(\mathbb{H}^{d}\right)\right), \mathcal{B}_{v g}^{*}\right), \sum_{c} \delta_{c} \mapsto \sum_{c} \delta_{\partial(c)}$, which assigns to each simple counting measure on $\mathcal{K}_{h}^{d}$ the corresponding counting measure of its boundaries, is measurable, we apply [103, Theorem 12.2.6]. It states that the map $\left(\mathcal{K}_{h}^{d}, \mathcal{B}\left(\mathcal{K}_{h}^{d}\right)\right) \rightarrow(\mathcal{F}(\mathbb{H}), \mathcal{B}(\mathcal{F}(\mathbb{H}))), c \mapsto \partial(c)$ is lower semicontinuous and therefore measurable. Finally, the union map $\left(\mathcal{N}\left(\mathcal{F}\left(\mathbb{H}^{d}\right)\right), \mathcal{B}_{v g}^{*}\right) \rightarrow$ $(\mathcal{F}(\mathbb{H}), \mathcal{B}(\mathcal{F}(\mathbb{H}))), \sum_{F} \delta_{F} \mapsto \cup_{F} F$ is measurable. The proof presented in [103, Theorem 3.6.2] transfers to the hyperbolic case. Composing these measurable maps yields the measurability of $Z_{t}$.

The isotropy of $Z_{t}$ is based on the isotropy of $Y_{t}$, whereas $Y_{t}$ is isotropic due to the isotropy of the measure $\mu_{d-1}$. To show that $Y_{t}$ is isotropic we aim to show that $Y_{t} \stackrel{d}{=} \varphi Y_{t}$ for all $\varphi \in I\left(\mathbb{H}^{d}, p\right)$. Here $I\left(\mathbb{H}^{d}, p\right)$ is the group of isometries fixing $p$, namely $I\left(\mathbb{H}^{d}, p\right):=\left\{\varphi \in I\left(\mathbb{H}^{d}\right): \varphi \circ p=p\right\}$. By [13, Proposition 15.38] it is sufficient to show that the generators of $Y_{t}$ and $\varphi Y_{t}$ coincide. By $\varphi T:=\{\varphi c: c \in T\}$ we refer to the rotated tessellation $T \in \mathbb{T}^{d}$. Now let $f: \mathbb{T}^{d} \rightarrow \mathbb{R}$ be a bounded and measurable map. The rotational invariance of $\mu_{d-1}$ gives

$$
\begin{aligned}
(\mathcal{A} f)(\varphi T) & =\sum_{c \in \varphi T} \int_{\mathbb{H}_{d-1}[c]}[f(\oslash(c, H, \varphi T))-f(\varphi T)] \mu_{d-1}(d H) \\
& =\sum_{\varphi^{-1} c \in T} \int_{\mathbb{H}_{d-1}[c]}[f(\oslash(c, H, \varphi T))-f(\varphi T)] \mu_{d-1}(d H) \\
& =\sum_{\tilde{c} \in \varphi T} \int_{\mathbb{H}_{d-1}[\tilde{c}]}[f(\oslash(\varphi \tilde{c}, \varphi H, \varphi T))-f(\varphi T)] \mu_{d-1}(d H)=(\mathcal{A}(f \circ \varphi))(T) .
\end{aligned}
$$

Using the limit representation of the infinitesimal operator $\mathcal{A}$ gives

$$
\begin{aligned}
\left(\mathcal{A}^{\varphi} f\right)(T) & =\lim _{t \searrow 0} t^{-1}\left(\mathbb{E}\left[f\left(\varphi Y_{t}\right) \mid \varphi Y_{0}=T\right]-f(T)\right) \\
& =\lim _{t \searrow 0} t^{-1}\left(\mathbb{E}\left[(f \circ \varphi)\left(Y_{t}\right) \mid Y_{0}=\varphi^{-1}(T)\right]-(f \circ \varphi)\left(\varphi^{-1} T\right)\right) \\
& =(\mathcal{A}(f \circ \varphi))\left(\varphi^{-1}(T)\right)
\end{aligned}
$$

Combining both equalities gives $(\mathcal{A} f)(T)=\left(\mathcal{A}^{\varphi} f\right)(T)$ and by [13, Proposition 15.38] the equality in distribution of the rotated tessellation.

Next we will consider the capacity functional $T_{t}(C): \mathcal{C}(W) \rightarrow[0,1]$ of the random closed set $Z_{t}$. It is defined by

$$
T_{t}(C):=T_{Y_{t}(W)}(C):=\mathbb{P}\left(Z_{t} \cap C \neq \varnothing\right)
$$

for $C \in \mathcal{C}(W)$, where $\mathcal{C}(W)$ is the set of all compact subsets of $W$. With a slight abuse of notation we will also write $T_{Z_{Y_{t}(W)}}$ for $T_{Y_{t}(W)}$. For simplicity reasons we will compute the value of $U_{t}(C)$ which is defined as

$$
U_{t}(C):=U_{Y_{t}(W)}(C):=1-T_{t}(C)=\mathbb{P}\left(Z_{t} \cap C=\varnothing\right)
$$

We want to point out that $U_{t}(C)$ depends $W$, even though we omit the dependence on $W$ in its notation. Using [103, Theorem 2.1.3] we will be able to make some invariance statements about the process. The next theorem gives an explicit form of the $U$-functional evaluated for connected sets which lie in the interior of $W=B_{r}$. An Euclidean analogue is proven in [81].

Theorem 4.4.2. Let $W=B_{r}, r>0$ be a fixed window. Let $C \in \mathcal{C}(W)$ be connected and such that $C \cap \partial W=\varnothing$ holds. Then

$$
U_{t}(C)=\exp \left(-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle C\rangle\right)\right), \quad t \geq 0
$$

Proof. Consider the map $\phi: \mathbb{P}_{r}^{d} \rightarrow \mathbb{R}, c \mapsto \mathbb{1}\{C \subseteq c\}$. Since $\phi$ is measurable and bounded, the process

$$
\begin{equation*}
\sum_{c \in Y_{t}} \phi(c)-\phi\left(B_{r}\right)-\int_{0}^{t} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]}\left[\phi\left(c \cap H^{+}\right)+\phi\left(c \cap H^{-}\right)-\phi(c)\right] \mu_{d-1}(d H) d s \tag{4.3}
\end{equation*}
$$

is by Proposition 4.3.2 a martingale with respect to the filtration $\mathcal{Y}$ induced by $\left(Y_{t}\right)_{t \geq 0}$. First define

$$
\xi_{t}:=\sum_{c \in Y_{t}} \phi(c)=\sum_{c \in Y_{t}} \mathbb{1}\{C \subseteq c\} .
$$

We aim to show that $\xi_{t}=\mathbb{1}\left\{C \cap Z_{t}=\varnothing\right\}$ holds $\mathbb{P}$-almost surely. We show this by distinguishing three different cases:

Case 1: Let $\xi_{t} \geq 2$. This implies that there exist two cells $c_{1}, c_{2} \in Y_{t}$ such that $C \subseteq c_{1}, C \subseteq c_{2}$ and therefore $C \subseteq c_{1} \cap c_{2}$ holds. Since $Y_{t}$ is a tessellation this implies $C \subseteq \partial\left(c_{1}\right) \subseteq Z_{t}$. Therefore using Lemma 4.4.1 one gets for $z_{0} \in C$ and $\varphi \in I\left(\mathbb{H}^{d}, p\right)$

$$
\mathbb{P}\left(z_{0} \in \varphi^{-1} Z_{t}\right)=\mathbb{P}\left(z_{0} \in Z_{t}\right) \geq \mathbb{P}\left(C \subseteq Z_{t}\right) \geq \mathbb{P}\left(\xi_{t} \geq 2\right)
$$

If $z_{0}=p$ we immediately get $\mathbb{P}\left(z_{0} \in Z_{t}\right)=0$. For $z_{0} \neq p$ and $d_{h}\left(z_{0}, p\right)=s>0$ we integrate over all hyperbolic rotations to get

$$
\begin{aligned}
\mathbb{P}\left(\xi_{t} \geq 2\right) & \leq \int_{I\left(\mathbb{H}^{d}, p\right)} \mathbb{E}\left[\mathbb{1}\left\{\varphi z_{0} \in Z_{t}\right\}\right] \nu(d \varphi) \\
& =\mathbb{E}\left[\int_{I\left(\mathbb{H}^{d}, p\right)} \mathbb{1}\left\{\varphi z_{0} \in Z_{t}\right\} \nu(d \varphi)\right] \\
& =\frac{\mathbb{E}\left[\mathcal { H } ^ { d - 1 } \left(\partial B_{\left.\left.\left\|z_{0}\right\|_{h} \cap Z_{t}\right)\right]}^{\mathcal{H}^{d-1}\left(\partial B_{\left\|z_{0}\right\|_{h}}\right)}=0 .\right.\right.}{} .
\end{aligned}
$$

Here the last equality is due to Theorem 4.5.2.
Case 2: Let $\xi_{t}=0$. We assume $Z_{t} \cap C=\varnothing$. Therefore we get $C \subseteq \cup_{c \in Y_{t}}$ int (c). Since $\xi_{t}=0$
there are two cells $c_{1}, c_{2} \in Y_{t}$ such that $C \cap c_{1} \neq \varnothing$ and $C \cap c_{2} \neq \varnothing$. Thus $C$ is not connected. This is a contradiction and we conclude that $\mathbb{1}\left\{Z_{t} \cap C=\varnothing\right\}=0$ holds in this case.

Case 3: Let $\xi_{t}=1$. Therefore there exists exactly one cell $c \in Y_{t}$ such that $C \subseteq c$. If $C \not \ddagger \operatorname{int} c$, then there exists a time $s \leq t$ such that at time $s$ a hyperplane $H$ appears such that $C \cap H \neq \varnothing$ and $C \subseteq H^{+}$or $C \subseteq H^{-}$holds for the first time. A hyperplane having these properties will be called a supporting hyperplane of $C$. Using the representation of the measure $\mu_{d-1}$ stated in (2.3) we derive

$$
\begin{aligned}
\mu_{d-1} & \left\{H \in A_{h}(d, d-1): C \cap H \neq \varnothing, C \subseteq H^{+} \text {or } C \subseteq H^{-}\right\} \\
& =\int_{G_{h}(d, 1)} \int_{L} \cosh ^{d-1}\left(d_{h}(x, p)\right) \mathbb{1}\{H(L, x) \text { supports } C\} \mathcal{H}^{1}(d x) \nu_{1}(d L) \\
& =\int_{G_{h}(d, 1)} 0 \nu_{1}(d L) \\
& =0 .
\end{aligned}
$$

Therefore the probability of such an event is 0 as well. Thus having $\xi_{t}=1$ implies that $C$ is $\mathbb{P}$-almost surely contained in the interior of a single cell and therefore $Z_{t}((T)) \cap C=\varnothing$ holds $\mathbb{P}$-almost surely as well.

Together these three steps prove that $\xi_{t}=\mathbb{1}\left\{C \cap Z_{t}=\varnothing\right\}$ holds $\mathbb{P}$-almost surely. We now progress with the proof of the desired equality. Taking the expectation in equation (4.3) leads to

$$
U_{t}(C)=1+\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]}\left[\mathbb{1}\left(C \subseteq c \cap H^{+}\right)+\mathbb{1}\left(C \subseteq c \cap H^{-}\right)-\mathbb{1}(C \subseteq c)\right] \mu_{d-1}(d H) d s
$$

since $\phi\left(B_{r}\right)=1$ and since the expression in $(\overline{4.3})$ is a martingale. For $s \in[0, t]$, multiplication of the sum in the expression above with $\xi_{s}$ does not change the result. To show this let $\xi_{s}=0$. In this case there is no $c \in Y_{s}$ such that any of the indicator functions take value 1, namely

$$
\mathbb{1}\left(C \subseteq c \cap H^{+}\right)+\mathbb{1}\left(C \subseteq c \cap H^{-}\right)-\mathbb{1}(C \subseteq c)=0, \quad c \in Y_{s} .
$$

Since we showed $\xi_{s} \in\{0,1\}$ a.s. there is nothing more to show. Now the sum

$$
\sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]}\left[\mathbb{1}\left(C \subseteq c \cap H^{+}\right)+\mathbb{1}\left(C \subseteq c \cap H^{-}\right)-\mathbb{1}(C \subseteq c)\right] \mu_{d-1}(d H)
$$

has almost surely the form

$$
\begin{aligned}
& \xi_{s} \sum_{C \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]}\left[\mathbb{1}\left(C \subseteq c \cap H^{+}\right)+\mathbb{1}\left(C \subseteq c \cap H^{-}\right)-\mathbb{1}(C \subseteq c)\right] \mu_{d-1}(d H) \\
& \quad=\xi_{s} \int_{\mathbb{H}_{d-1}\left[c_{0}\right]}\left[\mathbb{1}\left(C \subseteq c_{0} \cap H^{+}\right)+\mathbb{1}\left(C \subseteq c_{0} \cap H^{-}\right)-\mathbb{1}\left(C \subseteq c_{0}\right)\right] \mu_{d-1}(d H) \\
& \quad=-\xi_{s} \int_{\mathbb{H}_{d-1}\left[c_{0}\right]} \mathbb{1}\{C \cap H \neq \varnothing\} \mu_{d-1}(d H) \\
& \quad=-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle C\rangle\right) \mathbb{1}\left\{Z_{s} \cap C=\varnothing\right\} .
\end{aligned}
$$

The first equality is due to the result above that there is almost surely at most one cell containing $C$. For the second equality consider the case $H \cap C=\varnothing$. This gives $C \subseteq \operatorname{int}\left(H^{+}\right)$or $C \subseteq \operatorname{int}\left(H^{-}\right)$and therefore the integrand takes the value 0 in this case. Now let $H \cap C \neq \varnothing$. We can assume for $C \subseteq c_{0}$ to hold, since otherwise the whole expression takes the value zero anyway. Therefore it remains to show that both indicator functions $\mathbb{1}\left(C \subseteq c_{0} \cap H^{+}\right), \mathbb{1}\left(C \subseteq c_{0} \cap H^{-}\right)$ are $\mu_{d-1}$-almost surely 0 . This is the case since in order for $C$ to be contained in one of the half-spaces $H^{+}$or $H^{-}$and $C$ having nonempty intersection with $H$, would mean for $H$ to touch $C$. This is a negligible event under $\mu_{d-1}$. Taking this into account we get

$$
\begin{array}{rl}
\int_{0}^{t} & \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]}\left[\mathbb{1}\left(C \subseteq c \cap H^{+}\right)+\mathbb{1}\left(C \subseteq c \cap H^{-}\right)-\mathbb{1}(C \subseteq c)\right] \mu_{d-1}(d H) d s \\
& =-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle C\rangle\right) \int_{0}^{t} \mathbb{P}\left(Z_{s} \cap C=\varnothing\right) d s \\
& =-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle C\rangle\right) \int_{0}^{t} U_{s}(C) d s
\end{array}
$$

and therefore

$$
U_{t}(C)=1-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle C\rangle\right) \int_{0}^{t} U_{s}(C) d s
$$

Adding the condition $U_{0}(C)=1$ gives the unique solution

$$
U_{t}(C)=\exp \left(-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle C\rangle\right)\right) .
$$

Remark 4.4.1. The expression on the right hand side in the theorem above does not depend on $W$ anymore. This will be needed in order to expand the process to $\mathbb{H}^{d}$. It should also be pointed out, that $U_{t}(C)=0$ holds trivially for every $C \in \mathcal{C}(W)$ with $C \cap \partial W \neq \varnothing$. This is due to the fact that $\partial W$ is almost surely contained in $Z_{t}$ for every $t \geq 0$.

Corollary 4.4.3. For the special case of $C=\overline{x, y}, x, y \in B(0, r)^{\circ}$ being a hyperbolic segment, the capacity functional takes the form

$$
U_{t}(C)=\exp \left(-t \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} d_{h}(x, y)\right) .
$$

Proof. The proof follows easily by Theorem $\sqrt[4.4 .2]{ }$ and the Crofton-type formula $(2.4)$ which shows that

$$
\mu_{d-1}\left(\mathbb{H}_{d-1}\langle\overline{x, y}\rangle\right)=\frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} d_{h}(x, y)
$$

Now we will give a result for the capacity function of sets, containing more than one connected component. Since its proof is similar to the proof given on the sphere, we will omit it in this work and refer to [47, Theorem 3.5]. It is worthy to mention that in order to show the formula for the capacity functional for more than one connected component, a little more general version of Theorem 4.4 .2 is needed, as done in [47]. There the result (for spherical splitting
tessellation) is shown for an arbitrary initial tessellation. It turns out that the formula does not depend on the initial tessellation. In Euclidean space an analogue result is stated in [81, Lemma 4]. It is worthy to mention that the arguments used there are of a different form than in [47].

In order to state the result, we need some more notations. First let $\bar{C}$ be the hyperbolic closed convex hull of $C$, namely

$$
\bar{C}:=\operatorname{cl}\left(\bigcap_{A \in \mathcal{K}_{h}^{d}: C \subset A} A\right) .
$$

Also let $\mathbb{H}_{d-1}\left\langle B_{1} \mid B_{2}\right\rangle$ be the set of hyperplanes that (properly) separate two sets $B_{1}, B_{2}$. More formally it is given by

$$
\mathbb{H}_{d-1}\left\langle B_{1} \mid B_{2}\right\rangle:=\left\{H \in A_{h}(d, d-1): \bar{B}_{1} \cap H=\bar{B}_{2} \cap H=\varnothing, \overline{B_{1} \cup B_{2}} \cap H \neq \varnothing\right\} .
$$

Last we consider closed subset $C=C_{1} \cup \ldots \cup C_{n} \in \mathcal{C}\left(\mathbb{H}^{d}\right), n \in \mathbb{N}$ with $C_{1}, \ldots, C_{n} \in \mathcal{C}\left(\mathbb{H}^{d}\right)$ being closed and connected subsets of $\mathbb{H}^{d}$. Now $\Pi(C)$ is the set of proper partitions of $C$. This means that $\{P, \hat{P}\} \in \Pi(C)$ if and only if there exists a set $J \subseteq\{1, \ldots, n\}, 0<|J|<n$ such that

$$
P=\bigcup_{j \in J} C_{j}, \quad \hat{P}=\bigcup_{j \in[n] \backslash J} C_{j} .
$$

Theorem 4.4.4. Let $W=B_{r}, r>0$ be a fixed window. Let $C \in \mathcal{C}(W)$ be such that there exists an integer $n \in \mathbb{N}$ and pairwise disjoint, nonempty connected subsets $C_{1}, \ldots, C_{n} \in \mathcal{C}(W)$ with $C=C_{1} \cup \ldots \cup C_{n}$ and $C \cap \partial W=\varnothing$. Then the value $U_{t}(C)$ is given by

$$
\begin{aligned}
U_{t}(C)=e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\bar{C}\rangle\right)}+ & \sum_{\{P, \hat{P} \in \Pi(C)\}} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle P \mid \hat{P}\rangle\right) \\
& \times \int_{0}^{t} e^{-s \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\bar{C}\rangle\right)} U_{t-s}(P) U_{t-s}(\hat{P}) d s
\end{aligned}
$$

for any $t \geq 0$.
Proof. See [47, Theorem 3.5]. Recall that the cited proof relies on a little more general version of Theorem 4.4.2.

Remark 4.4.2. It should be pointed out that Theorem 4.4 .4 gives the value of the capacity functional on the class of sets that can be written as a finite union of pairwise disjoint, nonempty connected closed subsets of $B_{r}$. One can show that this class is indeed rich enough to determine the value of $T(C)$ for all $C \in \mathcal{C}(W)$. Indeed the class of sets which can be written as a finite union of pairwise disjoint, nonempty, connected closed subsets is a separating class (for a definition see [77, Definition 1.1.48]). To see this, we see that the class of sets which can be written as a finite union of pairwise disjoint, nonempty, connected open subsets forms a basis of the standard topology on $\mathbb{H}^{d}$. Now applying [77, Proposition 1.1.53] yields the separating property and the unique determination of $T_{t}(C)$ for all $C \in \mathcal{C}\left(B_{r}\right)$. Having this we can conclude
that the capacity functional is invariant under isometries that keep the evaluated set in the interior of $W$.

### 4.4.2 ExPANSION OF THE PROCESS

Using the results developed in Section 4.4 enables us to expand the process to the whole space $\mathbb{H}^{d}$. We do this by using the fact that the distribution of a random closed set $Z$ is determined by its capacity functional $T_{Z}: \mathcal{C}\left(\mathbb{H}^{d}\right) \rightarrow[0,1]$ (see [103, Theorem 2.1.3]). In a second step we show that the map that assigns to every skeleton the corresponding tessellation is measurable. This shows that the distribution of a random tessellation is determined by the capacity functional of its skeleton.

Theorem 4.4.5. For every $t \geq 0$ there exists a random tessellation $\boldsymbol{Y}_{t}$ of $\mathbb{H}^{d}$ with

$$
Z_{\boldsymbol{Y}_{t}} \cap K \stackrel{d}{=} Z_{Y_{t}\left(B_{n}\right)} \cap K
$$

for every $K \in \mathcal{C}\left(\mathbb{H}^{d}\right)$ and $n \in \mathbb{H}^{d}$ such that $K \subseteq B_{n-1 / 2}$ holds.

Proof. Let $t \geq 0$ and $B_{j}, j=1,2, \ldots$ be a sequence of hyperbolic balls with centre in $p$ and radius $j \in \mathbb{N}$. We define the random closed set $\tilde{Z}_{i}, i \in \mathbb{N}$ by

$$
\tilde{Z}_{i}:=Z_{Y_{t}\left(B_{i}\right)} \cap B_{i-1 / 2}
$$

For every $i \in \mathbb{N}$ and $j>i$ we have

$$
\tilde{Z}_{j} \cap B_{i-1 / 2} \stackrel{d}{=} \tilde{Z}_{i}
$$

To show this let $C \in \mathcal{C}\left(B_{i-1 / 2}\right)$, then

$$
\begin{aligned}
T_{\left(\tilde{Z}_{j} \cap B_{i-1 / 2}\right)}(C)=T_{\left(Z_{Y_{t}\left(B_{j}\right)} \cap B_{j-1 / 2} \cap B_{i-1 / 2}\right)}(C)=T_{Z_{Y_{t}\left(B_{j}\right)}}(C) & =T_{Y_{t}\left(B_{j}\right)}(C) \\
& \stackrel{(*)}{=} T_{Y_{t}\left(B_{i}\right)}(C) \\
& =T_{Z_{Y_{t}\left(B_{i}\right)}}(C) \\
& =T_{Z_{Y_{t}\left(B_{i}\right)} \cap B_{i-1 / 2}}(C) \\
& =T_{\tilde{Z}_{i}}(C)
\end{aligned}
$$

holds. Here we used simple consequence of the definition of the capacity functional. The equality labeled by $(*)$ follows from Theorem 4.4.4 since there it was shown that the capacity functional is independent of the choice of the underlying window $W$. Applying [103, Theorem 2.3.1] gives the existence of a random closed set $\mathbf{Y}_{t}$ in $\mathbb{H}^{d}$ such that

$$
Z_{\mathbf{Y}_{t}} \cap B_{j-1 / 2} \stackrel{d}{=} Z_{Y_{t}\left(B_{j}\right)} \cap B_{j-1 / 2}, \quad j \in \mathbb{N} .
$$

Now take an arbitrary compact set $K \subseteq \mathbb{H}^{d}$. For every $j \in \mathbb{N}$ with $K \subseteq B_{j-1 / 2}$ we know

$$
\begin{aligned}
& Z_{\mathbf{Y}_{t}} \cap K=\left(Z_{\mathbf{Y}_{t}} \cap K\right) \cap B_{j-1 / 2}=\left(Z_{\mathbf{Y}_{t}} \cap B_{j-1 / 2}\right) \cap K \stackrel{d}{=}\left(Z_{Y_{t}\left(B_{j}\right)} \cap B_{j-1 / 2}\right) \cap K \\
&=Z_{Y_{t}\left(B_{j}\right)} \cap K
\end{aligned}
$$

Having the existence of such a tessellation $\mathbf{Y}_{t}$ one can show that it is invariant.
Theorem 4.4.6. The tessellation $\boldsymbol{Y}_{t}$ is invariant with respect to $I\left(\mathbb{H}^{d}\right)$ for all $t \geq 0$.
Proof. For every $C \in \mathcal{C}\left(\mathbb{H}^{d}\right)$ and $\varphi \in I\left(\mathbb{H}^{d}\right)$ there exists an integer $j=j(C, \varphi) \in \mathbb{N}$ such that $C \cup \varphi \circ C \subseteq B_{j-1 / 2}$. Now using the results from Theorem 4.4.4 and Theorem 4.4.5 we get

$$
\begin{aligned}
T_{\mathbf{Y}_{t}}(\varphi \circ C)=T_{Z_{\mathbf{Y}_{t}}}(\varphi \circ C)=T_{Z_{\mathbf{Y}_{t} \cap B_{j-1 / 2}}(\varphi \circ C)} & =T_{Z_{Y\left(B_{j}\right)} \cap B_{j-1 / 2}}(\varphi \circ C) \\
& =T_{Z_{Y\left(B_{j}\right)} \cap B_{j-1 / 2}}(C) \\
& =T_{Z_{\mathbf{Y}_{t} \cap B_{j-1 / 2}}}(C) \\
& =T_{Z_{\mathbf{Y}_{t}}}(C) \\
& =T_{\mathbf{Y}_{t}}(C)
\end{aligned}
$$

Remark: The famous and name giving scaling property, which is derived for Euclidean space in [81, Lemma 5], does not hold in the hyperbolic case.

Lemma 4.4.7. The map $h: \mathcal{F}_{h, s k e l}^{d} \rightarrow \mathbb{T}^{d}$ that assigns to every $(d-1)$-skeleton the corresponding tessellation is measurable.

Proof. We decompose the map $h$. Recall that $\mathcal{F}_{h, s k e l}^{d}$ is the set of skeletons of tessellations in $\mathbb{H}^{d}$. Now let $y \in \mathbb{H}^{d}$ be an arbitrary point. We show that the map

$$
\varphi_{y}: \mathcal{F}_{h, \text { skel }}^{d} \rightarrow \mathcal{F}_{\text {conv }}^{\prime}\left(\mathbb{H}^{d}\right), Z \mapsto \begin{cases}\operatorname{cl}\left(\operatorname{ccomp}\left(y, Z^{c}\right)\right) & : \text { if } y \notin Z \\ \mathbb{H}^{d} & : \text { otherwise }\end{cases}
$$

is upper semicontinuous. By [103, Theorem 12.2.5] it is sufficient to show that $\lim \sup \left(\varphi_{y}\left(Z_{i}\right)\right) \subseteq$ $\varphi_{y}(Z)$ for all $Z, Z_{1}, \ldots \in \mathcal{F}_{h, s k e l}^{d}$ such that $Z_{i} \rightarrow Z$. We let $x \in \lim \sup \left(\varphi_{y}\left(Z_{i}\right)\right)$, then there exists a subsequence $\left(i_{k}\right)_{k \in \mathbb{N}}$ and $x_{i_{k}} \in \varphi_{y}\left(Z_{i_{k}}\right)$ such that $x_{i_{k}} \rightarrow x$ holds for $k \rightarrow \infty$. We assume that $x \notin \varphi_{y}(Z)$ holds. If $y$ lies in $Z$, then our assumption would be contradicted since $y \in Z$ implies $\varphi_{y}(Z)=\mathbb{H}^{d}$. Since $Z$ is the skeleton of a tessellation, we know that the cells are convex. Therefore by our assumption $x \notin \varphi_{y}(Z)$ we know that there exists a $z \in(x, y)$ with $z \in Z$ since otherwise $x$ would lie in the same connected component as $y$. Since $z \in Z$ and $Z_{i} \rightarrow Z$ hold, there exists a converging sequence $z_{i} \rightarrow z$ with $z_{i} \in Z_{i}, i \in \mathbb{N}$. Further since $y$ is contained in the interior of $\varphi_{y}(Z)$, we get the existence of an open neighbourhood $U=U(y)$ of $y$ such that $U \subseteq \operatorname{int}\left(\varphi_{y}(Z)\right)$ holds. By the convergence of $Z_{i}$ we know that for almost all
$i \in \mathbb{N}$ this neighbourhood $U$ is contained in $\operatorname{int}\left(\varphi_{y}\left(Z_{i}\right)\right)$ as well. Further by $x_{i} \rightarrow x$ and $z_{i} \rightarrow z$, we know that almost all lines $\left(l\left(x_{i}, z_{i}\right)\right)_{i \in \mathbb{N}}$ through $x_{i}$ and $z_{i}$ have nonempty intersection with $U$. Therefore almost all $x_{i}$ are not contained in $\varphi_{y}\left(Z_{i}\right)$. Therefore our assumption is wrong and we know $x \in \varphi(Z)$. This in turn shows the upper semicontinuity of $\varphi_{y}$.

In a next step we show that the map

$$
\psi: \mathcal{F}\left(\mathbb{H}^{d}\right) \times \mathbb{H}^{d} \rightarrow \mathbb{R},(F, x) \mapsto \mathbb{1}\{x \notin F\}
$$

is lower semicontinuous. Again we apply [103, Theorem 12.2.5]. For $\left(F_{i}, x_{i}\right) \rightarrow(F, x)$ we need to show $\lim \inf _{i \rightarrow \infty} \mathbb{1}\left\{x_{i} \notin F_{i}\right\} \geq \mathbb{1}\{x \notin F\}$. If $\liminf _{i \rightarrow \infty} \mathbb{1}\left\{x_{i} \notin F_{i}\right\}=1$ holds, there is nothing to show. Therefore assume $\liminf _{i \rightarrow \infty} \mathbb{1}\left\{x_{i} \notin F_{i}\right\}=0$. This implies the existence of a subsequence $\left(i_{k}\right)_{k \in \mathbb{N}}$ with $\mathbb{1}\left\{x_{i_{k}} \notin F_{i_{k}}\right\}=0$. Therefore $x_{i_{k}} \in F_{i_{k}}$ holds and [103, Theorem 12.2.2] tells us that therefore $x \in F$ also holds true which in turn gives $\mathbb{1}\{x \notin F\}=0$.

Let $\mathbb{Q}_{p}^{d}:=\left\{q_{1} u_{1}+\ldots+q_{d} u_{d}: u_{1}, \ldots, u_{d} \in \mathbb{Q}\right\}$, where $u_{1}, \ldots, u_{d}$ is an arbitrary basis of $T_{p} \mathbb{H}^{d}$. We now get that

$$
g: \mathcal{F}_{h, s k e l}^{d} \rightarrow N\left(\mathcal{F}_{\text {conv }}^{\prime}\left(\mathbb{H}^{d}\right)\right), Z \mapsto \sum_{y=\exp _{p}(q): q \in \mathbb{Q}_{p}^{d}} \mathbb{1}\{y \notin Z\} \delta_{\varphi_{y}(Z)} .
$$

is measurable as the composition of measurable maps. In a last step we argue that the map $i: N\left(\mathcal{F}_{\text {conv }}^{\prime}\left(\mathbb{H}^{d}\right)\right) \mapsto \mathcal{F}\left(\mathcal{F}_{\text {conv }}^{\prime}\left(\mathbb{H}^{d}\right)\right), \eta \mapsto \operatorname{supp}(\eta)$ is measurable by [103, Lemma 3.1.4] and so is therefore the map

$$
h: \mathcal{F}_{h, \text { skel }}^{d} \rightarrow \mathbb{T}^{d}, Z \mapsto \operatorname{supp}(g(Z)) .
$$

In order to show that $h$ is actually the map, assigning to each ( $d-1$ )-skeleton its corresponding tessellation we let $c \in T$ be a cell of a tessellation $T$. Further $\partial c$ is contained in $Z_{T}$ and since $c$ has interior points, there exists a $q \in \mathbb{Q}_{p}^{d}$ with $\exp (q) \in \operatorname{int}(c)$. Therefore we know that $c$ is contained in the support of $g\left(Z_{T}\right)$. Now assume that $g\left(Z_{T}\right)$ contains a set $\tilde{c}$, which is not contained in $T$. Therefore there exists a point $x=\exp _{p}(q)$ with $q \in \mathbb{Q}_{p}^{d}$ which is in the interior of at least two cells of $T$. This is a contradiction to the definition of a tessellation.

### 4.5 Expectations

In this section we consider several expected values. In Section 4.5.1 the expected $i$-dimensional Hausdorff measure of the $i$-skeleton in the interior of the observation window and including its boundary is considered for $i \in\{0, \ldots, d-1\}$. In Section 4.5 .2 we investigate the expected volume of the Crofton cell. For dimension $d=2$ also the expected volume of the typical cell can be calculated. For this special case and a spherical intersection window we will also compare the limit behaviour of the typical and the Crofton cell for growing radius $r$.

### 4.5.1 Expected $i$-dimensional Hausdorff measure of the $i$-skeleton

This section contains results for the expected $i$-dimensional Hausdorff measure of the $i$-skeleton of all cells of a splitting tessellation. For this purpose, we first recall the notation

$$
\Sigma_{f}\left(Y_{t}\right)=\sum_{c \in Y_{t}} f(c)
$$

for a measurable function $f: \mathbb{P}_{W}^{d} \rightarrow[0, \infty)$. With a slight abuse of notation, we also write $\Sigma_{f}(t):=\Sigma_{f}\left(Y_{t}\right)$. Now we make a special choice for $f$, namely $1 / 2$-times the $i$-dimensional Hausdorff measure of all $i$-faces. Recall that for a polyhedron $P \in \mathbb{P D}^{d}$ we denote by $\mathcal{F}_{i}(P)$ the set of all $i$-faces of $P$. We enlarge this definition for semi-polytopes. First we know by the construction of a cell $c$ of a splitting tessellation in $W$ that it is the intersection of finitely many half-spaces with $W$, i.e. the intersection of a polyhedral set with $W$ and hence a semi-polytope. We define the set $\mathcal{F}_{i}(c)$ of all $i$-faces of $c$ to be

$$
\mathcal{F}_{i}(c):=\left\{F \cap W: F \in \mathcal{F}_{i}(P(c))\right\},
$$

where $P(c)$ is the polyhedral set inducing $c$. Now define

$$
f_{i}(c):=\sum_{F \in \mathcal{\mathcal { F } _ { i }}(c)} \frac{1}{2} \mathcal{H}^{i}(F \backslash \partial W), \quad i=0, \ldots, d
$$

as the sum over all $i$-faces $F \in \mathcal{F}_{i}(c)$ of $c$, where the $i$-dimensional Hausdorff measure of $F \backslash \partial W$ is summed up. As special cases one has $f_{d}(c)=\mathcal{H}^{d}(c \backslash \partial W) / 2=\mathcal{H}^{d}(c) / 2, f_{d-1}(c)=$ $\mathcal{H}^{d-1}(\partial c \backslash \partial W) / 2$ and $f_{0}(c)$ is the number of vertices of $c$ in the interior of $W$ divided by two. The additional factor is used in order to actually get the total measure of the skeleton. Since each $i$-dimensional face is contained in exactly two cells, the value $\mathbb{E}\left[\Sigma_{f_{i}}(t)\right]$ is the expected Hausdorff measure of the $i$-skeleton for $i=0, \ldots, d-1$. Also one has to keep in mind that $\mathbb{E}\left[\Sigma_{f_{d}}(t)\right]=\frac{1}{2} \mathcal{H}^{d}(W)$ holds.

Instead of asking for the expected $i$-dimensional Hausdorff measure of the process restricted to the interior of the window $W$, one can include the boundary of $W$ as well. To do so, we define $\tilde{f}_{i}(c):=f_{i}(c)+\hat{f}_{i}(c)$ for $i=0, \ldots, d-1$ with

$$
\hat{f}_{i}(c)=\sum_{F \in \mathcal{F}_{i+1}(c)} \frac{1}{2} \mathcal{H}^{i}(F \cap \partial W) .
$$

This functional allows us to calculate the total Hausdorff measure of the $i$-skeleton on the boundary which is induced by all $(i+1)$-faces of the process. As above, one has to keep in mind that $\mathbb{E}\left[\Sigma_{\hat{f}_{d-1}}(t)\right]=\frac{1}{2} \mathcal{H}^{d-1}(\partial W)$ holds. The measurability of $f_{i}$ and $\hat{f}_{i}$ can be shown with the help of [117, Corollary 2.1.4]. For the two functionals $f_{i}$ and $\hat{f}_{i}$ one gets the following result.

Lemma 4.5.1. Let $W \in \mathcal{K}_{h}^{d}$ and $t \geq 0$. Then

$$
\mathbb{E}\left[\Sigma_{f_{i}}(t)\right]=\mathbb{E}\left[\Sigma_{f_{i}}\left(Y_{t}\right)\right]=\frac{2 \omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \int_{0}^{t} \mathbb{E}\left[\Sigma_{f_{i+1}}\left(Y_{s}\right)\right] d s, \quad i=0, \ldots, d-1
$$

and

$$
\mathbb{E}\left[\Sigma_{\hat{f}_{i}}(t)\right]=\mathbb{E}\left[\Sigma_{\hat{f}_{i}}\left(Y_{t}\right)\right]=\frac{2 \omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \int_{0}^{t} \mathbb{E}\left[\Sigma_{\hat{f}_{i+1}}\left(Y_{s}\right)\right] d s, \quad i=0, \ldots, d-2
$$

hold.

Proof. We let $g_{i}$ be either $f_{i}$ or $\hat{f}_{i}$ for $i=0, \ldots, d-2$ and $f_{i}$ for $i=d-1$. Now we take the expectation of the martingale in Proposition 4.3 .2 with $\phi(c)=g_{i}(c)$ to derive

$$
\begin{align*}
\mathbb{E}\left[\Sigma_{g_{i}}\left(Y_{t}\right)\right] & =\mathbb{E} \Sigma_{g_{i}}\left(Y_{0}\right)+\mathbb{E} \int_{0}^{t}\left(\mathcal{A} \Sigma_{g_{i}}\right)\left(Y_{s}\right) d s \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}\langle c\rangle}\left[\Sigma_{g_{i}}\left(\oslash\left(c, H, Y_{s}\right)\right)-\Sigma_{g_{i}}\left(Y_{s}\right)\right] \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}\langle c\rangle} 2 g_{i}(c \cap H) \mu_{d-1}(d H) d s . \tag{4.4}
\end{align*}
$$

To show the last equality, we fix a cell $c$ and a hyperplane $H \in \mathbb{H}_{d-1}\langle c\rangle$. Then we get $\mu_{d-1}$ almost surely

$$
\begin{aligned}
& 2\left(f_{i}(c\right.\left.\left.\cap H^{-}\right)+f_{i}\left(c \cap H^{+}\right)-f_{i}(c)\right) \\
& \quad=\sum_{F \in \mathcal{F}_{i}\left(c \cap H^{-}\right)} \mathcal{H}^{i}(F \backslash \partial W)+\sum_{F \in \mathcal{F}_{i}\left(c \cap H^{+}\right)} \mathcal{H}^{i}(F \backslash \partial W)-\sum_{F \in \mathcal{F}_{i}(c)} \mathcal{H}^{i}(F \backslash \partial W) \\
& \quad= \sum_{F \in \mathcal{F}_{i}\left(c \cap H^{-}\right), F \subseteq H} \mathcal{H}^{i}(F \backslash \partial W)+\sum_{F \in \mathcal{F}_{i}\left(c \cap H^{-}\right), F \nsubseteq H} \mathcal{H}^{i}(F \backslash \partial W) \\
& \quad+\sum_{F \in \mathcal{F}_{i}\left(c \cap H^{+}\right), F \subseteq H} \mathcal{H}^{i}(F \backslash \partial W)+\sum_{F \in \mathcal{F}_{i}\left(c \cap H^{+}\right), F \nsubseteq H} \mathcal{H}^{i}(F \backslash \partial W) \\
& \quad-\sum_{F \in \mathcal{F}_{i}(c)} \mathcal{H}^{i}\left(\left(F \cap H^{-}\right) \backslash \partial W\right)-\sum_{F \in \mathcal{F}_{i}(c)} \mathcal{H}^{i}\left(\left(F \cap H^{+}\right) \backslash \partial W\right) \\
&= \sum_{F \in \mathcal{F}_{i}\left(c \cap H^{-}\right), F \subseteq H} \mathcal{H}^{i}(F \backslash \partial W)+\sum_{F \in \mathcal{F}_{i}\left(c \cap H^{+}\right), F \subseteq H} \mathcal{H}^{i}(F \backslash \partial W) \\
&= 2 \sum_{F \in \mathcal{F}_{i}(c \cap H), F \subseteq H} \mathcal{H}^{i}(F \backslash \partial W) \\
&= 4 f_{i}(c \cap H) .
\end{aligned}
$$

The equality $\hat{f}_{i}\left(c \cap H^{-}\right)+\hat{f}_{i}\left(c \cap H^{+}\right)-\hat{f}_{i}(c)=2 \hat{f}_{i}(c \cap H)$ can be shown for $\mu_{d-1}$ almost all
hyperplanes the same way by

$$
\begin{aligned}
& 2\left(\hat{f}_{i}\left(c \cap H^{-}\right)+\hat{f}_{i}\left(c \cap H^{+}\right)-\hat{f_{i}}(c)\right) \\
&=\sum_{F \in \mathcal{F}_{i+1}\left(c \cap H^{-}\right)} \mathcal{H}^{i}(F \cap \partial W)+\sum_{F \in \mathcal{F}_{i+1}\left(c \cap H^{+}\right)} \mathcal{H}^{i}(F \cap \partial W)-\sum_{F \in \mathcal{F}_{i+1}(c)} \mathcal{H}^{i}(F \cap \partial W) \\
&=\sum_{F \in \mathcal{F}_{i+1}\left(c \cap H^{-}\right), F \subseteq H} \mathcal{H}^{i}(F \cap \partial W)+\sum_{F \in \mathcal{F}_{i+1}\left(c \cap H^{-}\right), F \notin H} \mathcal{H}^{i}(F \cap \partial W) \\
&+\sum_{F \in \mathcal{F}_{i+1}\left(c \cap H^{+}\right), F \subseteq H} \mathcal{H}^{i}(F \cap \partial W)+\sum_{F \in \mathcal{F}_{i+1}\left(c \cap H^{+}\right), F \notin H} \mathcal{H}^{i}(F \cap \partial W) \\
&-\sum_{F \in \mathcal{F}_{i+1}(c)} \mathcal{H}^{i}\left(\left(F \cap H^{-}\right) \cap \partial W\right)-\sum_{F \in \mathcal{F}_{i+1}(c)} \mathcal{H}^{i}\left(\left(F \cap H^{+}\right) \cap \partial W\right) \\
&=\sum_{F \in \mathcal{F}_{i+1}\left(c \cap H^{-}\right), F \subseteq H} \mathcal{H}^{i}(F \cap \partial W)+\sum_{F \in \mathcal{F}_{i+1}\left(c \cap H^{+}\right), F \subseteq H} \mathcal{H}^{i}(F \cap \partial W) \\
&=2 \sum_{F \in \mathcal{F}_{i+1}(c \cap H), F \subseteq H} \mathcal{H}^{i}(F \cap \partial W) \\
&=4 \hat{f}_{i}(c \cap H) .
\end{aligned}
$$

Using this gives

$$
\Sigma_{g_{i}}\left(\otimes\left(c, H, Y_{s}\right)\right)-\Sigma_{g_{i}}\left(Y_{s}\right)=g_{i}\left(c \cap H^{-}\right)+g_{i}\left(c \cap H^{+}\right)-g_{i}(c)=2 g_{i}(c \cap H) .
$$

Continuing the calculations in (4.4) with $g_{i}=f_{i}$ yields

$$
\begin{array}{rl}
\int_{0}^{t} & \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}\langle c\rangle} 2 f_{i}(c \cap H) \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}(c)} \sum_{F \in \mathcal{F}_{i}(c \cap H)} \mathcal{H}^{i}(F \backslash \partial W) \mu_{d-1}(d H) d s \\
& \stackrel{(*)}{=} \int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \sum_{G \in \mathcal{F}_{i+1}(c)} \int_{\mathbb{H}_{d-1}(c)} \mathcal{H}^{i}((G \cap H) \backslash \partial W) \mu_{d-1}(d H) d s \\
& \stackrel{(* *)}{=} \int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \sum_{G \in \mathcal{\mathcal { F } _ { i + 1 }}(c)} \frac{\omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \mathcal{H}^{i+1}(G \backslash \partial W) d s \\
& =\frac{2 \omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} f_{i+1}(c) d s \\
& =\frac{2 \omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \int_{0}^{t} \mathbb{E} \Sigma_{f_{i+1}}\left(Y_{s}\right) d s .
\end{array}
$$

Equality ( $*$ ) holds since $F \in \mathcal{F}_{i}(c \cap H)$ is either the intersection of an $(i+1)$-dimensional or an $i$-dimensional face of $c$ with $H$. For the latter we get for $\tilde{G} \in \mathcal{F}_{i}(c)$

$$
\int_{\mathbb{H}_{d-1}\{c\rangle} \mathcal{H}^{i}(\tilde{G} \cap H \backslash \partial W) \mu_{d-1}(d H)=\frac{\omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \mathcal{H}^{i+1}(\tilde{G})=0, \quad i=0, \ldots, d-1 .
$$

The second marked identity ( $* *$ ) is due to the Crofton-type formula (2.3). With minor changes,
the same calculations and arguments can be applied for $g=\hat{f}_{i}$

$$
\begin{array}{rl}
\int_{0}^{t} & \mathbb{E} \sum_{c \in Y_{S}} \int_{\mathbb{H}_{d-1}\langle c\rangle} 2 \hat{f}_{i}(c \cap H) \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}\langle c\rangle} \sum_{F \in \mathcal{F}_{i+1}(c \cap H)} \mathcal{H}^{i}(F \cap \partial W) \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \sum_{G \in \mathcal{F}_{i+2}(c)} \int_{\mathbb{H}_{d-1}\langle c\rangle} \mathcal{H}^{i}((G \cap H) \cap \partial W) \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \sum_{G \in \mathcal{F}_{i+2}(c)} \frac{\omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \mathcal{H}^{i+1}(G \cap \partial W) d s \\
& =\frac{2 \omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \hat{f}_{i+1}(c) d s \\
& =\frac{2 \omega_{d+1} \omega_{i+1}}{\omega_{d} \omega_{i+2}} \int_{0}^{t} \mathbb{E} \Sigma_{\hat{f}_{i+1}}\left(Y_{s}\right) d s .
\end{array}
$$

Since $Y_{t}$ is for all $t \geq 0$ almost surely a tessellation one clearly gets

$$
\begin{equation*}
\mathbb{E}\left[\Sigma_{f_{d}}\left(Y_{t}\right)\right]=\frac{1}{2} \mathcal{H}^{d}(W \backslash \partial W)=\frac{1}{2} \mathcal{H}^{d}(W), \quad t \geq 0 \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}\left[\Sigma_{\hat{f}_{d-1}}\left(Y_{t}\right)\right]=\frac{1}{2} \mathcal{H}^{d-1}(W \cap \partial W)=\frac{1}{2} \mathcal{H}^{d-1}(\partial W), \quad t \geq 0 . \tag{4.6}
\end{equation*}
$$

Using (4.5) and Lemma 4.5.1, we derive the following theorem.

Theorem 4.5.2. For $k=1, \ldots, d$ the expected $(d-k)$-dimensional Hausdorff measure at time $t \geq 0$ of a splitting tessellation in $W$ is given by

$$
\mathbb{E}\left[\Sigma_{f_{d-k}}(t)\right]=\mathbb{E}\left[\Sigma_{f_{d-k}}\left(Y_{t}\right)\right]=\frac{\omega_{d-k+1}}{\omega_{d}}\left(\frac{2 \omega_{d+1}}{\omega_{d}}\right)^{k-1} \frac{t^{k}}{k!} \mathcal{H}^{d}(W) .
$$

Remark 4.5.1. The expected total ( $d-1$ )-dimensional Hausdorff measure of the ( $d-1$ )skeleton is the same as in the case of a Poisson hyperplane process investigated in Theorem 3.1.1. For $k>1$ the results differ by the factor $2^{k-1}$. The same behaviour can be seen for Euclidean splitting tessellations. To see this, one combines [106, Theorem 2] with the expected Hausdorff measure of the skeleton in Euclidean space, also stated in Theorem 3.1.1.

Proof. We prove this by induction on $k$. For $k=0$ the result is obviously true (compare equation (4.5). Now let $k \geq 1$ and assume that it holds for $k-1$. By Lemma 4.5.1 with $g_{i}=f_{i}$
and the hypothesis for $k-1$ we derive

$$
\begin{aligned}
\mathbb{E}\left[\Sigma_{f_{d-k}} Y_{t}\right] & =\frac{2 \omega_{d+1} \omega_{d-k+1}}{\omega_{d} \omega_{d-k+2}} \int_{0}^{t} \mathbb{E}\left[\Sigma_{f_{d-(k-1)}}\left(Y_{s}\right)\right] d s \\
& =\frac{2 \omega_{d+1} \omega_{d-k+1}}{\omega_{d} \omega_{d-k+2}} \int_{0}^{t} \frac{\omega_{d-k+2}}{\omega_{d}}\left(\frac{2 \omega_{d+1}}{\omega_{d}}\right)^{k-2} \frac{s^{k-1}}{(k-1)!} \mathcal{H}^{d}(W) d s \\
& =\frac{\omega_{d-k+1}}{\omega_{d}}\left(\frac{2 \omega_{d+1}}{\omega_{d}}\right)^{k-1} \frac{t^{k}}{k!} \mathcal{H}^{d}(W) .
\end{aligned}
$$

Theorem 4.5.3. For $k=2, \ldots, d$ the expected $(d-k)$-dimensional Hausdorff measure at time $t \geq 0$ including its boundary is given by

$$
\mathbb{E}\left[\Sigma_{\tilde{f}_{d-k}}\left(Y_{t}\right)\right]=\frac{\omega_{d-k+1}}{\omega_{d}}\left(\frac{2 \omega_{d+1}}{\omega_{d}}\right)^{k-1}\left(\frac{t^{k}}{k!} \mathcal{H}^{d}(W)+\frac{t^{k-1}}{2(k-1)!} \mathcal{H}^{d-1}(\partial W)\right) .
$$

Proof. First one gets

$$
\mathbb{E}\left[\Sigma_{\tilde{f}_{d-k}}\left(Y_{t}\right)\right]=\mathbb{E}\left[\Sigma_{f_{d-k}}\left(Y_{t}\right)\right]+\mathbb{E}\left[\Sigma_{\hat{f}_{d-k}}\left(Y_{t}\right)\right]
$$

by the definition of $\tilde{f}$. Since the first summand was already treated in Theorem 4.5.2, we concentrate on the second. Let $k \in\{2, \ldots, d\}$ then by Lemma 4.5.1 with $g_{d-k}=\hat{f}_{d-k}$ we derive

$$
\begin{equation*}
\mathbb{E}\left[\Sigma_{\hat{f}_{d-k}}\left(Y_{t}\right)\right]=\frac{2 \omega_{d+1} \omega_{d-k+1}}{\omega_{d} \omega_{d-k+2}} \int_{0}^{t} \mathbb{E}\left[\Sigma_{\hat{f}_{d-(k-1)}}\left(Y_{s}\right)\right] d s \tag{4.7}
\end{equation*}
$$

As in the proof of Theorem 4.5.2, we apply induction on $k$. The base case for the forthcoming induction argument is the surface area. In this case we get by (4.6)

$$
\mathbb{E}\left[\Sigma_{\hat{f}_{d-1}}\left(Y_{t}\right)\right]=\frac{1}{2} \mathcal{H}^{d-1}(\partial W) .
$$

Now let $k \geq 2$ and assume that

$$
\mathbb{E}\left[\Sigma_{\hat{f}_{d-\ell}}\left(Y_{t}\right)\right]=\frac{\omega_{d-\ell+1}}{\omega_{d}}\left(\frac{2 \omega_{d+1}}{\omega_{d}}\right)^{\ell-1} \frac{t^{\ell-1}}{2(\ell-1)!} \mathcal{H}^{d-1}(\partial W)
$$

holds true for $\ell=k-1$. Now we derive

$$
\begin{aligned}
\mathbb{E}\left[\Sigma_{\hat{f}_{d-k}} Y_{t}\right] & =\frac{2 \omega_{d+1} \omega_{d-k+1}}{\omega_{d} \omega_{d-k+2}} \int_{0}^{t} \mathbb{E}\left[\Sigma_{\hat{f}_{d-(k-1)}}\left(Y_{s}\right)\right] d s \\
& =\frac{2 \omega_{d+1} \omega_{d-k+1}}{\omega_{d} \omega_{d-k+2}} \int_{0}^{t} \frac{\omega_{d-k+2}}{\omega_{d}}\left(\frac{2 \omega_{d+1}}{\omega_{d}}\right)^{k-2} \frac{s^{k-2}}{2(k-2)!} \mathcal{H}^{d-1}(\partial W) d s \\
& =\frac{\omega_{d-k+1}}{\omega_{d}}\left(\frac{2 \omega_{d+1}}{\omega_{d}}\right)^{k-1} \frac{t^{k-1}}{2(k-1)!} \mathcal{H}^{d-1}(\partial W) .
\end{aligned}
$$

Combining this with the results from Theorem 4.5 .2 finishes the proof.

### 4.5.2 Expected volume of the typical and Crofton cell

In this section we make the special choice $W=B_{r}$ for some $r>0$. We will call the almost surely uniquely determined cell at time $t \geq 0$ containing $p$ the Crofton cell $C_{0}=C_{0}(t)$. We are aiming to give two results on the expected ( $d-1$ )-dimensional Hausdorff measure of the Crofton and the typical cell of the hyperbolic cell splitting tessellation. We will investigate their limit behaviour in $t$. To describe the limit behaviour, we write $f \sim g$ if $f(t) / g(t) \rightarrow 1$ as $t \rightarrow \infty$. For a definition of the typical cell, we refer to Section 5.4,

Lemma 4.5.4. The expected d-dimensional Hausdorff measure of the Crofton cell of a splitting tessellation within $B_{r}$ is

$$
\mathbb{E}\left[\mathcal{H}^{d}\left(C_{0}\right)\right]=\omega_{d} \int_{0}^{r} \sinh ^{d-1}(s) \exp \left(-t \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} s\right) d s
$$

Proof. We calculate directly by using spherical coordinates, Fubini and the isotropy of the process

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{H}^{d}\left(C_{0}\right)\right] & =\mathbb{E} \int_{B_{r}} \mathbb{1}\left\{x \in C_{0}\right\} \mathcal{H}^{d}(d x) \\
& =\mathbb{E} \int_{\mathbb{S}_{p}^{d-1}} \int_{0}^{r} \sinh ^{d-1}(s) \mathbb{1}\left\{\exp _{p}([p, s u]) \subseteq C_{0}\right\} d s d u \\
& =\int_{\mathbb{S}_{p}^{d-1}} \mathbb{E} \int_{0}^{r} \sinh ^{d-1}(s) \mathbb{1}\left\{\exp _{p}([p, s u]) \subseteq C_{0}\right\} d s d u \\
& =\int_{\mathbb{S}_{p}^{d-1}} \mathbb{E} \int_{0}^{r} \sinh ^{d-1}(s) \mathbb{1}\left\{\exp _{p}([p, s v]) \subseteq C_{0}\right\} d s d u \\
& =\omega_{d} \mathbb{E} \int_{0}^{r} \sinh ^{d-1}(s) \mathbb{1}\left\{\exp _{p}([p, s v]) \subseteq C_{0}\right\} d s \\
& =\omega_{d} \mathbb{E} \int_{0}^{r} \sinh ^{d-1}(s) \mathbb{1}\left\{\exp _{p}([p, s v]) \cap Z_{t}=\varnothing\right\} d s \\
& =\omega_{d} \int_{0}^{r} \sinh ^{d-1}(s) \exp \left(-t \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} s\right) d s,
\end{aligned}
$$

where $v \in \mathbb{S}_{p}^{d-1}$ is an arbitrary direction. Here the last equality is due to Corollary 4.4.3.

We now investigate this value for two different set ups. In the first one we fix the radius of the intersection window and increase the time $t$. In the second scenario we fix the time and increase the radius $r$ of the intersection window.

Lemma 4.5.5. Let $r>0$ be fixed and let $C_{0}$ be the Crofton cell of a splitting tessellation within $B_{r}$. Then

$$
\mathbb{E}\left[\mathcal{H}^{d}\left(C_{0}\right)\right] \sim \omega_{d}(d-1)!\left(\frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}\right)^{d} t^{-d}
$$

as $t \rightarrow \infty$. In particular the limit is independent of $r$.

Proof. To show the limit behaviour, we pick an arbitrary value $a \in(d /(d+2), 1)$ and set
$c:=\frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}}$. Consider the following integral for $t$ big enough, such that $t^{-a} \leq r$ holds

$$
\begin{align*}
\int_{0}^{r} t^{d} \sinh ^{d-1}(s) \exp (-t c s) d s= & \int_{0}^{t^{-a}} t^{d} \sinh ^{d-1}(s) \exp (-t c s) d s \\
& +\underbrace{\int_{t^{-a}}^{r} t^{d} \sinh ^{d-1}(s) \exp (-t c s) d s}_{\leq r \sinh ^{d-1}(r) t^{d} \exp \left(-t^{1-a} c\right)} \tag{4.8}
\end{align*}
$$

Since the second term is additionally non-negative, it vanishes for growing $t$. In a next step we investigate the expression $t^{d}\left(\sinh ^{d-1}(s)-s^{d-1}\right)$ for $s \in\left[0, t^{-a}\right]$. First one can easily see that $\sinh ^{d-1}(s)-s^{d-1} \geq 0$ holds. Additionally we get for $t \geq 1$

$$
\begin{aligned}
t^{d}\left(\sinh ^{d-1}(s)-s^{d-1}\right) & =t^{d}\left(\left(\sum_{k=0}^{\infty} \frac{s^{1+2 k}}{(1+2 k)!}\right)^{d-1}-s^{d-1}\right) \\
& =t^{d} \sum_{\left(k_{1}, \ldots, k_{d-1}\right) \in \mathbb{N}_{0}^{d-1} \backslash\{0\}} \prod_{i=1}^{d-1} \frac{s^{1+2 k_{i}}}{\left(1+2 k_{i}\right)!} \\
& \leq t^{d} t^{-(d+1) a} \sum_{\left(k_{1}, \ldots, k_{d-1}\right) \in \mathbb{N}_{0}^{d-1} \backslash\{0\}} \prod_{i=1}^{d-1} \frac{1}{\left(1+2 k_{i}\right)!} \\
& \leq t^{-(d+1) a+d} \sinh ^{d-1}(1)
\end{aligned}
$$

Here we used the series expansion of the sinh-function. In the penultimate step we made use of the relations $s \leq t^{-a} \leq 1$ and the fact that every summand in the second line contains the factor $s^{d+1}$. Now we use the calculations above in order to replace the sinh-function with $s^{d-1}$ via

$$
\begin{align*}
\int_{0}^{t^{-a}} t^{d} \sinh ^{d-1}(s) \exp (-t c s) d s= & \int_{0}^{t^{-a}} t^{d} s^{d-1} \exp (-t c s) d s \\
& +\underbrace{\int_{0}^{t^{-a}} t^{d}\left(\sinh ^{d-1}(s)-s^{d-1}\right) \exp (-t c s) d s}_{\leq t^{-(d+2) a+d} \sinh ^{d-1}(1)} \tag{4.9}
\end{align*}
$$

Here the exponential function was bounded by 1. The remaining term can be evaluated by substituting $u=t c s$

$$
\begin{align*}
\int_{0}^{t^{-a}} t^{d} s^{d-1} \exp (-t c s) d s & =\int_{0}^{c t^{-a+1}} t^{d} \frac{u^{d-1}}{(t c)^{d-1}} \exp (-u) \frac{1}{t c} d u \\
& =\int_{0}^{c t^{-a+1}} \frac{u^{d-1}}{c^{d}} \exp (-u) d u \\
& =c^{-d}[-\Gamma(d, u)]_{0}^{c t^{-a+1}} \\
& =c^{-d}\left(-\Gamma\left(d, c t^{-a+1}\right)+(d-1)!\right) \xrightarrow{t \rightarrow \infty} \frac{(d-1)!}{c^{d}} \tag{4.10}
\end{align*}
$$

Combining (4.8)-4.10) with the results from Lemma 4.5 .5 yields the desired result.

Remark 4.5.2. The results derived in Lemma 4.5 .4 and 4.5 .5 can easily be transferred to the setting of Crofton cells of a Poisson hyperplane tessellation. This is based on the fact that the
capacity function of segments is the same in both models. Having this one can compare the limit behaviour with the expected volume of Euclidean Crofton cells of Poisson hyperplane tessellations. This value is calculated in [103, Theorem 10.4.9]. It coincides with the limit case in hyperbolic space which can be shown by

$$
\begin{aligned}
\omega_{d}(d-1)!\left(\frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}\right)^{d} t^{-d} & =d!\kappa_{d}\left(\frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} t\right)^{-d} \\
& =d!\kappa_{d}\left(\frac{2 \pi^{(d+1) / 2}}{\Gamma((d+1) / 2) d \kappa_{d} 2 \pi} t\right)^{-d} \\
& =d!\kappa_{d}\left(\frac{2 \pi^{(d-1) / 2}}{\Gamma((d+1) / 2) d \kappa_{d}} t\right)^{-d} \\
& =d!\kappa_{d}\left(\frac{2 \kappa_{d-1}}{d \kappa_{d}} t\right)^{-d} .
\end{aligned}
$$

In a next step we consider the expected volume of the Crofton cell for fixed time $t>0$ and growing radius of the observation window.

Lemma 4.5.6. For $t \leq(d-1) \frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}$ the expected volume of the Crofton cell diverges to infinity for $r \rightarrow \infty$ and for $t>(d-1) \frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}$ it converges for growing radius $r$.

Proof. Let the time $t>0$ be such that $t \leq(d-1) \frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}$ holds. Using Lemma 4.5.4, Lemma 2.2.1 and choosing $r \geq 1$ we see

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{H}^{d}\left(C_{0}\right)\right] & =\omega_{d} \int_{0}^{r} \sinh ^{d-1}(s) \exp \left(-t \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} s\right) d s \\
& \geq \omega_{d} \int_{1}^{r} \sinh ^{d-1}(s) \exp \left(-t \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} s\right) d s \\
& \geq \omega_{d} \int_{1}^{r} \exp \left((s-3)(d-1)-s t \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}}\right) d s \\
& \geq \omega_{d} \int_{1}^{r} \exp ((s-3)(d-1)-s(d-1)) d s \xrightarrow{r \rightarrow \infty} \infty .
\end{aligned}
$$

Now let $t>(d-1) \frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}$, then there exists an $\varepsilon>0$ such that $t=\varepsilon+(d-1) \frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}$. This yields

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{H}^{d}\left(C_{0}\right)\right] & =\omega_{d} \int_{0}^{r} \sinh ^{d-1}(s) \exp \left(-t \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} s\right) d s \\
& \leq \frac{\omega_{d}}{2^{d-1}} \int_{0}^{r} \exp ((d-1) s) \exp \left(-\varepsilon \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} s-(d-1) s\right) d s \\
& =\frac{\omega_{d}}{2^{d-1}} \int_{0}^{r} \exp \left(-\varepsilon \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} s\right) d s .
\end{aligned}
$$

This expression is bounded in $r$. We get the desired result by monotone convergence.
Remark 4.5.3. As mentioned in the remark above, the results concerning the expected volume of the Crofton cell are transferable into the setting of the expected volume of the Crofton cell of a Poisson hyperplane tessellation. Considering the different normalization of the measure $\mu_{d-1}$, the threshold found in Lemma 4.5 .6 in dimension 2 coincides with the one established in [114] (for Poisson hyperplane tessellations in dimension 2). In this work the authors asked for
the probability of having visibility into infinity in an arbitrary direction from $p$. Below this threshold, the probability was positive and above the threshold it is zero.

Using the calculations done in Section 4.5.1 we get the expected number of cells and therefore the expected area of the typical cell. For a formal definition of the typical cell, we refer to Section 5.4.

Lemma 4.5.7. Let $C$ be the typical cell of a splitting tessellation inside a 2 -dimensional ball with radius $r$ at time $t>0$. Then

$$
\mathbb{E}\left[\mathcal{H}^{2}(C)\right]=t^{-2} \pi\left(1+t^{-1} \frac{\sinh (r)}{\cosh (r)-1}+\pi \mathcal{H}^{2}\left(B_{r}\right)^{-1} t^{-2}\right)^{-1}
$$

Proof. First we get by the Crofton-type formula in Lemma 2.4.1 that for a convex body $K \in \mathcal{K}_{h}^{d}$

$$
\begin{aligned}
\mu_{1}\left(\mathbb{H}_{1}\langle K\rangle\right)=\int_{A_{h}(2,1)} \mathbb{1}\{H \cap K \neq \varnothing\} \mu_{1}(d H) & =\frac{1}{2} \int_{A_{h}(2,1)} \mathcal{H}^{0}(H \cap \partial K) \mu_{1}(d H) \\
& =\frac{\omega_{3} \omega_{1}}{2 \omega_{2}^{2}} \mathcal{H}^{1}(\partial K) \\
& =\pi^{-1} \mathcal{H}^{1}(\partial K)
\end{aligned}
$$

holds. Using Theorem 4.5.2 in the penultimate line, the expected number of cells is given by

$$
\begin{aligned}
\mathbb{E}\left|Y_{t}\right|=\mathbb{E} \sum_{c \in Y_{t}} 1 & =\mathbb{E}\left|Y_{0}\right|+\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{1}\langle c\rangle} 1 \mu_{1}(d H) d s \\
& =1+\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \mu_{1}\left(\mathbb{H}_{1}\langle c\rangle\right) d s \\
& =1+\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \pi^{-1} \mathcal{H}^{1}(\partial c) d s \\
& =1+\pi^{-1} \int_{0}^{t} \partial B_{r}+2 \mathbb{E} \Sigma_{f_{1}}(s) d s \\
& =1+\pi^{-1} \int_{0}^{t} 2 \pi \sinh (r)+2 \mathbb{E} \Sigma_{f_{1}}(s) d s \\
& =1+2 \sinh (r) t+\pi^{-1} \int_{0}^{t} 2 s \mathcal{H}^{2}\left(B_{r}\right) d s \\
& =1+2 \sinh (r) t+\pi^{-1} \mathcal{H}^{2}\left(B_{r}\right) t^{2} .
\end{aligned}
$$

Therefore the expected 2-dimensional Hausdorff measure of the typical cell in dimension 2 is

$$
\begin{aligned}
\mathbb{E}\left[\mathcal{H}^{2}(C)\right] & =\frac{\mathcal{H}^{2}\left(B_{r}\right)}{1+2 \sinh (r) t+\pi^{-1} \mathcal{H}^{2}\left(B_{r}\right) t^{2}} \\
& =t^{-2} \pi\left(1+t^{-1} \frac{\sinh (r)}{\cosh (r)-1}+\frac{1}{2(\cosh (r)-1)} t^{-2}\right)^{-1} \leq t^{-2} \pi
\end{aligned}
$$

Remark 4.5.4. We would like to point out that the expected 2-dimensional Hausdorff measure converges for growing radius $r$. The behaviour for large $r$ and small intensities $t \leq \pi / 2$ is


Figure 4.5.1: Comparison of the expected area of the Crofton cell (straight blue line) and the expected area of the typical cell (dashed red line) of a splitting tessellation inside a ball of radius $r$ at time $t=1$.
fundamentally different in contrast to the expected 2-dimensional Hausdorff measure of the Crofton cell (see figure 4.5.1).

The same behaviour occurs for higher dimensions (with different threshold depending on the dimension $d$ ). We show this by bounding the expected number of cells in arbitrary dimension from below.

Lemma 4.5.8. The expected volume of the typical cell of a d-dimensional splitting tessellation is bounded in $r$ for any fixed time $t>0$.

Proof. We give a lower bound for the expected number of cells at time $t$ by

$$
\begin{aligned}
\mathbb{E}\left|Y_{t}\right|=\mathbb{E}\left|Y_{0}\right|+\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}\langle c\rangle} 1 \mu_{d-1}(d H) d s & \geq 1+\int_{0}^{t} \mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right) d s \\
& =1+2 t \int_{0}^{r} \cosh ^{d-1}(\ell) d \ell \\
& \geq 1+\frac{2 t}{2^{d-1}} \int_{0}^{r} e^{\ell(d-1)} d \ell \\
& =1+\frac{t}{2^{d-2}(d-1)}\left(e^{r(d-1)}-1\right) .
\end{aligned}
$$

Therefore the expected $d$-dimensional Hausdorff measure of the typical cell $C$ in arbitrary dimension is bounded from above by some constant $c$ for any radius $r>0$, since

$$
\mathbb{E}\left[\mathcal{H}^{d}(C)\right]=\frac{\mathcal{H}^{d}\left(B_{r}\right)}{\mathbb{E}\left|Y_{t}\right|} \leq \frac{\mathcal{H}^{d}\left(B_{r}\right)}{1+\frac{t}{2^{d-2}(d-1)}\left(e^{r(d-1)}-1\right)} \leq c
$$

holds.

### 4.6 Higher moments

After investigating various first moments of functionals depending on splitting tessellations, we aim to give results for the variance of the surface area. We start in Section 4.6.1 with an
integral representation for the variance of the hyperbolic surface area of a splitting tessellation. Later in Section 4.6 .2 and 4.6 .3 we will use this representation to investigate the variance of the total surface area for growing time $t$ and growing radius $r$ respectively. In this section we will fix the intersection window $W$ to be a ball of radius $r>0$.

### 4.6.1 Variance of the surface area

Theorem 4.6.1. For $t \geq 0$ the variance of the surface area of the splitting tessellation $\Sigma_{f_{d-1}}(t)$ within a ball of radius $r>0$ is given by

$$
\begin{aligned}
& \mathbb{V} \operatorname{ar}\left(\Sigma_{f_{d-1}}(t)\right) \\
& \quad=c_{d} \int_{\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle} \int_{H \cap B_{r}} \int_{H \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \mu_{d-1}(d H)
\end{aligned}
$$

with

$$
c_{d}:=\frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}} .
$$

Remark 4.6.1. For other spaces of constant curvature comparable results are established. For the Euclidean case see [104, Theorem 4.1] and for the spherical results see [47, Theorem 5.4].

Proof. To show this we define

$$
\bar{\Sigma}_{f_{d-1}}(t):=\Sigma_{f_{d-1}}(t)-\mathbb{E} \Sigma_{f_{d-1}}(t)=\sum_{c \in Y_{t}} f_{d-1}(c)-\mathcal{H}^{d}\left(B_{r}\right) t
$$

where we used Theorem 4.5 .2 to evaluate the expectation. To shorten the notation, we define for $T \in \mathbb{T}^{d}$ and $t \geq 0$

$$
g(T, t):=\left(\sum_{c \in T} f_{d-1}(c)-\mathcal{H}^{d}\left(B_{r}\right) t\right)^{2}
$$

and using this notation yields $\bar{\Sigma}_{f_{d-1}}(t)^{2}=g\left(Y_{t}, t\right)$. For the special case $t=0$ we get $g\left(Y_{0}, 0\right)=0$. The derivative of $g$ with respect to the time component and a fixed tessellation $T$ gives

$$
\frac{\partial g}{\partial s}(T, s)=-2\left(\sum_{c \in T} f_{d-1}(c)-\mathcal{H}^{d}\left(B_{r}\right) s\right) \mathcal{H}^{d}\left(B_{r}\right)
$$

Inserting $T=Y_{s}$ yields

$$
\frac{\partial g}{\partial s}\left(Y_{s}, s\right)=-2 \bar{\Sigma}_{f_{d-1}}(s) \mathcal{H}^{d}\left(B_{r}\right)
$$

Now Proposition 4.3 .3 shows that

$$
\begin{aligned}
\bar{\Sigma}_{f_{d-1}}(t)^{2}-0- & \int_{0}^{t} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]}\left[\left(\sum_{\bar{c} \in Y_{s} \backslash\{c\} \cup\left\{c \cap H^{+}\right\} \cup\left\{\propto \cap H^{-}\right\}} f_{d-1}(\bar{c})-\mathcal{H}^{d}\left(B_{r}\right) s\right)^{2}\right. \\
& \left.-\left(\sum_{c \in Y_{s}} f_{d-1}(\bar{c})-\mathcal{H}^{d}\left(B_{r}\right) s\right)^{2}\right] \mu_{d-1}(d H)-2 \bar{\Sigma}_{f_{d-1}}(s) \mathcal{H}^{d}\left(B_{r}\right) d s
\end{aligned}
$$

is a $\mathcal{Y}$-martingale. Here we chose $b(t)=t \mathcal{H}^{d}\left(B_{r}\right)$ and $\phi=f_{d-1}$. Taking a closer look at the expression in brackets gives

$$
\begin{aligned}
& \left(\sum_{\bar{c} \in Y_{s} \backslash\{c\} \cup\left\{c \cap H^{+}\right\} \cup\left\{c \cap H^{-}\right\}} f_{d-1}(\bar{c})-\mathcal{H}^{d}\left(B_{r}\right) s\right)^{2}-\left(\sum_{\overline{c \in Y_{s}}} f_{d-1}(\bar{c})-\mathcal{H}^{d}\left(B_{r}\right) s\right)^{2} \\
= & \left(\bar{\Sigma}_{f_{d-1}}(s)-f_{d-1}(c)+f_{d-1}\left(c \cap H^{+}\right)+f_{d-1}\left(c \cap H^{-}\right)\right)^{2}-\left(\bar{\Sigma}_{f_{d-1}}(s)\right)^{2} \\
= & \left(\bar{\Sigma}_{f_{d-1}}(s)+2 f_{d-1}(c \cap H)\right)^{2}-\left(\bar{\Sigma}_{f_{d-1}}(s)\right)^{2} \\
= & 4 f_{d-1}(c \cap H)^{2}+4 f_{d-1}(c \cap H) \bar{\Sigma}_{f_{d-1}}(s) .
\end{aligned}
$$

To simplify the martingale, we use the Crofton-type formula stated in (2.4)

$$
\begin{aligned}
\sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]} 4 f_{d-1}(c \cap H) \mu_{d-1}(d H) & =4 \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]} \frac{1}{2} \mathcal{H}^{d-1}\left((c \cap H) \backslash \partial B_{r}\right) \mu_{d-1}(d H) \\
& =4 \sum_{c \in Y_{s}} \frac{1}{2} \mathcal{H}^{d}\left(c \backslash \partial B_{r}\right) \\
& =2 \mathcal{H}^{d}\left(B_{r}\right)
\end{aligned}
$$

and therefore

$$
\bar{\Sigma}_{f_{d-1}}(t)^{2}-\int_{0}^{t} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]} 4 f_{d-1}(c \cap H)^{2} \mu_{d-1}(d H) d s
$$

is a $\mathcal{Y}$-martingale. Taking the expectation and using the definition of $f_{d-1}$ leads to

$$
\begin{aligned}
\operatorname{Var}\left(\Sigma_{f_{d-1}}(t)\right)=\mathbb{E}\left(\bar{\Sigma}_{f_{d-1}}(t)^{2}\right) & =\mathbb{E} \int_{0}^{t} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]} 4 f_{d-1}(c \cap H)^{2} \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]} \mathcal{H}^{d-1}(c \cap H)^{2} \mu_{d-1}(d H) d s .
\end{aligned}
$$

This can be rewritten as

$$
\begin{aligned}
\operatorname{Var} & \left(\Sigma_{f_{d-1}}(t)\right) \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{S}} \int_{\mathbb{H}_{d-1}[c]}\left(\int_{H} \mathbb{1}\{x \in c\} \mathcal{H}^{d-1}(d x)\right)\left(\int_{H} \mathbb{1}\{y \in c\} \mathcal{H}^{d-1}(d y)\right) \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \mathbb{E} \sum_{c \in Y_{s}} \int_{\mathbb{H}_{d-1}[c]} \int_{H} \int_{H} \mathbb{1}\{x, y \in c\} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \int_{\mathbb{H}_{d-1}\left[B_{r}\right]} \int_{H \cap B_{r}} \int_{H \cap B_{r}} \mathbb{E} \sum_{c \in Y_{s}} \mathbb{1}\{x, y \in c\} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \mu_{d-1}(d H) d s \\
& =\int_{0}^{t} \int_{\mathbb{H}_{d-1}\left[B_{r}\right]} \int_{H \cap B_{r}} \int_{H \cap B_{r}} \mathbb{P}\left(\overline{x, y} \cap Z_{s}=\varnothing\right) \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \mu_{d-1}(d H) d s .
\end{aligned}
$$

Since by Corollary 4.4.3 the probability is given by

$$
\mathbb{P}\left(\overline{x, y} \cap Z_{s}=\varnothing\right)=\exp \left(-\frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} d_{h}(x, y) s\right) .
$$

Defining $c_{d}:=\frac{\omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}$ we can continue as

$$
\begin{aligned}
& \operatorname{Var}\left(\Sigma_{f_{d-1}}(t)\right) \\
& \quad=\int_{0}^{t} \int_{\mathbb{H}_{d-1}\left[B_{r}\right]} \int_{H \cap B_{r}} \int_{H \cap B_{r}} \exp \left(-c_{d}^{-1} d_{h}(x, y) s\right) \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \mu_{d-1}(d H) d s \\
& \quad=c_{d} \int_{\mathbb{H}_{d-1}\left[B_{r}\right]} \int_{H \cap B_{r}} \int_{H \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \mu_{d-1}(d H) .
\end{aligned}
$$

### 4.6.2 Limit behaviour of the variance of the total surface area for GROWING TIME $t$

Having the representation developed in Section 4.6.1 gives us the opportunity to make some statements about the limit behaviour of the variance for growing time $t$. We distinguish between $d=2$ and $d \geq 3$. The first one is covered by Corollary 4.6.4 and the second by 4.6.5.

Before we can start with the main results, we first have to establish some auxiliary results needed in the proofs.

Lemma 4.6.2. Let $a>0$. The function $f_{a}:(0, \infty) \rightarrow \mathbb{R}$ with

$$
f_{a}(x)=\frac{1-e^{-a x}}{x}
$$

is decreasing.
Proof. First of all, we see that $f_{a}$ is continuously differentiable. Therefore it remains to show

$$
f^{\prime}(x)=\frac{a x e^{-a x}+e^{-a x}-1}{x^{2}} \leq 0 .
$$

Using the series expansion of the exponential function we get $a x+1-e^{a x} \leq 0$ and trough the following equivalence relation

$$
a x+1-e^{a x} \leq 0 \Longleftrightarrow a x e^{-a x}+e^{-a x}-1 \leq 0 \Longleftrightarrow \frac{a x e^{-a x}+e^{-a x}-1}{x^{2}} \leq 0
$$

the desired monotonicity.
The next result deals with two inequalities for integrals showing up in the proofs of Corollary 4.6 .4 and 4.6.5.

Lemma 4.6.3. Let $a \in[-b, b]$ with $b>0$ and let $f:[0, \infty) \rightarrow[0, \infty)$ be a decreasing function. Then the following relations hold

$$
\begin{aligned}
(i): & \int_{-b}^{b} f(|b-y|) d y \leq \int_{-b}^{b} f(|a-y|) d y, \\
(i i): & \int_{-b}^{b} f(|0-y|) d y \geq \int_{-b}^{b} f(|a-y|) d y
\end{aligned}
$$

Proof. Due to symmetry we can assume $a$ to be non-negative. We start with showing $(i)$. This is done by the following equivalence relations, where the first one holds true due to the monotonicity of $f$

$$
\begin{aligned}
& \int_{0}^{b-a} f(u+b+a) d u \leq \int_{0}^{b-a} f(u) d u \\
\Longleftrightarrow & \int_{b+a}^{2 b} f(u) d u \leq \int_{0}^{b-a} f(u) d u \\
\Longleftrightarrow & \int_{0}^{2 b} f(u) d u \leq \int_{0}^{b+a} f(u) d u+\int_{0}^{b-a} f(u) d u \\
\Longleftrightarrow & \int_{-b}^{b} f(b-y) d y \leq \int_{-b}^{a} f(a-y) d y+\int_{a}^{b} f(y-a) d y \\
\Longleftrightarrow & \int_{-b}^{b} f(|b-y|) d y \leq \int_{-b}^{b} f(|a-y|) d y .
\end{aligned}
$$

Inequality (ii) is due to

$$
\begin{aligned}
& \int_{b}^{b+a} f(u-a) d u \geq \int_{b}^{b+a} f(u) d u \\
\Longleftrightarrow & \int_{b-a}^{b} f(u) d u \geq \int_{b}^{b+a} f(u) d u \\
\Longleftrightarrow & \int_{0}^{b} f(u) d u \geq \int_{0}^{b-a} f(u) d u+\int_{b}^{b+a} f(u) d u \\
\Longleftrightarrow & 2 \int_{0}^{b} f(u) d u \geq \int_{0}^{b-a} f(u) d u+\int_{0}^{b+a} f(u) d u \\
\Longleftrightarrow & \int_{-b}^{b} f(|y|) d y \geq \int_{a}^{b} f(y-a) d y+\int_{-b}^{a} f(a-y) d y \\
\Longleftrightarrow & \int_{-b}^{b} f(|0-y|) d y \geq \int_{-b}^{b} f(|a-y|) d y .
\end{aligned}
$$

Corollary 4.6.4. Let $d=2$ and $r>0$ be fixed. Then the variance $\mathbb{V}$ ar $\left(\Sigma_{f_{1}}(t)\right)$ grows with logarithmic speed in $t$ and is therefore unbounded in $t$.

Proof. Let $0<\varepsilon<r$ and define the set $A$ of hyperplanes having at least intersection length $2 \varepsilon$ with $B_{r}$

$$
A:=A(\varepsilon, r):=\left\{H \in A_{h}(2,1): \mathcal{H}^{1}\left(H \cap B_{r}\right) \geq 2 \varepsilon\right\} .
$$

By our choice of $\varepsilon$ this set is nonempty. To shorten the notation, we write

$$
c:=c(r, H):=\frac{\mathcal{H}^{1}\left(B_{r} \cap H\right)}{2}=\operatorname{arcosh}\left(\frac{\cosh (r)}{\cosh \left(d_{h}(H, p)\right)}\right) .
$$

Now we are able to give a lower bound for the variance of the total edge length

$$
\begin{align*}
\operatorname{Var}\left(\Sigma_{f_{1}}(t)\right) & =c_{1} \int_{\mathbb{H}_{1}\left[B_{r}\right]} \int_{H \cap B_{r}} \int_{H \cap B_{r}} \frac{1-\exp \left(-c_{1}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{1}(d x) \mathcal{H}^{1}(d y) \mu_{1}(d H) \\
& =c_{1} \int_{\mathbb{H}_{1}\left[B_{r}\right]} \int_{-c}^{c} \int_{-c}^{c} \frac{1-\exp \left(-c_{1}^{-1} d_{e}(x, y) t\right)}{d_{e}(x, y)} d x d y \mu_{1}(d H) \\
& \geq c_{1} \int_{A} \int_{-c}^{c} \int_{-c}^{c} \frac{1-\exp \left(-c_{1}^{-1} d_{e}(x, y) t\right)}{d_{e}(x, y)} d x d y \mu_{1}(d H) \\
& \geq c_{1} \int_{A} \int_{-\varepsilon}^{\varepsilon} \int_{-\varepsilon}^{\varepsilon} \frac{1-\exp \left(-c_{1}^{-1} d_{e}(x, y) t\right)}{d_{e}(x, y)} d x d y \mu_{1}(d H) \\
& =c_{1} \mu_{1}(A) \int_{-\varepsilon}^{\varepsilon} \int_{-\varepsilon}^{\varepsilon} \frac{1-\exp \left(-c_{1}^{-1}|x-y| t\right)}{|x-y|} d x d y \tag{4.11}
\end{align*}
$$

We now apply Lemma 4.6 .3 (i) with $b=\varepsilon$ and $f(u)=\frac{1-\exp \left(-c_{1}^{-1} u t\right)}{u}$. Due to Lemma 4.6 .2 the requirements of this lemma are fulfilled. This allows us to bound the two integrals in (4.11) further by

$$
\begin{align*}
\int_{-\varepsilon}^{\varepsilon} \int_{-\varepsilon}^{\varepsilon} \frac{1-\exp \left(-c_{1}^{-1}|x-y| t\right)}{|x-y|} d x d y & \geq \int_{-\varepsilon}^{\varepsilon} \int_{-\varepsilon}^{\varepsilon} \frac{1-\exp \left(-c_{1}^{-1}|\varepsilon-y| t\right)}{|\varepsilon-y|} d y d x \\
& =2 \varepsilon \int_{-\varepsilon}^{\varepsilon} \frac{1-\exp \left(-c_{1}^{-1}|\varepsilon-y| t\right)}{|\varepsilon-y|} d y \\
& =2 \varepsilon \int_{0}^{2 \varepsilon} \frac{1-\exp \left(-c_{1}^{-1} u t\right)}{u} d u \\
& =2 \varepsilon \int_{0}^{1} \frac{1-\exp \left(-2 c_{1}^{-1} \varepsilon v t\right)}{v} d v \\
& =2 \varepsilon\left(\gamma+\ln \left(c_{1}^{-1} 2 \varepsilon t\right)+E_{1}\left(c_{1}^{-1} 2 \varepsilon t\right)\right) \tag{4.12}
\end{align*}
$$

Here $\gamma$ is the Euler-Mascheroni constant and $E_{1}(t):=\int_{t}^{\infty} s^{-1} e^{-s} d s$ (see [86, Chapter 6]) is a finite number. Combining (4.11) and (4.12) yields the lower bound for the variance

$$
\mathbb{V} \operatorname{ar}\left(\Sigma_{f_{1}}(t)\right) \geq 2 c_{1} \varepsilon \mu_{1}(A)\left(\gamma+\ln \left(c_{1}^{-1} 2 \varepsilon t\right)+E_{1}\left(c_{1}^{-1} 2 \varepsilon t\right)\right)
$$

An upper bound is given by

$$
\begin{align*}
\operatorname{Var}\left(\Sigma_{f_{1}}(t)\right) & =c_{1} \int_{\mathbb{H}_{1}\left[B_{r}\right]} \int_{H \cap B_{r}} \int_{H \cap B_{r}} \frac{1-\exp \left(-c_{1}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{1}(d x) \mathcal{H}^{1}(d y) \mu_{1}(d H) \\
& =c_{1} \int_{\mathbb{H}_{1}\left[B_{r}\right]} \int_{-c}^{c} \int_{-c}^{c} \frac{1-\exp \left(-c_{1}^{-1} d_{e}(x, y) t\right)}{d_{e}(x, y)} d x d y \mu_{1}(d H) \\
& \leq c_{1} \int_{\mathbb{H}_{1}\left[B_{r}\right]} \int_{-r}^{r} \int_{-r}^{r} \frac{1-\exp \left(-c_{1}^{-1} d_{e}(x, y) t\right)}{d_{e}(x, y)} d x d y \mu_{1}(d H) \\
& =c_{1} \mu_{1}\left(\mathbb{H}_{1}\left[B_{r}\right]\right) \int_{-r}^{r} \int_{-r}^{r} \frac{1-\exp \left(-c_{1}^{-1}|x-y| t\right)}{|x-y|} d x d y \tag{4.13}
\end{align*}
$$

Now applying Lemma 4.6.3 (ii) with $b=r$ and $f(u)=\frac{1-\exp \left(-c_{1}^{-1} u t\right)}{u}$ which fulfills again due to

Lemma 4.6.2 the requirements, yields

$$
\begin{align*}
\int_{-r}^{r} \int_{-r}^{r} \frac{1-\exp \left(-c_{1}^{-1}|x-y| t\right)}{|x-y|} d x d y & \leq \int_{-r}^{r} \int_{-r}^{r} \frac{1-\exp \left(-c_{1}^{-1}|0-y| t\right)}{|0-y|} d x d y \\
& =2 r \int_{-r}^{r} \frac{1-\exp \left(-c_{1}^{-1}|y| t\right)}{|y|} d x d y \\
& =4 r \int_{0}^{r} \frac{1-\exp \left(-c_{1}^{-1} u t\right)}{u} d u \\
& =4 r \int_{0}^{1} \frac{1-\exp \left(-c_{1}^{-1} r v t\right)}{v} d v \\
& =4 r\left(\gamma+\ln \left(c_{1}^{-1} r t\right)+E_{1}\left(c_{1}^{-1} r t\right)\right) . \tag{4.14}
\end{align*}
$$

Combining (4.13) and (4.14) finishes the proof.

For $d \geq 3$ we get a different limit behaviour.

Corollary 4.6.5. Let $d \geq 3$ and $r>0$ be fixed. Then the variance $\mathbb{V}$ ar $\left(\Sigma_{f_{d-1}}(t)\right)$ is bounded in $t \geq 0$.

Proof. To shorten the notation, we define $\tilde{c}:=c_{d} \mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right)$. Further let $L_{p}$ be an arbitrary ( $d-1$ )-dimensional subspace containing the origin. Similar as in the proof of Corollary 4.6.4 one gets an upper bound by

$$
\begin{align*}
& \operatorname{Var}\left(\Sigma_{f_{d-1}}(t)\right) \\
&=c_{d} \int_{\mathbb{H}_{d-1}\left[B_{r}\right]} \int_{H \cap B_{r}} \int_{H \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \mu_{d-1}(d H) \\
& \quad \stackrel{(*)}{\leq} c_{d} \int_{\mathbb{H}_{d-1}\left[B_{r}\right]} \int_{L_{p} \cap B_{r}} \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \mu_{d-1}(d H) \\
&=\tilde{c} \int_{L_{p} \cap B_{r}} \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \tag{4.15}
\end{align*}
$$

In order to justify ( $*$ ) let $R:=R(H, r)$ be the radius of the $(d-1)$-dimensional ball $H \cap B_{r}$ and let $\tilde{B}(R)=\tilde{B}\left(R, L_{p}\right)$ be the $(d-1)$-dimensional ball in $L_{p}$ having midpoint $p$ and radius $R$. Since $\tilde{B}(R)$ and $H \cap B_{r}$ have the same radius, there exists an isometry $\varphi=\varphi\left(\tilde{B}(R), H \cap B_{r}\right) \in I\left(\mathbb{H}^{d}\right)$
such that $\varphi\left(H \cap B_{r}\right)=\tilde{B}(R)$. Using these definitions, we get

$$
\begin{aligned}
\int_{H \cap B_{r}} & \int_{H \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \\
& =\int_{\varphi\left(H \cap B_{r}\right)} \int_{\varphi\left(H \cap B_{r}\right)} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\varphi^{-1}(x), \varphi^{-1}(y)\right) t\right)}{d_{h}\left(\varphi^{-1}(x), \varphi^{-1}(y)\right)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \\
& =\int_{\tilde{B}(R)} \int_{\tilde{B}(R)} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\varphi^{-1}(x), \varphi^{-1}(y)\right) t\right)}{d_{h}\left(\varphi^{-1}(x), \varphi^{-1}(y)\right)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \\
& =\int_{\tilde{B}(R)} \int_{\tilde{B}(R)} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \\
& \leq \int_{L_{p} \cap B_{r}} \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y)
\end{aligned}
$$

for every $r>0$ and $H \in \mathbb{H}_{d-1}\left[B_{r}\right]$. Here the last inequality used that for every $r>0$ and our choice of $L_{p} \in G_{h}(d, d-1)$, the $(d-1)$-dimensional ball $\tilde{B}(R)$ is contained in $L_{p} \cap B_{r}$. In a next step and since the set $L_{p} \cap B_{r}$ is contained in the ( $d-1$ )-dimensional subspace $L_{p}$, we can find a ( $d-1$ )-dimensional subspace $T_{p}^{d-1} M$ of the tangent space $T_{p} M$ at $p$ such that $\exp _{p}\left(T_{p}^{d-1} M\right)=L_{p}$ holds. Now we use spherical coordinates on $T_{p}^{d-1} M$ in order to rewrite the outer integration over $L_{p} \cap B_{r}$ in (4.15), i.e. every point in $T_{p}^{d-1} M$ is represented by its spherical direction $u \in \mathbb{S}_{p}^{d-2}$ and its distance from the origin $s \geq 0$. Further applying Fubini's theorem allows us to obtain

$$
\begin{align*}
& \int_{L_{p} \cap B_{r}} \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(x, y) t\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) \\
&=\int_{0}^{r} \int_{\mathbb{S}_{p}^{d-2}} \sinh ^{d-2}(s) \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\exp _{p}(s u), y\right) t\right)}{d_{h}\left(\exp _{p}(s u), y\right)} \mathcal{H}^{d-1}(d y) \sigma_{d-2}(d u) d s \\
& \quad=\omega_{d-1} \int_{0}^{r} \sinh ^{d-2}(s) \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\exp _{p}(s v), y\right) t\right)}{d_{h}\left(\exp _{p}(s v), y\right)} \mathcal{H}^{d-1}(d y) d s \tag{4.16}
\end{align*}
$$

Here the last equality is obtained by first fixing an arbitrary direction $v \in \mathbb{S}_{p}^{d-2}$. Now for every $u \in \mathbb{S}_{p}^{d-2}$ there exists an isometry $\varphi_{u, v} \in I\left(\mathbb{H}^{d}\right)^{p}$ fixing the origin such that $\varphi_{u, v}\left(\exp _{p}(s u)\right)=$ $\exp _{p}(s v)$ holds for any $s \in[0, r]$. We will use this isometry to get rid of the dependence of $u$ in the inner integral in the second line of (4.16) via

$$
\begin{aligned}
\int_{L_{p} \cap B_{r}} & \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\exp _{p}(s u), y\right) t\right)}{d_{h}\left(\exp _{p}(s u), y\right)} \mathcal{H}^{d-1}(d y) \\
& =\int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\varphi_{u, v}\left(\exp _{p}(s u)\right), \varphi_{u, v}(y)\right) t\right)}{d_{h}\left(\varphi_{u, v}\left(\exp _{p}(s u)\right), \varphi_{u, v}(y)\right)} \mathcal{H}^{d-1}(d y) \\
& =\int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\exp _{p}(s v), \varphi_{u, v}(y)\right) t\right)}{d_{h}\left(\exp _{p}(s v), \varphi_{u, v}(y)\right)} \mathcal{H}^{d-1}(d y) \\
& =\int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\exp _{p}(s v), y\right) t\right)}{d_{h}\left(\exp _{p}(s v), y\right)} \mathcal{H}^{d-1}(d y) .
\end{aligned}
$$

In order to give further bounds we have to obtain results similar to the ones in Lemma 4.6.3 but for higher dimensions. More precisely we are aiming to show that for any $s \in[0, r]$

$$
\begin{align*}
& \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\exp _{p}(s v), y\right) t\right)}{d_{h}\left(\exp _{p}(s v), y\right)} \mathcal{H}^{d-1}(d y) \\
& \quad \leq \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(p, y) t\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d y) \tag{4.17}
\end{align*}
$$

holds. To show this let $A:=A(s, r):=B_{h}\left(\exp _{p}(s v), r\right) \cap\left(B_{r} \cap L_{p}\right)$ be the set of points in $\left(B_{r} \cap L_{p}\right)$ having distance at most $r$ from $\exp _{p}(s v)$. Further there exists an isometry $\varphi \in \mathbb{I}\left(L_{p}\right)$ with $\varphi\left(\exp _{p}(s v)\right)=p$. Therefore this isometry fulfills $\varphi(A) \subseteq B_{r} \cap L_{p}$. The integrands in (4.17) only depend on the distance between $y$ and $\exp _{p}(s v)$ and on the distance between $y$ and $p$. Thus we get

$$
\begin{equation*}
\int_{A} \frac{1-\exp \left(c_{d}^{-1} d_{h}\left(\exp _{p}(s v), y\right) t\right)}{d_{h}\left(\exp _{p}(s v), y\right)} \mathcal{H}^{d-1}(d y)=\int_{\varphi(A)} \frac{1-\exp \left(c_{d}^{-1} d_{h}(p, y) t\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d y) \tag{4.18}
\end{equation*}
$$

Now for any $x \in\left(L_{p} \cap B_{r}\right) \backslash A$ we get by definition of $A$ that $d_{h}\left(\exp _{p}(s v), x\right)>r$ holds, whereas for all $x \in\left(L_{p} \cap B_{r}\right) \backslash \varphi(A)$ the distance $d_{h}(p, x)$ is bounded by $r$. Since the integrand is by Lemma 4.6 .2 decreasing in the distance and since the sets $\left(L_{p} \cap B_{r}\right) \backslash A$ and $\left(L_{p} \cap B_{r}\right) \backslash \varphi(A)$ have the same ( $d-1$ )-dimensional Hausdorff measure we get

$$
\begin{aligned}
& \int_{\left(L_{p} \cap B_{r}\right) \backslash A} \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(\exp _{p}(s v), y\right) t\right)}{d_{h}\left(\exp _{p}(s v), y\right)} \mathcal{H}^{d-1}(d y) \\
& \quad \leq \int_{\left(L_{p} \cap B_{r}\right) \backslash \varphi(A)} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(p, y) t\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d y)
\end{aligned}
$$

and together with equation (4.18) the desired relation (4.17) follows. Now combining (4.15), (4.16) and (4.17) yields

$$
\begin{aligned}
\operatorname{Var} & \left(\Sigma_{f_{d-1}}(t)\right) \\
& \leq \tilde{c} \omega_{d-1} \int_{0}^{r} \sinh ^{d-2}(s) \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(p, y) t\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d y) d s \\
& =\tilde{c} \mathcal{H}^{d-1}\left(L_{p} \cap B_{r}\right) \int_{L_{p} \cap B_{r}} \frac{1-\exp \left(-c_{d}^{-1} d_{h}(p, y) t\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d y) \\
& =\tilde{c} \mathcal{H}^{d-1}\left(L_{p} \cap B_{r}\right) \int_{\mathbb{S}_{p}^{d-2}} \int_{0}^{r} \sinh ^{d-2}(s) \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(p, \exp _{p}(s u)\right) t\right)}{d_{h}\left(p, \exp _{p}(s u)\right)} d s \sigma_{d-2}(d u) \\
& =\tilde{c} \mathcal{H}^{d-1}\left(L_{p} \cap B_{r}\right) \omega_{d-1} \int_{0}^{r} \sinh ^{d-2}(s) \frac{1-\exp \left(-c_{d}^{-1} d_{h}\left(p, \exp _{p}(s v)\right) t\right)}{d_{h}\left(p, \exp _{p}(s v)\right)} d s \\
& =\tilde{c} \mathcal{H}^{d-1}\left(L_{p} \cap B_{r}\right) \omega_{d-1} \int_{0}^{r} \sinh ^{d-2}(s) \frac{1-\exp \left(-c_{d}^{-1} s t\right)}{s} d s .
\end{aligned}
$$

Here we used spherical coordinates to replace the integration over $L_{p} \cap B_{r}$. This can be further
simplified by using

$$
\frac{\sinh (s)}{s}=\sum_{n=0}^{\infty} \frac{s^{2 n}}{(2 n+1)!} \leq \sum_{n=0}^{\infty} \frac{s^{2 n}}{(2 n)!}=\cosh (s) .
$$

Finally, we conclude

$$
\begin{aligned}
\operatorname{Var} & \left(\Sigma_{f_{d-1}}(t)\right) \\
& \leq \tilde{c} \mathcal{H}^{d-1}\left(L_{p} \cap B_{r}\right) \omega_{d-1} \int_{0}^{r} \sinh ^{d-3}(s) \cosh (s)\left(1-\exp \left(-c_{d}^{-1} s t\right) d s\right. \\
& \leq \tilde{c} \mathcal{H}^{d-1}\left(L_{p} \cap B_{r}\right) \omega_{d-1} \int_{0}^{r} \sinh ^{d-3}(s) \cosh (s) d s \\
& <\infty
\end{aligned}
$$

Remark: The limit behaviour of the variance of the surface area for growing time $t$ is the same as in the spherical setting, as shown in [47]. Heuristically one might argue that the underlying reason for this is that due to the bounded observation window the curvature of the underlying space does not play an important role. If one likes to compare the behaviour of the variance for growing time $t$ with the one in Euclidean space, one has to consider [104, Theorem 3] and rescale the observation window. Doing so it follows that in Euclidean space and stationary set up the variance grows with logarithmic speed in $t$ for $d=2$ and converges to a constant in the limit case for $d \geq 3$.

To show the behaviour in Euclidean space let $Y_{t, \text { euc }}(W)$ be the stationary Euclidean splitting tessellation (i.e. STIT-tessellation) at time $t>0$ inside a fixed compact window $W \subset \mathbb{R}^{d}$. For proper definition of this process see for example [81]. Further let $Y_{t, \text { euc }}\left(\mathbb{R}^{d}\right)$ be the corresponding splitting tessellation of the whole space at time $t>0$. Using [81, Theorem 1, Lemma 5] we show in a first step

$$
\begin{aligned}
& Y_{t, e u c}(W) \stackrel{d}{=} Y_{t, e u c}\left(\mathbb{R}^{d}\right) \cap W \stackrel{d}{=} t^{-1} Y_{1, e u c}\left(\mathbb{R}^{d}\right) \cap W=t^{-1}\left(Y_{1, e u c}\left(\mathbb{R}^{d}\right) \cap t W\right) \\
& \stackrel{d}{=} t^{-1} Y_{1, e u c}(t W) .
\end{aligned}
$$

Now applying for $d=2$ the results from [104, Theorem 3] gives

$$
\begin{aligned}
\operatorname{Var}\left(\mathcal{H}^{1}\left(Y_{t, \text { euc }}(W)\right)\right) & =\operatorname{Var}\left(\mathcal{H}^{1}\left(t^{-1} Y_{1, \text { euc }}(t W)\right)\right) \\
& =\operatorname{Var}\left(t^{-1} \mathcal{H}^{1}\left(Y_{1, \text { euc }}(t W)\right)\right) \\
& =t^{-2} \operatorname{Var}\left(\mathcal{H}^{1}\left(Y_{1, \text { euc }}(t W)\right)\right) \\
& \sim \pi \mathcal{H}^{2}(W) \log (t),
\end{aligned}
$$

where $\mathcal{H}^{1}\left(Y_{t, \text { euc }}(W)\right)$ is the total surface area of the process at time $t$. The same way we get
for $d \geq 3$ and the total surface area $\mathcal{H}^{d-1}\left(Y_{t, \text { euc }}(W)\right)$

$$
\begin{aligned}
\operatorname{Var}\left(\mathcal{H}^{d-1}\left(Y_{t, \text { euc }}(W)\right)\right) & =\mathbb{V} \operatorname{Var}\left(\mathcal{H}^{d-1}\left(t^{-1} Y_{1, \text { euc }}(t W)\right)\right) \\
& =\operatorname{Var}\left(t^{-(d-1)} \mathcal{H}^{d-1}\left(Y_{1, \text { euc }}(t W)\right)\right) \\
& =t^{-2(d-1)} \operatorname{Var}\left(\mathcal{H}^{d-1}\left(Y_{1, \text { euc }}(t W)\right)\right) \\
& \sim \frac{d-1}{2} E_{2}(W),
\end{aligned}
$$

where $E_{2}(W)$ is the 2-energy of $W$ (i.e. a constant), given by

$$
E_{2}(W)=\int_{W} \int_{W}\|x-y\|^{-2} d x d y
$$

### 4.6.3 Limit behaviour of the variance of the total surface area for GROWING RADIUS $r$

In this section we will investigate how the variance of the surface area behaves for growing spherical windows. We will start with the 2-dimensional case and treat higher dimensions afterwards in Lemma 4.6.7.

Lemma 4.6.6. Let $d=2$ and $t>0$ be fixed. Then there are constants $c^{(1)}(2, t), C^{(1)}(2, t) \in$ $(0, \infty)$ such that for $r \geq 1$

$$
c^{(1)}(2, t) e^{r} \leq \mathbb{V} \operatorname{ar}\left(\Sigma_{f_{1}}(t)\right) \leq C^{(1)}(2, t) e^{r} .
$$

Proof. Using Theorem 4.6.1 we get a representation for the variance. Applying the representation for the measure $\mu_{1}$ stated in (2.3) yields

$$
\operatorname{Var}\left(\Sigma_{f_{1}}(t)\right)=c_{2} \int_{0}^{r} \cosh (s) \int_{H_{1}(s) \cap B_{r}} \int_{H_{1}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(x, y)\right)}{d_{h}(x, y)} \mathcal{H}^{1}(d x) \mathcal{H}^{1}(d y) d s,
$$

where we denote by $a=a(t)=\omega_{1} \omega_{3} \omega_{2}^{-2} t$ and let $H_{1}(s)$ be an arbitrary totally geodesic line at distance $s$ from the origin. We will use Lemma 3.2 .5 which gives bounds on the intersection length of $H_{1}(s)$ with $B_{r}$ and Lemma 4.6 .2 showing that the integrand is decreasing. Further we apply Lemma 4.6 .3 (ii). This yields

$$
\begin{align*}
\operatorname{Var} & \left(\Sigma_{f_{1}}(t)\right) \\
& \leq c_{2} \int_{0}^{r} \cosh (s) \int_{-(r-s+\log (2))}^{r-s+\log (2)} \int_{-(r-s+\log (2))}^{r-s+\log (2)} \frac{1-\exp (-a|x-y|)}{|x-y|} d x d y d s \\
& \leq c_{2} \int_{0}^{r} \cosh (s) \int_{-(r-s+\log (2))}^{r-s+\log (2)} \int_{-(r-s+\log (2))}^{r-s+\log (2)} \frac{1-\exp (-a|0-y|)}{|0-y|} d x d y d s \\
& =4 c_{2} \int_{0}^{r} \cosh (s)(r-s+\log (2)) \int_{0}^{r-s+\log (2)} \frac{1-\exp (-a y)}{y} d y d s . \tag{4.19}
\end{align*}
$$

Here the integrand is bounded by

$$
\frac{1-\exp (-a y)}{y} \leq a, \quad y \in(0, \infty)
$$

Combining this inequality with (4.19) gives

$$
\begin{aligned}
\operatorname{Var}\left(\Sigma_{f_{1}}(t)\right) & \leq 4 c_{2} \int_{0}^{r} \cosh (s)(r-s+\log (2)) \int_{0}^{r-s+\log (2)} a d y d s \\
& =4 a c_{2} \int_{0}^{r} \cosh (s)(r-s+\log (2))^{2} d s \\
& \leq 4 a c_{2} \int_{0}^{r} e^{s}(r-s+\log (2))^{2} d s \\
& \leq C^{(1)}(2, t) e^{r} .
\end{aligned}
$$

In order to derive the lower bound, we use $r \geq 1$ and do the following calculation using the bounds from Lemma 3.2 .5 on the intersection length and Lemma 4.6 .3 (i)

$$
\begin{aligned}
\operatorname{Var}\left(\Sigma_{f_{1}}(t)\right) & \geq c_{2} \int_{0}^{r} \cosh (s) \int_{-(r-s)}^{r-s} \int_{-(r-s)}^{r-s} \frac{1-\exp (-a|x-y|)}{|x-y|} d x d y d s \\
& \geq c_{2} \int_{0}^{r} \cosh (s) \int_{-(r-s)}^{r-s} \int_{-(r-s)}^{r-s} \frac{1-\exp (-a|r-s-y|)}{|r-s-y|} d x d y d s \\
& =2 c_{2} \int_{0}^{r} \cosh (s)(r-s) \int_{-(r-s)}^{r-s} \frac{1-\exp (-a|r-s-y|)}{|r-s-y|} d y d s
\end{aligned}
$$

In a next step we decrease the integration area of the first integral and rewrite the second integration. This gives

$$
\begin{aligned}
\operatorname{Var}\left(\Sigma_{f_{1}}(t)\right) & \geq 2 c_{2} \int_{0}^{r-0,5} \cosh (s)(r-s) \int_{0}^{2(r-s)} \frac{1-\exp (-a u)}{u} d u d s \\
& \geq c_{2} \int_{0}^{r-0,5} e^{s}(r-s) \int_{0}^{2(r-s)} \frac{1-\exp (-a u)}{u} d u d s \\
& \geq c_{2} \int_{0}^{r-0,5} e^{s}(r-s) \int_{0}^{\min \{2(r-s), 1\}} \frac{1-\exp (-a u)}{u} d u d s \\
& =c_{2} \int_{0}^{r-0,5} e^{s}(r-s) \int_{0}^{1} \frac{1-\exp (-a u)}{u} d u d s \\
& \geq c^{(1)}(2, t) e^{r} .
\end{aligned}
$$

The last inequality holds, since the second integral does not depend on $s$ anymore and is therefore a constant only depending on $t$ and the dimension $d=2$.

Now we turn to the case of higher dimensions.
Lemma 4.6.7. Let $d \geq 3, t>0$ be fixed and $r \geq 1$. Then there are constants $c^{(d-1)}(d, t), C^{(d-1)}(d, t) \in(0, \infty)$ such that

$$
c^{(2)}(3, t) e^{2 r} \leq \mathbb{V} \operatorname{ar}\left(\Sigma_{f_{2}}(t)\right) \leq C^{(2)}(3, t) \log (r) e^{2 r}, \quad d=3
$$

and

$$
c^{(d-1)}(d, t) r^{-1} e^{2 r(d-2)} \leq \mathbb{V} \operatorname{ar}\left(\Sigma_{f_{d-1}}(t)\right) \leq C^{(d-1)}(d, t) r^{-1} e^{2 r(d-2)}, \quad d \geq 4 .
$$

Proof. In this proof $c$ will indicate a constant depending only on $d$ and $t$ which may vary from line to line. We will start with showing the lower bound. Using Theorem 4.6.1 and the
representation for the measure $\mu_{d-1}$ in $(2.3)$ we get a lower bound for the variance

$$
\begin{aligned}
& \operatorname{Var}\left(\sum_{f_{d-1}}\right) \\
= & c_{d} \int_{0}^{r} \cosh ^{d-1}(s) \int_{L_{d-1}(s) \cap B_{r}} \int_{L_{d-1}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(x, y)\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) d s \\
\geq & \frac{c_{d}}{2^{d-1}} \int_{0}^{r} e^{s(d-1)} \int_{L_{d-1}(s) \cap B_{r}} \int_{L_{d-1}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(x, y)\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) d s
\end{aligned}
$$

where we set $a:=a(t, d):=\omega_{d+1} \omega_{1}\left(\omega_{d} \omega_{2}\right)^{-1} t$. By using that the integrand is by Lemma 4.6.2 decreasing we derive for any $s \in[0, r], x, y \in L_{d-1}(s) \cap B_{r}$

$$
\begin{equation*}
\frac{1-\exp \left(-a d_{h}(x, y)\right)}{d_{h}(x, y)} \geq \frac{1-\exp (-2 r a)}{2 r} \geq \frac{1-\exp (-2 a)}{2 r} \tag{4.20}
\end{equation*}
$$

Now let $d \geq 4$. We make use of (4.20) and apply the inequalities derived in Lemma 3.2 .4 to get

$$
\begin{align*}
\operatorname{Var}\left(\Sigma_{f_{d-1}}\right) & \geq c \int_{0}^{r} e^{s(d-1)} \int_{L_{d-1}(s) \cap B_{r}} \int_{L_{d-1}(s) \cap B_{r}} \frac{1-\exp (-2 a)}{2 r} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) d s \\
& =c \int_{0}^{r} e^{s(d-1)}\left(\mathcal{H}^{d-1}\left(L_{d-1}(s) \cap B_{r}\right)\right)^{2} r^{-1} d s \\
& \geq c \int_{0}^{r-1 / 2} e^{s(d-1)}\left(\mathcal{H}^{d-1}\left(L_{d-1}(s) \cap B_{r}\right)\right)^{2} r^{-1} d s \\
& \geq c \int_{0}^{r-1 / 2} e^{s(d-1)} e^{2(r-s)(d-2)} r^{-1} d s \\
& =c r^{-1} e^{2 r(d-2)} \int_{0}^{r-1 / 2} e^{s(-d+3)} d s \\
& \geq c^{(d-1)}(d, t) r^{-1} e^{2 r(d-2)} \tag{4.21}
\end{align*}
$$

For $d=3$ we can use the same arguments to get

$$
\operatorname{Var}\left(\Sigma_{f_{2}}\right) \geq c^{(2)}(3, t) e^{2 r}
$$

The only difference for $d=3$ is that the integral in the penultimate line of $(4.21)$ is not bounded in $r$ and therefore cancels out the term $r^{-1}$.

Now we show the upper bound. We once again start with the case $d \geq 4$. As above we derive the following representation of the variance

$$
\begin{aligned}
& \operatorname{Var}\left(\Sigma_{f_{d-1}}\right) \\
= & c_{d-1} \int_{0}^{r} \cosh ^{d-1}(s) \int_{L_{d-1}(s) \cap B_{r}} \int_{L_{d-1}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(x, y)\right)}{d_{h}(x, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) d s
\end{aligned}
$$

Using the same arguments as in the proof of Corollary 4.6 .5 (see equation (4.17)) this can be
further bounded by

$$
\begin{aligned}
\operatorname{Var} & \left(\Sigma_{f_{d-1}}\right) \\
& \leq c \int_{0}^{r} \cosh ^{d-1}(s) \int_{L_{d-1}(s) \cap B_{r}} \int_{L_{d-1}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(p, y)\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d x) \mathcal{H}^{d-1}(d y) d s \\
& =c \int_{0}^{r} \cosh ^{d-1}(s) \mathcal{H}^{d-1}\left(L_{d-1}(s) \cap B_{r}\right) \int_{L_{d-1}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(p, y)\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d y) d s \\
& \leq c \int_{0}^{r} e^{s(d-1)} e^{(r-s)(d-2)} \int_{L_{d-1}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(p, y)\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d y) d s, \\
& =c e^{r(d-2)} \int_{0}^{r} e^{s} \int_{L_{d-1}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(p, y)\right)}{d_{h}(p, y)} \mathcal{H}^{d-1}(d y) d s,
\end{aligned}
$$

where the last inequality used Lemma 3.2 .4 and an upper bound for the cosh-function. Now we use spherical coordinates on $L_{d-1}(s) \cap B_{r}$ and Lemma 4.6.2 to derive

$$
\begin{aligned}
\operatorname{Var}( & \left.\Sigma_{f_{d-1}}\right) \\
\leq & c e^{r(d-2)} \int_{0}^{r} e^{s} \int_{0}^{r-s+\log (2)} \sinh ^{d-2}(\ell) \frac{1-\exp (-a \ell)}{\ell} d \ell d s \\
= & c e^{r(d-2)} \int_{0}^{r} e^{s}\left(\int_{0}^{r / 4} \sinh ^{d-2}(\ell) \frac{1-\exp (-a \ell)}{\ell} d \ell\right. \\
& \left.\quad+\int_{r / 4}^{r-s+\log (2)} \sinh ^{d-2}(\ell) \frac{1-\exp (-a \ell)}{\ell} d \ell\right) d s \\
\leq & c e^{r(d-2)} \int_{0}^{r} e^{s}\left(\int_{0}^{r / 4} \sinh ^{d-2}(\ell) a d \ell+\int_{r / 4}^{r-s+\log (2)} \sinh ^{d-2}(\ell) r^{-1} d \ell\right) d s \\
\leq & c e^{r(d-2)} \int_{0}^{r} e^{s}\left(\int_{0}^{r / 4} \sinh ^{d-2}(\ell) a d \ell+\int_{0}^{r-s+\log (2)} \sinh ^{d-2}(\ell) r^{-1} d \ell\right) d s \\
\leq & c e^{r(d-2)} \int_{0}^{r} e^{s}\left(a e^{\frac{r}{4}(d-2)}+r^{-1} e^{(r-s)(d-2)}\right) d s \\
= & c e^{r(d-2)} \int_{0}^{r}\left(a e^{\frac{r}{4}(d-2)} e^{s}+r^{-1} e^{r(d-2)} e^{s(-d+3)}\right) d s \\
\leq & c a e^{r\left(\frac{5 d}{4}-\frac{3}{2}\right)}+c r^{-1} e^{2 r(d-2)} \\
\leq & C^{(d-1)}(d, t) r^{-1} e^{2 r(d-2)} .
\end{aligned}
$$

Here we depended on $d \geq 4$ in the third ultimate line in order to bound the integral $\int_{0}^{r} e^{s(-d+3)} d s$ by a constant. Further we used $d \geq 4$ in order to show that the second summand in the penultimate line is indeed the leading term for $r \rightarrow \infty$.

Now we turn to the case $d=3$. Here we have to be a little bit more careful. In order to shorten the notation, we consider the two inner integrals first. Using the same arguments as in the proof of Corollary 4.6 .5 (see equation $(4.17)$ ) and spherical coordinates on $L_{2}(s) \cap B_{r}$ we
get

$$
\begin{align*}
& \int_{L_{2}(s) \cap B_{r}} \int_{L_{2}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(x, y)\right)}{d_{h}(x, y)} \mathcal{H}^{2}(d x) \mathcal{H}^{2}(d y) \\
& \quad \leq \int_{L_{2}(s) \cap B_{r}} \int_{L_{2}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(p, y)\right)}{d_{h}(p, y)} \mathcal{H}^{2}(d x) \mathcal{H}^{2}(d y) \\
& \quad=\mathcal{H}^{2}\left(L_{2}(s) \cap B_{r}\right) \int_{L_{2}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(p, y)\right)}{d_{h}(p, y)} \mathcal{H}^{2}(d y) \\
& \quad \leq c \mathcal{H}^{2}\left(L_{2}(s) \cap B_{r}\right) \int_{0}^{r-s+\log (2)} \sinh (\ell) \frac{1-\exp (-a \ell)}{\ell} d \ell . \tag{4.22}
\end{align*}
$$

Now we use Lemma 3.2.4 and the monotonicity of the integrand (shown in Lemma 4.6.2) to continue the inequalities in (4.22)

$$
\begin{align*}
& \mathcal{H}^{2}\left(L_{2}(s) \cap B_{r}\right) \int_{0}^{r-s+\log (2)} \sinh (\ell) \frac{1-\exp (-a \ell)}{\ell} d \ell \\
& \leq c e^{r-s} \int_{0}^{r-s+\log (2)} \sinh (\ell) \frac{1-\exp (-a \ell)}{\ell} d \ell \\
& \leq c e^{r-s} \int_{0}^{r-s+\log (2)} e^{\ell} \frac{1-\exp (-a \ell)}{\ell} d \ell \\
&=c e^{r-s}\left(\int_{0}^{\log (2)} e^{\ell} \frac{1-\exp (-a \ell)}{\ell} d \ell+\int_{\log (2)}^{r-s+\log (2)} e^{\ell} \frac{1-\exp (-a \ell)}{\ell} d \ell\right) \\
& \leq c e^{r-s}(\underbrace{\int_{0}^{\log (2)} e^{\ell} a d \ell}_{(*)}+\underbrace{\int_{\operatorname{los}}^{r-s+\log (2)} e^{\ell} \ell^{-1} d \ell}_{(\log (2)}) . \tag{4.23}
\end{align*}
$$

The first integral can be easily bounded. For the second integral (*) we get

$$
\begin{equation*}
\int_{\log (2)}^{r-s+\log (2)} e^{\ell} \ell^{-1} d \ell=\operatorname{Ei}(r-s+\log (2))-\operatorname{Ei}(\log (2)) \tag{4.24}
\end{equation*}
$$

where $\operatorname{Ei}(\cdot)$ is the exponential integral (see [86, Chapter 6]). Combining (4.21)-(4.23) and the representation of the variance gives

$$
\begin{align*}
\operatorname{Var}\left(\Sigma_{f_{2}}\right) & \leq c \int_{0}^{r} \cosh ^{2}(s) \int_{L_{2}(s) \cap B_{r}} \int_{L_{2}(s) \cap B_{r}} \frac{1-\exp \left(-a d_{h}(x, y)\right)}{d_{h}(x, y)} \mathcal{H}^{2}(d x) \mathcal{H}^{2}(d y) d s \\
& \leq c \int_{0}^{r} \cosh ^{2}(s) e^{r-s}(1+\operatorname{Ei}(r-s+\log (2))-\operatorname{Ei}(\log (2)) d s \\
& \leq c e^{r} \int_{0}^{r} e^{s}(1+\operatorname{Ei}(r-s+\log (2))-\operatorname{Ei}(\log (2))) d s \\
& =c e^{r} \int_{0}^{r} e^{r-s}(1+\operatorname{Ei}(s+\log (2))-\operatorname{Ei}(\log (2))) d s \\
& =c e^{2 r} \int_{0}^{r} e^{-s}(1+\operatorname{Ei}(s+\log (2))-\operatorname{Ei}(\log (2))) d s . \tag{4.25}
\end{align*}
$$

Since the constant terms in the inner brackets are asymptotically negligible, it remains to solve
the integral

$$
\begin{aligned}
\int_{0}^{r} e^{-s} \operatorname{Ei}(s+\log (2)) & =\left[2 \log (s+\log (2))-e^{-s} \operatorname{Ei}(s+\log (2))\right]_{0}^{r} \\
& =2 \log (r+\log (2))-e^{-r} \operatorname{Ei}(r+\log (2))-2 \log (\log (2))+\operatorname{Ei}(\log (2)) .
\end{aligned}
$$

All summands are in $\mathcal{O}(\log (r))$ except the first one. Combining this with (4.25) yields

$$
\operatorname{Var}\left(\Sigma_{f_{2}}\right) \leq C^{(2)}(3, t) \log (r) e^{2 r} .
$$

Remark 4.6.2. The results presented in this section are almost similar to the ones for hyperbolic Poisson hyperplane tessellations (see Section 3.2). For $d=2$ the limit behaviour in $r$ is the very same, whereas for $d=3$ an additional factor $\log (r)$ appears in the upper bound. For $d \geq 4$ the lower and the upper bound contain the additional factor $r^{-1}$.

### 4.7 Mixing PROPERTY

Similar to the Euclidean case, considered in [58], we will investigate the mixing property of hyperbolic splitting tessellations. The first Subsection 4.7.1 gives an introduction to the concept and states some definitions and a lemma needed to prove the main result. The result and its proof are treated in Section 4.7.2.

### 4.7.1 Mixing introduction

The concept of mixing is investigated for many different random mosaics (some classical results can be found in [103, Chapter 10.5]). Heuristically speaking, a mosaic is called mixing, if the dependency between two events vanishes for growing distance. Formally a Euclidean random mosaic $X$ is called ( $\alpha$ - ) mixing, if for all compact sets $C_{1}, C_{2} \in \mathcal{C}\left(\mathcal{F}^{\prime}(\mathbb{R})\right)$

$$
\lim _{\|x\| \rightarrow \infty} \mathbb{P}\left(X \cap C_{1}=\varnothing, X \cap\left(C_{2}+x\right)=\varnothing\right)=\mathbb{P}\left(X \cap C_{1}=\varnothing\right) \mathbb{P}\left(X \cap C_{2}=\varnothing\right)
$$

holds. For different models the speed of this convergence differs. While for Euclidean stationary Voronoi mosaics the $\beta$-mixing rate (for definitions in this case see [71, Chapter 2]) decays exponentially fast in $\|x\|$ (see [36]), the $\beta$-mixing rate for Euclidean STIT tessellations decays at most linearly in $\|x\|$ (see [71, Theorem 5.3]). This is due to the fact that early cracks have a long range and therefore imply long range dependencies in the mosaic. Mixing properties play an important role in fields such as Poisson approximation (see [21]). Also central limit theorems ([36]) and extreme value properties ([22]) rely on mixing properties.

In order to state an auxiliary lemma, recall the definition of the capacity function and the $U$-function

$$
T_{t}(C)=\mathbb{P}\left(Z_{t} \cap C \neq \varnothing\right), \quad U_{t}(C)=\mathbb{P}\left(Z_{t} \cap C=\varnothing\right), \quad C \in \mathcal{C}\left(\mathbb{H}^{d}\right)
$$

For a compact set $A \in \mathcal{C}\left(\mathbb{H}^{d}\right)$ and $a>0$ we let $r=r(A) \in \mathbb{N}$ be the smallest value such that $A \subseteq \operatorname{int}\left(B_{r}\right)$ holds and define the constant

$$
\begin{equation*}
\lambda_{A, a}:=\exp \left(a \mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B_{r(A)}\right\rangle\right)\right), \tag{4.26}
\end{equation*}
$$

only depending on $a, A$ and the space dimension $d$. Having this definition, we can prove the following lemma, which will be used in the proof of Theorem 4.7.2.

Lemma 4.7.1. For $A, B \in \mathcal{C}\left(\mathbb{H}^{d}\right), 0 \leq t<a$ the following inequality holds

$$
\left|U_{a-t}(A) U_{a-t}(B)-U_{a}(A) U_{a}(B)\right| \leq t\left(\lambda_{A, a}+\lambda_{B, a}\right)
$$

where $\lambda_{A, a}, \lambda_{B, a}$ are defined in (4.26).

Proof. First the expression is rewritten by the capacity functional

$$
\begin{aligned}
& \left|U_{a-t}(A) U_{a-t}(B)-U_{a}(A) U_{a}(B)\right| \\
= & \left(1-T_{a-t}(A)\right)\left(1-T_{a-t}(B)\right)-\left(1-T_{a}(A)\right)\left(1-T_{a}(B)\right) \\
= & \left(T_{a}(A)-T_{a-t}(A)\right)+\left(T_{a}(B)-T_{a-t}(B)\right)-\left(T_{a}(A) T_{a}(B)-T_{a-t}(A) T_{a-t}(B)\right) \\
\leq & \left(T_{a}(A)-T_{a-t}(A)\right)+\left(T_{a}(B)-T_{a-t}(B)\right) .
\end{aligned}
$$

Let $r=r(A) \in \mathbb{N}$ be the smallest value such that $A \subseteq \operatorname{int}\left(B_{r}\right)$ holds. We consider both summands separately and restrict ourself to the process $Y_{a}=Y_{a}\left(B_{r}\right)$ on $B_{r}$. Now denote by $N_{a-t}$ the number of hyperplanes that appear up to time $a-t$ for $t \in[0, a]$. For $n \in \mathbb{N}_{0}$ we set $p_{n}:=\mathbb{P}\left(N_{a-t}=n\right)>0$. By construction of the process the tessellation almost surely contains $N_{a-t}+1$ cells at time $a-t$. We will call them $c_{1}, \ldots, c_{N_{a-t}+1}$ and define $A_{i}:=A \cap c_{i}, i=$ $1, \ldots, N_{a-t}+1$. This gives

$$
\begin{align*}
T_{a}(A)-T_{a-t}(A) & =U_{a-t}(A)-U_{a}(A) \\
& =\mathbb{P}\left(Z_{a-t} \cap A=\varnothing\right)-\mathbb{P}\left(Z_{a} \cap A=\varnothing\right) \\
& =\mathbb{P}\left(Z_{a-t} \cap A=\varnothing\right)-\mathbb{P}\left(Z_{a-t} \cap A=\varnothing\right) \mathbb{P}\left(Z_{a} \cap A=\varnothing \mid Z_{a-t} \cap A=\varnothing\right) \\
& =U_{a-t}(A) \mathbb{P}\left(A \cap Z_{a} \neq \varnothing \mid A \cap Z_{a-t}=\varnothing\right) \\
& \leq \mathbb{P}\left(A \cap Z_{a} \neq \varnothing \mid A \cap Z_{a-t}=\varnothing\right), \tag{4.27}
\end{align*}
$$

where we used the probability of the complementary event in the penultimate step. Now we are aiming to further bound the expression in the equation above. To do so we condition on
the number of hyperplanes that appear up to time $a-t$

$$
\begin{align*}
& \mathbb{P}\left(A \cap Z_{a} \neq \varnothing \mid A \cap Z_{a-t}=\varnothing\right) \\
&=\sum_{n \geq 0} p_{n} \mathbb{P}\left(A \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, A \cap Z_{a-t}=\varnothing\right) \\
&=\sum_{n \geq 0} p_{n} \mathbb{P}\left(\exists i \in\{1, \ldots, n+1\}: A_{i} \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, A \cap Z_{a-t}=\varnothing\right) \\
& \leq \sum_{n \geq 0} p_{n} \sum_{i=1}^{n+1} \mathbb{P}\left(A_{i} \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, A \cap Z_{a-t}=\varnothing\right) \\
& \stackrel{(\not)}{=} \sum_{n \geq 0} p_{n} \sum_{i=1}^{n+1} \mathbb{P}\left(A_{i} \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right) \\
& \leq \sum_{n \geq 0} p_{n} \sum_{i=1}^{n+1} \mathbb{P}\left(\operatorname{conv}\left(A_{i}\right) \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right) \\
&=\sum_{n \geq 0} p_{n} \sum_{i=1}^{n+1} \mathbb{P}\left(\operatorname{conv}\left(A_{i}\right) \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, \operatorname{conv}\left(A_{i}\right) \cap Z_{a-t}=\varnothing\right) \tag{4.28}
\end{align*}
$$

Here the last equality holds, since $\left\{A_{i} \cap Z_{a-t}=\varnothing\right\}=\left\{\operatorname{conv}\left(A_{i}\right) \cap Z_{a-t}=\varnothing\right\}$ holds. The relation $\left\{A_{i} \cap Z_{a-t}=\varnothing\right\} \supseteq\left\{\operatorname{conv}\left(A_{i}\right) \cap Z_{a-t}=\varnothing\right\}$ holds trivially. In order to show

$$
\left\{A_{i} \cap Z_{a-t}=\varnothing\right\} \subseteq\left\{\operatorname{conv}\left(A_{i}\right) \cap Z_{a-t}=\varnothing\right\}
$$

we assume that there exists a realisation such that $A_{i} \cap Z_{a-t}=\varnothing$ and $\operatorname{conv}\left(A_{i}\right) \cap Z_{a-t} \neq \varnothing$ hold. This implies that there exist two points $x_{1}, x_{2} \in A_{i} \subseteq c_{i}$ and an $y \in\left(x_{1}, x_{2}\right) \in \operatorname{conv}\left(A_{i}\right)$ such that $y \in Z_{a-t}, x_{1}, x_{2} \notin Z_{a-t}$ holds. This in turn implies that $x_{1}$ and $x_{2}$ are not contained in the same cell, since the cells are convex. This is a contradiction to our choice of $x_{1}$ and $x_{2}$.

In order to justify the equality marked by $(*)$ in (4.28), we do the following calculations. To shorten the notation, we define the event $B_{i}$ for $i \in\{1, \ldots, n+1\}$ by

$$
B_{i}:=B_{i}(a, t):=\bigcap_{k \in\{1, \ldots, n+1\} \backslash\{i\}}\left\{A_{k} \cap Z_{a-t}=\varnothing\right\}
$$

Using this, one can see

$$
\begin{align*}
& \mathbb{P}\left(A_{i} \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, A \cap Z_{a-t}=\varnothing\right) \\
&= \frac{\mathbb{P}\left(A_{i} \cap Z_{a} \neq \varnothing, N_{a-t}=n, A_{1} \cap Z_{a-t}=\varnothing, \ldots, A_{n+1} \cap Z_{a-t}=\varnothing\right)}{\mathbb{P}\left(N_{a-t}=n, A_{1} \cap Z_{a-t}=\varnothing, \ldots, A_{n+1} \cap Z_{a-t}=\varnothing\right)} \\
&= \frac{\mathbb{P}\left(A_{i} \cap Z_{a} \neq \varnothing, N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing, B_{i}\right)}{\mathbb{P}\left(N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing, B_{i}\right)} \\
&= \frac{\mathbb{P}\left(A_{i} \cap Z_{a} \neq \varnothing, N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right)}{\mathbb{P}\left(N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right)} \\
& \quad \times \frac{\mathbb{P}\left(B_{i} \mid A_{i} \cap Z_{a} \neq \varnothing, N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right)}{\mathbb{P}\left(B_{i} \mid N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right)} . \tag{4.29}
\end{align*}
$$

Here the first factor is equal to $\mathbb{P}\left(A_{i} \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right)$. Therefore it remains to show that the second factor is equal to 1 . To do so, we let $C_{i}:=C_{i}(a, t)$ be the event that
the process hits $A_{i}$ within the time interval ( $\left.a-t, a\right]$. Using this, we get

$$
\begin{aligned}
& \mathbb{P}\left(B_{i} \mid A_{i} \cap Z_{a} \neq \varnothing, N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right) \\
& \quad=\mathbb{P}\left(B_{i} \mid C_{i}, N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right) \\
& \quad=\mathbb{P}\left(B_{i} \mid N_{a-t}=n, A_{i} \cap Z_{a-t}=\varnothing\right),
\end{aligned}
$$

where the last equality holds, since $B_{i}$ only depends on the behaviour of the process within the time interval $[0, a-t]$ and $C_{i}$ on the other hand only on its behaviour within the time interval $(a-t, a]$. Therefore the second factor in the last line of (4.29) is equal to zero and therefore (*) holds.

Now we take a closer look at the probability of the event

$$
\left\{\operatorname{conv}\left(A_{i}\right) \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, \operatorname{conv}\left(A_{i}\right) \cap Z_{a-t}=\varnothing\right\}
$$

and hence the probability of hitting the set $\operatorname{conv}\left(A_{i}\right)$ within th time interval ( $a-t, a$ ], given that $\operatorname{conv}\left(A_{i}\right)$ is contained in the interior of a cell $c_{i}$ at time $a-t$. By the definition of the process, this probability is the same as the probability of $\tilde{Y}_{t}\left(c_{i}\right)$ hitting $\operatorname{conv}\left(A_{i}\right)$, where $\tilde{Y}_{t}\left(c_{i}\right)$ is a splitting process within the cell $c_{i}$. This probability does not depend on $c_{i}$ and is given by

$$
\begin{aligned}
\mathbb{P}\left(\operatorname{conv}\left(A_{i}\right) \cap Z_{a} \neq \varnothing \mid N_{a-t}=n, \operatorname{conv}\left(A_{i}\right) \cap Z_{a-t}=\varnothing\right) & =\mathbb{P}\left(\operatorname{conv}\left(A_{i}\right) \cap Z_{\tilde{Y}_{t}\left(c_{i}\right)} \neq \varnothing\right) \\
& =1-U_{t}\left(\operatorname{conv}\left(A_{i}\right)\right) \\
& \leq 1-U_{t}(\operatorname{conv}(A)) \\
& =1-e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\{\operatorname{conv}(A)\rangle\right)} .
\end{aligned}
$$

We combine this inequality with (4.27) and (4.28) to derive

$$
\begin{aligned}
T_{a}(A)-T_{a-t}(A) & \leq \sum_{n \geq 0} p_{n} \sum_{i=1}^{n+1}\left(1-e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(A)\rangle\right)}\right) \\
& \leq \sum_{n \geq 0} p_{n} \sum_{i=1}^{n+1} t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(A)\rangle\right) \\
& =t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(A)\rangle\right) \sum_{n \geq 0} p_{n}(n+1) \\
& =t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(A)\rangle\right) \mathbb{E}\left[N_{a-t}+1\right] .
\end{aligned}
$$

Here we used $1-\exp (-x) \leq x, x \geq 0$ for the second inequality. By Lemma 4.2.1, we know that the number of cells at a certain time $t>0$ can be bounded by a fitting random variable, having geometric distribution with parameter $\exp \left(-a \mu_{d-1}\left(\mathbb{H}_{d-1}\langle( \rangle) B_{r}\right)\right)$. Therefore we get the following inequality

$$
\mathbb{E}\left[N_{a-t}\right] \leq \mathbb{E}\left[N_{a}\right] \leq \exp \left(a \mu_{d-1}\left(\mathbb{H}_{d-1}\langle( \rangle) B_{r}\right)\right)
$$

Finally, using the definition of $\lambda_{A, a}$, given in (4.26), shows the claim

$$
T_{a}(A)-T_{a-t}(A) \leq t \lambda_{A, a} .
$$

### 4.7.2 Mixing main Result

For a fixed compact set $A \in \mathcal{C}$, we define $\mathcal{F}^{A}$ to be the event that $A$ gets hit by the process $\left(\mathbf{Y}_{t}\right)_{t \geq 0}$. Now we are in the position to state and prove the main theorem of Section 4.7.

Theorem 4.7.2. Let $x \in \mathbb{H}^{d}$, $a>0$ and $\tau_{x} \in I\left(\mathbb{H}^{d}\right)$ be an isometry with $\tau_{x}(p)=x$. Further let $A, B \in \mathcal{C}\left(\mathbb{H}^{d}\right)$ such that $A$ and $B$ do not just contain a single point. Then

$$
\begin{equation*}
\left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{\tau_{x} B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A}\right) \cdot \mathbb{P}_{a}\left(\mathcal{F}^{B}\right)\right| \in \mathcal{O}\left(d_{h}(p, x)^{-1}\right) \tag{4.30}
\end{equation*}
$$

Proof. The first results that are used to prove the theorem will be stated for two general sets $A, B \in \mathcal{C}\left(\mathbb{H}^{d}\right)$ instead of considering the two sets $A, \tau_{x} B$ directly. Let us consider the splitting process $\left(Y_{t}\right)_{t \geq 0}$ inside the window $W=\operatorname{conv}(A \cup B)$. We set

$$
t_{1}:=\inf \left\{t \geq 0 \mid Y_{0} \neq Y_{t}\right\}
$$

as the time of the first appearance of a hyperplane dividing $W$. This hyperplane will be called $H_{1} \in \mathbb{H}_{d-1}[W]$. Now consider the event

$$
\Gamma_{A, B}:=\Gamma_{A, B}(a):=\left\{H_{1} \in\langle A \mid B\rangle, t_{1} \leq a\right\},
$$

where $\langle A \mid B\rangle$ is the set of hyperplanes that separate $A$ and $B$. Thus $\Gamma_{A, B}$ is the event that $A$ and $B$ are separated until time $a$ by the very first hyperplane of the process. Heuristically speaking the event $\Gamma_{A, B}$ is very likely to happen for $A, B$ being far away from each other. We use this event in order to give an upper bound. In a first step we bound the difference in the theorem by

$$
\begin{align*}
\left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{\tau_{x} B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A}\right) \cdot \mathbb{P}_{a}\left(\mathcal{F}^{B}\right)\right| \leq & \mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A}, \mathcal{F}^{B}\right) \mid  \tag{4.31}\\
& +\left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A}\right) \cdot \mathbb{P}_{a}\left(\mathcal{F}^{B}\right)\right| .
\end{align*}
$$

We consider the first summand in the expression above. Knowing that $\Gamma_{A, B}$ takes place, the behaviour of the process is independent on both sides of $H_{1}$ and therefore also the probability
of $Y_{a}$ hitting $A, B$ respectively. We first show

$$
\begin{aligned}
\left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B}\right)\right| & =\left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}^{c}\right)\right| \\
& \leq \mathbb{P}\left(\Gamma_{A, B}^{c}\right) \\
& =\mathbb{P}\left(H_{1} \notin\langle A \mid B\rangle \cup t_{1}>a\right) \\
& \leq \mathbb{P}\left(t_{1}>a\right)+\mathbb{P}\left(H_{1} \notin\langle A \mid B\rangle\right) \\
& =\mathbb{P}\left(t_{1}>a\right)+\mathbb{P}\left(H_{1} \cap(\operatorname{conv}(A) \cup \operatorname{conv}(B)) \neq \varnothing\right) .
\end{aligned}
$$

The reason for this is that a hyperplane $H \in \mathbb{H}_{d-1}\{\operatorname{conv}(A \cup B)\rangle$ either separates $A$ and $B$ or intersects one of the two sets $\operatorname{conv}(A), \operatorname{conv}(B)$. The first term in the expression above is given by

$$
\begin{equation*}
\mathbb{P}\left(t_{1}>a\right)=e^{-a \mu_{d-1}\left(\mathbb{H}_{d-1}(W\rangle\right)} \tag{4.32}
\end{equation*}
$$

and the second one by

$$
\begin{equation*}
\mathbb{P}\left(H_{1} \cap(\operatorname{conv}(A) \cup \operatorname{conv}(B)) \neq \varnothing\right)=\frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(A) \cup \operatorname{conv}(B)\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} . \tag{4.33}
\end{equation*}
$$

Now we turn to the second summand in (4.31), namely the difference of $\mathbb{P}_{a}\left(\mathcal{F}^{A}, \mathcal{F}^{B}, \Gamma_{A, B}\right)$ and $\mathbb{P}_{a}\left(\mathcal{F}^{A}\right) \cdot \mathbb{P}_{a}\left(\mathcal{F}^{B}\right)$. We have

$$
\begin{aligned}
& \mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}\right) \\
&= \int_{0}^{a} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \mathbb{P}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap H_{1} \in\langle A \mid B\rangle \mid t_{1}=t\right) d t \\
&= \int_{0}^{a} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \mathbb{P}\left(H_{1} \in\langle A \mid B\rangle \mid t_{1}=t\right) \\
& \quad \times \mathbb{P}^{\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \mid H_{1} \in\langle A \mid B\rangle \cap t_{1}=t\right) d t} \\
&= \int_{0}^{a} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \mathbb{P}_{a-t}\left(\mathcal{F}^{A}\right) \mathbb{P}_{a-t}\left(\mathcal{F}^{B}\right) \\
&= \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{0}^{a} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \mathbb{P}_{a-t}\left(\mathcal{F}^{A}\right) \mathbb{P}_{a-t}\left(\mathcal{F}^{B}\right) d t \\
&= \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{0}^{a} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} U_{a-t}(A) U_{a-t}(B) d t .
\end{aligned}
$$

Using the value of the integral

$$
\int_{0}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) d t=1
$$

gives the following

$$
\begin{align*}
&\left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A}\right) \cdot \mathbb{P}_{a}\left(\mathcal{F}^{B}\right)\right| \\
&= \mid \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{0}^{a} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} U_{a-t}(A) U_{a-t}(B) d t \\
&-U_{a}(A) U_{a}(B) \int_{0}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) d t \mid \\
&= \mid \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{0}^{a} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} U_{a-t}(A) U_{a-t}(B) d t \\
& \quad-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{0}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} U_{a}(A) U_{a}(B) d t \mid \\
&+\mid \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{0}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} U_{a}(A) U_{a}(B) d t \\
& \quad-U_{a}(A) U_{a}(B) \int_{0}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) d t \mid \\
& \leq \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{0}^{a} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}\left|U_{a-t}(A) U_{a-t}(B)-U_{a}(A) U_{a}(B)\right| d t  \tag{I}\\
&+\left|-\frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}+1\right| \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) \int_{0}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} U_{a}(A) U_{a}(B) d t  \tag{II}\\
&+\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{a}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} d t . \tag{III}
\end{align*}
$$

We are aiming to control expression (I)-(III). We define $\delta(A, B, a):=\lambda_{A, a}+\lambda_{B, a}$, where $\lambda_{A, a}$ and $\lambda_{B, a}$ are taken from Lemma 4.7.1. This lemma also provides

$$
\left|U_{a-t}(A) U_{a-t}(B)-U_{a}(A) U_{a}(B)\right| \leq\left(\lambda_{A, a}+\lambda_{B, a}\right) t=t \cdot \delta(A, B, a)
$$

and therefore an upper bound for (I)

$$
\begin{aligned}
\mu_{d-1} & \left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{0}^{a} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}\left|U_{a-t}(A) U_{a-t}(B)-U_{a}(A) U_{a}(B)\right| d t \\
& \leq \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \delta(A, B, a) \int_{0}^{a} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} t d t \\
& =\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \delta(A, B, a)\left[-\frac{e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}\left(t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)+1\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)^{2}}\right]_{0}^{a} \\
& =\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \frac{\delta(A, B, a)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)^{2}}\left(-e^{-a \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}\left(a \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)+1\right)+1\right) \\
& \leq \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \frac{\delta(A, B, a)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)^{2}} .
\end{aligned}
$$

Term (II) can be bounded by

$$
\begin{aligned}
& \left|-\frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}+1\right| \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) \int_{0}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} U_{a}(A) U_{a}(B) d t \\
& \quad=\left|-\frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}+1\right| U_{a}(A) U_{a}(B) \\
& \quad \leq\left|-\frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}+1\right| \\
& \quad=1-\frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)},
\end{aligned}
$$

where the first step used that the $U$-functional is bounded by 1 . The last term (III) simplifies via

$$
\begin{aligned}
\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \int_{a}^{\infty} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} d t & =\frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} e^{-a \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \\
& \leq e^{-a \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} .
\end{aligned}
$$

Combining the inequalities for $(I)-(I I I)$ gives

$$
\begin{align*}
& \left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A}\right) \cdot \mathbb{P}_{a}\left(\mathcal{F}^{B}\right)\right| \\
& \leq \mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \frac{\delta(A, B, a)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)^{2}}+\left(1-\frac{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}\right)+e^{-a \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} . \tag{4.34}
\end{align*}
$$

To show the result one has to control the growth of $\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle A \mid \tau_{x} B\right\rangle\right)$ and $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)$ in terms of $d_{h}(x, p)$. Since $A, B$ are nonempty there exist $x_{A} \in A, x_{B} \in B$. Without loss of generality one has $x_{B}=p$ and therefore $x=\tau_{h}\left(x_{B}\right) \in \tau_{x} B$. This implies $\left[x_{A}, x\right] \subseteq W$. Since

$$
d_{h}\left(x_{A}, x\right) \geq d_{h}(x, p)-d_{h}\left(x_{A}, p\right)
$$

the hyperbolic length of this interval is at least $d_{h}(x, p)-d_{h}\left(x_{A}, p\right)$. Therefore one has by the Crofton-type formula in Lemma 2.4.1

$$
\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) \geq \mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle x_{A}, x\right\rangle\right) \geq \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}}\left(d_{h}(x, p)-d_{h}\left(x_{A}, p\right)\right) .
$$

Now we focus one the difference of $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)$ and $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right)$. First one knows that

$$
0 \leq \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle A \mid B\rangle\right) \leq \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(A)\rangle\right)+\mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(B)\rangle\right) .
$$

Now defining $\chi(A, B, a)$ as

$$
\chi(A, B, a):=\delta(A, B, a)+2 \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(A)\rangle\right)+2 \mu_{d-1}\left(\mathbb{H}_{d-1}\langle\operatorname{conv}(B)\rangle\right)
$$

and using (4.32), (4.33), (4.34) we conclude for the second summand in (4.31)

$$
\begin{aligned}
\left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A}\right) \cdot \mathbb{P}_{a}\left(\mathcal{F}^{B}\right)\right| \leq & \left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B}\right)\right| \\
& +\left|\mathbb{P}_{a}\left(\mathcal{F}^{A} \cap \mathcal{F}^{B} \cap \Gamma_{A, B}\right)-\mathbb{P}_{a}\left(\mathcal{F}^{A}\right) \cdot \mathbb{P}_{a}\left(\mathcal{F}^{B}\right)\right| \\
& \leq \frac{\chi(A, B, a)+2 \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right) \cdot e^{-a \mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)}}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \\
& =\frac{\chi(A, B, a)+o(1)}{\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)} \in \mathcal{O}\left(d_{h}(x, p)^{-1}\right),
\end{aligned}
$$

where we used that $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle W\rangle\right)$ is bounded from below by the measure of a line segment of length $d_{h}(p, x)$ minus a constant.

## CHAPTER 5

## Kendall's problem in hyperbolic spaces

This chapter is dedicated to a hyperbolic version of the so-called Kendall problem. In Section 5.1 we get some first insights showing that we cannot expect the same results as in the Euclidean case to hold. On the other hand, it is shown in this section that in some sense Euclidean and hyperbolic results are alike. The second Section 5.2 contains various lemmas and auxiliary results needed in the proofs of the main theorems. Such auxiliary results include continuity properties for various functionals, inequalities of isoperimetric type and approximation of convex bodies by polytopes. A crucial result is developed in Subsection 5.3.1, allowing us to focus on a region around the origin $p$, whenever we investigate the behaviour of the Crofton cell. The latter is considered in Section 5.3. We investigate the limit behaviour (for increasing intensity of the hyperplane process) of its shape, given that it exceeds a certain volume. Also the asymptotic distribution of the volume of the Crofton cell is considered. The following Section 5.4 transfers the results from the Crofton cell to the typical cell of a Poisson hyperplane mosaic. The last Section 5.5 is dedicated to investigating the behaviour of the typical cell in a Poisson-Voronoi mosaic.

### 5.1 First insights

Theorems 5.1.1 and 5.1.3 give results for the behaviour of the Crofton cell of a Poisson hyperplane mosaic in hyperbolic space conditioned on the event that it includes the ball $B_{a}$. In the Euclidean case, for constant intensity $t>0$, the shape of the zero cell of a Poisson hyperplane tessellation converges to the shape of a ball as $a$ tends to infinity. This follows from [44, Theorem 1] by choosing $\Sigma$ to be the Euclidean centred inball radius and $b=\infty$. Surprisingly, in hyperbolic space a corresponding fact is no longer true, as we can see from

Theorem 5.1.3. The first theorem is restricted to the hyperbolic plane.
Before we can state and prove the results, we need to define the restriction of a hyperplane process $\eta_{t}$ to a closed subset $A \in \mathcal{F}\left(\mathbb{H}^{d}\right)$ to be the set of hyperplanes that have nonempty intersection with $A$, namely

$$
\eta_{t \mid A}:=\left\{H \in \eta_{t}: H \cap A \neq \varnothing\right\} .
$$

The rest of the process is denoted by $\overline{\eta_{t \mid A}}$, it contains all hyperplanes of $\eta_{t}$ not intersecting $A$, i.e.

$$
\overline{\eta_{t \mid A}}:=\eta_{t} \backslash \eta_{t \mid A}=\left\{H \in \eta_{t}: H \cap A=\varnothing\right\} .
$$

Likewise, we define the random sets

$$
Z_{t \mid A}:=\bigcup_{H \in \eta_{t \mid A}} H, \quad \overline{Z_{t \mid A}}:=\bigcup_{H \in \bar{\eta}_{t \mid A}} H .
$$

Theorem 5.1.1. Let $\eta_{t}$ be an isometry invariant Poisson line process in $\mathbb{H}^{2}$ with intensity $t \in(0, \pi / 2)$. Then the shape of the zero cell $C_{0}$, given it contains $B_{a}$, does not converge to the shape of a ball as a tends to infinity.

Proof. Let $\mathcal{R}$ be the set of hyperbolic rays starting a $p$. The set $\mathcal{R}$ can be constructed by mapping all rays of $T_{p} \mathbb{H}^{d}$ that start at the origin into $\mathbb{H}^{d}$ via the exponential function $\exp _{p}$. Since the intensity is chosen low enough we know by [114, Section 4.3] that the probability that there exists a ray not intersecting $\eta_{t}$ is strictly positive

$$
\mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap Z_{t}=\varnothing\right\} \neq \varnothing\right)>0 .
$$

Note that the normalization of the measure on the set of lines used in [114] and $\mu_{1}$ differ by the constant $\omega_{2} / \omega_{1}=\pi$ (see Section 2.4 for more details). An alternative notation for this event above is

$$
\left\{\left\{R \in \mathcal{R}: R \cap Z_{t}=\varnothing\right\} \neq \varnothing\right\}=\bigcap_{i=1}^{\infty}\left\{R_{0}\left(C_{0} \cap B_{i}\right)=i\right\} .
$$

Now we consider the probability

$$
\begin{aligned}
& \mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap Z_{t}=\varnothing\right\} \neq \varnothing, B_{a} \subseteq C_{0}\right) \\
& \quad=\mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap Z_{t \mid B_{a}}=\varnothing, R \cap \overline{Z_{t \mid B_{a}}}=\varnothing\right\} \neq \varnothing, Z_{t \mid B_{a}}=\varnothing\right) \\
& \quad=\mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap \overline{Z_{t \mid B_{a}}}=\varnothing\right\} \neq \varnothing, Z_{t \mid B_{a}}=\varnothing\right) \\
& \quad=\mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap \overline{Z_{t \mid B_{a}}}=\varnothing\right\} \neq \varnothing\right) \mathbb{P}\left(Z_{t \mid B_{a}}=\varnothing\right) \\
& \quad=\mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap \overline{Z_{t \mid B_{a}}}=\varnothing\right\} \neq \varnothing\right) \mathbb{P}\left(B_{a} \subseteq C_{0}\right) .
\end{aligned}
$$

Here we used the Poisson property of $\eta_{t}$ for the third equality. Since $\overline{Z_{t \mid B_{a}}}$ is almost surely
contained in $Z_{t}$ for every $a>0$ we get by using the equality above

$$
\begin{aligned}
\mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap Z_{t}=\varnothing\right\} \neq \varnothing \mid B_{a} \subseteq C_{0}\right) & =\frac{\mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap Z_{t}=\varnothing\right\} \neq \varnothing, B_{a} \subseteq C_{0}\right)}{\mathbb{P}\left(B_{a} \subseteq C_{0}\right)} \\
& =\mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap \overline{Z_{t \mid B_{a}}}=\varnothing\right\} \neq \varnothing\right) \\
& \geq \mathbb{P}\left(\left\{R \in \mathcal{R}: R \cap Z_{t}=\varnothing\right\} \neq \varnothing\right)>0 .
\end{aligned}
$$

Since the last value does not depend on $a$, the shape of the zero cell does not converge to the shape of a ball as $a$ tends to infinity.

In order to show an analogue result for higher dimensions, we first state and prove a useful lemma which deals with the intersection of a Poisson hyperplane process in dimension $d$ with a fixed 2-dimensional linear subspace.

Lemma 5.1.2. Let $\eta_{t}$ be a Poisson hyperplane process with intensity $t>0$ in dimension $d>2$ and let $L \in G_{h}(d, 2)$ be an arbitrary 2-dimensional totally geodesic subspace containing $p$. Then the intersection process

$$
\eta_{t} \cap L:=\left\{H \cap L: H \in \eta_{t \mid L}\right\}
$$

is almost surely a Poisson line process in $L$ with intensity $\tilde{t}=\frac{\omega_{d+1} \omega_{2}}{\omega_{d} \omega_{3}} t$.
Proof. In a first step we show that the elements of $\eta_{t} \cap L$ are almost surely 1-dimensional totally geodesic subspaces. First we see that the elements of $\eta_{t} \cap L$ are by definition not the empty set. Therefore we know that their dimension is either 1 or 2 since they are the intersection of a 2 -dimensional and a ( $d-1$ )-dimensional subspace. Using the Crofton type formula in Lemma 2.4.1 we get

$$
\begin{aligned}
\int_{A_{h}(d, d-1)} \mathbb{1}\{\operatorname{dim}(L \cap H)=2\}\left(t \mu_{d-1}\right)(d H) & \leq t \int_{A_{h}(d, d-1)} \mathcal{H}^{2}\left(L \cap H \cap B_{1}\right) \mu_{d-1}(d H) \\
& =t \frac{\omega_{d+1} \omega_{3}}{\omega_{d} \omega_{4}} \mathcal{H}^{3}\left(L \cap B_{1}\right)=0 .
\end{aligned}
$$

Here the first inequality used that $\operatorname{dim}(L \cap H)=2$ implies that the intersection $L \cap H$ is equal to $L$. Then the integrand $\mathbb{1}\{\operatorname{dim}(L \cap H)=2\}$ can be bounded by $\mathcal{H}^{2}\left(L \cap H \cap B_{1}\right)=$ $2 \pi(\cosh (1)-1) \geq 1$. Now let $A \in \mathcal{B}\left(A_{h}(2,1)\right)$ be a Borel set of lines in $L$. We define the Borel set $B:=B(A, L):=\left\{H \in A_{h}(d, d-1): H \cap L \in A\right\}$. Now one can show that $\eta_{t} \cap L$ is a Poisson process since

$$
\begin{aligned}
\mathbb{P}\left(\left(\eta_{t} \cap L\right)(A)=k\right)=\mathbb{P}\left(\left|\left\{\tilde{H} \in \eta_{t} \cap L: \tilde{H} \in A\right\}\right|=k\right) & =\mathbb{P}\left(\left|\left\{H \in \eta_{t \mid L}: H \cap L \in A\right\}\right|=k\right) \\
& =\mathbb{P}\left(\left|\left\{H \in \eta_{t}: H \in B\right\}\right|=k\right) \\
& =\mathbb{P}\left(\eta_{t}(B)=k\right)
\end{aligned}
$$

holds for all $k \in \mathbb{N}_{0}$ and since $\eta_{t}$ is a Poisson process. In a next step we show that $\eta_{t} \cap L$ is an isometry invariant Poisson line process. To do so let $\varphi \in I\left(\mathbb{H}^{d}, L\right)$ be an isometry fixing $L$. Let
$k \in \mathbb{N}_{0}$, then the invariance of $\eta_{t} \cap L$ under isometries is shown by

$$
\begin{aligned}
\mathbb{P}\left(\left(\eta_{t} \cap L\right)(\varphi A)=k\right) & =\mathbb{P}\left(\left|\left\{\tilde{H} \in \eta_{t} \cap L: \tilde{H} \in \varphi A\right\}\right|=k\right) \\
& =\mathbb{P}\left(\left|\left\{H \in \eta_{t \mid L}: H \cap L \in \varphi A\right\}\right|=k\right) \\
& =\mathbb{P}\left(\left|\left\{H \in \eta_{t \mid L}: \varphi^{-1}(H \cap L) \in A\right\}\right|=k\right) \\
& =\mathbb{P}\left(\left|\left\{H \in \eta_{t \mid L}: \varphi^{-1}(H) \cap L \in A\right\}\right|=k\right) \\
& =\mathbb{P}\left(\left|\left\{H \in \eta_{t \mid L}: H \cap L \in A\right\}\right|=k\right) \\
& =\mathbb{P}\left(\left|\left\{\tilde{H} \in \eta_{t} \cap L: \tilde{H} \in A\right\}\right|=k\right) \\
& =\mathbb{P}\left(\left(\eta_{t} \cap L\right)(A)=k\right) .
\end{aligned}
$$

Here we used the invariance of $\eta_{t}$ for the third last equality. We derive the intensity $\tilde{t}$ by measuring the set of hyperplanes hitting a segment $[p, x]$ of length $r$ in $L, x \in L$. This measure is given by Lemma 2.4.1 as

$$
t \mu_{d-1}\left(\mathbb{H}_{d-1}\langle[p, x]\rangle\right)=\frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} r t .
$$

Therefore we get the intensity by

$$
\tilde{t} \mu_{1}\left(\mathbb{H}_{1}\langle[0, x]\rangle\right)=\tilde{t} \frac{\omega_{3} \omega_{1}}{\omega_{2}^{2}} \mathcal{H}^{1}([p, x])=\tilde{t} \frac{\omega_{3} \omega_{1}}{\omega_{2}^{2}} r=\frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} r t .
$$

This yields $\tilde{t}=\frac{\omega_{d+1} \omega_{2}}{\omega_{d} \omega_{3}} t$ which finishes the proof.
The same effect shown for dimension 2 in Theorem 5.1.1 occurs for higher dimensional hyperplane mosaics in hyperbolic $d$-space. The proof transfers the result from dimension 2 into higher dimensions.

Theorem 5.1.3. Let $\eta_{t}$ be an invariant Poisson hyperplane process in $\mathbb{H}^{d}$ with $t<$ $\omega_{d} \omega_{2} /\left(\omega_{d+1} \omega_{1}\right)$. Then the shape of the zero cell $C_{0}$, given it contains $B_{a}$, does not converge to the shape of a ball as a tends to infinity.

Proof. Take a fixed 2-dimensional totally geodesic submanifold $L \in G_{h}(d, 2)$ containing $p$. Almost surely $L$ is not a subset of $Z_{t}$. Therefore $\eta_{t} \cap L=\left\{H \cap L: H \in \eta_{t \mid L}\right\}$ is by Lemma 5.1 .2 a Poisson line process in the hyperbolic plane $L$. By Theorem 5.1.1 we know that the probability that the zero cell $\hat{C}_{0}$ in $\eta_{t} \cap L$ is unbounded is positive. An unbounded zero cell in the mosaic generated by $\eta_{t} \cap L$ leads to an unbounded zero cell of the mosaic generated by $\eta_{t}$. This implies that there is no convergence of the shape of the zero cell to the shape of a ball.

Remark 5.1.1. In the coming associated paper, a related result to Theorem 5.1.3 is shown. Its advantage is that it does not require an upper bound on the intensity $t$ of the underlying Poisson hyperplane process.

The latter theorems show major differences in the behaviour of large Crofton cells in Euclidean compared to the ones in hyperbolic space. One could show that there are also


Figure 5.1.1: Illustration for the proof of Lemma 5.1.4 with $x=\exp _{p}(r u)$ and $y=\exp _{p}(\tilde{r} \tilde{u})$
similarities to the Euclidean case, when it comes to the asymptotic shape of the Crofton cell. Before we can state the theorem showing the behaviour of the zero cell, conditioned on the event that it includes $B_{a}$, for increasing intensity $t$, we need to show a useful geometric lemma.

Lemma 5.1.4. Let $a, \varepsilon>0$ and $u \in \mathbb{S}_{p}^{d-1}$. Further define $\tilde{\beta}:=\sqrt{2-\frac{2 \tanh (a+\varepsilon / 2)}{\tanh (a+\varepsilon)}}$. Then

$$
\left[p, \exp _{p}((a+\varepsilon) \tilde{u})\right] \cap H\left(\exp _{p}(r u)\right) \neq \varnothing
$$

holds for every $\tilde{u} \in B_{s}(u, \tilde{\beta})$ and every $r \in(a, a+\varepsilon / 2]$.

Proof. Let $r \in(a, a+\varepsilon / 2]$ and $\alpha \in(0, \tilde{\alpha}]$. Since $\cos (t) \geq 1-t^{2} / 2$ for $t \in \mathbb{R}$, we get

$$
\cos (\tilde{\beta}) \geq 1-\frac{1}{2}\left(2-\frac{2 \tanh (a+\varepsilon / 2)}{\tanh (a+\varepsilon)}\right)=\frac{\tanh (a+\varepsilon / 2)}{\tanh (a+\varepsilon)} .
$$

Hence, by the monotonicity of cos and tanh,

$$
\frac{\tanh (r)}{\cos (\alpha)} \leq \frac{\tanh (a+\varepsilon / 2)}{\cos (\tilde{\alpha})} \leq \tanh (a+\varepsilon)<1 .
$$

Therefore there is a unique number $\tilde{r} \in(0, a+\varepsilon]$ such that

$$
\begin{equation*}
\tanh (\tilde{r})=\frac{\tanh (r)}{\cos (\alpha)} . \tag{5.1}
\end{equation*}
$$

Let $x:=\exp _{p}(r u) \in \mathbb{H}^{d}$, and for $\tilde{u} \in \mathbb{S}_{p}^{d-1}$ with $d_{s}(u, \tilde{u})=\alpha \in(0, \tilde{\alpha}]$ (for $\tilde{u}=u$ the assertion of the lemma is clearly true) we define $y:=\exp _{p}(\tilde{r} \tilde{u})$. We will show that $y \in H\left(\exp _{p}(r u)\right)$. Let $\gamma$ denote the angle at $x$ of the hyperbolic triangle determined by $p, x, y$. For an illustration see Figure 5.1.1. Then the assertion follows once we have proved that $\cos (\gamma)=0$. For this, let $\tilde{a}:=d_{h}(x, y)$. Then [92, Thm. 3.5.3] yields

$$
\begin{equation*}
\cosh (\tilde{a})=\cosh (r) \cosh (\tilde{r})-\sinh (r) \sinh (\tilde{r}) \cos (\alpha) . \tag{5.2}
\end{equation*}
$$

Moreover, it follows from [92, (3.5.3)], (5.1) and (5.2) that

$$
\begin{aligned}
\sinh (\tilde{a}) \sinh (r) \cos (\gamma) & =\cosh (\tilde{r})-\cosh (\tilde{a}) \cosh (r) \\
& =\cosh (\tilde{r})-\cosh ^{2}(r) \cosh (\tilde{r})+\sinh (r) \cosh (r) \sinh (\tilde{r}) \cos (\alpha) \\
& =\cosh (\tilde{r})\left(1-\cosh ^{2}(r)\right)+\sinh (r) \cosh (r) \sinh (\tilde{r}) \frac{\tanh (r)}{\tanh (\tilde{r})} \\
& =-\cosh (\tilde{r}) \sinh ^{2}(r)+\sinh ^{2}(r) \cosh (\tilde{r})=0,
\end{aligned}
$$

which shows that $\cos (\gamma)=0$.

Theorem 5.1.5. Let $\eta_{t}$ be an isometry invariant Poisson hyperplane process in $\mathbb{H}^{d}$ and $a>0$. Then the shape of the Crofton cell $C_{0}$ of the induced hyperplane tessellation $X_{t}$, given $C_{0}$ contains $B_{a}$, converges to the shape of a ball, as tends to infinity.

Proof. Let $\varepsilon>0$. In order to prove the convergence of the shape of the Crofton cell to the shape of a geodesic ball, we show that the probability $\mathbb{P}_{t}\left(\vartheta_{0}\left(C_{0}\right) \geq \varepsilon \mid B_{a} \subseteq C_{0}\right)$ converges to zero for every $\varepsilon>0$ as $t$ tends to infinity.

We start by observing that

$$
\begin{align*}
\mathbb{P}_{t}\left(\vartheta_{0}\left(C_{0}\right) \geq \varepsilon, B_{a} \subseteq C_{0}\right) & =\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right)-r_{0}\left(C_{0}\right) \geq \varepsilon, B_{a} \subseteq C_{0}\right) \\
& \leq \mathbb{P}_{t}\left(R_{0}\left(C_{0}\right) \geq a+\varepsilon, B_{a} \subseteq C_{0}\right) . \tag{5.3}
\end{align*}
$$

Let $\tilde{\beta}$ be as defined in Lemma 5.1.4. By applying the results in [12, Chapter 6] for $\mathbb{S}_{p}^{d-1}$, we know that there exists a natural number $n=n(\tilde{\beta})$ and $n$ directions $u_{1}, \ldots, u_{n} \in \mathbb{S}_{p}^{d-1}$ such that the spherical caps (geodesic balls)

$$
B_{s}\left(u_{i}, \tilde{\beta} / 2\right)=\left\{v \in \mathbb{S}_{p}^{d-1}: d_{s}\left(v, u_{i}\right) \leq \tilde{\beta} / 2\right\}, \quad i=1, \ldots, n
$$

cover $\mathbb{S}_{p}^{d-1}$. Using this and (5.3) gives

$$
\begin{aligned}
& \mathbb{P}_{t}\left(\vartheta_{0}\left(C_{0}\right) \geq \varepsilon, B_{a} \subseteq C_{0}\right) \\
& \quad \leq \mathbb{P}_{t}\left(\exists u \in \mathbb{S}_{p}^{d-1}: \exp _{p}((a+\varepsilon) u) \in C_{0}, B_{a} \subseteq C_{0}\right) \\
& \quad=\mathbb{P}_{t}\left(\exists i \in\{1, \ldots, n\}: \exists u \in B_{s}\left(u_{i}, \tilde{\beta} / 2\right): \exp _{p}((a+\varepsilon) u) \in C_{0}, B_{a} \subseteq C_{0}\right) \\
& \quad \leq \sum_{i=1}^{n} \mathbb{P}_{t}\left(\exists u \in B_{s}\left(u_{i}, \tilde{\beta} / 2\right): \exp _{p}((a+\varepsilon) u) \in C_{0}, B_{a} \subseteq C_{0}\right) \\
&=n \mathbb{P}_{t}\left(\exists u \in B_{s}\left(u_{1}, \tilde{\beta} / 2\right): \exp _{p}((a+\varepsilon) u) \in C_{0}, B_{a} \subseteq C_{0}\right) .
\end{aligned}
$$

We define

$$
D\left(u_{1}, \tilde{\beta}\right):=\left\{H\left(\exp _{p}(r u)\right): r \in(a, a+\varepsilon / 2], u \in B_{s}\left(u_{1}, \tilde{\beta} / 2\right)\right\} .
$$

Now, by using the results from Lemma 5.1.4, we get the inequality

$$
\begin{aligned}
& \mathbb{P}_{t}\left(\exists u \in B_{s}\left(u_{1}, \tilde{\beta} / 2\right): \exp _{p}((a+\varepsilon) u) \in C_{0}, B_{a} \subseteq C_{0}\right) \\
& \quad \leq \mathbb{P}_{t}\left(\eta_{t} \cap D\left(u_{1}, \tilde{\beta}\right)=\varnothing, B_{a} \subseteq C_{0}\right)
\end{aligned}
$$

Clearly, we have $c:=c(a, \varepsilon, \tilde{\beta}):=\mu_{d-1}\left(D\left(u_{1}, \tilde{\beta}\right)\right)>0$. Since

$$
D\left(u_{1}, \tilde{\beta}\right) \cap \mathbb{H}_{d-1}\left\langle B_{a}\right\rangle=\varnothing,
$$

the independence property of the Poisson process yields

$$
\mathbb{P}_{t}\left(\eta_{t} \cap D\left(u_{1}, \tilde{\beta}\right)=\varnothing, B_{a} \subseteq C_{0}\right)=\mathbb{P}_{t}\left(\eta_{t} \cap D\left(u_{1}, \tilde{\beta}\right)=\varnothing\right) \mathbb{P}_{t}\left(B_{a} \subseteq C_{0}\right)
$$

Thus we conclude that

$$
\begin{aligned}
\mathbb{P}_{t}\left(\vartheta_{0}\left(C_{0}\right) \geq \varepsilon \mid B_{a} \subseteq C_{0}\right) & =\frac{\mathbb{P}_{t}\left(\vartheta_{0}\left(C_{0}\right) \geq \varepsilon, B_{a} \subseteq C_{0}\right)}{\mathbb{P}_{t}\left(B_{a} \subseteq C_{0}\right)} \\
& \leq n \frac{\mathbb{P}_{t}\left(\eta_{t} \cap D\left(u_{1}, \tilde{\beta}\right)=\varnothing\right) \mathbb{P}_{t}\left(B_{a} \subseteq C_{0}\right)}{\mathbb{P}_{t}\left(B_{a} \subseteq C_{0}\right)} \\
& =n \mathbb{P}_{t}\left(\eta_{t} \cap D\left(u_{1}, \tilde{\beta}\right)=\varnothing\right) \\
& =n e^{-t c} \xrightarrow{t \rightarrow \infty} 0,
\end{aligned}
$$

where we used that $\eta_{t}$ is a Poisson process for the last equality.

### 5.2 Auxiliary Results

In this section we show various useful results. More precisely, in Section 5.2.1 we show the continuity of various functions which are used in the main theorems. Section 5.2 .2 is dedicated to results of isoperimetric type. Section 5.2 .3 contains the approximation of convex sets by polytopes.

### 5.2.1 Continuity results

Before we can turn to stability results in hyperbolic space, we have to show that the functionals $W_{d-1}$ and $\mathcal{H}^{d}$ are continuous on the set of all convex bodies $\mathcal{K}_{h}^{d}$ with respect to the Hausdorff distance. We will also prove the continuity of the (centred) inball radius $r_{0}$ and the (centred) circumradius $R_{0}$ as functions of convex bodies in $\mathbb{H}^{d}$. Furthermore the continuity of the circumand inball radius are shown as well as the lower semicontinuity of $\vartheta_{r}$. We then turn to show the continuity of the circumcentre $c_{h}$.

Lemma 5.2.1. The functional $W_{d-1}$ is continuous on $\mathcal{K}_{h}^{d}$ with respect to the Hausdorff metric. Proof. Let $K, K_{i} \in \mathcal{K}_{h}^{d}$ for $i \in \mathbb{N}$ with $\delta_{h}\left(K, K_{i}\right) \rightarrow 0$ as $i \rightarrow \infty$. Since $\chi\left(H \cap K_{i}\right)=\mathbb{1}\left\{H \cap K_{i}\right\}$ for $H \in A_{h}(d, d-1)$, we show that $\mathbb{1}\left\{H \cap K_{i} \neq \varnothing\right\} \rightarrow \mathbb{1}\{H \cap K \neq \varnothing\}$ for $\mu_{d-1}$-almost all $H \in A_{h}(d, d-1)$. We distinguish two cases (and can use e.g. the projective disc model). If
$H \in A_{h}(d, d-1)$ is such that $H \cap \operatorname{relint}(K) \neq \varnothing$ and $K \nsubseteq H$, then $H \cap K_{i} \neq \varnothing$ for sufficiently large $i$, and therefore $\mathbb{1}\left\{H \cap K_{i} \neq \varnothing\right\} \rightarrow \mathbb{1}\{H \cap K \neq \varnothing\}$ as $i \rightarrow \infty$. If $H \cap K=\varnothing$, then $H \cap K_{i}=\varnothing$ for all sufficiently large $i$. Therefore one gets convergence of the indicator function in this case as well.

It remains to be shown that all other hyperplanes have zero measure. For the set of hyperplanes containing $K$ this is clear. Hence we consider the set

$$
A:=\left\{H \in A_{h}(d, d-1): H \cap \operatorname{relint}(K)=\varnothing, H \cap K \neq \varnothing\right\}
$$

By the isometry invariance of $\mu_{d-1}$, we can assume that $p \in \operatorname{relint}(K)$. Let $u \in \mathbb{S}_{p}^{d-1}$ be a fixed direction and define

$$
\begin{equation*}
l_{K}(u):=\sup \left\{r \geq 0: H\left(\exp _{p}(r u)\right) \cap K \neq \varnothing\right\} \tag{5.4}
\end{equation*}
$$

where $H\left(\exp _{p}(r u)\right)$ is the hyperplane orthogonal to $\left[p, \exp _{p}(r u)\right]$ that contains $\exp _{p}(r u)$. Let $r \in\left[0, l_{K}(u)\right)$. By Lemma 2.3 .3 and [92, Ex. $\left.6.1(5)\right]$ we have $H\left(\exp _{p}(r u)\right) \cap \operatorname{relint}(K) \neq \varnothing$, and therefore $H\left(\exp _{p}(r u)\right) \notin A$. Hence the representation of $\mu_{d-1}$ in (2.3) yields

$$
\begin{aligned}
& \int_{A_{h}(d, d-1)} \mathbb{1}\{H \in A\} \mu_{d-1}(d H) \\
& \quad \leq \omega_{d}^{-1} \int_{\mathbb{S}_{p}^{d-1}} \int_{l_{K}(u)}^{l_{K}(u)} \cosh ^{d-1}(r) \mathbb{1}\left\{H\left(\exp _{p}(r u)\right) \in A\right\} d r \sigma_{d-1}(d u)=0
\end{aligned}
$$

The result follows from the dominated convergence theorem, since $\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B_{s}\right\rangle\right)<\infty$ for $s \geq 0$.

The following lemma states the continuity of the $d$-dimensional Hausdorff measure (volume) on $\mathcal{K}_{h}^{d}$ in hyperbolic space.

Lemma 5.2.2. The functional $\mathcal{H}^{d}$ is continuous on $\mathcal{K}_{h}^{d}$ with respect to the Hausdorff metric.
Proof. This is a special case of [4, Satz 4.7], in view of Lemma 4.1 and Korollar 4.2 in [4].
For the proof of the continuity of $r_{0}$ and $R_{0}$, the following lemma is useful. For $K \in \mathcal{K}_{h}^{d}$ and $x \in \mathbb{H}^{d}$, let $d_{h}(K, x):=\min \left\{d_{h}(z, x): z \in K\right\}$ denote the distance from $x$ to $K$. By the unique footpoint property of compact, convex sets in $\mathbb{H}^{d}$, there exists exactly one point $z \in K$ for which $d_{h}(K, x)=d_{h}(z, x)$, the metric projection of $x$ onto $K$. Let $\varepsilon \geq 0$. Then $K_{\varepsilon}:=\left\{y \in \mathbb{H}^{d}: d_{h}(K, y) \leq \varepsilon\right\}$ is the parallel set of $K$ at distance $\varepsilon$.

Lemma 5.2.3. Let $q \in \mathbb{H}^{d}, K \in \mathcal{K}_{h}^{d}$ and $\varepsilon_{1}, \varepsilon_{2} \geq 0$ with $\varepsilon_{1} \geq \varepsilon_{2}$. If $B_{h}\left(q, \varepsilon_{1}\right) \subseteq K_{\varepsilon_{2}}$, then $B_{h}\left(q, \varepsilon_{1}-\varepsilon_{2}\right) \subseteq K$.

Proof. Suppose there is some $x \in B_{h}\left(q, \varepsilon_{1}-\varepsilon_{2}\right) \backslash K$. Let $z$ be the nearest point from $x$ in $K$ with $\delta:=d_{h}(K, x)>0$, and let $u \in \mathbb{S}_{z}^{d-1}$ be the unique unit vector in $T_{z} \mathbb{H}^{d}$ for which $\exp _{z}(\delta u)=x$. By hyperbolic trigonometry and the convexity of $K$ (a separation/support property), it follows that $d_{h}\left(K, \exp _{z}(t u)\right)=t=d_{h}\left(z, \exp _{z}(t u)\right)$ for $t \geq 0$. Then $y:=\exp _{z}\left(\left(\delta+\varepsilon_{2}\right) u\right)$ satisfies
$d_{h}(K, y)=\delta+\varepsilon_{2}>\varepsilon_{2}$, hence $y \notin K_{\varepsilon_{2}}$. On the other hand, $d_{h}(x, y)=\varepsilon_{2}$ and $d_{h}(q, x) \leq \varepsilon_{1}-\varepsilon_{2}$, hence $d_{h}(q, y) \leq \varepsilon_{1}$. But then $y \in B_{h}\left(q, \varepsilon_{1}\right) \subseteq K_{\varepsilon_{2}}$, a contradiction.

Lemma 5.2.4. The centred inball radius functional $r_{0}: \mathcal{K}_{h}^{d} \rightarrow[0, \infty)$ is continuous with respect to the Hausdorff metric.

Proof. Let $K, K_{i} \in \mathcal{K}_{h}^{d}$ for $i \in \mathbb{N}$ with $\delta_{h}\left(K_{i}, K\right) \rightarrow 0$ as $i \rightarrow \infty$. If $r_{0}(K)=0$, then clearly $K$ is contained in a hyperplane and therefore $r_{0}\left(K_{i}\right) \rightarrow 0$ as $i \rightarrow \infty$. Now let $r_{0}(K)>0$. For $\varepsilon \in\left(0, r_{0}(K)\right)$ we have $B_{h}\left(p, r_{0}(K)\right) \subseteq K \subseteq\left(K_{i}\right)_{\varepsilon}$ if $i \geq i_{0}(\varepsilon)$. Hence, by Lemma 5.2.3 we get $B_{h}\left(p, r_{0}(K)-\varepsilon\right) \subseteq K_{i}$ for $i \geq i_{0}(\varepsilon)$. This shows that $\lim _{\inf }^{i \rightarrow \infty} r_{0}\left(K_{i}\right) \geq r_{0}(K)$.
Now suppose that $\limsup \mathrm{p}_{i \rightarrow \infty} r_{0}\left(K_{i}\right)>r_{0}(K)$. Then there is some $\varepsilon>0$ such that $r_{0}\left(K_{i}\right) \geq$ $r_{0}(K)+2 \varepsilon$ for infinitely many $i \in \mathbb{N}$, hence $B_{h}\left(p, r_{0}(K)+2 \varepsilon\right) \subseteq K_{i} \subseteq K_{\varepsilon}$ for infinitely many $i \in \mathbb{N}$. Using again Lemma 5.2.3, we see that $B_{h}\left(p, r_{0}(K)+\varepsilon\right) \subseteq K$, a contradiction. This proves that $\lim \sup _{i \rightarrow \infty} r_{0}\left(K_{i}\right) \leq r_{0}(K)$.

Lemma 5.2.5. The centred circumradius functional $R_{0}: \mathcal{K}_{h}^{d} \rightarrow[0, \infty)$ is continuous with respect to the Hausdorff metric.

Proof. Let $K, K_{i} \in \mathcal{K}_{h}^{d}$ for $i \in \mathbb{N}$ with $\delta_{h}\left(K_{i}, K\right) \rightarrow 0$ as $i \rightarrow \infty$. Clearly, we have $K \subseteq$ $B_{h}\left(p, R_{0}(K)\right)$. If $\varepsilon>0$, then $K_{i} \subseteq K_{\varepsilon} \subseteq B_{h}\left(p, R_{0}(K)+\varepsilon\right)$ for $i \geq i_{0}(\varepsilon)$. This shows that $\limsup _{i \rightarrow \infty} R_{0}\left(K_{i}\right) \leq R_{0}(K)+\varepsilon$, and thus $\lim \sup _{i \rightarrow \infty} R_{0}\left(K_{i}\right) \leq R_{0}(K)$. In particular, if $R_{0}(K)=0$, then $\lim _{i \rightarrow \infty} R_{0}\left(K_{i}\right)=0=R_{0}(K)$.

Now let $R_{0}(K)>0$ and suppose that $\liminf _{i \rightarrow \infty} R_{0}\left(K_{i}\right)=R_{0}(K)-3 \varepsilon \leq R_{0}(K)$ for some $\varepsilon>0$. Then there are infinitely many $i \in \mathbb{N}$ such that $K_{i} \subseteq B_{h}\left(p, R_{0}(K)-2 \varepsilon\right)$, and thus $K \subseteq\left(K_{i}\right)_{\varepsilon} \subseteq B_{h}\left(p, R_{0}(K)-\varepsilon\right)$ for infinitely many $i \in \mathbb{N}$, a contradiction.

We can now turn to the circum- and inball radius.
Lemma 5.2.6. The functional $R_{\text {out }}$ is continuous with respect to the Hausdorff metric.
Proof. Let $\left(K_{i}\right)_{i \in \mathbb{N}}$ be a sequence of compact convex sets with $K_{i} \rightarrow K$ as $i \rightarrow \infty$. There exists some $c_{K} \in \mathbb{H}^{d}$ with $K \subseteq B_{h}\left(c_{K}, R_{\text {out }}(K)\right)$. Let $\varepsilon>0$. By our choice of $\left(K_{i}\right)_{i \in \mathbb{N}}$ there exists an integer $i(\varepsilon)$ such that $K_{i} \subseteq K_{\varepsilon} \subseteq B_{h}\left(c_{K}, R_{\text {out }}(K)+\varepsilon\right)$ holds for every $i \geq i_{0}(\varepsilon)$. This implies $\limsup R_{\text {out }}\left(K_{i}\right) \leq R_{\text {out }}(K)+\varepsilon$ and therefore $\lim \sup R_{\text {out }}\left(K_{i}\right) \leq R_{\text {out }}(K)$.
$\stackrel{i \rightarrow \infty}{\text { We now assume that } \liminf _{i \rightarrow \infty}} R_{\text {out }}\left(K_{i}\right)=R_{\text {out }}^{i \rightarrow \infty}(K)-3 \varepsilon$ holds for some $\varepsilon>0$. This implies $R_{\text {out }}\left(K_{i}\right) \leq R_{\text {out }}(K)-2 \varepsilon$ for infinitely many $i \in \mathbb{N}$. Further there exists a sequence $\left(c_{i}\right)_{i \in \mathbb{N}}$ in $\mathbb{H}^{d}$ such that $K_{i} \subseteq B_{h}\left(c_{i}, R_{\text {out }}(K)-2 \varepsilon\right)$ holds for infinitely many $i \in \mathbb{N}$. By our choice of $\left(K_{i}\right)_{i \in \mathbb{N}}$ there exist infinitely many $i \in \mathbb{N}$ with $K \subseteq\left(K_{i}\right)_{\varepsilon} \subseteq B_{h}\left(c_{i}, R_{\text {out }}(K)-\varepsilon\right)$ and therefore $R_{\text {out }}(K) \leq R_{\text {out }}(K)-\varepsilon$, a contradiction. This shows $\liminf _{i \rightarrow \infty} R_{\text {out }}\left(K_{i}\right) \geq R_{\text {out }}(K)$ and together with the first part the continuity of $R_{\text {out }}$.

Lemma 5.2.7. The functional $r_{i n}$ is continuous with respect to the Hausdorff metric.
Proof. Let $\left(K_{i}\right)_{i \in \mathbb{N}}$ be a sequence of compact convex sets with $K_{i} \rightarrow K$ as $i \rightarrow \infty$. Now assume $\limsup _{i \rightarrow \infty} r_{i n}\left(K_{i}\right) \geq r_{i n}(K)+4 \varepsilon$ for some $\varepsilon>0$. Therefore there exists an (ordered) index set $I \subseteq \mathbb{N}$
with $r_{i n}\left(K_{i}\right) \geq r_{i n}(K)+3 \varepsilon$ for all $i \in I$ and $|I|=\infty$. This yields the existence of a sequence $\left(c_{i}\right)_{i \in I}$ such that $B_{h}\left(c_{i}, r_{i n}+3 \varepsilon\right) \subseteq K_{i}$ holds for all $i \in I$. Since the sequence $\left(c_{i}\right)_{i \in I}$ is bounded, there exists a convergent subsequence, i.e. an index set $J \subseteq I$ of infinite cardinality with $c_{j} \rightarrow c$ as $j \rightarrow \infty$ for $j \in J$. This and our choice of $\left(K_{i}\right)_{i \in \mathbb{N}}$ implies

$$
B_{h}\left(c, r_{i n}(K)+2 \varepsilon\right) \subseteq B_{h}\left(c_{j}, r_{i n}(K)+3 \varepsilon\right) \subseteq K_{j} \subseteq K_{\varepsilon}
$$

for all $j \in J$ exceeding a certain threshold $j_{0}(\varepsilon)$. This in turn implies $r_{i n}(K) \geq r_{i n}(K)+\varepsilon$ by Lemma 5.2.3, a contradiction and thus $\limsup _{i \rightarrow \infty} r_{i n}\left(K_{i}\right) \leq r_{i n}(K)$.
For the case $r_{i n}(K)=0$ there is nothing more to show. We can therefore assume $r_{i n}(K)>0$. Let $\varepsilon \in\left(0, r_{i n}(K)\right)$. There exists some $c \in \mathbb{H}^{d}$ with $B_{h}\left(c, r_{i n}(K)\right) \subseteq K$. By our choice of $\left(K_{i}\right)_{i \in \mathbb{N}}$ there further exists some $i_{0}(\varepsilon) \in \mathbb{N}$ with $K \subseteq\left(K_{i}\right)_{\varepsilon}$ for all $i \geq i_{0}(\varepsilon)$ and hence $B_{h}\left(c, r_{i n}(K)\right) \subseteq$ $\left(K_{i}\right)_{\varepsilon}$ for all $i \geq i_{0}(\varepsilon)$. We can therefore conclude with Lemma $5.2 .3 B_{h}\left(c, r_{i n}(K)-\varepsilon\right) \subseteq K_{i}$ for all $i \geq i(\varepsilon)$ and thus

$$
\liminf _{i \rightarrow \infty} r_{i n}\left(K_{i}\right) \geq r_{i n}(K)-\varepsilon
$$

Since we can choose $\varepsilon$ arbitrarily small, the assertion follows.
Before we can prove the lower semicontinuity of $\vartheta_{r}$, we have to show a line of helping results first.

Lemma 5.2.8. The set

$$
C_{i n}(K)=\left\{c \in K: r_{c}(K)=r_{i n}(K)\right\}
$$

is a compact subset of $K$.
Proof. Let $\left(c_{i}\right)_{i \in \mathbb{N}}$ be a converging subsequence in $C_{i n}(K)$ with limit in $c \in \mathbb{H}^{d}$. Therefore $B_{h}\left(c_{i}, r_{i n}(K)\right) \subseteq K$ holds. This again implies $B_{h}\left(c, r_{i n}(K)\right)^{\circ} \subseteq K$ and since $K$ is closed also $B_{h}\left(c, r_{i n}(K)\right) \subseteq K$. In conclusion $c \in C_{i n}(K)$ holds.

Lemma 5.2.9. The $\operatorname{map}(c, K) \mapsto R_{c}(K)$ is continuous on $\mathbb{H}^{d} \times \mathcal{K}_{h}^{d}$.
Proof. Let $c_{i} \rightarrow c$ and $K_{i} \rightarrow K$ as $i \rightarrow \infty$. Then the relation $K_{i} \subseteq B_{h}\left(c_{i}, R_{c_{i}}\left(K_{i}\right)\right)$ holds for all $i \in \mathbb{N}$. Let $\varepsilon>0$ and $r:=\liminf _{i \rightarrow \infty} R_{c_{i}}\left(K_{i}\right)$. This implies $R_{c_{i}}\left(K_{i}\right) \leq r+\varepsilon$ and therefore also

$$
K_{i} \subseteq B_{h}\left(c_{i}, r+\varepsilon\right)
$$

for infinitely many $i \in \mathbb{N}$. By our choice of $\left(c_{i}\right)_{i \in \mathbb{N}}$ we further get $B_{h}\left(c_{i}, r+\varepsilon\right) \subseteq B_{h}(c, r+2 \varepsilon)$ for all $i \in \mathbb{N}$ exceeding some threshold $i_{1}(\varepsilon)$ and by the convergence of $\left(K_{i}\right)_{i \in \mathbb{N}}$ we get the relation $K \subseteq\left(K_{i}\right)_{\varepsilon}$ for all $i \in \mathbb{N}$ exceeding a certain threshold $i_{2}(\varepsilon)$. Together with the considerations above also

$$
K \subseteq\left(K_{i}\right)_{\varepsilon} \subseteq B_{h}(c, r+3 \varepsilon)
$$

holds for infinitely many $i \in \mathbb{N}$. This again implies $R_{c}(K) \leq r+3 \varepsilon$ and thus $\liminf _{i \rightarrow \infty} R_{c_{i}}\left(K_{i}\right) \geq$ $R_{c}(K)-3 \varepsilon$. Since $\varepsilon$ can be chosen arbitrarily small, we get $\liminf _{i \rightarrow \infty} R_{c_{i}}\left(K_{i}\right) \geq \stackrel{i \rightarrow \infty}{R_{c}(K)}$.

Now assume that $\limsup _{i \rightarrow \infty} R_{c_{i}}\left(K_{i}\right) \geq R_{c}(K)+3 \varepsilon$ holds for some $\varepsilon>0$. By our choice of $\left(K_{i}\right)_{i \in \mathbb{N}}$ and of $\left(c_{i}\right)_{i \in \mathbb{N}}$ there exists some $i_{0}(\varepsilon) \in \mathbb{N}$ such that

$$
K_{i} \subseteq K_{\varepsilon} \subseteq B_{h}\left(c, R_{c}(K)+\varepsilon\right) \subseteq B_{h}\left(c_{i}, R_{c}(K)+2 \varepsilon\right)
$$

holds for all $i \geq i_{0}(\varepsilon)$. This implies $\limsup _{i \rightarrow \infty} R_{c_{i}}\left(K_{i}\right) \leq R_{c}(K)+2 \varepsilon$ and thus a contradiction. Therefore $\limsup _{i \rightarrow \infty} R_{C_{i}}\left(K_{i}\right) \leq R_{c}(K)$ follows.

Lemma 5.2.10. The functional $(c, K) \mapsto r_{c}(K)$ is continuous on $\mathbb{H}^{d} \times \mathcal{K}_{h}^{d}$.
Proof. Let $c_{i} \rightarrow c$ and $K_{i} \rightarrow K$ as $i \rightarrow \infty$. We assume $\limsup r_{c_{i}}\left(K_{i}\right) \geq r_{c}(K)+4 \varepsilon$ for some $\varepsilon>0$. This implies $r_{c_{i}}\left(K_{i}\right) \geq r_{c}(K)+3 \varepsilon$ and thus $\left.B_{h}\left(c_{i}, r_{c} \stackrel{i \rightarrow \infty}{K}\right)+3 \varepsilon\right) \subseteq K_{i}$ for infinitely many $i \in \mathbb{N}$. This in turn implies $B_{h}\left(c, r_{c}(K)+2 \varepsilon\right) \subseteq K_{i}$ for infinitely many $i \in \mathbb{N}$ and therefore by Lemma 5.2 .3 and our choice of $\left(K_{i}\right)_{i \in \mathbb{N}}$ the relation $B_{h}\left(c, r_{c}(K)+\varepsilon\right) \subseteq K$. This is a contradiction and shows $\limsup _{i \rightarrow \infty} r_{c_{i}}\left(K_{i}\right) \leq r_{c}(K)$.
For the case $r_{c}(K)=0$, there is nothing left to show. For $r_{c}(K)>0$, we chose $\varepsilon \in\left(0, r_{c}(K) / 2\right)$. This implies $B_{h}\left(c_{i}, r_{c}(K)\right) \subseteq B_{h}\left(c, r_{c}(K)+\varepsilon\right) \subseteq K_{\varepsilon} \subseteq\left(K_{i}\right)_{2 \varepsilon}$ and therefore by Lemma 5.2.3 also

$$
B_{h}\left(c_{i}, r_{c}(K)-2 \varepsilon\right) \subseteq K_{i}
$$

for infinitely many $i \in \mathbb{N}$. This further implies

$$
\liminf _{i \rightarrow \infty} r_{c_{i}}\left(K_{i}\right) \geq r_{c}(K)-2 \varepsilon
$$

and thus $\liminf _{i \rightarrow \infty} r_{c_{i}}\left(K_{i}\right) \geq r_{c}(K)$.
Lemma 5.2.11. The functional $\vartheta_{r}$ is lower semicontinuous and therefore measurable.
Proof. Let $K_{i} \rightarrow K$ as $i \rightarrow \infty$. Then there are $c_{i} \in C_{i n}\left(K_{i}\right)$ such that

$$
\vartheta_{r}\left(K_{i}\right)=R_{c_{i}}\left(K_{i}\right)-r_{c_{i}}\left(K_{i}\right) .
$$

Now chose $I \subseteq \mathbb{N}$ with $|I|=\infty$ such that $\vartheta_{r}\left(K_{i}\right) \rightarrow \liminf _{j \rightarrow \infty} \vartheta_{r}\left(K_{j}\right)$ as $i \rightarrow \infty$ and $i \in I$. Since $\left(c_{i}\right)_{i \in I}$ is bounded, there exists a subset $J \subseteq I$ with $|J|=\infty$ such that $c_{j} \rightarrow c$ as $j \rightarrow \infty$ and $j \in J$ for some $c \in \mathbb{H}^{d}$. The limit point $c$ is contained in $C_{i n}(K)$ since by Lemmas 5.2.10 and 5.2.7

$$
r_{c}(K)=\lim _{j \rightarrow \infty, j \in J} r_{c_{j}}\left(K_{j}\right)=\lim _{j \rightarrow \infty, j \in J} r_{i n}\left(K_{j}\right)=r_{i n}(K)
$$

holds. This implies by using Lemmas 5.2.9, 5.2.10 and $c \in C_{i n}(K)$

$$
\liminf _{j \rightarrow \infty} \vartheta_{r}\left(K_{j}\right)=\lim _{j \rightarrow \infty, j \in J} \vartheta_{r}\left(K_{j}\right)=\lim _{j \rightarrow \infty, j \in J}\left(R_{c_{j}}\left(K_{j}\right)-r_{c_{j}}\left(K_{j}\right)\right)=R_{c}(K)-r_{c}(K) \geq \vartheta_{r}(K)
$$

Remark 5.2.1. There are examples showing that the functional $\vartheta_{r}$ is not upper semicontinuous and thus not continuous.

In order to show the continuity of the circumcentre, we first show the following lemma.
Lemma 5.2.12. The circumcentre $c_{h}(K)$ of a convex body $K \in \mathcal{K}_{h}^{d}$ is uniquely determined and contained in $K$.

Proof. The first statement is well known. It follows by observing that the intersection of two different geodesic balls of equal radius is contained in a geodesic ball of smaller radius (by basic hyperbolic trigonometry).

Without loss of generality we can assume that $c_{h}(K)=p$ and $R_{\text {out }}(K)=r>0$. Suppose that $p \notin K$. Consideration of the situation in the Beltrami-Klein model yields the existence of a Euclidean hyperplane $\tilde{H}$ such that (the representation of) $K$ is contained in $\tilde{H}^{+}$and the origin is in the interior of $\tilde{H}^{-}$. We therefore know that there exists a hyperbolic hyperplane $H$ with $K \subseteq H^{+}$and $p \in \operatorname{int}\left(H^{-}\right)$. We denote by $x \in \mathbb{H}^{d}$ the unique point fulfilling $H=H(x)$. We have $d_{h}(p, x) \in(0, r]$. Now let $z \in K=K \cap H^{+}$be an arbitrary point in $K$. We consider the hyperbolic triangle determined by $p, x, z$ and denote the angle at $x$ by $\gamma$. Since $z \in H^{+}$we know that $\gamma \in\left[\frac{\pi}{2}, \pi\right]$. Therefore [92, Theorem 3.5.3] yields

$$
\cosh \left(d_{h}(p, z)\right) \geq \cosh \left(d_{h}(p, x)\right) \cosh \left(d_{h}(x, z)\right)
$$

and thus

$$
d_{h}(x, z) \leq \cosh ^{-1}\left(\frac{\cosh \left(d_{h}(p, z)\right)}{\cosh \left(d_{h}(p, x)\right)}\right) \leq \cosh ^{-1}\left(\frac{\cosh (r)}{\cosh \left(d_{h}(p, x)\right)}\right)<r .
$$

This implies that $K \subseteq B_{h}(x, \tilde{r})$ for some $\tilde{r}<r$, a contradiction.
Lemma 5.2.13. The map $c_{h}$, assigning to each convex body its corresponding circumcentre, is continuous on $\mathcal{K}_{h}^{d}$.
Proof. Let $K_{i} \rightarrow K$ as $i \rightarrow \infty$. We assume $c_{h}\left(K_{i}\right) \nrightarrow c_{h}(K)$ as $i \rightarrow \infty$. By Lemma 5.2.12 the circumcentre $c_{h}\left(K_{i}\right)$ is contained in $K_{i}$ for every $i \in \mathbb{N}$. This implies that the sequence $\left(c_{h}\left(K_{i}\right)\right)_{i \in \mathbb{N}}$ is bounded and therefore contains a convergent subsequence $\left(c_{h}\left(K_{i_{j}}\right)\right)_{j \in \mathbb{N}}$ with limit in $c \neq c_{h}(K)$. We obviously have $R_{\text {out }}\left(K_{i}\right)=R_{c_{h}\left(K_{i}\right)}\left(K_{i}\right)$ for all $i \in \mathbb{N}$. We therefore infer by Lemmas 5.2.6 and 5.2.9

$$
R_{c_{h}(K)}(K)=R_{\text {out }}(K)=\lim _{j \rightarrow \infty} R_{\text {out }}\left(K_{i_{j}}\right)=\lim _{j \rightarrow \infty} R_{c_{h}\left(K_{i_{j}}\right)}\left(K_{i_{j}}\right)=R_{c}(K) .
$$

Since the circumcentre is uniquely defined, we get $c=c_{h}(K)$, a contradiction.

### 5.2.2 IsOPERIMETRIC RESULTS

In this section, we establish several inequalities of isoperimetric type. Recall that we denote by $B^{a}$, for $a>0$, the unique hyperbolic ball with centre in $p$ and $\mathcal{H}^{d}\left(B^{a}\right)=a$. The following theorem will be applied in the situation where $\mathcal{H}^{d}$ is the size functional and $W_{d-1}$ is proportional to the hitting functional.

Theorem 5.2.14. Let $\vartheta$ be a deviation function and $a>0$. Then there exists a function $f_{a, \vartheta}:[0, \infty) \rightarrow[0, \infty)$ with $f_{a, \vartheta}(0)=0, f_{a, \vartheta}(t)>0$ for $t>0$ and

$$
W_{d-1}(K) \geq\left(1+f_{a, \vartheta}(\varepsilon)\right) W_{d-1}\left(B^{a}\right)
$$

for $\varepsilon>0$ and $K \in \mathcal{K}_{h, 0}^{d}$ with $\mathcal{H}^{d}(K) \geq a$ and $\vartheta(K) \geq \varepsilon$.
Proof. For $n \in \mathbb{N}$ we define the set

$$
\tilde{\mathcal{K}}(a, n):=\left\{K \in \mathcal{K}_{h, 0}^{d}: W_{d-1}(K) \leq n W_{d-1}\left(B^{a}\right)\right\}, \quad a>0,
$$

of all convex bodies $K \in \mathcal{K}_{h}^{d}$ with $p \in K$ and for which $W_{d-1}(K)$ is bounded from above. By the definition of $W_{d-1}$ and an application of Lemma 2.4.1 with $k=d-1$ and $i=0$, it follows that $W_{d-1}\left(I_{r}\right)=\omega_{d+1}\left(d \omega_{2}\right)^{-1} r$ for any interval $I_{r}$ of length $r$. Hence every $K \in \tilde{\mathcal{K}}(a, n)$ is contained in $B_{\tilde{r}}$ for some $\tilde{r}=\tilde{r}(d, a, n)>0$. Then Lemmas 2.3 .4 and 5.2 .1 imply that $\tilde{\mathcal{K}}(a, n)$ is compact. Now we consider the set

$$
\mathcal{K}(a, n):=\left\{K \in \tilde{\mathcal{K}}(a, n): \mathcal{H}^{d}(K) \geq a\right\} .
$$

Since by Lemma 5.2 .2 the functional $\mathcal{H}^{d}$ is continuous, $\mathcal{K}(a, n)$ is compact as well. Clearly, $B^{a} \in \mathcal{K}(a, n)$ and hence $\mathcal{K}(a, n) \neq \varnothing$. The functional $W_{d-1}$ is continuous and attains its minimum on $\mathcal{K}(a, n)$. The results in [29] show that this minimum is attained precisely by geodesic balls of volume $a$. Now consider the set

$$
\mathcal{K}_{a, n, \varepsilon}:=\{K \in \mathcal{K}(a, n): \vartheta(K) \geq \varepsilon\} .
$$

Since $\vartheta$ is upper semicontinuous, $\mathcal{K}_{a, n, \varepsilon}$ is compact. We can now chose $n \in \mathbb{N}$ such that $K_{a, n, \varepsilon}$ is none empty. If there exists no such $n$ then there exists no $K \in \mathcal{K}_{h, 0}^{d}$ with $\mathcal{H}^{d}(K) \geq a$ and $\vartheta(K) \geq \varepsilon$, hence there is nothing to show. Now $W_{d-1}$ attains its minimum on $\mathcal{K}_{a, n, \varepsilon}$. Clearly, the inequality

$$
\begin{equation*}
\tau_{a, \varepsilon}:=\min _{K \in \mathcal{K}_{a, n, \varepsilon}} W_{d-1}(K) \geq \min _{K \in \mathcal{K}(a, n)} W_{d-1}(K)=: \tau_{a} \tag{5.5}
\end{equation*}
$$

holds for all $\varepsilon>0$ since $\mathcal{K}_{a, n, \varepsilon} \neq \varnothing$. Assume that $\tau_{a, \varepsilon}=\tau_{a}$ holds. This implies the existence of a body $K \in \mathcal{K}_{a, n, \varepsilon}$ such that $\mathcal{H}^{d}(K) \geq a$ and $W_{d-1}(K)=\tau_{a}$. Therefore $K$ is a ball and hence $\vartheta(K)=0$. Since this is a contradiction, the inequality in (5.5) is strict. Finally, we define $f_{a, \vartheta}(t):=\tau_{a, t} / \tau_{a}-1$ for $t \in(0, \infty)$ and $f_{a, \vartheta}(0):=0$. The function $f_{a, \vartheta}$ then has the desired properties.

Remark 5.2.2. The proof in [29] uses two-point symmetrization. Roughly speaking the argument shows that if a convex body $K$ is not a ball, then the two point symmetrization $T$ does not increase the $(d-1)$-th quermassintegral, while the volume is preserved. This means that for a convex body $K \in \mathcal{K}_{h}^{d}$

$$
W_{d-1}(K) \geq W_{d-1}(T(K)) \quad \text { and } \quad \mathcal{H}^{d}(K)=\mathcal{H}^{d}(T(K))
$$

holds true. In [29] F. Gao, D. Hug and R. Schneider focus on the spherical case but point out that the argument works in the hyperbolic case as well. For the characterization of the equality case it is used that two-point symmetrization preserves the surface area as well and that geodesic balls are the only extremal bodies (in the class of compact convex sets) for the isoperimetric problem in hyperbolic space.

In [115], G. Wang and C. Xia prove that the minimum of $W_{k}$ on $\mathcal{K}$ given $W_{l}$ is achieved precisely by geodesic balls for $0 \leq l<k \leq n-1$. Here $\mathcal{K}$ is the set of all $h$-convex bodies with smooth boundary.

Theorem 5.2.14 can be extended to arbitrary size functionals as done in [42]. We often write $f_{a}$ instead of $f_{a, \vartheta}$ if the underlying deviation functional is clear from the context.

The following result is based on a Bonnesen-style inequality established in [19]. It yields a specific stability function $f_{a}:[0,1] \rightarrow[0,1]$ in the special 2 -dimensional case of Theorem 5.2.14. We will frequently use that $W_{1}(K)=\mathcal{H}^{1}(\partial K) / 2$ holds for $K \in \mathcal{K}_{h}^{2}$ with interior points (positive volume).

Theorem 5.2.15. Let $a>0$ and $\varepsilon \in[0,1]$. Let $K \in \mathcal{K}_{h}^{2}$ with $\mathcal{H}^{2}(K) \geq a$ and $R_{\text {out }}(K)-r_{\text {in }}(K)=$ $\varepsilon$. Then for

$$
\begin{equation*}
f_{a}:[0,1] \rightarrow[0,1], s \mapsto \min \left\{\left(12 \cosh ^{2}\left(r_{a}+2\right) \sinh ^{2}\left(r_{a}\right)\right)^{-1} s^{2}, 1\right\} \tag{5.6}
\end{equation*}
$$

with $r_{a}:=\operatorname{arcosh}(1+a / 2 \pi)$ the inequality

$$
W_{1}(K) \geq\left(1+f_{a}(\varepsilon)\right) W_{1}\left(B^{a}\right)
$$

holds.

Proof. Let $r_{a}:=\operatorname{arcosh}(1+a / 2 \pi)$ be the radius of a hyperbolic circle with area $a$. In order to prove the theorem, we distinguish two cases. First, assume that $r_{i n}(K) \geq r_{a}+1$. In this case we get

$$
W_{1}(K) \geq W_{1}\left(B_{r_{i n}(K)}\right)=\pi \sinh \left(r_{i n}(K)\right) \geq \pi \sinh \left(r_{a}+1\right) \geq 2 \pi \sinh \left(r_{a}\right)=2 W_{1}\left(B^{a}\right),
$$

where we used that $\sinh (x+1) \geq 2 \sinh (x)$ for $x \geq 0$. Therefore the claim holds in this case.
Now suppose that $r_{i n}(K)<r_{a}+1$. As in [19], we define

$$
\begin{equation*}
\Delta_{-1}(K):=4 W_{1}(K)^{2}-\left(4 \pi+\mathcal{H}^{2}(K)\right) \mathcal{H}^{2}(K) \leq 4 W_{1}(K)^{2}-(4 \pi+a) a . \tag{5.7}
\end{equation*}
$$

For the right hand side we obtain

$$
\begin{align*}
(4 \pi+a) a & =\left(4 \pi+2 \pi\left(\cosh \left(r_{a}\right)-1\right)\right)\left(2 \pi\left(\cosh \left(r_{a}\right)-1\right)\right)  \tag{5.8}\\
& =4 \pi^{2}\left(\cosh \left(r_{a}\right)+1\right)\left(\cosh \left(r_{a}\right)-1\right) \\
& =4 \pi^{2}\left(\cosh ^{2}\left(r_{a}\right)-1\right) \\
& =\left(2 \pi \sinh \left(r_{a}\right)\right)^{2} \\
& =4 W_{1}\left(B^{a}\right)^{2} \tag{5.9}
\end{align*}
$$

We define $g: \mathcal{K}_{h}^{2} \rightarrow[0, \infty)$ such that it fulfills

$$
\begin{equation*}
W_{1}(K)=(1+g(K)) W_{1}\left(B^{a}\right) \tag{5.10}
\end{equation*}
$$

By [29], we know that $g$ is non-negative. If $g(K) \geq 1$ holds, then there is nothing to show. Thus we consider $K \in \mathcal{K}_{h}^{2}$ with $g(K)<1$. Then we get

$$
\begin{align*}
4\left(W_{1}(K)^{2}-W_{1}\left(B^{a}\right)^{2}\right) & =4\left((1+g(K))^{2} W_{1}\left(B^{a}\right)^{2}-W_{1}\left(B^{a}\right)^{2}\right) \\
& =4\left(2 g(K)+g(K)^{2}\right) W_{1}\left(B^{a}\right)^{2} \\
& \leq 12 g(K) W_{1}\left(B^{a}\right)^{2} \tag{5.11}
\end{align*}
$$

By [19, Corollary 2.1] we have

$$
\Delta_{-1}(K) \geq \frac{\pi^{2}}{\cosh ^{2}\left(R_{\text {out }}(K)\right) \cosh ^{2}\left(r_{\text {in }}(K)\right)}\left(\sinh \left(R_{\text {out }}(K)\right)-\sinh \left(r_{\text {in }}(K)\right)\right)^{2}
$$

Combining this with (5.7)-(5.11), we deduce that

$$
\begin{equation*}
12 g(K) W_{1}\left(B^{a}\right)^{2} \geq \frac{\pi^{2}}{\cosh ^{2}\left(R_{\text {out }}(K)\right) \cosh ^{2}\left(r_{\text {in }}(K)\right)}\left(\sinh \left(R_{\text {out }}(K)\right)-\sinh \left(r_{\text {in }}(K)\right)\right)^{2} \tag{5.12}
\end{equation*}
$$

The last factor on the right-hand side can be bounded from below by

$$
\begin{align*}
\sinh & \left(R_{\text {out }}(K)\right)-\sinh \left(r_{\text {in }}(K)\right) \\
& =\sinh \left(r_{\text {in }}(K)+\varepsilon\right)-\sinh \left(r_{\text {in }}(K)\right) \\
& =\sinh \left(r_{\text {in }}(K)\right) \cosh (\varepsilon)+\sinh (\varepsilon) \cosh \left(r_{i n}(K)\right)-\sinh \left(r_{i n}(K)\right) \\
& \geq \sinh (\varepsilon) \cosh \left(r_{i n}(K)\right) \\
& \geq \varepsilon \cosh \left(r_{i n}(K)\right) \tag{5.13}
\end{align*}
$$

where an addition theorem for sinh was used. Finally, by using $(5.12),(5.13)$ and $W_{1}\left(B^{a}\right)=$
$\pi \sinh \left(r_{a}\right)$, we get

$$
\begin{aligned}
g(K) & \geq \frac{\pi^{2}}{12 W_{1}\left(B^{a}\right)^{2} \cosh ^{2}\left(R_{\text {out }}(K)\right)} \varepsilon^{2} \\
& =\frac{1}{12 \cosh ^{2}\left(R_{\text {out }}(K)\right) \sinh ^{2}\left(r_{a}\right)} \varepsilon^{2} \\
& =\frac{1}{12 \cosh ^{2}\left(r_{\text {in }}(K)+\varepsilon\right) \sinh ^{2}\left(r_{a}\right)} \varepsilon^{2} \\
& \geq \frac{1}{12 \cosh ^{2}\left(r_{a}+2\right) \sinh ^{2}\left(r_{a}\right)} \varepsilon^{2}
\end{aligned}
$$

where we used $r_{i n}(K)<r_{a}+1$ in the last line. Combining the last inequality with 5.10 finishes the proof.

Before we can state and prove a result for the special case where $\Sigma=\Sigma_{r}$ and $\vartheta=\vartheta_{r}$, we need to show the following lemma, which is used in the proof.

Lemma 5.2.16. Let $a>0, \varepsilon \in[0,1]$ and recall

$$
\tilde{\beta}=\sqrt{2-\frac{2 \tanh (a+\varepsilon / 2)}{\tanh (a+\varepsilon)}} .
$$

Then

$$
1>\tilde{\beta} \geq \varepsilon^{\frac{1}{2}}(\cosh (a+1 / 2) \sinh (a+1))^{-\frac{1}{2}}
$$

Proof. By using an identity of the sinh-function in the third row, we get

$$
\begin{align*}
h(a, \varepsilon):=1-\frac{\tanh (a+\varepsilon / 2)}{\tanh (a+\varepsilon)} & =1-\frac{\sinh (a+\varepsilon / 2) \cosh (a+\varepsilon)}{\cosh (a+\varepsilon / 2) \sinh (a+\varepsilon)} \\
& =\frac{\cosh (a+\varepsilon / 2) \sinh (a+\varepsilon)-\sinh (a+\varepsilon / 2) \cosh (a+\varepsilon)}{\cosh (a+\varepsilon / 2) \sinh (a+\varepsilon)} \\
& =\frac{\sinh (\varepsilon / 2)}{\cosh (a+\varepsilon / 2) \sinh (a+\varepsilon)}  \tag{5.14}\\
& \geq \frac{\varepsilon}{2 \cosh (a+\varepsilon / 2) \sinh (a+\varepsilon)} \\
& \geq \frac{\varepsilon}{2 \cosh (a+1 / 2) \sinh (a+1)},
\end{align*}
$$

from which the lower bound follows. For the upper bound, it is sufficient to consider $\varepsilon \in(0,1]$. Then (5.14) and the monotonicity of sinh and cosh yield

$$
h(a, \varepsilon) \leq \frac{\sinh (\varepsilon / 2)}{\cosh (\varepsilon / 2) \sinh (\varepsilon)}=2 \frac{e^{\varepsilon}}{\left(e^{\varepsilon}+1\right)^{2}}<\frac{1}{2}
$$

which implies the upper bound.

Now we are in the position to prove the following result.

Theorem 5.2.17. Let $K \in \mathcal{K}_{h}^{d}, \varepsilon \in[0,1]$ and $a>0$. If $\Sigma_{r}(K) \geq a$ and $\vartheta_{r}(K) \geq \varepsilon$, then there is a constant $C_{11}=C_{1}(a, d)$ such that

$$
W_{d-1}(K) \geq\left(1+q_{1} \varepsilon^{\frac{d+1}{2}}\right) W_{d-1}\left(B_{a}\right)
$$

where $q_{1}$ is given by

$$
q_{1}=q_{1}(a, d)=\frac{\omega_{d-1}}{2 a 3^{d-2} \omega_{d}(\cosh (a+1 / 2) \sinh (a+1))^{(d-1) / 2}}
$$

Proof. There is a point $\tilde{c} \in C_{r}(K)$ with $R_{\tilde{c}}(K)-r_{\tilde{c}}(K)=\vartheta_{r}(K)$. Further, there is an isometry $\varphi_{\tilde{c}} \in I\left(\mathbb{H}^{d}\right)$ such that $\varphi_{\tilde{c}}(\tilde{c})=p$. Let $\tilde{K}:=\varphi_{\tilde{c}}(K)$ be the isometric image body. It contains $B_{a}$ and since $\vartheta_{r}(K) \geq \varepsilon$, it also contains a point $z_{0}=\exp _{p}((a+\varepsilon) u)$ for some $u \in \mathbb{S}_{p}^{d-1}$. Furthermore, since $\tilde{K}$ is convex, it follows that $\left[\exp _{p}(a u), \exp _{p}((a+\varepsilon) u)\right] \subseteq \tilde{K}$. Therefore

$$
W_{d-1}(K)=W_{d-1}(\tilde{K}) \geq W_{d-1}\left(\operatorname{conv}_{h}\left(B_{a} \cup\left[\exp _{p}(a u), \exp _{p}((a+\varepsilon) u)\right]\right)\right)
$$

where $\operatorname{conv}_{h}$ is the hyperbolic convex hull operator. The definition of $W_{d-1}$ implies that the value $W_{d-1}(K)$ can be bounded from below by

$$
\begin{aligned}
W_{d-1}(K) & \geq \frac{\omega_{d}}{d \omega_{1}} \int_{A_{h}(d, d-1)} \chi\left(H \cap\left(\operatorname{conv}_{h}\left(B_{a} \cup\left[\exp _{p}(a u), \exp _{p}((a+\varepsilon) u)\right]\right)\right)\right) \mu_{d-1}(d H) \\
& \geq W_{d-1}\left(B_{a}\right)+\frac{\omega_{d}}{d \omega_{1}} \int_{A_{h}(d, d-1) \backslash \mathbb{H}_{d-1}\left\langle B_{a}\right\rangle} \chi\left(H \cap\left[\exp _{p}(a u), \exp _{p}((a+\varepsilon) u)\right]\right) \mu_{d-1}(d H)
\end{aligned}
$$

Now recall $\tilde{\beta}=\sqrt{2-\frac{2 \tanh (a+\varepsilon / 2)}{\tanh (a+\varepsilon)}}$ and

$$
c(\tilde{\beta}):=\frac{1}{\omega_{d}} \sigma_{d-1}\left(\left\{v \in \mathbb{S}_{p}^{d-1}: d_{s}(u, v) \leq \tilde{\beta}\right\}\right) \in[0,1]
$$

By Lemma 5.1 .4 we know that every hyperplane in

$$
D(u, \tilde{\beta}):=\left\{H\left(\exp _{p}(r v)\right): r \in(a, a+\varepsilon / 2], v \in B_{s}(u, \tilde{\beta})\right\}
$$

has nonempty intersection with $\left[p, \exp _{p}((a+\varepsilon) u)\right]$ and therefore also with $\left[\exp _{p}(a u), \exp _{p}((a+\right.$ $\varepsilon) u)$ ]. Therefore, by using $D(u, \tilde{\beta}) \subseteq A_{h}(d, d-1) \backslash \mathbb{H}_{d-1}\left\langle B_{a}\right\rangle$, the representation of $\mu_{d-1}$ in (2.3) and

$$
\begin{aligned}
W_{d-1}\left(B_{a}\right) & =\frac{\omega_{d}}{d \omega_{1}} \int_{A_{h}(d, d-1)} \chi\left(H \cap B_{a}\right) \mu_{d-1}(d H) \\
& =\frac{\omega_{d}}{2 d} 2 \int_{0}^{a} \cosh ^{d-1}(t) d t \\
& \leq \frac{\omega_{d} a}{d} \cosh ^{d-1}(a) .
\end{aligned}
$$

we get

$$
\begin{align*}
& W_{d-1}(K)-W_{d-1}\left(B_{a}\right) \\
& \geq \frac{\omega_{d}}{d \omega_{1}} \int_{D(u, \tilde{\beta})} 1 \mu_{d-1}(d H) \\
& \quad=\frac{\omega_{d}}{2 d} \int_{G_{h}(d, 1)} \int_{L} \cosh ^{d-1}\left(d_{h}(x, p)\right) \mathbb{1}\{H(L, x) \in D(u, \tilde{\beta})\} \mathcal{H}^{1}(d x) \nu_{1}(d L) \\
& \quad=\frac{\omega_{d}}{2 d} c(\tilde{\beta}) 2 \int_{a}^{a+\varepsilon / 2} \cosh ^{d-1}(s) d s \\
& \quad \geq \frac{\omega_{d} c(\tilde{\beta})}{d} \frac{\varepsilon}{2} \cosh ^{d-1}(a) \\
& \quad \geq \frac{c(\tilde{\beta})}{2 a} \varepsilon W_{d-1}\left(B_{a}\right) . \tag{5.15}
\end{align*}
$$

We take a closer look at $c(\tilde{\beta})$. Here we use spherical coordinates on the sphere, Hölder's inequality and the elementary inequality $1-\cos (t) \geq t^{2} / 3$ for $t \in[0,2]$ to get

$$
\begin{aligned}
c(\tilde{\beta})=\frac{\omega_{d-1}}{\omega_{d}} \int_{0}^{\tilde{\beta}} \sin ^{d-2}(t) d t & \geq \frac{\tilde{\beta} \omega_{d-1}}{\omega_{d}}\left(\frac{1}{\tilde{\beta}} \int_{0}^{\tilde{\beta}} \sin (t) d t\right)^{d-2}=\frac{\tilde{\beta} \omega_{d-1}}{\omega_{d}}\left(\frac{1-\cos (\tilde{\beta})}{\tilde{\beta}}\right)^{d-2} \\
& \geq \frac{\omega_{d-1}}{3^{d-2} \omega_{d}} \tilde{\beta}^{d-1} .
\end{aligned}
$$

The inequality in Lemma 5.2.16 then yields

$$
\begin{equation*}
c(\tilde{\beta}) \geq \frac{\omega_{d-1}}{3^{d-2} \omega_{d}} \tilde{\beta}^{d-1} \geq \frac{\omega_{d-1}}{3^{d-2} \omega_{d}}(\cosh (a+1 / 2) \sinh (a+1))^{-\frac{d-1}{2}} \varepsilon^{\frac{d-1}{2}}, \tag{5.16}
\end{equation*}
$$

Combination of the results in (5.16) with inequality (5.15) gives

$$
W_{d-1}(K)-W_{d-1}\left(B_{a}\right) \geq \frac{c(\tilde{\beta})}{2 a} \varepsilon W_{d-1}\left(B_{a}\right) \geq q_{\mathbb{1}}(a, d) \varepsilon^{\frac{d+1}{2}} W_{d-1}\left(B_{a}\right)
$$

where $C_{\mathbb{1}}(a, d)$ is given by

$$
\varphi_{\mathbb{\boxtimes}}(a, d)=\frac{\omega_{d-1}}{2 a 3^{d-2} \omega_{d}(\cosh (a+1 / 2) \sinh (a+1))^{(d-1) / 2}} .
$$

### 5.2.3 Approximation Results

In this section, we are aiming to approximate convex bodies with polytopes having a controlled number of vertices. The following lemma is an analogue to [42, Theorem 5.1] and yields bounds for the Hausdorff distance between a hyperbolically convex set and an approximating polytope. In contrast to the Euclidean or spherical case, it involves the circumradius of the convex body. In fact, in hyperbolic space a polytope exceeding a certain volume has to have a certain number of vertices.

Lemma 5.2.18. Let $K \in \mathcal{K}_{h}^{d}$ with $R_{0}(K) \leq r$. Then there are constants $k_{0}$ and $b_{0}$, depending only on the dimension d, such that for all $k \geq k_{0}$, there is a hyperbolic polytope $Q$ with at most
$k$ vertices, which can be chosen on the boundary of $K$, such that

$$
\delta_{h}(K, Q) \leq \cosh ^{2}(r) b_{0} k^{-\frac{2}{d-1}} .
$$

The mapping $K \mapsto Q(K)$ can be chosen to be measurable.

Proof. We consider the projective disk model. We know that hyperbolic $m$-planes are precisely the intersections of Euclidean $m$-planes with $B_{e u c}^{d, \circ}$, in the model space. Therefore polytopes are represented as intersections of Euclidean polytopes which are contained in $B_{\text {euc. }}^{d, \circ}$. By [14], there is an integer $k_{0} \in \mathbb{N}$ and a non-negative number $b_{0} \geq 0$ such that for $k \geq k_{0}$ there is a polytope $Q_{0} \subseteq B_{\text {euc }}^{d, \circ}$ with at most $k$ vertices on the boundary of $\tilde{\pi}(K)$ and

$$
\delta_{e u c}\left(\tilde{\pi}(K), Q_{0}\right) \leq b_{0} k^{-\frac{2}{d-1}} .
$$

Here $\delta_{\text {euc }}$ is the Euclidean Hausdorff distance. Since the furthest point of $K$ has hyperbolic distance at most $r$ from the origin, we can bound the maximal Euclidean distance $\tilde{r}$ of $\tilde{\pi}(K)$ from the origin from above. These two distances are related by

$$
\begin{equation*}
\cosh (r)=\frac{1}{\sqrt{1-\tilde{r}^{2}}}, \tag{5.17}
\end{equation*}
$$

where we used the metric $d_{D}$ in the projective disk model (see [92, Theorem 6.1.1]). Let $x, y \in B_{\text {euc }}^{d}(0, \tilde{r})$, and set $z(t):=(1-t) x+t y$ for $t \in[0,1]$. We write $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ for the Euclidean scalar product and norm in $\mathbb{R}^{d}$. Then [92, Theorem 6.1.5] and (5.17) yield

$$
\begin{align*}
d_{D}(x, y) & \leq \int_{0}^{1} \frac{\sqrt{\left(1-\|z(t)\|^{2}\right)\|y-x\|^{2}+\langle z(t), y-x\rangle^{2}}}{1-\|z(t)\|^{2}} d t \\
& \leq \int_{0}^{1} \frac{\sqrt{\left(1-\|z(t)\|^{2}\right)\|y-x\|^{2}+\|z(t)\|^{2}\|y-x\|^{2}}}{1-\|z(t)\|^{2}} d t \\
& =\int_{0}^{1} \frac{\|y-x\|}{1-\|z(t)\|^{2}} d t \leq \frac{1}{1-\tilde{r}^{2}} d_{e u c}(x, y) \\
& =\cosh ^{2}(r) d_{\text {euc }}(x, y) . \tag{5.18}
\end{align*}
$$

We now define $Q:=\tilde{\pi}^{-1}\left(Q_{0}\right)$. Having this one can give an estimate for the hyperbolic Hausdorff distance between $K$ and $Q$ :

$$
\begin{aligned}
\delta_{h}(K, Q) & =\max \left\{\max _{x \in K} \min _{y \in Q} d_{h}(x, y), \max _{x \in Q} \min _{y \in K} d_{h}(x, y)\right\} \\
& =\max \left\{\max _{x \in \tilde{\pi}(K)} \min _{y \in Q_{0}} d_{D}(x, y), \max _{x \in Q_{0}} \min _{y \in \tilde{\pi}(K)} d_{D}(x, y)\right\} \\
& \leq \max \left\{\max _{x \in \tilde{\pi}(K)} \min _{y \in Q_{0}} \cosh ^{2}(r) d_{e u c}(x, y), \max _{x \in Q_{0}} \min _{y \in \tilde{\pi}(K)} \cosh ^{2}(r) d_{e u c}(x, y)\right\} \\
& =\cosh ^{2}(r) \delta_{e u c}\left(\tilde{\pi}(K), Q_{0}\right) \\
& \leq \cosh ^{2}(r) b_{0} k^{-\frac{2}{(d-1)}} .
\end{aligned}
$$

Since the polytope $Q_{0}$ in the projective disc model can be chosen in a measurable way (see [42]) this is true for $Q$ as well.

Theorem 5.2.19. Let $\Sigma$ be a size functional, $\Phi$ a hitting functional and let $a, r>0$ and $\alpha \in(0,1)$ be real numbers. Then there is an integer $\nu \in \mathbb{N}$, depending only on a, $d, \alpha, r, \Sigma, \Phi$, such that for every hyperbolic polytope $P$ with $\Sigma(P) \geq a$ and $R_{0}(P) \leq r$ there is a hyperbolic polytope $Q=Q(P)$ satisfying $\operatorname{ext}(Q) \subseteq \operatorname{ext}(P), f_{0}(Q) \leq \nu$ and

$$
\Phi(Q) \geq(1-\alpha) \Phi(P)
$$

Furthermore, the map $P \mapsto Q(P)$ can be chosen to be measurable.
Proof. The proof is similar to the one of [42, Theorem 5.2]. The functional $\Phi$ is continuous on the compact set $\mathcal{K}_{h, r}^{d}$ with respect to the hyperbolic Hausdorff metric and therefore uniformly continuous. Define the constant $\varepsilon:=\alpha \tau(\Phi, \Sigma, a)$. Using the uniform continuity, it follows that there is a $\delta_{r}(\varepsilon)>0$ such that $\left|\Phi(K)-\Phi\left(K^{\prime}\right)\right| \leq \varepsilon$ for all $K, K^{\prime} \in \mathcal{K}_{h, r}^{d}$ such that $\delta_{h}\left(K, K^{\prime}\right) \leq \delta_{r}(\varepsilon)$.

Now let $P$ be a hyperbolic polytope of size $\Sigma(P) \geq a$ and $R_{0}(P) \leq r$. By Lemma 5.2.18 there exists a hyperbolic polytope $Q=Q(P)$ and an integer $\nu=\nu(\alpha, a, d, r, \Sigma, \tau)$, such that $\operatorname{ext}(Q) \subseteq \operatorname{ext}(P), f_{0}(Q) \leq \nu$ and $\delta_{h}(Q, P) \leq \delta_{r}(\varepsilon)$. Since $\Sigma(P) \geq a$ we get $\Phi(P) \geq \tau(\Phi, \Sigma, a)$ and therefore

$$
\Phi(P)-\Phi(Q) \leq|\Phi(P)-\Phi(Q)| \leq \varepsilon=\alpha \tau(\Phi, \Sigma, a) \leq \alpha \Phi(P)
$$

This gives the desired inequality. The measurability follows from Lemma 5.2.18.

### 5.3 ZERO CELL

In this section, we will investigate Kendall's problem in hyperbolic space under the assumption that $t>\hat{c}_{d}$, where $\hat{c}_{d}=\frac{(d-1) \omega_{d} \omega_{2}}{\omega_{d+1} \omega_{1}}$. In particular, we will show that under this assumption all cells of the tessellation $X_{t}$ are almost surely bounded.

### 5.3.1 Bounding of the zero cell

For the proofs of the main results of Section 5.3, we distinguish for a suitable radius $r>0$ whether $C_{0} \subseteq B_{r}$ or not. In a first step, we then provide an upper bound for the probability that $C_{0} \nsubseteq B_{r}$. This is achieved in two steps. First, we show that the boundary of $B_{r}$ can be covered by a certain number of hyperbolic caps depending on the radius $r>0$. By a hyperbolic cap $C$ of radius $b>0$ we mean the intersection of the boundary of a hyperbolic ball $B$ of radius $r>b$ and a second hyperbolic ball of radius $b$ with centre on the boundary of $B$. In the second step, we show that the probability that the process contains a hyperplane that separates such a cap from the origin decays much faster than the number of required caps grows.

Lemma 5.3.1. The boundary of $B_{r}, r>0$, can be covered by $q_{2}(d) e^{r(d-1)}$ hyperbolic caps of radius 1 .

Proof. The map $h: \partial B_{r} \rightarrow \mathbb{S}_{p}^{d-1}, x \mapsto \frac{\exp _{p}^{-1}(x)}{\left\|\exp _{p}^{-1}(x)\right\|}$, provides a bijection between $\partial B_{r}$ and $\mathbb{S}_{p}^{d-1}$. We are aiming to give an upper bound for the spherical radius $r_{s}$ of

$$
h\left(\partial B_{r} \cap B_{h}\left(\exp _{p}(r u), 1\right)\right)
$$

where $u \in \mathbb{S}_{p}^{d-1}$. We denote by $x \in \mathbb{H}^{d}$ an intersection point of $\partial B_{r}$ and $\partial B_{h}\left(\exp _{p}(r u), 1\right)$. The value $r_{s}$ is given as the angle $\alpha$ (measured at $p$ of the hyperbolic triangle determined by the points $\left(p, \exp _{p}(r u), x\right)$. By the hyperbolic law of cosines $([92$, Theorem 3.5.3]) this radius is given via

$$
\cosh (1)=\cosh ^{2}(r)-\cos \left(r_{s}\right) \sinh ^{2}(r)
$$

which yields

$$
\begin{align*}
r_{s}=\arccos \left(\frac{\cosh ^{2}(r)-\cosh (1)}{\sinh ^{2}(r)}\right) & =\arccos \left(1-\frac{\sinh ^{2}(r)-\cosh ^{2}(r)+\cosh (1)}{\sinh ^{2}(r)}\right) \\
& =\arccos \left(1-\frac{\cosh (1)-1}{\sinh ^{2}(r)}\right) \\
& \geq \sqrt{2} \sqrt{\frac{\cosh (1)-1}{\sinh ^{2}(r)}} \tag{5.19}
\end{align*}
$$

Here the last inequality is equivalent to $\cos (z) \geq 1-\frac{1}{2} z^{2}$ for $z \in \mathbb{R}$. Using the definition of $\sinh$ and (5.19), we get

$$
r_{s} \geq \frac{2 \sqrt{2}}{e^{r}-e^{-r}} \sqrt{\cosh (1)-1} \geq 2 \sqrt{2} e^{-r} \sqrt{\cosh (1)-1} \geq 2 \sqrt{2} e^{-r} \sqrt{1 / 2}=2 e^{-r}
$$

By [12, Chapter 6] we know that $\mathbb{S}^{d-1}$ and therefore also $\mathbb{S}_{p}^{d-1}$ can be covered by $\varphi_{3}(d) / r_{s}^{d-1}$ caps of radius $r_{s}>0$. Therefore $\partial B_{r}$ can be covered by

$$
\frac{q_{3}(d)}{r_{s}^{d-1}} \leq \frac{q_{3}(d)}{\left(2 e^{-r}\right)^{d-1}}=C_{3}(d) 2^{-(d-1)} e^{r(d-1)}
$$

hyperbolic caps of radius 1 . Hence the assertion follows by choosing $\varphi_{2}(d)=\varphi_{3}(d) 2^{-(d-1)}$.

The following lemma uses the result of Lemma 5.3 .1 to give an arbitrarily fast exponential decay of a probability used in the proof of Theorem 5.3.5. Recall that $\hat{c}_{d}=(d-1) \omega_{d} \omega_{2} /\left(2 \omega_{d+1}\right)$.

Lemma 5.3.2. Let $d \geq 2, \kappa>1, t \geq \kappa \hat{c}_{d}$ and $a>0$. Then for every $c>0$, there exists a real number $r=r(d, a, c, \kappa)>0$ such that

$$
\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right) \geq r\right) \leq e^{-t(c+\tau(a))} \quad \text { and } \quad \mathbb{P}_{t}\left(R_{0}\left(C_{0}\right) \geq r \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right) \leq e^{-c t}
$$

Proof. Let $\kappa>1$ be fixed. Let $r>1$ and $u \in \mathbb{S}_{p}^{d-1}$. We denote by $C$ the hyperbolic cap

$$
C:=C(u, r):=\partial B_{r} \cap B_{h}\left(\exp _{p}(r u), 1\right)
$$

Now consider the set

$$
\mathbb{H}_{d-1}\langle C \mid p\rangle:=\left\{H \in A_{h}(d, d-1): p \subseteq H^{-}, C \subseteq H^{+},(\{p\} \cup C) \cap H=\varnothing\right\}
$$

of hyperplanes that separate the origin $p$ from $C$. Since $\mathbb{H}_{d-1}\langle C \mid p\rangle=\mathbb{H}_{d-1}\left\langle\operatorname{conv}_{h}(\{p\} \cup C)\right\rangle$, $\left(\mathbb{H}_{d-1}\{\{p\}\rangle \cup \mathbb{H}_{d-1}\langle C\rangle\right)$, the measure of this set is bounded from below by

$$
\begin{aligned}
\mu_{d-1}\left(\mathbb{H}_{d-1}\langle C \mid p\rangle\right) & =\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle\operatorname{conv}_{h}(\{p\} \cup C)\right\rangle\right)-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle\{p\}\rangle\right)-\mu_{d-1}\left(\mathbb{H}_{d-1}\langle C\rangle\right) \\
& \geq \mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle\left[p, \exp _{p}(r u)\right]\right\rangle\right)-\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B_{h}\left(\exp _{p}(r u), 1\right)\right\rangle\right) \\
& =\frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} r-\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B_{1}\right\rangle\right),
\end{aligned}
$$

where the last we used the fact that $\mu_{d-1}\left(\mathbb{H}_{d-1}\langle\{p\}\rangle\right)=0$ and the Crofton type formula ( $\overline{2.4}$ ). Therefore there exists a real number $\tilde{r}=\tilde{r}(d, \kappa)>1$ such that for all $r \geq \tilde{r}$ the inequality

$$
\mu_{d-1}\left(\mathbb{H}_{d-1}\langle C \mid p\rangle\right) \geq \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} \frac{1+\kappa}{2 \kappa} r
$$

holds. Lemma 5.3 .1 shows that one can cover $\partial B_{r}$ by $n=q_{2}(d) e^{r(d-1)}$ hyperbolic caps $C_{1}, \ldots, C_{n}$ of radius 1. Hence we get for $r \geq \tilde{r}$

$$
\begin{aligned}
\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right) \geq r\right) & =\mathbb{P}_{t}\left(\partial B_{r} \cap C_{0} \neq \varnothing\right)=\mathbb{P}_{t}\left(\left(\bigcup_{i=1}^{n} C_{i}\right) \cap C_{0} \neq \varnothing\right) \\
& \leq \sum_{i=1}^{n} \mathbb{P}_{t}\left(C_{i} \cap C_{0} \neq \varnothing\right) \\
& =n \mathbb{P}_{t}\left(C_{1} \cap C_{0} \neq \varnothing\right) .
\end{aligned}
$$

If $C_{1} \cap C_{0} \neq \varnothing$, then no hyperplane $H \in \eta_{t}$ separates $C_{1}$ from $p$. By inserting the value of $n$ and using the Poisson property of the hyperplane process, we conclude that

$$
\begin{align*}
\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right) \geq r\right) & \leq \varphi_{2}(d) e^{r(d-1)} e^{-t \mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle C_{1} \mid p\right\rangle\right)} \\
& \leq \varphi_{2}(d) e^{r(d-1)} e^{-t \frac{\omega_{d+1} \omega_{1}}{\omega_{d} \omega_{2}} \frac{1+\kappa}{2 \kappa} r} \\
& =q_{2}(d) \exp \left(r(d-1)\left(1-\frac{t}{\hat{c}_{d}} \frac{1+\kappa}{2 \kappa}\right)\right) . \tag{5.20}
\end{align*}
$$

Now let $\tilde{c}=\tilde{c}(d)>0$ be such that $q_{2}(d) \leq e^{\tilde{c} t}$ for $t \geq \hat{c}_{d}$. Note that $1-\frac{t}{\hat{c}_{d}} \frac{1+\kappa}{2 \kappa} \leq 0$ since $t \geq \kappa \hat{c}_{d}$. Then the choice $r=\max \left\{\tilde{r},(c+\tilde{c}+\tau(a)) 2 \kappa(\kappa-1)^{-1} \hat{c}_{d}(d-1)^{-1}\right\}$ implies that

$$
\begin{align*}
\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right) \geq r\right) & \leq c_{2}(d) \exp \left((c+\tilde{c}+\tau(a)) \frac{2 \kappa}{\kappa-1} \hat{c}_{d}-(c+\tilde{c}+\tau(a)) \frac{2 \kappa}{\kappa-1} \frac{1+\kappa}{2 \kappa} t\right) \\
& \leq e^{\tilde{c} t} \exp \left((c+\tilde{c}+\tau(a))\left(\frac{2}{\kappa-1} t-\frac{1+\kappa}{\kappa-1} t\right)\right) \\
& =\exp (-t(c+\tau(a))) . \tag{5.21}
\end{align*}
$$

In the present setting, we have $\Phi(K)=\mu_{d-1}\left(\mathbb{H}_{d-1}\langle K\rangle\right)$ for $K \in \mathcal{K}_{h}^{d}$. Then the results of Section
5.2.2 show that

$$
\tau(a)=\min \left\{\Phi(K): K \in \mathcal{K}_{h}^{d}, \mathcal{H}^{d}(K) \geq a\right\}=\Phi\left(B^{a}\right)=\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B^{a}\right\rangle\right)
$$

for $a>0$. Hence

$$
\begin{equation*}
\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right) \geq \mathbb{P}_{t}\left(\eta_{t}\left(\mathbb{H}_{d-1}\left\langle B^{a}\right\rangle\right)=0\right)=\exp \left(-t \mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B^{a}\right\rangle\right)\right)=\exp (-t \tau(a)) \tag{5.22}
\end{equation*}
$$

By the definition of the conditional probability and (5.21) we thus get

$$
\begin{aligned}
\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right) \geq r \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right) & =\frac{\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right)>r, \mathcal{H}^{d}\left(C_{0}\right) \geq a\right)}{\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)} \\
& \leq \frac{\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right)>r\right)}{\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)} \\
& \leq \frac{e^{-t(c+\tau(a))}}{e^{-t \tau(a)}} \\
& =e^{-c t}
\end{aligned}
$$

As one can see, the choice of $r=r(d, a, c, \kappa)$ only depends on $d, a, c$ and $\kappa$.
Lemma 5.3.3. If $t>\hat{c}_{d}$, then almost surely the cells of $X_{t}$ are bounded. In particular, in this case also $C_{0}$ is almost surely bounded.

Proof. For any fixed $t>\hat{c}_{d}$ there is some $\kappa>1$ such that $t \geq \kappa \hat{c}_{d}$. For $n \in \mathbb{N}$ we consider the events $A_{n}:=\left\{R_{0}\left(C_{0}\right) \geq n\right\}$. Since $t \geq \kappa \hat{c}_{d}$ we have $\left(1-\frac{t}{\hat{c}_{d}} \frac{1+\kappa}{2 \kappa}\right) \leq \frac{1-\kappa}{2}<0$, and hence (5.20) implies that

$$
\mathbb{P}_{t}\left(A_{n}\right) \leq \varphi_{2}(d) \exp \left(-n(d-1) \frac{\kappa-1}{2}\right)
$$

Summation over all $n \in \mathbb{N}$ yields

$$
\sum_{n=1}^{\infty} \mathbb{P}_{t}\left(A_{n}\right) \leq \sum_{n=1}^{\infty} q_{2}(d) \exp \left(-n(d-1) \frac{\kappa-1}{2}\right)<\infty
$$

Now the Borel-Cantelli Lemma implies that $\mathbb{P}_{t}\left(\limsup _{n \rightarrow \infty} A_{n}\right)=0$. Since $\left\{C_{0}\right.$ unbounded $\} \subseteq$ $\limsup A_{n}$, this proves that $C_{0}$ is almost surely bounded if $t>\hat{c}_{d}$.

Let $A \subset \mathbb{H}^{d}$ be a countable, dense subset. Then $\mathbb{P}$-almost surely $\eta_{t}\left(\mathcal{F}_{A}\right)=0$, hence $A \cap \partial C=\varnothing$ for each $C \in X_{t}$ holds almost surely. By isometry invariance and the preceding part of the proof, we can conclude that the unique cell of $X_{t}$ containing a given point $a \in A$ (in its interior) is almost surely bounded. Since cells have nonempty interiors, each cell contains at least one of the points. This proves that all cells are almost surely bounded if $t>\hat{c}_{d}$.

### 5.3.2 Large Crofton cells

The proof of the main theorem of this section (Theorem 5.3.5) is based on a combination of the auxiliary results provided in Section 5.3 .1 and the following lemma. Since the deviation
function $\vartheta$ is fixed in the following, we define

$$
\mathcal{K}_{a, \varepsilon}:=\mathcal{K}_{a, \varepsilon}(\vartheta):=\left\{K \in \mathcal{K}_{h}^{d}: \mathcal{H}^{d}(K) \geq a, \vartheta(K) \geq \varepsilon\right\}
$$

as the set of convex bodies having size at least $a>0$ and for which the deviation functional is bounded from below by $\varepsilon>0$. Lemma 5.3 .2 implies that the probability that $C_{0} \in \mathcal{K}_{a, \varepsilon}(\vartheta)$ and $R_{0}\left(C_{0}\right) \leq r$, for a fixed $r>0$, decays exponentially in $t$ at a specific speed. Note that if $C_{0} \in \mathcal{K}_{a, \varepsilon}$, then the Crofton cell is bounded and therefore has at least $d+1$ bounding hyperbolic hyperplanes. In the preceding section, it was proved that the Crofton cell (and in fact all cells of $X_{t}$ ) is almost surely bounded if $t>\hat{c}_{d}$, but in the lemma no such restriction is imposed. However, we already showed in Lemma 5.1 .3 that, for sufficiently small intensity $t$, with positive probability the Crofton cell is indeed unbounded.

Lemma 5.3.4. Let $C_{0}$ be the Crofton cell of a hyperplane tessellation $X_{t}$ induced by an isometry invariant hyperbolic Poisson hyperplane process $\eta_{t}$ with intensity $t>0$. Further, let $a, \varepsilon, r>0$ and $\aleph \in(0,1)$. Then there is a constant $q_{4}>0$, depending only on $a, d, r, \aleph$ and $\varepsilon$, such that

$$
\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}(\vartheta), \quad R_{0}\left(C_{0}\right) \leq r\right) \leq c_{4} \exp \left(-\left(1+\aleph f_{a, \vartheta}(\varepsilon)\right) \tau(a) t\right)
$$

Proof. Let $N \in \mathbb{N}$ and $H_{1}, \ldots, H_{N} \in \mathbb{H}_{d-1}\left\langle B_{r}\right\rangle$ be such that $p \notin H_{i}$ for $i=1, \ldots, N$, which will be the case almost surely in the following. Define $H_{(N)}:=\left(H_{1}, \ldots, H_{N}\right)$ and let $P\left(H_{(N)}\right)$ denote the (hyperbolic) Crofton cell of the tessellation induced by $H_{1}, \ldots, H_{N}$. In the following, we consider $H_{1}, \ldots, H_{N} \in \mathbb{H}_{d-1}\left\langle B_{r}\right\rangle$ such that $P\left(H_{(N)}\right) \in \mathcal{K}_{a, \varepsilon}$ and $P\left(H_{(N)}\right) \subseteq B_{r}$. This implies that $N \geq d+1$ (as pointed out before).

Since $\vartheta$ is fixed, we simply write $\mathcal{K}_{a, \varepsilon}$ instead of $\mathcal{K}_{a, \varepsilon}(\vartheta)$. Let $f_{a}=f_{a, \vartheta}$ be the stability function from Theorem 5.2.14. Define $\bar{\aleph}:=(1-\aleph) / 2 \in(0,1 / 2)$ and $\alpha:=\bar{\aleph} f_{a}(\varepsilon) /\left(1+f_{a}(\varepsilon)\right)$. Hence we have $(1-\alpha)\left(1+f_{a}(\varepsilon)\right)=1+\bar{\alpha}$ with $\bar{\alpha}=(1-\bar{\aleph}) f_{a}(\varepsilon)$. For $r>0$ we set

$$
\hat{\tau}(r):=\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right)=\frac{2 d W_{d-1}\left(B_{r}\right)}{\omega_{d}}
$$

Moreover, we note that

$$
\tau(a)=\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B^{a}\right\rangle\right)=\frac{2 d W_{d-1}\left(B^{a}\right)}{\omega_{d}}
$$

Then, by Lemma 5.2 .18 and Theorem 5.2.19, there are at most $\nu=\nu(d, a, \varepsilon, r, \aleph)$ vertices of $P\left(H_{(N)}\right) \in \mathcal{K}_{a, \varepsilon}$ with $P\left(H_{(N)}\right) \subseteq B_{r}$ such that the hyperbolic convex hull $Q\left(H_{(N)}\right)$ of these
vertices satisfies

$$
\begin{align*}
\hat{\tau}(r) & =\frac{2 d W_{d-1}\left(B_{r}\right)}{\omega_{d}} \\
& \geq \frac{2 d W_{d-1}\left(Q\left(H_{(N)}\right)\right)}{\omega_{d}} \\
& \geq(1-\alpha) \frac{2 d W_{d-1}\left(P\left(H_{(N)}\right)\right)}{\omega_{d}} \\
& \geq(1-\alpha)\left(1+f_{a}(\varepsilon)\right) \frac{2 d W_{d-1}\left(B^{a}\right)}{\omega_{d}} \\
& =(1+\bar{\alpha}) \tau(a) \tag{5.23}
\end{align*}
$$

By Lemma 5.2 .19 we can assume that the map $\left(H_{1}, \ldots, H_{N}\right) \mapsto Q\left(H_{(N)}\right)$ is measurable. For fixed $r>0$, we consider the restriction of the isometry invariant measure $\mu_{d-1}$ to $\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle$ and normalize it to get

$$
\tilde{\mu}_{d-1}:=\frac{\mu_{d-1}\left\llcorner\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right.}{\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right)}
$$

Since $\mu_{d-1}$ is isometry invariant, every vertex of $Q\left(H_{(N)}\right)$ lies $\mathbb{P}_{t}$-almost surely in exactly $d$ of these hyperplanes. The remaining hyperplanes which do not hit any vertex of $Q\left(H_{(N)}\right)$ do not hit $Q\left(H_{(N)}\right)$. Hence the number of hyperplanes hitting $Q\left(H_{(N)}\right)$ is $j \in\{d+1, \ldots, d \nu\}$. Without loss of generality we can assume $H_{l} \cap Q\left(H_{(N)}\right) \neq \varnothing$ for $l=1, \ldots, j$. Hence there are subsets $J_{1}, \ldots, J_{\nu}$ of $\{1, \ldots, j\}$, each of cardinality $d$, such that

$$
\bigcap_{l \in J_{i}} H_{l}, \quad i=1, \ldots, \nu
$$

are the vertices of $Q\left(H_{(N)}\right)$. In the following, let $\sum_{\left(J_{1}, \ldots, J_{\nu}\right)}$ denote the sum over all $\nu$-tuples of subsets of $\{1, \ldots, j\}$ with $d$ elements. For $K \in \mathcal{K}_{h}^{d}$ with $K \subseteq B_{r}$ we get

$$
\int_{\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle} \mathbb{1}\{H \cap K=\varnothing\} \quad \tilde{\mu}_{d-1}(d H)=1-\frac{W_{d-1}(K)}{W_{d-1}\left(B_{r}\right)} .
$$

If $\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}, R_{0}\left(C_{0}\right) \leq r\right)=0$, then there is nothing to show. In the complementary case, we have $\eta_{t}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right) \geq d+1 \mathbb{P}_{t}$-almost surely. Basic properties of the Poisson process then yield
that for $N \geq d+1$ we have

$$
\begin{align*}
& \mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}, R_{0}\left(C_{0}\right) \leq r \mid \eta_{t}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right)=N\right) \\
& =\int_{\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle^{N}} \mathbb{1}\left\{P\left(H_{(N)}\right) \in \mathcal{K}_{a, \varepsilon}, P\left(H_{(N)}\right) \subseteq B_{r}\right\} \tilde{\mu}_{d-1}^{N}\left(d\left(H_{1}, \ldots, H_{N}\right)\right) \\
& \leq \sum_{j=d+1}^{d \nu}\binom{N}{j} \int_{\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle^{N}} \mathbb{1}\left\{P\left(H_{(N)}\right) \in \mathcal{K}_{a, \varepsilon}, P\left(H_{(N)}\right) \subseteq B_{r}\right\} \mathbb{1}\left\{H_{l} \cap Q\left(H_{(N)}\right) \neq \varnothing, l=1, \ldots, j\right\} \\
& \quad \times \mathbb{1}\left\{H_{l} \cap Q\left(H_{(N)}\right)=\varnothing, l=j+1, \ldots, N\right\} \tilde{\mu}_{d-1}^{N}\left(d\left(H_{1}, \ldots, H_{N}\right)\right) \\
& \leq \\
& \sum_{j=d+1}^{d \nu}\binom{N}{j} \sum_{\left(J_{1}, \ldots, J_{\nu}\right)} \int_{\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle^{j}} \int_{\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle^{N-j}} \mathbb{1}\left\{\frac{2 d W_{d-1}\left(\operatorname{conv}_{h} \cup_{k=1}^{\nu} \cap_{i \in J_{k}} H_{i}\right)}{\omega_{d}} \geq(1+\bar{\alpha}) \tau(a)\right\} \\
& \quad \times \mathbb{1}\left\{H_{l} \cap \operatorname{conv}_{h} \bigcup_{k=1}^{\nu} \bigcap_{i \in J_{k}} H_{i}=\varnothing, l=j+1, \ldots, N\right\} \tilde{\mu}_{d-1}^{N-j}\left(d\left(H_{j+1}, \ldots, H_{N}\right)\right) \\
& \quad \times \mathbb{1}\left\{\operatorname{conv}_{h} \bigcup_{k=1}^{\nu} \bigcap_{i \in J_{k}} H_{i} \subseteq B_{r}\right\} \tilde{\mu}_{d-1}^{j}\left(d\left(H_{1}, \ldots, H_{j}\right)\right) \\
& \leq \sum_{j=d+1}^{d \nu}\binom{N}{j} \sum_{\left(J_{1}, \ldots, J_{\nu}\right)} \int_{\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle^{j}} \mathbb{1}\left\{\frac{2 d W_{d-1}\left(\operatorname{conv}_{h} \bigcup_{k=1}^{\nu} \cap_{i \in J_{k}} H_{i}\right)}{\omega_{d}} \geq(1+\bar{\alpha}) \tau(a)\right\} \\
& \quad \times \mathbb{1}\left\{\operatorname{conv}_{h} \bigcup_{k=1}^{\nu} \bigcap_{i \in J_{k}} H_{i} \subseteq B_{r}\right\}\left[1-\frac{W_{d-1}\left(\operatorname{conv}_{h} \cup_{k=1}^{\nu} \cap_{i \in J_{k}} H_{i}\right)}{W_{d-1}\left(B_{r}\right)}\right]^{N-j} \tilde{\mu}_{d-1}^{j}\left(d\left(H_{1}, \ldots, H_{j}\right)\right)  \tag{5.24}\\
& \leq \sum_{j=d+1}^{d \nu}\binom{N}{j}\binom{j}{d}^{\nu}\left[1-\frac{(1+\bar{\alpha}) \tau(a)}{\hat{\tau}(r)}\right]^{N-j},
\end{align*}
$$

where the last inequality used that for at least one tuple $\left(J_{1}, \ldots, J_{\nu}\right)$ the integral in the line preceding $(5.24)$ is positive and therefore a tuple $\left(H_{1}, \ldots, H_{j}\right)$ of hyperplanes exists such that

$$
1 \geq \frac{W_{d-1}\left(\operatorname{conv}_{h} \cup_{k=1}^{\nu} \cap_{i \in J_{k}} H_{i}\right)}{W_{d-1}\left(B_{r}\right)} \geq \frac{(1+\bar{\alpha}) \tau(a) \omega_{d}}{2 d W_{d-1}\left(B_{r}\right)}=\frac{(1+\bar{\alpha}) \tau(a)}{\hat{\tau}(r)} .
$$

Hence, if $\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}, R_{0}\left(C_{0}\right) \leq r\right)>0$, then summation over $N$ gives

$$
\begin{aligned}
& \mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}, R_{0}\left(C_{0}\right) \leq r\right) \\
& =\sum_{N=d+1}^{\infty} \mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}, R_{0}\left(C_{0}\right) \leq r \mid \eta_{t}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right)=N\right) \mathbb{P}_{t}\left(\eta_{t}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right)=N\right) \\
& \leq \sum_{N=d+1}^{\infty} \sum_{j=d+1}^{d \nu}\binom{N}{j}\binom{j}{d}^{\nu}\left[1-\frac{(1+\bar{\alpha}) \tau(a)}{\hat{\tau}(r)}\right]^{N-j} \frac{(t \hat{\tau}(r))^{N}}{N!} \exp (-t \hat{\tau}(r)) \\
& =\sum_{j=d+1}^{d \nu}\binom{j}{d}^{\nu} \exp (-t \hat{\tau}(r)) \frac{(t \hat{\tau}(r))^{j}}{j!} \sum_{N=j}^{\infty}\left[1-\frac{(1+\bar{\alpha}) \tau(a)}{\hat{\tau}(r)}\right]^{N-j} \frac{(t \hat{\tau}(r))^{N-j}}{(N-j)!} \\
& =\exp [-t \hat{\tau}(r)+t \hat{\tau}(r)-(1+\bar{\alpha}) \tau(a) t] \sum_{j=d+1}^{d \nu}\binom{j}{d}^{\nu} \frac{(t \hat{\tau}(r))^{j}}{j!} \\
& \leq \sum_{j=d+1}^{d \nu}\binom{j}{d}^{\nu} \frac{(t \hat{\tau}(r))^{j}}{j!} \exp \left(-\left(1+(1-\bar{\kappa}) f_{a}(\varepsilon)\right) \tau(a) t\right) .
\end{aligned}
$$

But then we get in any case

$$
\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}, R_{0}\left(C_{0}\right) \leq r\right) \leq \overline{q_{4}} \max \{1, t \hat{\tau}(r)\}^{d \nu} \exp \left(-\left(1+(1-\bar{\kappa}) f_{a}(\varepsilon)\right) \tau(a) t\right)
$$

where

$$
\overline{q_{4}}=\overline{q_{4}}(\varepsilon, a, d, r, \aleph)=\sum_{j=d+1}^{d \nu}\binom{j}{d}^{\nu} \frac{1}{j!}
$$

and therefore also

$$
\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}, R_{0}\left(C_{0}\right) \leq r\right) \leq q_{4} \exp \left(-\left(1+(1-2 \bar{\aleph}) f_{a}(\varepsilon)\right) \tau(a) t\right)
$$

which proves the lemma, since $(1-2 \bar{\aleph})=\aleph$.

We are now in position to state and proof the main theorem of this section.

Theorem 5.3.5. Let $C_{0}$ be the Crofton cell of the hyperbolic Poisson hyperplane tessellation $X_{t}$ induced by the isometry invariant Poisson hyperplane process $\eta_{t}$ with intensity $t \geq \kappa \hat{c}_{d}$, where $\kappa>1$ (is fixed). Let $\vartheta$ be a deviation functional for hyperbolic balls. Further let $a>0$, $\aleph \in(0,1)$ and $\varepsilon \in(0,1]$. Then there is a constant $c_{5}>0$ such that

$$
\mathbb{P}_{t}\left(\vartheta\left(C_{0}\right) \geq \varepsilon \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right) \leq \varphi_{5} \exp \left(-\aleph f_{a, \vartheta}(\varepsilon) \tau(a) t\right)
$$

where $q_{5}$ depends only on $a, d, \varepsilon, \kappa, \aleph$.

Proof. The proof of Theorem 5.3 .5 can now be done by combining the results from Lemmas 5.3 .2 and 5.3.4. Let $a>0, \varepsilon \in(0,1], \kappa \in(0,1)$ and $\kappa>1$ be fixed. For a given $r>0$ (to be specified below), we split the probability into two parts, that is,

$$
\begin{aligned}
\mathbb{P}_{t}\left(\vartheta\left(C_{0}\right) \geq \varepsilon \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right)=\mathbb{P}_{t} & \left(\vartheta\left(C_{0}\right) \geq \varepsilon, R_{0}\left(C_{0}\right)>r \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right) \\
& +\mathbb{P}_{t}\left(\vartheta\left(C_{0}\right) \geq \varepsilon, R_{0}\left(C_{0}\right) \leq r \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right) .
\end{aligned}
$$

Lemma 5.3 .2 implies that the first summand can be bounded from above by $\exp (-c t)$, for an arbitrary $c>0$, as long as $r=r(d, a, c, \kappa)$ is chosen big enough. For the second summand we get

$$
\mathbb{P}_{t}\left(\vartheta\left(C_{0}\right) \geq \varepsilon, R_{0}\left(C_{0}\right) \leq r \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right)=\frac{\mathbb{P}_{t}\left(\vartheta\left(C_{0}\right) \geq \varepsilon, R_{0}\left(C_{0}\right) \leq r, \mathcal{H}^{d}\left(C_{0}\right) \geq a\right)}{\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)}
$$

The numerator was considered in Lemma 5.3 .4 , for the denominator we already know by (5.22) that

$$
\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right) \geq \exp (-\tau(a) t)
$$

Combining these observations，we obtain that

$$
\begin{aligned}
\mathbb{P}_{t}\left(\vartheta\left(C_{0}\right) \geq \varepsilon \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right) & \leq \exp (-c t)+C_{4}(\varepsilon, a, d, r, \aleph) \frac{\exp \left(-\left(1+\aleph f_{a}(\varepsilon)\right) \tau(a) t\right)}{\exp (-\tau(a) t)} \\
& =\exp (-c t)+C_{4}(\varepsilon, a, d, r, \aleph) \exp \left(-\aleph f_{a}(\varepsilon) \tau(a) t\right) .
\end{aligned}
$$

Choosing $c=\kappa f_{a}(\varepsilon) \tau(a)$ ，we get

$$
\begin{equation*}
\mathbb{P}_{t}\left(\vartheta\left(C_{0}\right) \geq \varepsilon \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right) \leq\left(1+q_{4}(\varepsilon, a, d, r, \aleph)\right) \exp \left(-\aleph f_{a}(\varepsilon) \tau(a) t\right) \tag{5.25}
\end{equation*}
$$

By Lemma 5．3．2 and our choice of $c$ the required choice of $r$ only depends on $d, a, \varepsilon, \kappa, \kappa$ ，and hence $q_{4}$ also depends only on $d, a, \varepsilon, \kappa, \kappa$ ．Thus the choice $q_{5}=1+q_{4}$ yields

$$
\mathbb{P}_{t}\left(\vartheta\left(C_{0}\right) \geq \varepsilon \mid \mathcal{H}^{d}\left(C_{0}\right) \geq a\right) \leq c_{⿹ 丁 口} \exp \left(-\aleph f_{a}(\varepsilon) \tau(a) t\right)
$$

which completes the proof of the theorem．

By the same argument as in the proof of Lemma 5．3．4，but using Theorem 5．2．17 instead of Theorem 5．2．14，we obtain the following lemma．

Lemma 5．3．6．Let $C_{0}$ be the Crofton cell of a hyperplane tessellation $X_{t}$ induced by an isometry invariant hyperbolic Poisson hyperplane process $\eta_{t}$ with intensity $t>0$ ．Further，let $a, \varepsilon, r>0$ and $\kappa \in(0,1)$ ．Then there is a constant $\square_{6}>0$ ，depending only on $a, d, r, \aleph$ and $\varepsilon$ ， such that

$$
\mathbb{P}_{t}\left(\Sigma_{r}\left(C_{0}\right) \geq a, \vartheta_{r}\left(C_{0}\right) \geq \varepsilon, R_{0}\left(C_{0}\right) \leq r\right) \leq ⿷_{6} \exp \left(-\left(1+\aleph_{q_{1}}{ }^{\frac{d+1}{2}}\right) \hat{\tau}(a) t\right)
$$

As a consequence，we obtain the following more specific version of Theorem 5．3．5．
Theorem 5．3．7．Let $C_{0}$ be the Crofton cell of the hyperbolic Poisson hyperplane tessellation $X_{t}$ induced by the isometry invariant Poisson hyperplane process $\eta_{t}$ with intensity $t \geq \kappa \hat{c}_{d}$ ， where $\kappa>1$（is fixed）．Let $\vartheta$ be a deviation functional for hyperbolic balls．Further let $a>0$ ， $火 \in(0,1)$ and $\varepsilon \in(0,1]$ ．Then there is a constant ${ }_{77}>0$ such that

$$
\mathbb{P}_{t}\left(\vartheta_{r}\left(C_{0}\right) \geq \varepsilon \mid \Sigma_{r}\left(C_{0}\right) \geq a\right) \leq c_{7} \exp \left(-\aleph q_{1} \xi^{\frac{d+1}{2}} \hat{\tau}(a) t\right),
$$

where $c_{77}$ depends only on $a, d, \varepsilon, \kappa, \kappa$ ．
In the hyperbolic plane，a specific deviation result（with explicit rate function）can be obtained from Theorem 5．2．15 with $\mathcal{H}^{2}$ as the size functional and $\vartheta_{r}$ as the deviation functional．

Theorem 5．3．8 describes the limit behaviour of the probability that $\mathcal{H}^{d}\left(C_{0}\right)$ exceeds the threshold $a$ for growing intensity $t$ ．The proof is based on the same techniques as used in the proof of Lemma 5．3．4．Therefore we will be rather brief in our presentation．

Theorem 5.3.8. Let $a>0$ (be fixed) and let $\eta_{t}, X_{t}, C_{0}$ be as in Theorem 5.3.5. Then

$$
\lim _{t \rightarrow \infty} t^{-1} \ln \mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)=-\tau(a)
$$

Proof. First, we provide a lower bound for the limes inferior of the probability. This is done by using (5.22) to get

$$
t^{-1} \ln \left(\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)\right) \geq t^{-1} \ln (\exp (-\tau(a) t))=-\tau(a) .
$$

Next we derive an upper bound for $\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)$. Let $t \geq 2 \hat{c}_{d}$ (say). Then Lemma 5.3.2 shows that for $c=1$ there is some $r=r(d, a, 1,2)$ such that

$$
\mathbb{P}_{t}\left(R_{0}\left(C_{0}\right)>r\right) \leq \exp (-t(1+\tau(a))),
$$

and hence

$$
\begin{align*}
\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right) & =\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a, R_{0}\left(C_{0}\right) \leq r\right)+\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a, R_{0}\left(C_{0}\right)>r\right) \\
& \leq \mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a, R_{0}\left(C_{0}\right) \leq r\right)+\exp (-t(1+\tau(a))) . \tag{5.26}
\end{align*}
$$

Next we deal with the first summand on the right-hand side of (5.26). Let $H_{1}, \ldots, H_{N} \in$ $\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle$ and $H_{(N)}=\left(H_{1}, \ldots, H_{N}\right)$. If $P\left(H_{(N)}\right) \in \mathcal{K}_{a, 0}$ and $P\left(H_{(N)}\right) \subseteq B_{r}$, then Theorem 5.2 .19 implies that for each $k \in(0,1)$ there exists a polytope $Q=Q(k)$ such that $W_{d-1}(Q(k)) \geq$ $(1-k / 2) W_{d-1}\left(B^{a}\right), \operatorname{ext}(Q(k)) \subseteq \operatorname{ext}\left(P\left(H_{(N)}\right)\right)$ and $f_{0}(Q(k)) \leq \nu=\nu(d, a, k)$ (compare the proof of Lemma 5.3.4). By the same calculations as the ones leading to (5.24) in the proof of Lemma 5.3.4, we see that if $\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, 0}, R_{0}\left(C_{0}\right) \leq r\right)>0$, then for $N \geq d+1$ we obtain

$$
\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, 0}, R_{0}\left(C_{0}\right) \leq r \mid \eta_{t}\left(\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle\right)=N\right) \leq \sum_{j=d+1}^{d \nu}\binom{N}{j}\binom{j}{d}^{\nu}\left[1-\frac{(1-k / 2) \tau(a)}{\hat{\tau}(r)}\right]^{N-j}
$$

Following again the argument in the proof of Lemma 5.3.4, we sum over all $N \geq d+1$ and thus in any case we get that

$$
\begin{equation*}
\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, 0}, R_{0}\left(C_{0}\right) \leq r\right) \leq \varphi \overline{8} \exp (-(1-k) \tau(a) t), \tag{5.27}
\end{equation*}
$$

where the constant $8_{8}$ only depends on $a, d$ and $k$. Thus we deduce

$$
\begin{align*}
\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right) & \leq q_{8} \exp (-(1-k) \tau(a) t)+\exp (-t(1+\tau(a))) \\
& =\exp (-\tau(a) t)\left(q_{8} \exp (k \tau(a) t)+\exp (-t)\right) \\
& \leq \exp (-\tau(a) t)\left(q_{8}+1\right) \exp (k \tau(a) t) . \tag{5.28}
\end{align*}
$$

From this we conclude that

$$
\limsup _{t \rightarrow \infty} t^{-1} \ln \left(\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)\right) \leq-(1-k) \tau(a)
$$

Since $k$ can be chosen arbitrarily in $(0,1)$, it follows that indeed we also have

$$
\limsup _{t \rightarrow \infty} t^{-1} \ln \left(\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)\right) \leq-\tau(a)
$$

Together with the matching lower bound for the limes inferior the assertion of the theorem follows.

In the same way as Theorem 5.3 .8 was deduced from the arguments in Theorem 5.3.5, we obtain the following result via Theorem 5.3.7.

Theorem 5.3.9. Let $a>0$ (be fixed) and let $\eta_{t}, X_{t}, C_{0}$ be as in Theorem 5.3.5. Then

$$
\lim _{t \rightarrow \infty} t^{-1} \ln \mathbb{P}_{t}\left(\Sigma_{r}\left(C_{0}\right) \geq a\right)=-\hat{\tau}(a)
$$

### 5.4 TYPICAL CELL

After having studied the Crofton cell it is natural to ask for the behaviour of the typical cell. A quite general setting for describing typical objects in homogeneous spaces is developed in [61, 62]. In these contributions, stationary random measures in homogeneous spaces are studied. We will define the typical cell of an isometry invariant particle process, and hence in particular of an invariant hyperplane tessellation, in hyperbolic space by specializing the more general concepts developed in [61, 62] to the present setting. A generic relation between the typical and the Crofton cell of isometry invariant tessellations will then allow us to transfer the results from the last chapter to the typical cell of an isometry invariant Poisson hyperplane tessellation.

### 5.4.1 TYpical Particles of invariant processes in hyperbolic space

Let $I\left(\mathbb{H}^{d}\right)$ denote the group of isometries of $\mathbb{H}^{d}$. It is well known that $I\left(\mathbb{H}^{d}\right)$ is a locally compact, second countable Hausdorff space and a Lie group which acts continuously and transitively on $\mathbb{H}^{d}$. Hence, up to a multiplicative constant there exists a uniquely determined Haar measure $\lambda$ on $I\left(\mathbb{H}^{d}\right)$. Since $I\left(\mathbb{H}^{d}\right)$ is unimodular (see [40, Chap. X, Prop. 1.4] or [6, Prop. C 4.11]) $\lambda$ is left invariant, right invariant and inversion invariant. We will choose the normalization of $\lambda$ such that

$$
\mathcal{H}^{d}=\lambda \circ \pi_{x}^{-1}=\int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\{\varphi(x) \epsilon \cdot\} \lambda(d \varphi)
$$

where $\pi_{x}: I\left(\mathbb{H}^{d}\right) \rightarrow \mathbb{H}^{d}, \varphi \mapsto \varphi(x)$, and $x \in \mathbb{H}^{d}$ (the right-hand side is indeed independent of $x)$. In the following, we also write $\varphi x$ instead of $\varphi(x)$ for $\varphi \in I\left(\mathbb{H}^{d}\right)$ and $x \in \mathbb{H}^{d}$. Proceeding as in [42], we consider the isotropy group $I\left(\mathbb{H}^{d}, p\right):=\left\{\varphi \in I\left(\mathbb{H}^{d}\right): \varphi(p)=p\right\}$ of isometries fixing $p$ and denote by $\kappa(p, \cdot)$ the $I\left(\mathbb{H}^{d}\right)$ invariant probability measure on this compact subgroup. Defining $\kappa\left(p, I\left(\mathbb{H}^{d}\right) \backslash I\left(\mathbb{H}^{d}, p\right)\right):=0$ this measure is extended to $I\left(\mathbb{H}^{d}\right)$. More generally, for
$x \in \mathbb{H}^{d}$ we define

$$
I\left(\mathbb{H}^{d}\right)_{p, x}:=\left\{\varphi \in I\left(\mathbb{H}^{d}\right): \varphi(p)=x\right\}
$$

as the set of isometries that map $p$ to $x$. Choosing an arbitrary $\varphi_{x} \in I\left(\mathbb{H}^{d}\right)_{p, x}$, we define

$$
\kappa(x, B):=\int \mathbb{1}\left\{\varphi_{x} \circ \varphi \in B\right\} \kappa(p, d \varphi), \quad B \in \mathcal{B}\left(I\left(\mathbb{H}^{d}\right)\right) .
$$

This definition is independent of the choice of $\varphi_{x}$ (see [62]). Since $x \mapsto \varphi_{x}$ can be chosen as a measurable map, $\kappa$ is a stochastic transition kernel from $\mathbb{H}^{d}$ to itself. Moreover, $\kappa(x, \cdot)$ is concentrated on $I\left(\mathbb{H}^{d}\right)_{p, x}$.

We assume that the underlying probability space $(\Omega, \mathcal{F}, \mathbb{P})$ comes with a measurable flow $\left\{\theta_{\varphi}: \varphi \in I\left(\mathbb{H}^{d}\right)\right\}$, that is, a measurable map $\Omega \times I\left(\mathbb{H}^{d}\right) \rightarrow \Omega,(\omega, \varphi) \mapsto \theta_{\varphi}(\omega)$, which leaves $\mathbb{P}$ invariant, that is to say, $\mathbb{P} \circ \theta_{\varphi}=\mathbb{P}$ for $\varphi \in I\left(\mathbb{H}^{d}\right)$. (In our application, a canonical state space can be chosen so that this assumption is fulfilled, see also [62]). In this case, a random measure $\xi$ on $\mathbb{H}^{d}$ is called invariant under the flow if

$$
\begin{equation*}
\xi\left(\theta_{\varphi} \omega, \varphi B\right)=\xi(\omega, B), \quad \omega \in \Omega, \varphi \in I\left(\mathbb{H}^{d}\right), B \in \mathcal{B}\left(\mathbb{H}^{d}\right) . \tag{5.29}
\end{equation*}
$$

Here $\varphi B$ is defined pointwise $\varphi B:=\{\varphi x: x \in B\}$. Let $w: \mathbb{H}^{d} \rightarrow[0, \infty)$ be a measurable (weight) function with $\int_{\mathbb{H}^{d}} w(x) \mathcal{H}^{d}(d x)=1$, and hence also

$$
\begin{equation*}
\int_{I\left(\mathbb{H}^{d}\right)} w(\varphi(x)) \lambda(d \varphi)=1, \quad x \in \mathbb{H}^{d} . \tag{5.30}
\end{equation*}
$$

Assume that

$$
\mathbb{E} \int_{\mathbb{H}^{d}} w(x) \xi(d x) \in(0, \infty) .
$$

Then the Palm measure of an invariant random measure $\xi$ is the finite measure on $\Omega$ defined by

$$
\begin{equation*}
\mathbb{P}_{\xi}(A):=\int_{\Omega} \int_{\mathbb{H}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\theta_{\varphi}^{-1} \omega \in A\right\} w(x) \kappa(x, d \varphi) \xi(\omega, d x) \mathbb{P}(d \omega), \quad A \in \mathcal{F} . \tag{5.31}
\end{equation*}
$$

This definition is independent of the choice of $w$, which follows from the refined Campbell theorem (see [61, Theorem 3.6]). Note that in general $\mathbb{P}_{\xi}$ is not a probability measure.

We use these concepts and results to motivate the definition of the distribution of the typical cell of a particle process. Let $X^{\prime}$ be an isometry invariant particle process on $\mathbb{H}^{d}$ having nonempty compact convex particles. By this we mean a point process in $\mathcal{K}_{h}^{d}$ satisfying

$$
X^{\prime}\left(\theta_{\varphi} \omega\right)=\varphi X^{\prime}(\omega), \quad \omega \in \Omega, \varphi \in I\left(\mathbb{H}^{d}\right)
$$

In addition, we require a measurable centre function $c_{h}: \mathcal{K}_{h}^{d} \rightarrow \mathbb{H}^{d}$ satisfying

$$
\begin{equation*}
c_{h}(\varphi K)=\varphi c_{h}(K), \quad K \in \mathcal{K}_{h}^{d}, \varphi \in I\left(\mathbb{H}^{d}\right) . \tag{5.32}
\end{equation*}
$$

An example is the circumcentre (see Lemma 5.2.13). Using a fixed centre function, we associate with $X^{\prime}$ the marked point process (random measure) $\xi^{\prime}$, living on the product space $\mathbb{H}^{d} \times \mathcal{K}_{h}^{d}$,
which is defined by

$$
\xi^{\prime}(\omega)(\cdot):=\int_{\mathcal{K}_{h}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\left(c_{h}(K), \varphi^{-1} K\right) \in \cdot\right\} \kappa\left(c_{h}(K), d \varphi\right) X^{\prime}(\omega, d K) .
$$

For notational convenience, we write $\xi^{\prime}(\omega, \cdot):=\xi^{\prime}(\omega)(\cdot)$. Let $A \in \mathcal{B}\left(\mathcal{K}_{h}^{d}\right)$ and $B \in \mathcal{B}\left(\mathbb{H}^{d}\right)$. Let

$$
\mathcal{K}_{h, c p}^{d}:=\left\{K \in \mathcal{K}_{h}^{d}: c_{h}(K)=p\right\}
$$

be the set of all convex bodies having $p$ as their center. Then $\xi^{\prime}$ is concentrated on $\mathbb{H}^{d} \times \mathcal{K}_{h, c p}^{d}$. Intuitively, the marked point process $\xi^{\prime}$ is the collection of all pairs of centers and "shapes" of bodies $K \in X^{\prime}$, where the shape of $K$ is obtained by moving $K$ so that its center is at $p$. Since a unique selection of a motion is not available in the present setting, we use the probability kernel $\kappa(c(K), \cdot)$ for a uniform random choice of an isometry mapping $c(K)$ to $p$. Finally, note that the measure $\xi^{\prime}$ is invariant under motions in $I\left(\mathbb{H}^{d}\right)$ in the sense that

$$
\begin{equation*}
\xi^{\prime}\left(\theta_{\psi} \omega,(\psi B) \times A\right)=\xi^{\prime}(\omega, B \times A), \quad \psi \in I\left(\mathbb{H}^{d}\right) . \tag{5.33}
\end{equation*}
$$

The intensity of the particle process $X^{\prime}$ is defined by

$$
\gamma_{X^{\prime}}:=\mathbb{E}\left[\int_{\mathcal{K}_{h}^{d}} w\left(c_{h}(K)\right) X^{\prime}(d K)\right] .
$$

The definition is independent of $w$. We assume that $\gamma_{X^{\prime}} \in(0, \infty)$. Then the Palm measure of $\xi^{\prime}$ is the measure on $\Omega \times \mathcal{K}_{h}^{d}$ which is given by

$$
\begin{equation*}
\mathbb{P}_{\xi^{\prime}}(\cdot):=\int_{\Omega} \int_{\mathbb{H}^{d} \times \mathcal{K}_{h, c p}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\left(\theta_{\varphi}^{-1} \omega, K\right) \epsilon \cdot\right\} w(x) \kappa(x, d \varphi) \xi^{\prime}(\omega, d(x, K)) \mathbb{P}(d \omega) . \tag{5.34}
\end{equation*}
$$

The definition is independent of the choice of the weight function $w$. Moreover, $\xi^{\prime}$ is concentrated on the product space $\Omega \times \mathcal{K}_{h, c p}^{d}$.

After these preparations, we define the distribution of the typical particle of the isometry invariant particle process $X^{\prime}$ with intensity $\gamma_{X^{\prime}} \in(0, \infty)$ as the mark distribution of the Palm measure of $\xi^{\prime}$. Explicitly, it is given by

$$
\mathbb{P}_{C}(\cdot):=\frac{1}{\gamma_{X^{\prime}}} \mathbb{E} \int_{\mathcal{K}_{h}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\varphi^{-1} K \epsilon \cdot\right\} w\left(c_{h}(K)\right) \kappa\left(c_{h}(K), d \varphi\right) X^{\prime}(d K) .
$$

This is a probability measure which is concentrated on $\mathcal{K}_{h, c p}^{d}$. A random convex body $C$ which has distribution $\mathbb{P}_{C}(\cdot)$ is called typical particle of $X^{\prime}$.

Clearly, the typical particle $C$ is not stationary, but its distribution still has some symmetry property. We state this as a lemma, the proof is straightforward.

Lemma 5.4.1. Let $X^{\prime}$ be an isometry invariant particle process on $\mathbb{H}^{d}$ with intensity $\gamma_{X^{\prime}} \epsilon$ $(0, \infty)$, and let $C$ denote the typical particle of $X^{\prime}$. Then the distribution of $C$ is invariant
under isometries fixing $p$, namely

$$
\mathbb{P}(\psi C \in \cdot)=\mathbb{P}(C \in \cdot), \quad \psi \in I\left(\mathbb{H}^{d}, p\right) .
$$

In addition, the following disintegration result holds, which relates the intensity measure of $X^{\prime}$ to the distribution of the typical particle.
Theorem 5.4.2. Let $X^{\prime}$ be an invariant particle process on $\mathbb{H}^{d}$ with intensity $\gamma_{X^{\prime}} \in(0, \infty)$, and let $C$ denote the typical particle of $X^{\prime}$. If $f: \mathcal{K}_{h}^{d} \rightarrow[0, \infty)$ is measurable then

$$
\begin{equation*}
\int_{\Omega} \int_{\mathcal{K}_{h}^{d}} f(K) X^{\prime}(\omega, d K) \mathbb{P}(d \omega)=\gamma_{X^{\prime}} \int_{\mathcal{K}_{h, c p}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} f(\varphi K) \lambda(d \varphi) \mathbb{P}_{C}(d K) . \tag{5.35}
\end{equation*}
$$

Moreover, $\mathbb{P}_{C}$ is the uniquely determined probability measure on $\mathcal{K}_{h}^{d}$ which satisfies (5.35), is concentrated on $\mathcal{K}_{h, c \boldsymbol{p}}^{d}$ and invariant under isometries fixing $p$.
Proof. To verify the asserted relation, we start from the expression on the right-hand side and use (in this order) the definition of $\mathbb{P}_{C}$, the right invariance of $\lambda$, the fact that $\kappa\left(c_{h}(K), \cdot\right)$ is a probability measure, Fubini's theorem, the isometry invariance of $X^{\prime}$ and again Fubini's theorem to get

$$
\begin{aligned}
& \gamma_{X^{\prime}} \int_{\mathcal{K}_{h, c p}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} f(\varphi K) \lambda(d \varphi) \mathbb{P}_{C}(d K) \\
& =\mathbb{E} \int_{\mathcal{K}_{h}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \int_{I\left(\mathbb{H}^{d}\right)} f\left(\varphi\left(\psi^{-1} K\right)\right) \lambda(d \varphi) w\left(c_{h}(K)\right) \kappa\left(c_{h}(K), d \psi\right) X^{\prime}(d K) \\
& =\mathbb{E} \int_{\mathcal{K}_{h}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \int_{I\left(\mathbb{H}^{d}\right)} f(\bar{\varphi} K) \lambda(d \bar{\varphi}) w\left(c_{h}(K)\right) \kappa\left(c_{h}(K), d \psi\right) X^{\prime}(d K) \\
& =\mathbb{E} \int_{\mathcal{K}_{h}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} f(\bar{\varphi} K) w\left(c_{h}(K)\right) \lambda(d \bar{\varphi}) X^{\prime}(d K) \\
& =\int_{I\left(\mathbb{H}^{d}\right)} \mathbb{E} \int_{\mathcal{K}_{h}^{d}} f(\bar{\varphi} K) w\left(c_{h}(K)\right) X^{\prime}(d K) \lambda(d \bar{\varphi}) \\
& =\int_{I\left(\mathbb{H}^{d}\right)} \mathbb{E} \int_{\mathcal{K}_{h}^{d}} f(\bar{K}) w\left(c_{h}\left(\bar{\varphi}^{-1} \bar{K}\right)\right) X^{\prime}(d \bar{K}) \lambda(d \bar{\varphi}) \\
& =\mathbb{E} \int_{\mathcal{K}_{h}^{d}} f(\bar{K}) \int_{I\left(\mathbb{H}^{d}\right)} w\left(c_{h}\left(\bar{\varphi}^{-1} \bar{K}\right)\right) \lambda(d \bar{\varphi}) X^{\prime}(d \bar{K}) \\
& =\mathbb{E} \int_{\mathcal{K}_{h}^{d}} f(\bar{K}) X^{\prime}(d \bar{K}),
\end{aligned}
$$

where we used (5.30), $c_{h}\left(\bar{\varphi}^{-1} \bar{K}\right)=\bar{\varphi}^{-1} c_{h}(\bar{K})$ and the inversion invariance of $\lambda$ in the last step.
For the uniqueness, we consider another probability measure $\mathbb{P}^{*}$ on $\mathcal{K}_{h}^{d}$ which satisfies (5.35), is concentrated on $\mathcal{K}_{h, c p}^{d}$ and invariant under isometries fixing $p$. The map $\mathbb{H}^{d} \rightarrow I\left(\mathbb{H}^{d}\right)$, $x \mapsto \varphi_{x} \in I\left(\mathbb{H}^{d}\right)_{p, x}$, can be chosen to be measurable and by [62, (2.9)] we have

$$
\begin{equation*}
\lambda(\cdot)=\int_{\mathbb{H}^{d}} \kappa(x, \cdot) \mathcal{H}^{d}(d x) . \tag{5.36}
\end{equation*}
$$

Since $\mathbb{P}_{C}$ and $\mathbb{P}^{*}$ both satisfy (5.35), it follows that

$$
\int_{\mathcal{K}_{h, c p}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} f(\rho K) \lambda(d \rho) \mathbb{P}_{C}(d K)=\int_{\mathcal{K}_{h, c p}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} f(\rho K) \lambda(d \rho) \mathbb{P}^{*}(d K)
$$

for all measurable functions $f: \mathcal{K}_{h}^{d} \rightarrow[0, \infty)$. Using Fubini's theorem, (5.36) and the definition of the kernel $\kappa$, we obtain

$$
\begin{aligned}
& \int_{\mathcal{K}_{h, c p}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} f(\rho K) \lambda(d \rho) \mathbb{P}_{C}(d K) \\
& =\int_{I\left(\mathbb{H}^{d}\right)} \int_{\mathcal{K}_{h, c p}^{d}} f(\rho K) \mathbb{P}_{C}(d K) \lambda(d \rho) \\
& =\int_{\mathbb{H}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \int_{\mathcal{K}_{h, c p}^{d}} f\left(\varphi_{x} \circ \psi K\right) \mathbb{P}_{C}(d K) \kappa(p, d \psi) \mathcal{H}^{d}(d x) \\
& =\int_{\mathbb{H}^{d}} \int_{\mathcal{K}_{h, c p}^{d}} f\left(\varphi_{x} K\right) \mathbb{P}_{C}(d K) \mathcal{H}^{d}(d x),
\end{aligned}
$$

where we used in the last step that $\mathbb{P}_{C}$ is invariant under isometries fixing $p$ and $\kappa(p, \cdot)$ is a probability measure. Since $\mathbb{P}^{*}$ has the same properties as $\mathbb{P}_{C}$, we thus get

$$
\begin{equation*}
\int_{\mathbb{H}^{d}} \int_{\mathcal{K}_{h, c p}^{d}} f\left(\varphi_{x} K\right) \mathbb{P}_{C}(d K) \mathcal{H}^{d}(d x)=\int_{\mathbb{H}^{d}} \int_{\mathcal{K}_{h, c_{p}}^{d}} f\left(\varphi_{x} K\right) \mathbb{P}^{*}(d K) \mathcal{H}^{d}(d x) . \tag{5.37}
\end{equation*}
$$

Let $h: \mathcal{K}_{h}^{d} \rightarrow[0, \infty)$ be an arbitrary measurable function. Then we define

$$
f(K):=w\left(c_{h}(K)\right) \cdot h\left(\varphi_{c_{h}(K)}^{-1} K\right), \quad K \in \mathcal{K}_{h}^{d} .
$$

If $K \in \mathcal{K}_{h, c p}^{d}$ and $x \in \mathbb{H}^{d}$, then $c_{h}\left(\varphi_{x} K\right)=\varphi_{x} c_{h}(K)=\varphi_{x}(p)=x$, and hence

$$
f\left(\varphi_{x} K\right)=w\left(c_{h}\left(\varphi_{x} K\right)\right) h\left(\varphi_{c_{h}\left(\varphi_{x} K\right)}^{-1} \varphi_{x} K\right)=w(x) h\left(\varphi_{x}^{-1} \varphi_{x} K\right)=w(x) h(K)
$$

Thus with this particular choice of $f$ we obtain from (5.37) that

$$
\int_{\mathbb{H}^{d}} \int_{\mathcal{K}_{h, c p}^{d}} w(x) h(K) \mathbb{P}_{C}(d K) \mathcal{H}^{d}(d x)=\int_{\mathbb{H}^{d}} \int_{\mathcal{K}_{h, c p}^{d}} w(x) h(K) \mathbb{P}^{*}(d K) \mathcal{H}^{d}(d x),
$$

and therefore

$$
\int_{\mathcal{K}_{h, c p}^{d}} h(K) \mathbb{P}_{C}(d K)=\int_{\mathcal{K}_{h, c p}^{d}} h(K) \mathbb{P}^{*}(d K),
$$

by the normalization (5.30). Since $h$ was arbitrary, this proves the asserted uniqueness.

Now we specify these results to the situation where $X^{\prime}$ is the particle process determined by an isometry invariant random tessellation of hyperbolic space (into hyperbolic convex polytopes having nonempty interiors). It follows from (5.35) that $\mathbb{P}$-almost surely $p$ is contained in (the interior of) precisely one cell of $X^{\prime}$, since the $\mathcal{H}^{d}$ measure of the boundary of each $K \in X^{\prime}$ is zero. We denote by $C_{0}$ the almost surely unique cell of $X^{\prime}$ containing the origin in its interior.

Lemma 5.4.3. Let $f: \mathcal{K}_{h}^{d} \mapsto[0, \infty)$ be measurable and isometry invariant. Let $X^{\prime}$ be an isometry invariant tessellation of $\mathbb{H}^{d}$ (with positive and finite intensity $\gamma_{X^{\prime}}$ ). Further let $C_{0}, C$ be the Crofton and the typical cell of the tessellation, respectively. Then

$$
\mathbb{E}\left[f\left(C_{0}\right)\right]=\gamma_{X^{\prime}} \mathbb{E}\left[f(C) \mathcal{H}^{d}(C)\right]
$$

Proof. A proof can be found in [62, Corollary 8.4]. For the convenience of the reader, we provide a short derivation as an application of Theorem 5.4.2. We start from the left-hand side and use the invariance of $f$ for the second inequality, hence

$$
\begin{aligned}
\mathbb{E}\left[f\left(C_{0}\right)\right] & =\mathbb{E} \int_{\mathcal{K}_{h}^{d}} f(K) \mathbb{1}\{p \in K\} X^{\prime}(d K) \\
& =\gamma_{X^{\prime}} \int_{\mathcal{K}_{h, c p}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} f(\varphi K) \mathbb{1}\{p \in \varphi K\} \lambda(d \varphi) \mathbb{P}_{C}(d K) \\
& =\gamma_{X^{\prime}} \int_{\mathcal{K}_{h, c p}^{d}} f(K) \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\{p \in \varphi K\} \lambda(d \varphi) \mathbb{P}_{C}(d K) \\
& =\gamma_{X^{\prime}} \int_{\mathcal{K}_{h, c p}^{d}} f(K) \mathcal{H}^{d}(K) \mathbb{P}_{C}(d K),
\end{aligned}
$$

since

$$
\int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\{p \in \varphi K\} \lambda(d \varphi)=\int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\varphi^{-1} p \in K\right\} \lambda(d \varphi)=\mathcal{H}^{d}(K),
$$

since $\lambda$ is inversion invariant.

The lemma is well known in Euclidean space (see [103, Theorem 10.4.1]), in spherical space a proof is given in [42, Theorem 9.2].

### 5.4.2 LARGE TYPICAL CELLS

The statement of Theorem 5.4.5 for the typical cell corresponds to the statement of Theorem 5.3 .5 for the Crofton cell. In this section we will deduce Theorem 5.4.5 from Theorem 5.3.5 via the connection between the Crofton and the typical cell provided in Lemma 5.4.3.

In the following, we always assume that the intensity $t$ of the underlying isometry invariant Poisson hyperplane process $\eta_{t}$ satisfies $t>\hat{c}_{d}$. This is required to ensure that the cells of the resulting tessellation $X_{t}$ in $\mathbb{H}^{d}$ are almost surely bounded and thus $X_{t}$ fits into the framework of Section 5.4.1. The next lemma shows in particular that the intensity of the particle process $X_{t}$ is well defined, that is, we have $\gamma_{X_{t}} \in(0, \infty)$. In fact, we will need a better upper bound for the dependence of $\gamma_{X_{t}}$ on $t$ in the following.

Recall that $B^{1}=B_{r_{0}}$ is a geodesic ball of volume 1 and radius $r_{0}$. We set

$$
\mathbb{E}\left(\eta_{t}\left(\mathcal{F}_{B^{1}}\right)\right)=t \cdot \int_{A_{h}(d, d-1)} \mathbb{1}\left\{H \cap B^{1} \neq \varnothing\right\} \mu_{d-1}(d H)=: t \cdot b_{1}
$$

with $b_{1}:=\mu_{d-1}\left(\mathbb{H}_{d-1}\left\langle B^{1}\right\rangle\right)$.

Lemma 5.4.4. For $t>\hat{c}_{d}$,

$$
0<\gamma_{X_{t}} \leq \sum_{j=0}^{d} \frac{\left(b_{1} t\right)^{j}}{j!}<\infty
$$

In particular, $\ln \left(\gamma_{X_{t}}\right)=o(t)$ as $t \rightarrow \infty$.
Proof. We already know from Lemma 5.3 .3 that the cells of $X_{t}$ are almost surely bounded, hence the center function is well defined. Choosing the weight function as the indicator function
of $B_{r_{0}}$, we have

$$
\gamma_{X_{t}}=\mathbb{E} \int_{\mathcal{K}_{h}^{d}} \mathbb{1}\left\{c_{h}(K) \in B_{r_{0}}\right\} X_{t}(d K),
$$

where $c_{h}(K)$ is the circumcentre of $K$. By a result of Miles [76], the number $\nu(\ell)$ of cells of the cell decomposition of $\mathbb{R}^{d}$ induced by $\ell \in \mathbb{N}_{0}$ hyperplanes in general position which meet $B_{r_{0}}$ (considered as a subset of $B_{1}$ ) is bounded from above by

$$
\nu(\ell) \leq \sum_{j=0}^{d}\binom{\ell}{j} .
$$

Interpreting the corresponding situation for a tessellation of hyperbolic space by hyperbolic hyperplanes in the Beltrami-Klein model, we see that the same upper bound holds. Now we use that by Lemma 5.2.12 $c_{h}(K) \in K$ for $K \in \mathcal{K}_{h}^{d}$ and

$$
\begin{aligned}
\sum_{K \in X_{t}} \mathbb{1}\left\{c_{h}(K) \in B_{r_{0}}\right\} & \leq \sum_{K \in X_{t}} \mathbb{1}\left\{K \cap B_{r_{0}} \neq \varnothing\right\} \leq \sum_{\ell=0}^{\infty} \mathbb{1}\left\{\eta_{t}\left(\mathcal{F}_{B_{r_{0}}}\right)=\ell\right\} \cdot \nu(\ell) \\
& \leq \sum_{\ell=0}^{\infty} \mathbb{1}\left\{\eta_{t}\left(\mathcal{F}_{B_{r_{0}}}\right)=\ell\right\} \sum_{j=0}^{d}\binom{\ell}{j}
\end{aligned}
$$

to obtain

$$
\begin{aligned}
\gamma_{X_{t}} & \leq \sum_{\ell=0}^{\infty} \mathbb{E}\left[\mathbb{1}\left\{\eta_{t}\left(\mathcal{F}_{B_{r_{0}}}\right)=\ell\right\}\right] \sum_{j=0}^{d}\binom{\ell}{j}=\sum_{\ell=0}^{\infty} \sum_{j=0}^{d} \frac{\left(b_{1} t\right)^{\ell}}{\ell!} e^{-b_{1} t}\binom{\ell}{j} \\
& =\sum_{j=0}^{d} \sum_{\ell=j}^{\infty} \frac{1}{j!(\ell-j)!}\left(b_{1} t\right)^{j}\left(b_{1} t\right)^{\ell-j} e^{-b_{1} t}=\sum_{j=0}^{d} \frac{\left(b_{1} t\right)^{j}}{j!},
\end{aligned}
$$

which proves the asserted upper bound.
To show that $\gamma_{X_{t}}>0$, suppose the contrary. Then

$$
\mathbb{E} \int_{\mathcal{K}_{h}^{d}} \mathbb{1}\left\{c_{h}(K) \in B_{r}\right\} X_{t}(d K)=0
$$

for each $r>0$, and by monotone convergence also

$$
\mathbb{E} \int_{\mathcal{K}_{h}^{d}} \mathbb{1}\left\{c_{h}(K) \in \mathbb{H}^{d}\right\} X_{t}(d K)=0
$$

This yields a contradiction, since $X_{t}$ has infinitely many unbounded cells (for $t>\hat{c}_{d}$ ).

Theorem 5.4.5. Let $C$ be the typical cell of the hyperbolic Poisson hyperplane tessellation $X_{t}$ induced by the isometry invariant Poisson hyperplane process $\eta_{t}$ with intensity $t \geq \kappa \hat{c}_{d}$, where $\kappa>1$ (is fixed). Let $\vartheta$ be an isometry invariant deviation functional for hyperbolic balls. Further let $a>0, \aleph \in(0,1)$ and $\varepsilon \in(0,1]$. Then there is a constant $\varphi_{9}>0$ such that

$$
\mathbb{P}_{t}\left(\vartheta(C) \geq \varepsilon \mid \mathcal{H}^{d}(C) \geq a\right) \leq q \exp \left(-\aleph f_{a, \vartheta}(\varepsilon) \tau(a) t\right),
$$

where ${ }_{9} 9$ depends only on $a, d, \varepsilon, \kappa, \kappa$.

Proof. The minimal circumradius was defined (in an isometry invariant way) by

$$
R_{\text {out }}(K):=\inf \left\{r \geq 0: K \subseteq B_{h}(x, r) \text { for some } x \in \mathbb{H}^{d}\right\}, \quad K \in \mathcal{K}_{h}^{d} .
$$

Let $\kappa \in(0,1)$ be fixed. Assuming $t \geq \kappa \hat{c}_{d}$ for some fixed $\kappa>1$, we want to provide an upper bound for the probability

$$
\begin{equation*}
\mathbb{P}_{t}\left(\vartheta(C) \geq \varepsilon \mid \mathcal{H}^{d}(C) \geq a\right)=\frac{\mathbb{P}_{t}\left(\vartheta(C) \geq \varepsilon, \mathcal{H}^{d}(C) \geq a\right)}{\mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a\right)} \tag{5.38}
\end{equation*}
$$

For this, we first provide a lower bound for the denominator. Let $r>0$. Since $\mathcal{H}^{d}$ and $R_{\text {out }}$ are isometry invariant, Lemma 5.4.3 yields

$$
\begin{align*}
\mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a\right) & \geq \mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a, R_{\text {out }}(C) \leq r\right) \\
& =\mathbb{E}_{t}\left[\mathbb{1}\left\{\mathcal{H}^{d}(C) \geq a, R_{\text {out }}(C) \leq r\right\} \frac{\mathcal{H}^{d}(C)}{\mathcal{H}^{d}(C)}\right] \\
& =\frac{1}{\gamma_{X_{t}}} \mathbb{E}_{t}\left[\mathbb{1}\left\{\mathcal{H}^{d}\left(C_{0}\right) \geq a, R_{\text {out }}\left(C_{0}\right) \leq r\right\} \mathcal{H}^{d}\left(C_{0}\right)^{-1}\right] \\
& \geq \frac{1}{\gamma_{X_{t}} \mathcal{H}^{d}\left(B_{r}\right)} \mathbb{E}_{t}\left[\mathbb{1}\left\{\mathcal{H}^{d}\left(C_{0}\right) \geq a, R_{\text {out }}\left(C_{0}\right) \leq r\right\}\right] \\
& =\frac{1}{\gamma_{X_{t}} \mathcal{H}^{d}\left(B_{r}\right)} \mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a, R_{\text {out }}\left(C_{0}\right) \leq r\right) \\
& \geq \frac{1}{\gamma_{X_{t}} \mathcal{H}^{d}\left(B_{r}\right)}\left(\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)-\mathbb{P}_{t}\left(R_{\text {out }}\left(C_{0}\right)>r\right)\right) . \tag{5.39}
\end{align*}
$$

An application of Lemma 5.3 .2 with $c=\ln (2) /\left(\kappa \hat{c}_{d}\right)$ shows that there is an $r_{1}(d, a, \kappa)>0$ such that for $r \geq r_{1}(d, a, \kappa)$ we have

$$
\mathbb{P}_{t}\left(R_{\text {out }}\left(C_{0}\right)>r\right) \leq \mathbb{P}_{t}\left(R_{0}\left(C_{0}\right)>r\right) \leq e^{-t(c+\tau(a))}
$$

if $t \geq \kappa \hat{c}_{d}$ (which is part of the assumption). Hence, combining this with equation (5.39) and (5.22), we get

$$
\begin{align*}
\mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a\right) & \geq \frac{1}{\gamma_{X_{t}} \mathcal{H}^{d}\left(B_{r}\right)}\left(\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right)-e^{-\frac{t}{\kappa \bar{c}_{d}} \ln (2)-\tau(a) t}\right) \\
& \geq \frac{1}{\gamma_{X_{t}} \mathcal{H}^{d}\left(B_{r}\right)}\left(e^{-\tau(a) t}-\frac{1}{2} e^{-\tau(a) t}\right) \\
& =\frac{1}{2 \gamma_{X_{t}} \mathcal{H}^{d}\left(B_{r}\right)} e^{-\tau(a) t}, \tag{5.40}
\end{align*}
$$

since $t /\left(\kappa \hat{c}_{d}\right) \geq 1$.

Now we turn to the numerator in (5.38). We apply Lemma 5.4.3, use that $\mathcal{H}^{d}$ and $\vartheta$ are
isometry invariant, and thus we get

$$
\begin{align*}
\mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a, \vartheta(C) \geq \varepsilon\right) & =\mathbb{E}_{t}\left[\mathbb{1}\left\{\mathcal{H}^{d}(C) \geq a, \vartheta(C) \geq \varepsilon\right\} \frac{\mathcal{H}^{d}(C)}{\mathcal{H}^{d}(C)}\right] \\
& =\frac{1}{\gamma_{X_{t}}} \mathbb{E}_{t}\left[\mathbb{1}\left\{\mathcal{H}^{d}\left(C_{0}\right) \geq a, \vartheta\left(C_{0}\right) \geq \varepsilon\right\} \mathcal{H}^{d}\left(C_{0}\right)^{-1}\right] \\
& \leq \frac{1}{a \gamma_{X_{t}}} \mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a, \vartheta\left(C_{0}\right) \geq \varepsilon\right) \tag{5.41}
\end{align*}
$$

Finally, by Lemma 5.3 .2 with $c=\aleph f_{a, \vartheta}(\varepsilon) \tau(a)$ and by an application of Lemma 5.3.4 it follows that there is an $r_{2}(d, a, \kappa, \aleph, \varepsilon)>0$ such that for $r \geq r_{2}(d, a, \kappa, \kappa, \varepsilon)$ we have

$$
\begin{align*}
\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a, \vartheta\left(C_{0}\right) \geq \varepsilon\right)= & \mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a, \vartheta\left(C_{0}\right) \geq \varepsilon, R_{0}\left(C_{0}\right)>r\right) \\
& +\mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a, \vartheta\left(C_{0}\right) \geq \varepsilon, R_{0}\left(C_{0}\right) \leq r\right) \\
\leq & \mathbb{P}_{t}\left(R_{0}\left(C_{0}\right)>r\right)+\mathbb{P}_{t}\left(C_{0} \in \mathcal{K}_{a, \varepsilon}, R_{0}\left(C_{0}\right) \leq r\right)  \tag{5.42}\\
\leq & e^{-\left(\aleph f_{a, \vartheta}(\varepsilon) \tau(a)+\tau(a)\right) t}+\varphi_{4} e^{-\left(1+\aleph f_{a, \vartheta}(\varepsilon)\right) \tau(a) t} \\
\leq & \left(1+q_{4}\right) e^{-\tau(a) t} e^{-\aleph f_{a, \vartheta}(\varepsilon) \tau(a) t} \tag{5.43}
\end{align*}
$$

Now we choose $r:=\max \left\{r_{1}(d, a, \kappa), r_{2}(d, a, \kappa, \aleph, \varepsilon)\right\}$. Hence, $q_{4}$ depends only on $d, a, \varepsilon, \kappa, \kappa$.
Combination of (5.40), (5.41) and (5.43) then yields

$$
\mathbb{P}_{t}\left(\vartheta(C) \geq \varepsilon \mid \mathcal{H}^{d}(C) \geq a\right) \leq \varphi_{9} \exp \left(-\aleph f_{a, \vartheta}(\varepsilon) \tau(a) t\right)
$$

where $q_{9}=2 \mathcal{H}^{d}\left(B_{r}\right)\left(1+q_{4}\right) a^{-1}$ depends only on $d, a, \varepsilon, \kappa, \kappa$.

### 5.4.3 Asymptotic volume distribution of typical cells

In order to establish the asserted asymptotic behaviour of the distribution of the typical cell, as the intensity goes to infinity, we proceed similarly as for the Crofton cell. However, at one point an additional argument is required, since the intensity $\gamma_{X_{t}}$ of the associated particle process does not cancel out and depends on the intensity $t$ of the underlying hyperbolic hyperplane process.

Theorem 5.4.6. Let $a>0$ (be fixed) and let $\eta_{t}, X_{t}, C$ be as in Theorem 5.4.5. Then

$$
\lim _{t \rightarrow \infty} t^{-1} \ln \mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a\right)=-\tau(a)
$$

Proof. Throughout the argument, we assume that $t \geq \kappa \hat{c}_{d}$ for some fixed $\kappa>1$. By (5.40) we have

$$
\mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a\right) \geq \frac{1}{2 \gamma_{X_{t}} \mathcal{H}^{d}\left(B_{r}\right)} e^{-\tau(a) t}
$$

where $r=r(d, a, \kappa)$ is independent of $t$. Hence,

$$
\liminf _{t \rightarrow \infty} t^{-1} \ln \mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a\right) \geq-\tau(a)
$$

where Lemma 5.4.4 was used.
On the other hand, as in the derivation of (5.41) and by (5.28) we get

$$
\begin{aligned}
\mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a\right) & \leq \frac{1}{a \gamma_{X_{t}}} \mathbb{P}_{t}\left(\mathcal{H}^{d}\left(C_{0}\right) \geq a\right) \\
& \leq \frac{q_{8}+1}{a \gamma_{X_{t}}} \exp (-\tau(a) t) \exp (k \tau(a) t),
\end{aligned}
$$

where $k \in(0,1)$ can be chosen arbitrarily and $q 8$ depends only on $d, a, k$. Then again by Lemma 5.4.4 we get

$$
\limsup _{t \rightarrow \infty} t^{-1} \ln \mathbb{P}_{t}\left(\mathcal{H}^{d}(C) \geq a\right) \leq-\tau(a)(1-k) .
$$

### 5.5 Voronoi tessellation

After considering the behaviour of large cells in hyperbolic Poisson-hyperplane tessellations, it is natural to take a look at another famous model for generating mosaics, namely the decomposition of $\mathbb{H}^{d}$ by Voronoi cells. Their behaviour, in the context of Kendall's problem, is already considered in Euclidean space [43, 45] and in the spherical case [42]. We start with formally defining a Poisson-Voronoi tessellation in hyperbolic space. We then state a characterisation for Poisson point processes in $\mathbb{H}^{d}$. This gives us the opportunity to show that the distribution of the typical cell is the same as the distribution of the zero cell of a Voronoi tessellation depending on another point process. Next we state and prove an inequality of isoperimetric type for the context of the Poisson-Voronoi tessellation. After proving several auxiliary lemmas, the main result is stated in Theorem 5.5.5. It considers the probability that the deviation of the typical cell of a Poisson-Voronoi tessellation, given that it contains a ball of radius $a>0$, exceeds a certain value.

For a given locally finite point process $X \subseteq \mathbb{H}^{d}$, the Voronoi cell generated by its nucleus $x \in X$ is defined by

$$
C(x, X):=\left\{z \in \mathbb{H}^{d}: d_{h}(z, x) \leq d_{h}(z, y), \text { for all } y \in X\right\} .
$$

The cells are isometry invariant in the given way

$$
C(\varphi x, \varphi X)=\varphi C(x, X), \quad \varphi \in I\left(\mathbb{H}^{d}\right)
$$

The aim of this section is to get results for the behaviour of large typical cells of the Voronoi tessellation. The deviation function in this context is the difference between the centred circumradius $R_{0}$ and the centred inradius $r_{0}$ of the cell, denoted by $\vartheta_{0}$. Since the typical cell $C$ will take values in $\mathcal{K}_{h, 0}^{d}$, we can measure the size of the cells by their centred inradius $r_{0}$.

The functional $\tilde{U}$ is defined by

$$
\tilde{U}(A):=\mathcal{H}^{d}\left(\left\{x \in \mathbb{H}^{d}: H\left(\exp _{p}\left(\exp _{p}^{-1}(x) / 2\right)\right) \cap A \neq \varnothing\right\}\right), \quad A \in \mathcal{B}\left(\mathbb{H}^{d}\right) .
$$

For a given radius $r>0$ one also defines

$$
\tilde{\Phi}(A):=\tilde{\Phi}(A, r):=\frac{\tilde{U}(A)}{\mathcal{H}^{d}\left(B_{2 r}\right)} \in[0,1], \quad A \subseteq B_{r} .
$$

For simplicity reasons write $\hat{\tau}(a):=\tilde{U}\left(B_{a}\right)=\mathcal{H}^{d}\left(B_{2 a}\right)$ for $a \geq 0$. To show results about the typical cell one first has to derive its distribution. In order to do so, one uses the results from Section 5.4 and a famous result by Slivnyak (for a proof see [103, Theorem 3.3.5] ) generalized by Gentner in [24, Theorem 4.21].

Theorem 5.5.1. Let $X$ be an isometry invariant point process on $\mathbb{H}^{d}$ with positive and finite intensity $\gamma_{h}>0$. Let $\mathbb{P}_{X}$ denote its Palm distribution. Then $X$ is a Poisson point process, if and only if

$$
\mathbb{P}(X \in A)=\mathbb{P}\left(X+\delta_{p} \in A\right), \quad A \in \mathcal{N}\left(\mathbb{H}^{d}\right) .
$$

Here the Palm distribution is defined as the normalized Palm measure, given in (5.31)

$$
\mathbb{P}_{X}(A):=\frac{1}{\gamma_{h}} \int_{\Omega} \int_{\mathbb{H}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\theta_{\varphi}^{-1} \omega \in A\right\} w(x) \kappa(x, d \varphi) X(\omega, d x) \mathbb{P}(d \omega) .
$$

In this case the refined Campbell Theorem (see [61, Theorem 3.6]) takes the form

$$
\begin{equation*}
\mathbb{E} \int_{\mathbb{H}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} f\left(\theta_{\varphi}^{-1}, \varphi\right) \kappa(x, d \varphi) X(d x)=\gamma_{h} \mathbb{E}_{X} \int_{I\left(\mathbb{H}^{d}\right)} f\left(\theta_{i d}, \varphi\right) \lambda(d \varphi) \tag{5.44}
\end{equation*}
$$

for any measurable map $f: \Omega \times I\left(\mathbb{H}^{d}\right) \rightarrow[0, \infty)$. In order to define the distribution of the typical cell $C$, we take a look at the random measure $\xi$ on $\mathbb{H}^{d} \times \mathcal{K}_{h}^{d}$ which is given by

$$
\xi(\omega):=\int_{\mathbb{H}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \delta_{\left(x, \varphi^{-1} C(x, X(\omega))\right)} \kappa(x, d \varphi) X(\omega, d x) .
$$

This definition is related to the measure defined in (5.34). Therefore by the invariance property of $\xi$ (see (5.33))

$$
\xi\left(\theta_{\psi} \omega,(\psi B) \times A\right)=\xi(\omega, B \times A), \quad A \subseteq \mathcal{K}_{h}^{d}, B \subseteq \mathbb{H}^{d}, \psi \in I\left(\mathbb{H}^{d}\right)
$$

holds, where $A$ and $B$ have to be measurable. Since $X$ is a Poisson point process with intensity measure $\mathbb{E}[X(\cdot)]=\gamma_{h} \mathcal{H}^{d}(\cdot)$, the distribution of $C$ is given as the mark distribution of $\xi$, namely

$$
\mathbb{P}(C \in \cdot)=\frac{1}{\gamma_{h}} \int_{\Omega} \int_{\mathbb{H}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\varphi^{-1} C(x, X(\omega)) \in \cdot\right\} w(x) \kappa(x, d \varphi) X(\omega, d x) \mathbb{P}(d \omega) .
$$

Using the results in Section 5.4 .1 and the refined Campbell Theorem (5.44) in the second line,
this can be transformed to

$$
\begin{aligned}
\mathbb{P}(C \epsilon \cdot) & =\frac{1}{\gamma_{h}} \int_{\Omega} \int_{\mathbb{H}^{d}} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\varphi^{-1} C(\varphi(p), X(\omega)) \in \cdot\right\} w(\varphi(p)) \kappa(x, d \varphi) X(\omega, d x) \mathbb{P}(d \omega) \\
& =\frac{1}{\gamma_{h}} \gamma_{h} \int_{\Omega} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\left\{\varphi^{-1} C\left(\varphi(p), X\left(\theta_{\varphi} \omega\right)\right) \epsilon \cdot\right\} w(\varphi(p)) \lambda(d \varphi) \mathbb{P}_{X}(d \omega) \\
& =\int_{\Omega} \int_{I\left(\mathbb{H}^{d}\right)} \mathbb{1}\{C(p, X(\omega)) \epsilon \cdot\} w(\varphi(p)) \lambda(d \varphi) \mathbb{P}_{X}(d \omega) \\
& =\mathbb{P}_{X}(C(p, X) \epsilon \cdot) \int_{I\left(\mathbb{H}^{d}\right)} w(\varphi(p)) \lambda(d \varphi) \\
& =\mathbb{P}\left(C\left(p, X+\delta_{p}\right) \in \cdot\right) .
\end{aligned}
$$

Therefore the distribution of the typical cell is given by the distribution of the Crofton cell $\tilde{C}_{0}$ of a special process, namely the hyperplane process

$$
\begin{equation*}
\tilde{\eta}_{\gamma}:=\left\{H\left(\exp _{p}\left(\exp _{p}^{-1}(x) / 2\right)\right): x \in X\right\} \tag{5.45}
\end{equation*}
$$

We will use this connection later in this chapter. Remark that this hyperplane process is not isometry invariant anymore.

Theorem 5.5.2. Let $K \in \mathcal{K}_{h, 0}^{d}, \varepsilon \in[0,1]$ and $a>0$. If $r_{0}(K) \geq a$ and $\vartheta_{0}(K) \geq \varepsilon$ holds, then

$$
\tilde{U}(K) \geq\left(1+q_{10}(a, d) \varepsilon^{(d+1) / 2}\right) \tilde{U}\left(B_{a}\right),
$$

holds, where $\varphi_{10}(a, d)$ is given by

$$
c_{10}(a, d)=\min \left\{1, \frac{\omega_{d-1}}{2 a \omega_{d} 3^{d-2}(\cosh (a+1 / 2) \sinh (a+1))^{(d-1) / 2}}\right\}
$$

Proof. If $r_{0}(K) \geq a$ and $\vartheta_{0}(K) \geq \varepsilon$, then there exists a direction $u \in \mathbb{S}_{p}^{d-1}$ with $z_{0}:=\exp _{p}((a+$ $\varepsilon) u) \in K$. Since $K$ is convex, also $I:=\left[\exp _{p}(a u), \exp _{p}((a+\varepsilon) u)\right] \subseteq K$ holds. Thus we get

$$
\begin{equation*}
\tilde{U}(K) \geq \tilde{U}\left(B_{a} \cup I\right)=\tilde{U}\left(B_{a}\right)+\mathcal{H}^{d}\left(\left\{x \in \mathbb{H}^{d} \backslash B_{2 a}: H\left(\exp _{p}\left(\exp _{p}^{-1}(x) / 2\right)\right) \cap I \neq \varnothing\right\}\right) \tag{5.46}
\end{equation*}
$$

Further recall $\tilde{\beta}=\sqrt{2-\frac{2 \tanh (a+\varepsilon / 2)}{\tanh (a+\varepsilon)}}$ and

$$
c(\tilde{\beta})=\frac{1}{\omega_{d}} \sigma_{d-1}\left(\left\{x \in \mathbb{S}_{p}^{d-1}: d_{s}(u, x) \leq \tilde{\beta}\right\}\right) \in[0,1]
$$

We argue as in the proof of Theorem 5.2.17. We know, by using Lemma 5.1.4, that every hyperplane in

$$
D(u, \tilde{\beta}):=\left\{H\left(\exp _{p}\left(r u_{1}\right)\right): r \in(a, a+\varepsilon / 2], u_{1} \in B_{s}(u, \tilde{\beta})\right\}
$$

has nonempty intersection with $\left[p, \exp _{p}((a+\varepsilon) u)\right]$ and therefore also with $\left[\exp _{p}(a u), \exp _{p}((a+\right.$ $\varepsilon) u)$ ]. We define $A_{a}(\varepsilon)$ as the set of points such that the hyperplane having equal distance
from $p$ and this point is contained in $D(u, \tilde{\beta})$. More precisely define

$$
A_{a}(\varepsilon):=\left\{z \in \mathbb{H}^{d}: \quad\left\{y \in \mathbb{H}^{d}: d_{h}(y, z)=d_{h}(y, p)\right\} \in D(u, \tilde{\beta})\right\}
$$

By the construction rule of the Poisson Voronoi mosaic, we get

$$
A_{a}(\varepsilon)=\left\{\exp _{p}\left(r u_{0}\right): 2 a<r \leq 2 a+\varepsilon, d_{s}\left(u, u_{0}\right) \leq \tilde{\beta}\right\}
$$

Therefore we get by (5.46)

$$
\begin{equation*}
\tilde{U}(K) \geq \tilde{U}\left(B_{a}\right)+\mathcal{H}^{d}\left(A_{a}(\varepsilon)\right) \tag{5.47}
\end{equation*}
$$

Before we can give a lower bound for $\mathcal{H}^{d}\left(A_{a}(\varepsilon)\right)$, we derive, by using spherical coordinates on $\mathbb{H}^{d}$

$$
\begin{equation*}
\mathcal{H}^{d}\left(\left\{x \in \mathbb{H}^{d}: d_{h}(p, x) \in(2 a, 2 a+\varepsilon]\right\}\right)=\omega_{d} \int_{2 a}^{2 a+\varepsilon} \sinh ^{d-1}(t) d t \geq \omega_{d} \varepsilon \sinh ^{d-1}(2 a) \tag{5.48}
\end{equation*}
$$

By the definition of $\tilde{U}$

$$
\tilde{U}\left(B_{a}\right)=\mathcal{H}^{d}\left(B_{2 a}\right)=\omega_{d} \int_{0}^{2 a} \sinh ^{d-1}(t) d t \leq 2 a \omega_{d} \sinh ^{d-1}(2 a)
$$

holds. Therefore, using (5.48) and the definitions above, the hyperbolic volume of $A_{a}(\varepsilon)$ is bounded from below by

$$
\begin{equation*}
\mathcal{H}^{d}\left(A_{a}(\varepsilon)\right)=\omega_{d} c(\tilde{\beta}) \int_{2 a}^{2 a+\varepsilon} \sinh ^{d-1}(t) d t \geq c(\tilde{\beta}) \omega_{d} \varepsilon \sinh ^{d-1}(2 a) \geq \frac{c(\tilde{\beta})}{2 a} \varepsilon \tilde{U}\left(B_{a}\right) \tag{5.49}
\end{equation*}
$$

By equation (5.16) we get

$$
\begin{equation*}
c(\tilde{\beta}) \geq \frac{\omega_{d-1}}{\omega_{d}}\left(\frac{1}{3}\right)^{d-2} q_{11}(a, d) \varepsilon^{\frac{d-1}{2}} \tag{5.50}
\end{equation*}
$$

with $q_{11}(a, d)=(\cosh (a+1 / 2) \sinh (a+1))^{-(d-1) / 2}$. Combining the results for $c(\tilde{\beta})$ in 5.50$)$ with the inequalities in (5.49) and (5.47) gives

$$
\begin{aligned}
\tilde{U}(K)-\tilde{U}\left(B_{a}\right) \geq \frac{c(\tilde{\beta})}{2 a} \varepsilon \tilde{U}\left(B_{a}\right) & \geq\left(\frac{1}{3}\right)^{d-2} \frac{\omega_{d-1} q_{11}(a, d)}{2 a \omega_{d}} \varepsilon^{\frac{d+1}{2}} \tilde{U}\left(B_{a}\right) \\
& \geq \min \left\{1,\left(\frac{1}{3}\right)^{d-2} \frac{\omega_{d-1} q_{11}(a, d)}{2 a \omega_{d}}\right\} \varepsilon^{\frac{d+1}{2}} \tilde{U}\left(B_{a}\right) \\
& =c_{10}(a, d) \varepsilon^{\frac{d+1}{2}} \tilde{U}\left(B_{a}\right),
\end{aligned}
$$

where $q_{10}(a, d)$ is given by

$$
q_{10}(a, d)=\min \left\{1, \frac{\omega_{d-1}}{2 a \omega_{d} 3^{d-2}(\cosh (a+1 / 2) \sinh (a+1))^{(d-1) / 2}}\right\}
$$

We want to use Theorem 5.5.2 to get results for the probability of a typical cell to have a certain deviation from the ball, given that it exceeds a certain size. Before that one needs to somehow bound the size of a typical cell in Poisson Voronoi mosaics. Recall that $\tilde{C}_{0}$ is the zero cell of the hyperplane process $\tilde{\eta}_{t}$, defined in (5.45).

Lemma 5.5.3. Let $X$ be an isometry invariant Poisson point process of intensity $\gamma \geq 1$ generating the Voronoi mosaic. In this case there exists a constant $\tilde{r}=\tilde{r}(d) \geq 2$ such that

$$
\mathbb{P}\left(R_{0}\left(\tilde{C}_{0}\right)>r\right) \leq \exp \left(-2 \gamma \kappa_{d} \sinh ^{d-1}(r-d /(d-1))\right)
$$

for all $r \geq \tilde{r}$.
Proof. Consider a fixed direction $u_{0} \in \mathbb{S}_{p}^{d-1}$. Let $z_{0}=\exp _{p}\left(r u_{0}\right) \in \mathbb{H}^{d}$ be the point in that direction having distance $r$ from the origin. Since $\tilde{C}_{0}$ is convex, we get that the event $\left\{z_{0} \in \tilde{C}_{0}\right\}$ is the same as $\left\{\left[p, z_{0}\right] \subseteq \tilde{C}_{0}\right\}$. The probability of this event is given by

$$
\mathbb{P}\left(z_{0} \in \tilde{C}_{0}\right)=\mathbb{P}\left(d_{h}\left(z_{0}, p\right) \leq d_{h}\left(z_{0}, X\right)\right)=\mathbb{P}\left(B\left(z_{0}, r\right)^{\circ} \cap X=\varnothing\right)=\exp \left(-\gamma \mathcal{H}^{d}\left(B\left(z_{0}, r\right)\right)\right) .
$$

Let $r \geq 2 /(d-1)$ then

$$
\begin{align*}
\mathcal{H}^{d}\left(B_{r}\right) & =d \kappa_{d} \int_{0}^{r} \sinh ^{d-1}(t) d t \\
& \geq d \kappa_{d} \int_{r-2 /(d-1)}^{r} \sinh ^{d-1}(t) d t \\
& =d \kappa_{d} \int_{0}^{1 /(d-1)} \sinh ^{d-1}(r-1 /(d-1)+t)+\sinh ^{d-1}(r-1 /(d-1)-t) d t \\
& \geq d \kappa_{d} \int_{0}^{1 /(d-1)} 2 \sinh ^{d-1}(r-1 /(d-1)) d t \\
& =\frac{2 d \kappa_{d}}{d-1} \sinh ^{d-1}(r-1 /(d-1)) \tag{5.51}
\end{align*}
$$

gives

$$
\mathbb{P}\left(z_{0} \in \tilde{C}_{0}\right) \leq \exp \left(-\gamma \cdot \frac{2 d \kappa_{d}}{d-1} \sinh ^{d-1}(r-1 /(d-1))\right) .
$$

In the next step one considers the neighbourhood of $z_{0}$, namely $B\left(z_{0}, 1\right) \cap \delta B_{r}$. The probability of $\tilde{C}_{0}$ having nonempty intersection with this set can be calculated by

$$
\begin{aligned}
\mathbb{P}\left(\exists x \in B\left(z_{0}, 1\right) \cap \delta B_{r}: x \in \tilde{C}_{0}\right) & =\mathbb{P}\left(\exists x \in B\left(z_{0}, 1\right) \cap \delta B_{r}: B(x, r)^{\circ} \cap X=\varnothing\right) \\
& \leq \mathbb{P}\left(B\left(z_{0}, r-1\right)^{\circ} \cap X=\varnothing\right) \\
& =\exp \left(-\gamma \cdot \mathcal{H}^{d}\left(B_{r-1}\right)\right) \\
& \leq \exp \left(-\gamma \cdot \frac{2 d \kappa_{d}}{d-1} \sinh ^{d-1}(r-d /(d-1))\right) .
\end{aligned}
$$

By Lemma 5.3 .1 we know that there exists a constant $q_{2}(d)$ such that $\delta B_{r}$ can be covered by $C_{2}(d) e^{r(d-1)}$ balls of radius 1 with centre on $\partial B_{r}$, namely

$$
\delta B_{r} \subseteq \bigcup_{x \in I} B(x, 1),
$$

where $I$ denotes the set of centres of these balls. This gives, for $r$ being big enough,

$$
\begin{aligned}
\mathbb{P}\left(\exists x \in \delta B_{r}: x \in \tilde{C}_{0}\right) & =\mathbb{P}\left(\exists z_{0} \in I: \exists x \in B\left(z_{0}, 1\right) \cap \delta B_{r}: B(x, r)^{\circ} \cap X=\varnothing\right) \\
& \leq \sum_{z_{0} \in I} \mathbb{P}\left(\exists x \in B\left(z_{0}, 1\right) \cap \delta B_{r}: B(x, r)^{\circ} \cap X=\varnothing\right) \\
& =|I| \mathbb{P}\left(\exists x \in B(z, 1) \cap \delta B_{r}: B(x, r)^{\circ} \cap X=\varnothing\right) \\
& \leq|I| \mathbb{P}\left(B(z, r-1)^{\circ} \cap X=\varnothing\right) \\
& =|I| \exp \left(-\gamma \cdot \mathcal{H}^{d}\left(B_{r-1}\right)\right) \\
& \leq \exp \left(-\gamma \cdot \frac{2 d \kappa_{d}}{d-1} \sinh ^{d-1}(r-d /(d-1))+\log \left(q_{2}(d)\right) r(d-1)\right) \\
& \leq \exp \left(-\gamma \cdot 2 \kappa_{d} \sinh ^{d-1}(r-d /(d-1))\right),
\end{aligned}
$$

where $z$ is an arbitrary centre from $I$. In the last step we used that for $r$ being big enough the inequality

$$
\frac{2 \gamma \kappa_{d}}{d-1} \sinh ^{d-1}(r-d /(d-1)) \geq \log \left(q_{2}(d)\right) r(d-1)
$$

holds.
We define the set $\tilde{\mathcal{K}}_{a, \varepsilon}$ to be

$$
\tilde{\mathcal{K}}_{a, \varepsilon}:=\left\{K \in \mathcal{K}_{h}^{d}: r_{0}(K) \geq a, \vartheta_{0}(K) \geq \varepsilon\right\} .
$$

Theorem 5.5.4. Let $a>0$ and $\varepsilon \in[0,1]$. Let further $X$ be a homogeneous Poisson point process with intensity $\gamma \geq 1$. Then there exist constants $q_{10}, q_{12}>0$ and $\nu \in \mathbb{N}$ such that

$$
\mathbb{P}\left(C \in \tilde{\mathcal{K}}_{a, \varepsilon}, R_{0}(C) \leq r\right) \leq c_{12} \max \{1, \gamma \hat{\tau}(r)\}^{d \nu} \exp \left(-\left(1+q_{10}(a, d) \varepsilon^{(d+1) / 2} / 3\right) \hat{\tau}(a) \gamma\right),
$$

where $\nu$ only depends on $a, d, \varepsilon$ and $r, c_{10}=c_{10}(a, d)$ is taken from Theorem 5.5.2 and $c_{12}$ is given by

$$
q_{12}=c_{12}(a, d, \varepsilon)=\sum_{j=d+1}^{d \nu}\binom{j}{d}^{\nu} \frac{1}{j!}+\sum_{N=0}^{d} \frac{1}{N!} .
$$

Proof. Consider the hyperplane process $\tilde{\eta}_{\gamma}$, described in (5.45). Since the distribution of $C$ and $\tilde{C}_{0}$ are equivalent one focuses on $\mathbb{P}\left(\tilde{C}_{0} \in \tilde{\mathcal{K}}_{a, \varepsilon}, R_{0}\left(\tilde{C}_{0} \leq r\right)\right)$. For $N \in \mathbb{N}$ and $H_{1}, \ldots, H_{N} \in$ $\mathbb{H}_{d-1}\left\langle B_{r}\right\rangle$ we define $H_{(N)}:=\left(H_{1}, \ldots, H_{N}\right)$ and let $P\left(H_{(N)}\right)$ denote the hyperbolic Crofton cell of the tessellation induced by $H_{1}, \ldots, H_{N}$. Assume that $P\left(H_{(N)}\right) \in \tilde{\mathcal{K}}_{a, \varepsilon}$. Further define $\tilde{\alpha}:=q_{10}(a, d) \varepsilon^{(d+1) / 2} /\left(2+q_{10}(a, d) \varepsilon^{(d+1) / 2}\right)$, where the constant $q_{10}(a, d)$ is taken from Theorem 5.5.2. This leads to

$$
(1-\tilde{\alpha})\left(1+q_{10}(a, d) \varepsilon^{(d+1) / 2}\right)=1+\tilde{\alpha}
$$

and since $c_{10}(a, d) \varepsilon^{(d+1) / 2} \leq 1$ also

$$
\tilde{\alpha} \geq 3^{-1} \cdot q_{10}(a, d) \varepsilon^{(d+1) / 2}
$$

holds. By Theorem 5.2.19, there are at most $\nu=\nu(a, d, \varepsilon, r)$ vertices of $P\left(H_{(N)}\right)$ such that the hyperbolic convex hull $Q\left(H_{(N)}\right)$ of these vertices satisfies

$$
\begin{aligned}
\tilde{\Phi}\left(Q\left(H_{(N)}\right)\right) & \geq(1-\tilde{\alpha}) \tilde{\Phi}\left(P\left(H_{(N)}\right)\right) \\
& \geq(1-\tilde{\alpha})\left(1+c_{10}(a, d) \varepsilon^{(d+1) / 2}\right) \tilde{\Phi}\left(B_{a}\right) \\
& =(1+\tilde{\alpha}) \tilde{\Phi}\left(B_{a}\right)
\end{aligned}
$$

Here the second inequality used the result of Theorem 5.5.2. Continuing in the same way as in Lemma 5.3 .4 gives the result. It should be pointed out that the arguments in the proof of Lemma 5.3.4 transfer to the current setting, even thought a different measure on the set of hyperplanes is used.

Combining the results in this section, one gets the main result concerning the limit shape of large typical cells.

Theorem 5.5.5. Let $a>0$ and $\varepsilon \in[0,1]$. Let further $X$ be a homogeneous Poisson point process with intensity $\gamma \geq 1$. Then there exist constants $q_{10}, q_{12}, \nu$ such that

$$
\mathbb{P}\left(\vartheta_{0}(C) \geq \varepsilon \mid r_{0}(C) \geq a\right) \leq\left(1+c_{12} \max \{1, \gamma \hat{\tau}(r)\}^{d \nu}\right) \exp \left(-q_{10}(a, d) \varepsilon^{(d+1) / 2} \hat{\tau}(a) \gamma / 3\right),
$$

where $q_{12}, \nu$ only depend on $a, d, \varepsilon$ and $q_{10}=q_{10}(a, d)$ is explicitly given in Theorem 5.5.2.

Proof. We use the alternative representation of the distribution of the typical cell, split the probability and apply Theorem 5.5 .3 and 5.5 .4

$$
\begin{aligned}
\mathbb{P}\left(\vartheta_{0}(C) \geq \varepsilon \mid r_{0}(C) \geq a\right)= & \mathbb{P}\left(\vartheta_{0}\left(\tilde{C}_{0}\right) \geq \varepsilon \mid r_{0}\left(\tilde{C}_{0}\right) \geq a\right) \\
= & \mathbb{P}\left(\vartheta_{0}\left(\tilde{C}_{0}\right) \geq \varepsilon, R_{0}\left(\tilde{C}_{0}\right) \leq r \mid r_{0}\left(\tilde{C}_{0}\right) \geq a\right) \\
& +\mathbb{P}\left(\vartheta_{0}\left(\tilde{C}_{0}\right)>\varepsilon, R_{0}\left(\tilde{C}_{0}\right)>r \mid r_{0}\left(\tilde{C}_{0}\right) \geq a\right) \\
\leq & \frac{\mathbb{P}\left(\vartheta_{0}\left(\tilde{C}_{0}\right) \geq \varepsilon, R_{0}\left(\tilde{C}_{0}\right) \leq r, r_{0}\left(\tilde{C}_{0}\right) \geq a\right)}{\mathbb{P}\left(r_{0}\left(\tilde{C}_{0}\right) \geq a\right)}+\frac{\mathbb{P}\left(R_{0}\left(\tilde{C}_{0}\right)>r\right)}{\mathbb{P}\left(r_{0}\left(\tilde{C}_{0}\right) \geq a\right)} \\
\leq & \frac{q_{12} \max \{1, \gamma \hat{\tau}(r)\}^{d \nu} \exp \left(-\left(1+q_{10}(a, d) \varepsilon^{(d+1) / 2 / 3) \hat{\tau}(a) \gamma)}\right.\right.}{\exp (-\hat{\tau}(a) \gamma)} \\
& +\frac{\exp \left(-2 \gamma \kappa_{d} \sinh ^{d-1}(r-d /(d-1))\right)}{\exp (-\hat{\tau}(a) \gamma)} \\
\leq & \left(1+q_{12} \max \{1, \gamma \hat{\tau}(r)\}^{d \nu}\right) \exp \left(-q_{10}(a, d) \varepsilon^{(d+1) / 2} \hat{\tau}(a) \gamma / 3\right)
\end{aligned}
$$

Here the last inequality is fulfilled for picking $r$ large enough, depending on $d, a, \varepsilon$.

Remark 5.5.1. With a few more steps one can get rid of the dependence on $\gamma$ of the first factor in Theorem 5.5.5. Since

$$
\gamma \mapsto\left(1+q_{12} \max \{1, \gamma \hat{\tau}(r)\}^{d \nu}\right) \exp \left(-q_{10}(a, d) \varepsilon^{(d+1) / 2} \hat{\tau}(a) \gamma / 6\right)
$$

is bounded one can find a constant $q_{13}$ depending on $d, a, \varepsilon$ that fulfills

$$
\mathbb{P}\left(\vartheta_{0}(C) \geq \varepsilon \mid r_{0}(C) \geq a\right) \leq q_{\underline{13}} \exp \left(-q_{\underline{10}}(a, d) \varepsilon^{(d+1) / 2} \hat{\tau}(a) \gamma / 6\right)
$$
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