Influence of input data representations for time-dependent instrument recognition
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Abstract: An important preprocessing step for several music signal processing algorithms is the estimation of playing instruments in music recordings. To this aim, time-dependent instrument recognition is realized by a neural network with residual blocks in this approach. Since music signal processing tasks use diverse time-frequency representations as input matrices, the influence of different input representations for instrument recognition is analyzed in this work. Three-dimensional inputs of short-time Fourier transform (STFT) magnitudes and an additional time-frequency representation based on phase information are investigated as well as two-dimensional STFT or constant-Q transform (CQT) magnitudes. As additional phase representations, the product spectrum (PS), based on the modified group delay, and the frequency error (FE) matrix, related to the instantaneous frequency, are used. Training and evaluation processes are executed based on the MusicNet dataset, which enables the estimation of seven instruments. With a higher number of frequency bins in the input representations, an improved instrument recognition of about 2% in F1-score can be achieved. Compared to the literature, frame-level instrument recognition can be improved for different input representations.
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1 Introduction

Instrument recognition is highly relevant for different music information retrieval (MIR) tasks. The playing instruments in polyphonic music signals are important features that are used for example as a part of the audio tags in automatic tagging [4]. Additionally, the information about playing instruments can facilitate the detection of other instrument-dependent features and tags like genre or mood. Furthermore, audio source separation and automatic music transcription, as for example in [13], can be improved by instrument recognition in preprocessing, because the separation or transcription algorithm shrinks to a tailored estimation for a much smaller amount of known instruments.

Most of instrument recognition algorithms have focused on clip-wise recognition, which means that the playing instruments were estimated for the whole music ex-
cerpt fed to the algorithm. Han et al. [6] developed a deep convolutional neural network (CNN) for instrument recognition based on mel-spectrogram inputs and aggregation of multiple outputs from sliding windows over the audio data. Pons et al. [12] analyzed the architecture of CNNs in order to formulate an efficient design strategy to capture the relevant information about timbre. Both approaches were trained and validated by the IRMAS dataset [2], which contains polyphonic music excerpts.

Beside the exclusive consideration of absolute values of the input audio data, as it is done through the transformation of mel-spectrograms, there are several possibilities to incorporate phase information. Diment et al. [5] used for example the modified group delay (MODGD) feature, which includes phase information calculated from the Fourier transform, and trained Gaussian mixture models with MFCCs and MODGD features for instrument recognition. Sebastian and Murthy [15] trained a recurrent neural network for music source separation with a phase representation of music signals derived from the MODGD features. Furthermore, phase information can be incorporated implicitly by using raw music signals as input data. Li et al. [10] built such an end-to-end learning approach based on CNN. This network, like the CNN for automatic tagging of Dieleman and Schrauwen [4], needs only very little domain knowledge, but performs slightly lower compared to approaches with preprocessed input data such as spectrograms [6].

Especially for improving audio source separation by preprocessed instrument recognition, the clip-wise recognition is not sufficient. Thus, frame-level instrument recognition was developed by Hung and Yang [8]. They used the absolute values of the constant-Q transform (CQT) and separately estimated pitch information of the music signal as input for their deep neural network. Another approach based on the short-time Fourier transform (STFT) of the input music signal was presented in [14], where additional time-dependent phase information was included in the input representation by the product spectrum (PS), a combination of STFT absolute values and group delay function results. A combined estimation of the playing instruments and notes for each frame was presented by Hung et al. [9], in which the proposed model is forced to estimate the interaction between timbre and pitch.

As there are different time-frequency representations used in literature approaches, the influence of those input data representations on the instrument recognition performance is investigated in this work. Representations with and without additional phase information are analyzed, because timbre details are included in the phase information of music signals. Instrument recognition for each time frame is too fine for the temporal resolution of the human ear, therefore time-dependent recognition with a resolution of about 100 ms is sufficient. First, the relevant time-frequency representations are defined in Section 2 and the proposed model structure for instrument recognition is explained in Section 3. The experiments for the evaluation of the analyzed model configurations and the different input data representations are described in Section 4. In Section 5, the results are summarized.

2 Time-frequency representations

A very common preprocessing step in MIR algorithms is the calculation of the short-time Fourier transform (STFT)

\[ X[m, k] = \sum_{n=0}^{N-1} x[n] y^*_mk[n] = |X[m, k]| e^{j\gamma mk} \]  

(1)

of the discrete input music signal \( x[n] \) and the time and frequency shifted window \( y^*_mk[n] \) of length \( N \). Many algorithms only use the absolute values \( |X[m, k]| \) for their task and therefore neglect the phase \( \theta[m, k] \). Since the values of \( \theta[m, k] \) aren’t limited to \([0, 2\pi]\), phase values have to be unwrapped for a meaningful interpretation.

The resulting phase ambiguity caused by unwrapping can be avoided by calculating the discrete realization of the continuous group delay function [1]

\[ \tau_g(\omega) = -\frac{d}{d\omega} \theta(\omega) = -J \left( \frac{d}{d\omega} \log (X(\omega)) \right), \]  

(2)

which is defined as [5]

\[ \tau_g[m, k] = \frac{X_R[m, k] Y_I[m, k] + X_I[m, k] Y_R[m, k]}{|X[m, k]|^2} \]  

(3)

Thereby, \( Y[m, k] \) is the STFT of the signal \( y[n] = n \cdot x[n] \) and the indices \( R \) and \( I \) stand for the real and the imaginary part, respectively. A combination of magnitude and phase information is realized by the product of squared absolute and group delay function values [17]

\[ P[m, k] = |X[m, k]|^2 \cdot \tau_g[m, k] \]  

(4)

\[ = X_R[m, k] Y_R[m, k] + X_I[m, k] Y_I[m, k]. \]  

(5)

The resulting phase-dependent time-frequency representation \( P[m, k] \) is called product spectrum (PS) here.

Another possibility for the incorporation of phase information is based on the estimation of instantaneous frequency (IF) [11], which uses phase differences in order to refine the STFT frequency bin values. Since a time-frequency representation with the IF values as frequency
bins is not realizable, the additional phase information is incorporated by a time-frequency representation of the frequency errors (FE) for each bin. This error matrix

\[
E[m, k] = \frac{\theta[m, k] - (\theta[m - 1, k] + \omega[k] \cdot \Delta t)}{2\pi \cdot \Delta t}
\]

(6)
is calculated based on the angular frequency \(\omega[k]\) of the STFT frequency bin \(k\) and the STFT time resolution \(\Delta t\). Thereby, the numerator values are considered to be in the interval \([-\pi, \pi]\) although there are nonsolvable ambiguities for high frequencies and large \(\Delta t\).

Besides the STFT, a common time-frequency representation for music signals is the constant-Q transform (CQT) [3]. Its discrete representation is defined as

\[
X_{CQT}[m, k] = \frac{1}{N[k]} \sum_{n=0}^{N[k]-1} x[n] w_{mk}[n] e^{-j2\pi \frac{\omega[n]}{Q_n}}
\]

(7)

with a window function \(w_{mk}[n]\) and a frequency-dependent window length \(N[k]\). This frequency dependency of \(N[k]\) ensures a constant resolution factor

\[
Q = \frac{f[k]}{f[k+1] - f[k]} = \frac{1}{2^b - 1},
\]

(8)

where \(f[k]\) is the frequency value at step \(k\) and \(b\) defines the number of frequency bins per octave. Consequently, the time-frequency representation calculated by CQT has a logarithmic frequency axis.

3 Proposed model

Active instruments in the input music signal are estimated by convolutional neural networks with residual blocks in this work. The model and the residual block structure is described in detail in Section 3.2. In order to analyze input representations with and without phase information, the preprocessing step, which is explained in Section 3.1, calculates all relevant time-frequency representations. For the training of the network, the utilized dataset and the label generation are described in Section 3.3.

3.1 Preprocessing

A time-frequency representation of magnitudes is a common input format for time-dependent instrument detection. The magnitude representations investigated in this work are the absolute values of the STFT (Equation (1)) and the CQT (Equation (7)) of the analyzed music signal. In order to improve identification of instruments in polyphonic music at frame level, time-frequency representations based on phase information are calculated and concatenated with the magnitude representation in the channel dimension to cover the correlation between them in time and frequency. This additional information has led to better results for some representations [14]. As phase information representations, the product spectrum of Equation (4), or the frequency error matrix calculated by Equation (6) are utilized in this work.

First, magnitude and phase representations are calculated for the raw audio input signal. Then the magnitude and PS representations are normalized to their maximum amplitude and the values are converted into a logarithmic scale according to

\[
X[m, k]_{db} = 20 \cdot \log_{10}(|X[m, k]| + \epsilon)
\]

(9)

with \(\epsilon = 10^{-10}\). This allows the consideration of high dynamics and provides a differentiated representation of the harmonics. In addition, the logarithmic representation corresponds better to human perception.

Because of memory restrictions during training and operation of the neural network, all representations are divided into segments. In this work, segments of 92.88 ms have been chosen, which represent 4096 time samples at the sampling rate of 44.1 kHz. For the STFT calculation, window lengths of 1024 and 4096 samples are investigated, which represent 23.22 ms and 92.88 ms. During that time period, the input music signal is assumed to be stationary, respectively. The parameter \(b\) of the CQT calculation is chosen as 12 and 48, which means 1 or 4 bins per note and results in 88 or 400 CQT bins. Thereby, the minimum frequency for the CQT calculation is chosen as 27.5 Hz, which represents the frequency of note A0. Furthermore, different overlaps of 512 and 2048 samples between successive windows are analyzed in the STFT and the CQT calculation. Consequently, the considered input representations are 3-dimensional data of shape \(\mathbb{R}^{i \times t \times f_p}\) with \(i_p \in \{88, 400, 513, 2049\}\) frequency bins, \(i_t \in \{60, 240\}\) time bins and \(i_f \in \{1, 2\}\) channels.

3.2 Model architecture

All considered instruments are estimated as active or silent in the respective input segment by a neural network. Its architecture is presented in Figure 1. After one 2D convolution in the first layer, the network consists of four structure blocks, which consist of one 1D convolution, an increasing number of residual blocks, and a max pooling layer.
at the end. Thereby, the blue residual blocks in Figure 1 are based on the idea of residual building blocks for deep neural networks [7] and their structure is presented in Figure 2. The increasing number of residual blocks with increasing kernel size in frequency dimension is realized in order to enable complex features and comprise a wider frequency interval in deeper layers. Depending on the basic time-frequency transform (STFT or CQT), the parameters for the kernel sizes are adjusted with that intention. Additionally, the parameters for several max pooling layers have to be adapted according to the different input shapes to ensure that the output shape (1, 30) for frequency and time is met. This leads to the variable parameters in Table 1.

Each 2D convolutional layer in the network and also in the residual block is followed by a batch normalization for regularization and a rectified linear unit (ReLU) as activation function. For each structure block, the number of kernels is increasing from 16 to 128 in order to extract a large number of features with high degree of abstraction. The last 2D convolution layer, colored in red in Figure 1, extracts with 1024 the largest number of features and represents the transition between the residual and the fully connected layer (FCL) part of the network. After the fifth max pooling layer, there are 1024 feature maps of shape (1, 30), which realizes the desired time resolution for the instrument estimation output frames.

The last four layers of the neural network can be interpreted as FCLs that are implemented by $1 \times 1$ convolutions. Consequently, the number of kernels is interpreted as the number of nodes in an FCL. Dropout with the given percentage is used for those FCLs to improve regularization. The 7 output nodes, representing the 7 output instruments considered in the dataset (Section 3.3), are achieved by decreasing number of kernels from 512 to 7 across the FCLs. All 1D convolutional layers, colored in orange in Figure 1, are followed by a ReLU activation function, except for the output layer, colored in gray, whose activation function is the sigmoid function.

### 3.3 Dataset and label generation

For training and evaluating the developed model, the MusicNet dataset [16] with 34 hours of 330 freely-licensed chamber music recordings is utilised. Thereby, the predefined training partition is split in a validation set of 34 and a training set of 286 recordings. Although there are 11 instruments in the entire dataset, only 7 instruments are active in the 10 test recordings. Consequently, only these 7 instruments piano, violin, viola, cello, clarinet, bassoon, and horn are estimated and evaluated in this work. Sounds

---

**Table 1: Parameter configurations for the Investigated model of Figure 1.**

<table>
<thead>
<tr>
<th>$l_b$</th>
<th>$l_t$</th>
<th>$KS1$</th>
<th>$KS2$</th>
<th>$KS3$</th>
<th>$MP1$</th>
<th>$MP3$</th>
<th>$MP4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>88</td>
<td>60</td>
<td>(3, 3)</td>
<td>(5, 5)</td>
<td>(7, 3)</td>
<td>(2, 1)</td>
<td>(2, 1)</td>
<td>(2, 2)</td>
</tr>
<tr>
<td>88</td>
<td>240</td>
<td>(3, 3)</td>
<td>(5, 5)</td>
<td>(7, 3)</td>
<td>(2, 2)</td>
<td>(2, 2)</td>
<td>(2, 2)</td>
</tr>
<tr>
<td>400</td>
<td>60</td>
<td>(3, 3)</td>
<td>(5, 5)</td>
<td>(7, 3)</td>
<td>(2, 1)</td>
<td>(4, 1)</td>
<td>(4, 2)</td>
</tr>
<tr>
<td>400</td>
<td>240</td>
<td>(3, 3)</td>
<td>(5, 5)</td>
<td>(7, 3)</td>
<td>(2, 2)</td>
<td>(4, 2)</td>
<td>(4, 2)</td>
</tr>
<tr>
<td>513</td>
<td>60</td>
<td>(5, 1)</td>
<td>(5, 1)</td>
<td>(7, 1)</td>
<td>(3, 1)</td>
<td>(3, 1)</td>
<td>(5, 2)</td>
</tr>
<tr>
<td>513</td>
<td>240</td>
<td>(5, 1)</td>
<td>(5, 1)</td>
<td>(7, 1)</td>
<td>(3, 2)</td>
<td>(3, 2)</td>
<td>(5, 2)</td>
</tr>
<tr>
<td>2049</td>
<td>60</td>
<td>(5, 1)</td>
<td>(5, 1)</td>
<td>(7, 1)</td>
<td>(6, 1)</td>
<td>(5, 1)</td>
<td>(5, 2)</td>
</tr>
<tr>
<td>2049</td>
<td>240</td>
<td>(5, 1)</td>
<td>(5, 1)</td>
<td>(7, 1)</td>
<td>(6, 2)</td>
<td>(5, 2)</td>
<td>(5, 2)</td>
</tr>
</tbody>
</table>
of the other 4 instruments oboe, flute, harpsichord, and string bass are not removed from training and validation dataset, but have not been labeled. They are assumed as unwanted additional signals during training.

In order to achieve a time-dependent instrument recognition, the resolution of output time frames is chosen to be 4096 time samples, which is about 92.88 ms at a sampling rate of 44.1 kHz. The model estimates the presence of instruments for 30 time frames, therefore each input segment represents a signal duration of about 2.79 s. The corresponding label matrix of an input segment, which represents the ground truth for the instrument recognition, is generated as a Boolean matrix of shape (7, 30). If an instrument has been played at any time during the particular 4096 time samples of a time frame, it is assumed as active and labelled with ‘1’ in the respective row for that instrument and the column for this time frame.

4 Experiments

The model described in Section 3 is trained and evaluated with the MusicNet dataset, whose labels are built according to Section 3.3. Keras with Tensorflow has been used for the model’s implementation and its application during the experiments. Further details about the implementation, especially for estimation and evaluation, are described in Section 4.1. In Section 4.2, the results of the experiments are presented and discussed.

4.1 Implementation details

In order to analyze the impact of different input data representations, a total of 13 models are trained for 50 epochs each in this work. Their structure parameters are adapted to the different input representations, as described in Section 3.2. The input time-frequency representations are based on either STFT or CQT and include the magnitude values of the respective basis transform. Overall, the four cases STFT magnitudes, STFT magnitudes with PS representation, STFT magnitudes with FE matrix, and CQT magnitudes are investigated with different shapes, like explained in Section 3.1. All models are trained using stochastic gradient descend (SGD) with momentum 0.9 as the optimization algorithm. Binary cross entropy (BCE) is used as the cost function, because it is suited for binary instrument activation. For the first 5 epochs, an initial learning rate of $l = 0.1$ is defined. After that, a scheduler decreases the learning rate with

$$l = 0.1 \cdot 0.5^{\frac{n_{epoch}}{5}}$$

according to the epoch number $n_{epoch}$.

Due to the sigmoid activation function in the output layer, all estimations for active instruments are continuous values in the range [0, 1], which represent probabilities for their presence at the respective time frames. Since we consider an instrument either active or not in a defined time frame, the output is binarized with the threshold $b = 0.5$. This threshold avoids extreme binarization sensitivities for specific instruments, which is more desired than a small performance increase by choosing best thresholds [14].

Instrument recognition results are evaluated based on the MusicNet test dataset and the F1-score. This metric is the harmonic mean of the metrics precision and recall, which are ratios of the number of true positive estimations to all positive estimations (precision) or all positive labels (recall). The F1-scores are calculated independently for each instrument, but combined for all considered test recordings. An average F1-score is calculated over all instrument results to get a simple performance metric.

4.2 Results

After a successful training of 50 epochs, the performance of the different models is compared based on the F1-scores for the MusicNet test dataset. They are calculated as described in Section 4.1 for each instrument and an average value over all considered instruments. The resulting values for all 13 models are given in Table 2.

As presented in Table 2, the incorporation of additional phase information representations like PS or FE doesn’t lead to an improved instrument recognition in this case, but to a comparable result to the recognition with only the absolute STFT values. Consequently, those additional informations are unnecessary for the instrument recognition with the investigated model structure, because they lead to a higher amount of input data and calculations with no performance enhancement.

In general, instrument recognition is performed best for piano, violin, and cello. One reason is that the MusicNet test data contain solo recordings of those three instruments, but only recordings of trios for the rest of the considered instruments. Since instrument recognition is much easier for solo recordings, the three solo instruments show the best F1-scores here.

Furthermore, an improved instrument recognition can be determined for a larger time-frequency input representation, regardless of the representation type. The results
in the analyzed music recording. In general, instrument recognition results are influenced by the choice of an appropriate model structure as well as by input data representations.

### 5 Conclusion

Based on a neural network with residual blocks, the influence of different time-frequency representations of magnitude and phase information has been investigated. Larger representations with a higher number of time and frequency bins led to an increased performance for both STFT and CQT based calculations. Additional phase representations like the product spectrum or the frequency error ma-
trix could not further improve the instrument recognition results of STFT magnitude inputs. The described residual model outperforms other frame-level approaches in the literature for several input representations.

In future works, the algorithm has to be tested with larger datasets and more instruments to improve applicability in music signal processing and specific MIR tasks.
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