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ABSTRACT 1 

The understanding of car usage patterns and the reason for a trip is important for policymakers to 2 

derive measures to influence car usage as well as for manufacturers and service providers to create 3 

target-oriented products and offers. There are different types of data to describe car usage. Survey 4 

data provide various information that explain behavior of individuals for a short time period. In 5 

contrast, sensor data from cars contain detailed usage data over a longer time period, but do not 6 

allow conclusions to be drawn about the purpose of the trip. In existing literature is a lack of 7 

research on how to combine the best of both data types without explicit validation by participants. 8 

The aim of this study is to identify and analyze the purposes of trips in sensor data by using a car 9 

use model that is based on survey data from a national household travel survey. The 10 

characterization of trips with different purposes is used to train a model. This is applied to sensor 11 

data of about 51,000 cars from nine European countries with 7,489,686 trips in the course of half 12 

a year of a German premium Original Equipment Manufacturer. The results show that the chosen 13 

approach is useful for the identification of trip purposes in sensor data. All in all, 73% of the trip 14 

purposes in the model could be correctly predicted at trip level. In an in-depth analysis, we compare 15 

car usage across the nine countries considered and evaluate the trips differentiated by fuel type. 16 

Keywords: Europe, trip purpose, sensor data, survey data, car usage   17 
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INTRODUCTION 1 

The recording, investigation and the resulting understanding of car usage is a challenge for 2 

stakeholders. This is especially true for policymakers to derive measures to influence car usage, 3 

but also for manufacturers and service providers to create target-oriented products and offers. Cars 4 

from different car segments are used differently by the users, which is why the cars must meet 5 

different needs. For example, some cars are used primarily for long-distance trips, while others are 6 

used only for short distances in everyday life or for daily commuting. The investigation of car 7 

usage therefore allows to develop political measures that influence a certain aspect of the usage 8 

behavior. To make distinctions between the car use behaviors, the investigation of car travel data 9 

is necessary. However, such data sources are rare.  10 

In many cases, car use behavior is investigated with the help of survey data from National 11 

Household Travel Surveys (NHTS). Thereby it is possible to consider the reported trips by car of 12 

the respondents in the survey. In addition to the attributes of the individual trip, other important 13 

information is available. This includes the socio-demographic characteristics as well as the 14 

activities of the participant, i.e. the trip purposes. The information is thus available at individual 15 

level and not at car level. Only little information is given about which car is used. As there are no 16 

specific trip diaries for cars, it is not possible to identify the usage profile of a specific car in the 17 

household. Especially, when several people share more than one car in the household, each with a 18 

different usage pattern. Furthermore, NHTS from different countries have different survey 19 

concepts, e.g. survey period (cross-sectional or longitudinal) or survey instruments and are 20 

therefore not directly comparable with each other.  21 

Next to travel survey data, sensor data of cars allow to describe car usage. This type of data 22 

provides comprehensive information on the use in time and space and allows the differentiation of 23 

usage types. An advantage of sensor data is that the collection of the information is not leading to 24 

a respondent burden. Data collection faces only technical limitations, e.g. poor reception or data 25 

transmission. The data are collected automatically and there are no constraints or limitations for 26 

the users of the cars. However, there is the drawback that important information on travel behavior 27 

cannot be recorded with sensor data: The purpose of trips. With the information on time and space, 28 

it is not possible to directly determine the destinations, i.e. also the activity at the location and thus 29 

the trip purposes. In general, information from the spatial structure, for example the Points of 30 

Interests (POI) can be used to determine the activity at the destination. However, the spatial 31 

information is often not precise or distinct, especially in city centers. Furthermore, some trip 32 

purposes can also be determined via the regularity of usage (e.g. work, home), but are mainly based 33 

on assumptions.  34 

Both, survey and sensor data have specific advantages and contain information that is 35 

missing in the other data source. It is still unclear how a link between the two data sources can be 36 

achieved without making rough assumptions or losing information. How can sensor data be 37 

enriched with the information on the trip purpose? How can such extended data be used and what 38 

information and insights can be drawn from such extended data?  39 

In this paper we present an approach of using travel survey data to estimate trip purposes 40 

recorded in sensor data. For this, we use a data set from a car use model, which is based on 41 

longitudinal survey data from the German Mobility Panel (MOP). By analyzing the characteristics 42 

of trips with different purposes, such as the time of the day, insights are gained and the usage of 43 

cars differentiated by trip purpose is described. The model also provides information about the 44 

standing time of the vehicle, which is particularly important for the identification of places of 45 

residence. The described data are used to train a model which is applied to sensor data to identify 46 
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the purposes of the trips. For this analysis, a large data set with sensor data of about 51,000 cars 1 

of a German premium Original Equipment Manufacturer from nine European countries is used.  2 

The paper is structured as follows: First, we present a brief literature review on the methods 3 

for identifying trip purposes for sensor data. This is followed by a description of the data used for 4 

our analysis. Third, we present the approach used to identify and complement the trip purpose 5 

information to the available data and to create an extended data set on car use. The results are 6 

presented and analyses of differences in car usage between countries and between different fuel 7 

types are discussed. Finally, we discuss the limits of our approach, draw a conclusion and refer to 8 

further work. 9 

LITERATURE REVIEW 10 

Several studies deal with the identification of trip purposes or respectively of destinations and the 11 

activities at the destination. This issue is particularly addressed in the literature on the analysis of 12 

mobile phone data. Alexander et al. (1) use a rule-based approach to identify the location of home 13 

and work of about 2 million mobile phone users. The location of home is defined as the place with 14 

the most stays on weekends and on weekdays between 7 p.m. and 8 a.m. Calabrese et al. (2) also 15 

use mobile phone data to extract information on the travel behavior of individuals. Again, a rule-16 

based approach determines the location of home. It is considered in which defined cells users are 17 

connected to the network between 6 p.m. and 8 a.m. The cell in which the user is connected most 18 

nights is selected as home location. Isaacman et al. (3) give another example for identifying the 19 

important locations of people by analyzing mobile phone data. Activities at home and work 20 

locations explain a relevant part of the people’s time use. In this study, about 170,000 mobile 21 

phones are analyzed. Since a small number of participants reported the actual place of home and 22 

work, this information served as the basis for a logistic regression. This was used to determine the 23 

place of home and work for the remaining data. As a result, the home location was chosen where 24 

most hours were spent at weekends and on workdays in the period between 7 p.m. and 7 a.m. The 25 

work location is described by the location with most stays in the period from 1 p.m. to 5 p.m.  26 

The studies mentioned above show that rule-based definitions can be used to describe the 27 

location of home and work. Trips that end at such places can therefore be identified as trips to 28 

work and trips back home. For the identification of other important locations and thus also other 29 

trip purposes, such as leisure or shopping, different approaches are necessary. Some studies use 30 

spatial data including information on land use and POIs. Such POIs are for example restaurants, 31 

hotels, or supermarkets. Phithakkitnukoon et al. (4) divide their study area into smaller grids and 32 

define the type of activities that are likely to be performed in this grid by using the information of 33 

POIs. For example, a grid with a city park has the activity “recreation”. From this information for 34 

all visited grids by a mobile phone user, daily activity patterns are created.  35 

Next to mobile phone data, Global Positioning System (GPS) data is common in the field 36 

of travel behavior research. Gong et al. (5) give a comprehensive overview on literature on existing 37 

methodologies to identify trip purposes in GPS data. Bohte and Maat (6) perform an approach that 38 

combines GPS data, Geographic Information System (GIS) data and a web-based validation 39 

application to identify trip purposes. The purposes of the trips are derived by drawing a 50-meter 40 

radius around the destination. If a POI is within this radius, it is assumed that this POI has been 41 

visited. If there are several POIs within the radius, the nearest POI is used. This demonstrates a 42 

weakness in the approach. As soon as several POIs are available within a small radius, no clear 43 

assignment is possible. Seo at al. (7) use an approach in which on the one hand the purpose of the 44 
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trip is estimated and on the other hand the participants are asked about the actual trip purpose. By 1 

knowing the actual trip purposes, a learning process can be implemented. A further example for 2 

the combination of GPS data and the validation of the trip characteristics by the participant is given 3 

by Xiao et al. (8). However, in these studies the trip purposes are collected and available in the 4 

data set. Furthermore, the sample for these studies are small, since the data collection of the GPS 5 

information and the specification of further information such as the trip purposes is demanding 6 

and expensive.  7 

When reviewing the literature and discussing the methodologies, a distinction must be 8 

made between trips made by people, e.g. those reported in a trip diary, and trips of vehicles, i.e. 9 

vehicle usage data. Travel surveys, e.g. the NHTS in the USA (9) or the MOP in Germany (10), 10 

have the advantage of recording not only travel behavior data but also characteristics of the 11 

participants. These include characteristics that are considered to influence travel behavior, such as 12 

age or income. Furthermore, the activities and with this also the purposes of trips, are reported by 13 

the participants themselves. There are studies that use the data from such surveys in order to 14 

transfer them to vehicle usage data and thus identify the purposes of the trips. Leerkamp (11) use 15 

survey data from the German NHTS “Mobilität in Deutschland” (12) to determine the 16 

characteristics of trips with different purposes. Such characteristics are trip distance, starting time 17 

of the trip and trip duration. This information is then used in the identification of trip purposes of 18 

sensor data. However, a shortcoming of using data from a cross-sectional NHTS is, that the period 19 

of data collection is short and some trip purposes, such as long-distance travel are often not 20 

comprehensively captured. Further, survey data describes the travel behavior of individuals and a 21 

direct transfer of purposes of trips by car as a driver or as a passenger to car usage data is not 22 

possible. Survey data do not provide information on how cars are used and for which purposes 23 

they are used across different countries, e.g. to investigate whether certain fuel types are 24 

increasingly used for specific trip purposes. If there are several cars in a household, it is not clear 25 

from the survey data which cars are used for which purposes. At the same time, several people 26 

may use the same car, which makes the car usage pattern more complex than the survey data reveal.  27 

For the reasons mentioned above, it is preferable to use car usage data for the identification 28 

of trip purposes in sensor data. However, car usage data is rare. The Car Usage Model Integrating 29 

Long-Distance (CUMILE) (13; 14) describes the car use of vehicles for a period of one year, 30 

including detailed trip characteristics. In a previous study, Niklas et al. (15) used sensor data to 31 

compare car usage profiles of electric vehicles with those from conventional vehicles. Car usage 32 

profiles that resulted from a cluster analysis based on the data from CUMILE were used to describe 33 

the conventional vehicles. With a probabilistic approach, the electric vehicles in the study were 34 

allocated to the car usage profiles. In a first attempt, the study of Niklas et al. (15) emphasizes that 35 

sensor data and the data from the CUMILE model are comparable. In this present paper, we also 36 

use these two types of data sources, which we describe in more detail in the following section. 37 

SENSOR DATA  38 

The sensor data available for this study was collected from a German premium Original Equipment 39 

Manufacturer between 2019-10-17 and 2020-05-26. 50,858 vehicles made 7,489,686 trips in this 40 

period, which represents a large data set for the following analyses. The sensor data includes 41 

vehicles from nine European countries, namely Austria, Belgium, Denmark, France, Germany, 42 

Italy, Spain, Netherlands, and the UK. For each trip, information is available on an anonymized 43 

vehicle identification number, trip ID and, in addition, the date and time are recorded according to 44 
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a timestamp. The country in which the dealer is located is used to assign the cars to countries. Due 1 

to data protection reasons it is only possible to conclude the country. Further variables are prepared 2 

from the given information. For the following analyses, the start and end of the trip and the 3 

resulting duration of the trip are relevant. Furthermore, the difference between the end of a trip 4 

and the beginning of the following trip is used to calculate the duration of the standing time of the 5 

vehicle. This information plays a decisive role for the identification of the trip purposes, as will be 6 

shown in the following. 7 

SURVEY DATA 8 

As ground truth for the identification of the trip purposes a unique data set is available from the 9 

car usage model CUMILE (13; 14; 16). This model is based on the survey data of the German 10 

Mobility Panel (MOP) and describes the car usage of households over a period of one year. The 11 

MOP is a household travel survey and consists of two types of surveys and therefore offers two 12 

types of data sets. The survey on ‘Everyday Mobility’ collects the travel behavior of the 13 

participants over a period of one week by means of a trip diary. In the survey on ‘Fuel Consumption 14 

and Odometer Reading’ the members of the household fill in the information for the vehicles each 15 

time they refuel over a period of eight weeks. Ecke et al. (10) gives a detailed description of the 16 

two survey parts of the MOP. For the modelling of car usage in CUMILE, the travel behavior of 17 

all household members is considered. Trips by car recorded in participant’s trip diaries is 18 

transferred to the cars in the household. This means that the purposes of trips by car are also 19 

transferred from the household members to the car, which results in a trip diary of the car. In 20 

addition, this makes it possible to better describe the standing times of cars, as the use of several 21 

people is taken into account. As an additional data source CUMILE includes the long-distance 22 

survey INVERMO. In this survey, participants reported retrospectively their last three long-23 

distance trips (17). Eisenmann (13) modelled in CUMILE the car usage over one year by 24 

combining the information of all mentioned data sources. In total, 6,309 cars with 4,559,288 trips 25 

in Germany are included in the model and used for this study.  26 

As the CUMILE data include car usage over a long period of time, we have a comparable 27 

data set of sensor and survey data to approximate the trip purposes in the sensor data. In addition, 28 

the combination of the CUMILE dataset and sensor data has already been implemented in previous 29 

studies (15; 18). In the following section, we will explain our methodological approach in more 30 

detail.  31 

ANALYZING CUMILE DATA  32 

For the approximation of the trip purposes in the sensor data, we analyze the car use data from 33 

CUMILE. The trips in CUMILE are used to train a model that estimates the purpose of the trips in 34 

the sensor data. CUMILE includes 11 trip purposes. Since there is the need of a reliable database 35 

for the following estimation of the trip purposes, we decided to exclude the "outliers", i.e. trip 36 

purposes with a relative low number of trips, from the following analyses. This is the case for to 37 

the trip purposes ‘education’, ‘other’, ‘second home’ and ‘loop trip’, which each account for only 38 

1.5% (70,000 trips) or less. The total number of the remaining trips is 4,455,750. The distribution 39 

of the trip purposes is shown in Figure 1. At this point we underline again that these are exclusively 40 

trips of cars.  41 
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 1 

Figure 1 Distribution of trip purposes in CUMILE 2 

Since the aim is to apply the model to the sensor data, we make sure that only input 3 

variables are used which can be generated from the sensor data. To determine the input variables 4 

for estimating the trip purposes at the trip level, we first visually examine the characteristics of the 5 

trips differentiated by purpose with different characteristics. Figure 2 shows the distribution of the 6 

standing time up to 1110 minutes differentiated by trip purpose of the trip before the standing time. 7 

This important information about the car is available in CUMILE. In regular travel behavior 8 

surveys, such information would not be provided. Differences between the trip purposes become 9 

clear. The longest standing times occur after trips with the purpose ‘home’. From the distribution 10 

it can be concluded that the longer the standing time, the more likely the previous trip has the 11 

purpose ‘home’. In addition, relatively long standing times after trips with the purpose ‘work’ are 12 

also evident. If the standing time is approximately about 240 to 630 minutes, the trip is likely to 13 

have the purpose ‘work’.  14 

In the case of very short standing times, the trip purposes ‘shopping/ errand’ and ‘pick up 15 

and drop off’' are dominant. It is interesting for the purpose ‘shopping’ that the share increases 16 

again with a standing time of about 390 minutes. This effect is even stronger if only weekend trips 17 

are considered. Day trips with the purpose of shopping in a shopping center or in a larger city may 18 

be such events that explain the increase. Regarding the purpose ‘business’, the figure indicates that 19 

such trips take place with a standing time of at least about 30 minutes. 20 

Figure 2 Distribution of standing time differentiated by trip purpose 21 

41.0% 13.1% 14.2% 18.9% 4.2% 8.8%I N  C U M I L E

SHARE OF  ALL TRIPS Home Work Leisure Shopping/ errands Business Pick up and drop off
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Another characteristic of the trips in CUMILE, which is visualized in Figure 3, is the start 1 

time of the trip. In the early morning, the purposes of the trips are highly likely to have the purpose 2 

‘home’. Between 4 a.m. and 7 a.m. there are mainly trips to work in the data. However, the later 3 

the start time is on a day, the more likely it is that the trips have the purpose ‘home’. Trips with 4 

the purpose ‘shopping/ errands’ take place mainly in the morning (8 a.m. to 11 a.m.). The purpose 5 

‘business’ shows an outlier at 3 a.m. However, this should be treated with caution, as there are 6 

generally few trips (1,171 trips) at this time of the day. The share of trips with the trip purpose 7 

‘pick up and drop off’ is relatively stable over time. 8 

 9 

Figure 3 Distribution of starting time differentiated by trip purpose 10 

The two preceding descriptive analyses were useful for a first evaluation and for the 11 

derivation of characteristics that may be relevant for the identification of trip purposes. In addition, 12 

the distances differentiated by trip purpose are included in the following analyses. Figure 4 shows 13 

the distribution of the trip distances. The figure indicates that the length of trips has no influence 14 

on the trip purpose and no clear findings can be demonstrated with this visualization. For this 15 

reason, the distances were not considered in the modelling. 16 
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METHODOLOGY 1 

In this section, we describe the applied approach to approximate trip purposes in the sensor data. 2 

The findings and results from the evaluation of CUMILE will be used to perform a supervised 3 

learning technique, called Softmax Regression (SR). First, we explain the used input variables. 4 

Next, we describe the SR approach. Finally, we validate the trained model.  5 

Input variables 6 

The input variables consist of information on the standing time and start time. To enable the model 7 

to generate more precise decision functions, the continuous variables are divided into intervals to 8 

create binary variables. Figure 2 and Figure 3 serve as indications for setting the interval limits. 9 

The standing time is grouped into seven intervals (0-30, 30-60, 60-120, 120-240, 240-360, 360-10 

480 minutes and above 480 minutes). The start time of the trips is also divided into seven groups, 11 

whereby the group in the early morning captures more hours than the others during the day 12 

(midnight-6 a.m., 6 a.m.-9 a.m., 9 a.m.-noon, noon-3 p.m., 3 p.m.-6 p.m., 6 p.m.-9 p.m. and 13 

9 p.m.-midnight). In addition, the information of a trip is not only processed at the time t but also 14 

at t-1 and t+1. This is relevant for the classification since several alternatives were tested in the 15 

process of variable selection. Thus, the starting time of a trip at the times t and t-1, as well as the 16 

standing time after a trip at the times t, t-1 and t+1 were considered. In addition, the information 17 

whether the trip took place on a working day and whether the car spent the night after the trip was 18 

taken into account. All in all, we generated 37 variables to characterize the purpose of a trip. After 19 

the preprocessing steps (deletion of trips with missing values or zeros), a total of 4,398,678 trips 20 

were generated with the above-mentioned information. 21 

Figure 4 Distribution of distances in kilometer differentiated by trip purpose 
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Softmax Regression model 1 

We use the purpose of each trip 𝑖 as label and the generated variables regarding standing time and 2 

start time as features from CUMILE 𝐶 = {(𝒙𝒊, 𝑦𝑖)}4,398,678
𝑖=1

. 𝒙𝒊
(𝒍) is a matrix representing the 37 3 

features for trip 𝑖. 𝑦𝑖
(𝑙)is a vector representing the trip purpose for trip 𝑖. The aim of the model is 4 

to generate a softmax (decision) function 𝒇(𝒙𝑖
(𝑙))  =  𝑦𝑖

(𝑙) by adjusting the parameters 𝜃, which 5 

describes the relation between 𝒙𝒊
(𝒍) and 𝑦𝑖

(𝑙) in the most accurate way. The lbfgs (Limited-memory 6 

Broyden–Fletcher–Goldfarb–Shanno) algorithm was used to adjust the parameters 𝜃 and optimize 7 

the softmax function (19). A softmax regression, where multiclassification problems can be solved, 8 

is a generalization of the logistic regression (20). To measure the accuracy of the model, the 9 

4.398.678 trip are randomly split into a training 𝐶𝑡𝑟𝑎𝑖𝑛 = {(𝒙𝒊
𝒕𝒓𝒂𝒊𝒏, 𝑦𝑖

𝑡𝑟𝑎𝑖𝑛)} (67%) and test data set 10 

𝐶𝑡𝑒𝑠𝑡 =  {(𝒙𝒊
𝒕𝒆𝒔𝒕, 𝑦𝑖

𝑡𝑒𝑠𝑡)} (33%). Test data is only used for validation. With the training data the 11 

parameters 𝜃 are optimized and the decision function is generated. To ensure generalization, the 12 

decision function for estimating trip purposes is applied to the test data set. The predicted trip 13 

purposes 𝑦̂𝑖
𝑡𝑒𝑠𝑡  of a trip are now compared with actual purpose 𝑦𝑖

𝒕𝒆𝒔𝒕 of a trip.  14 

Accuracy and validation of the model 15 

Since the data is unbalanced, the accuracy for each trip purpose must be evaluated. The validation 16 

metrics precision and recall are used for this (see Table 1). Precision indicates how the predicted 17 

trip purposes correspond to the actual trip purposes. For example, 86% of the predicted trip purpose 18 

‘home’ is actual the trip purpose ‘home’. Recall indicates how the actual trip purposes correspond 19 

to the predicted trip purposes. For example, 93% of the actual trip purpose ‘home’ is also the 20 

predicted trip purpose ‘home’. F1-Score is the harmonic average as a combination of both metrics 21 

(2 ∗ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)). Due to the harmonic average, low values are 22 

weighted more (21). This becomes evident by looking at the trip purpose ‘business’. While 23 

precision corresponds to 44%, recall only has a value of 8%. This means that the F1-Score only 24 

has 13%. Frequency corresponds to the sample size differentiated by trip purpose. Overall, 25 

accuracy meets 73%. Marco average is the average accuracy of the related metric. Weighted 26 

average is the average of the respective metrics weighted by the sample size of each trip purpose. 27 

Trip purposes ‘home’ (0.90) and ‘work’ (0.80) can be well identified by the trained model. This 28 

has already been made clear by the visualization (Figure 2 and Figure 3). Furthermore, more than 29 

half of the trip purposes of ‘shopping/errands’ (0.61) and ‘leisure’ (0.59) can be identified. Only 30 

13% of trip purpose ‘business’ and 37% of trip purpose ‘pick up and drop off’ can be identified. 31 

This is mainly due to the fact that these trip purposes do not follow any time (standing time, start 32 

time) patterns, which makes the identification of the trip purposes more difficult. Taking into 33 

account that the model estimates trip purposes at trip level and no regularities have been considered 34 

in the model generation, an overall accuracy of 73% is quite acceptable. 35 
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Table 1 Validation of the model for identification of the trip purpose 1 

Trip purposes Precision Recall F1-Score Frequency 

Home 0.86 0.93 0.90 600,599 

Work 0.80 0.80 0.80 191,847 

Business 0.44 0.08 0.13 60,551 

Shopping/ errands 0.55 0.67 0.61 275,147 

Leisure 0.61 0.58 0.59 207,565 

Pick up and drop off  0.47 0.30 0.37 115,855 

Accuracy   73% 1,451,564 

Macro average 0.62 0.56 57% 1,451,564 

Weighted average 0.71 0.73 71% 1,451,564 

RESULTS 2 

The applicability of the CUMILE model, which is based on travel survey data, for identifying trip 3 

purposes in sensor data was shown in the previous section. We applied the trained model to the 4 

7,489,686 trips captured in the sensor and estimated the purpose for each trip. In this section, we 5 

describe in the first part the distribution of the identified trip purposes in the sensor data. In the 6 

second part, we analyze differences in car usage between countries and between cars with different 7 

fuel types.  8 

Distribution of trip purposes in the sensor data 9 

Figure 5 provides a comparison between the distribution of trip purposes in the CUMILE data and 10 

the identified trip purposes in the sensor data. We see that the distribution is similar. ’Business’, 11 

‘leisure’ and ‘shopping/ errands’ were estimated at a different share compared to the CUMILE 12 

data. As we mentioned before, this may be due to the variability of these activities, which cannot 13 

be described by characteristics such as the starting time. Nevertheless, the distribution of trip 14 

purposes in both data sets is of the same extent and deliver sound results for further analyses. 15 

 16 

Figure 5 Comparison of estimated trip purposes in sensor data and trip purposes in 17 

CUMILE 18 

Since the data set with the sensor data contains a large number of observations, the 19 

determination of the trip purposes allows to carry out more in-depth analyses with regard to car 20 

usage. When calculating the average distances distinguished by trip purpose in the sensor data 21 

differences become apparent. The average distance for ‘work’ is 11.8 km. Trips for ‘shopping/ 22 

41.0%

45.0%

13.1%

11.7%

14.2%

10.4%

18.9%

26.2%

4.2%

0.6%

8.8%

6.2%

I N  C U M I L E

I N  S E N S O R  D A T A
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errands’ are on average 6.3 km, trips with the purpose ‘leisure’ have an average distance of 7.9 km. 1 

The most frequent trip purpose ‘home’ has an average distance of 7.6 km. 2 

International Comparison 3 

In the following, we investigate how car usage differs in the nine countries where the sensor data 4 

were collected. Table 2 gives an overview of car usage characteristics differentiated by the nine 5 

countries. It becomes clear, that in all nine countries included in the study, ‘home’ is the dominant 6 

trip purpose. In all countries, trips to home explain 44 to 46% of the trips. The car usage behaviors 7 

are also similar for the other trip purposes. ‘Work’ accounts for about 10% of all trips, while 8 

‘business’ and ‘pick up and drop off’ are relatively rare trip purposes. An interesting result appears 9 

in the trip purpose 'shopping/ errands'. This category differs most between countries with a 10 

difference of up to 7.5 percentage points. In Austria 29% of all trips are errands or shopping trips. 11 

In Spain only about 22% of the trips are made by car for this reason. The comparatively few trips 12 

to go shopping in Spain are offset by a comparatively high share of trips for leisure activities 13 

(13%). In contrast, in Austria, only 9% of the trips in the sensor data were estimated as ‘leisure’. 14 

Overall, differences between the countries are identified, a further assessment and interpretation 15 

will not be given in this study and is part of further research.  16 

Table 2 Characteristics of car trips by purpose differentiated by countries 17 

 Country 

 
Austria Belgium Germany Denmark Spain France UK Italy 

Nether- 

lands 

Characteristic          

 

Distribution of the trips across the countries in % 

Share of trips across 

countries  
10.4 7.6 36.9 1.8 3.2 7.1 19.5 6.5 7.1 

          

Distribution of trip purposes within country in % 

Work 10.2 11.2 12.2 12.1 12.8 12.1 11.1 11.4 12.1 

Business 0.9 0.6 0.6 0.5 0.5 0.6 0.3 0.7 0.6 

Shopping/ errands 29.1 27.2 26.1 27.3 21.6 26.1 25.8 24.7 25.6 

Leisure 9.1 10.3 10.0 9.4 12.7 9.8 11.5 10.5 11.1 

Pick up and drop off 6.7 6.3 5.9 6.7 6.2 6.2 6.2 7.8 5.8 

Home 44.0 44.5 45.2 44.0 46.1 45.2 45.1 45.0 44.7 

Total 100 100 100 100 100 100 100 100 100 

 

Median distance of trips with purpose ‘work’ in kilometer by fuel type  

Overall 8.80 14.55 11.20 15.80 11.70 11.20 13.95 8.15 18.30 

Gasoline 8.10 19.40 10.40 11.70 10.00 9.55 12.35 6.85 17.05 

Gasoline PHEV 9.45 11.70 12.10 14.05 14.85 9.25 17.45 7.30 18.55 

Diesel 8.95 13.10 11.60 23.90 12.25 12.05 14.35 8.40 27.60 

Diesel PHEV 19.40 16.75 14.95 24.30 27.47 9.40 12.33 10.80 15.10 

          

When examining the average distances per trip purpose, strong differences between the 18 

nine countries become visible. Purposes like ‘leisure’ and ‘shopping’ are more flexible in terms of 19 

time and location, which means that there is also a certain degree of flexibility in how individuals 20 

can fulfil these travel purposes. In the following we focus on the purpose ‘work’, as people are 21 
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obligated to carry out such trips. In the sensor data in Italy, we see the lowest median distance to 1 

‘work’ with 8.15 km. In Austria, the value of 8.8 km is also comparatively low. In contrast, 2 

Belgium and Denmark show high values with 14.55 km and 15.80 km. The Netherlands have the 3 

highest value with 18.3 km. This may be due to the spatial structure and infrastructure. On the one 4 

hand, other means of transport, such as the bicycle, may be used for commuting short distances in 5 

these countries instead of the car. On the other hand, longer distances in the car usage could be 6 

explained by a widespread spatial structure in rural areas.  7 

Further insights are gained by including fuel type as car characteristic into the analysis. 8 

The sensor data includes not only conventional vehicles but also Plug-in Hybrid Electric Vehicles 9 

(PHEV). Regarding the distribution of the trip purposes differentiated by fuel type of the cars, no 10 

major differences are observable. However, when evaluating the median trip distance for 11 

commuting, we see differences (see Table 2). The examination of the standard deviations provides 12 

no further information. The median trip distances for the trip purpose ‘work’ vary between the fuel 13 

types. Diesel PHEV show for many countries the longest distances. This is of special interest, as 14 

the values exceed the average distances travelled by conventional diesel cars. This indicates that 15 

diesel PHEV are used in these countries, especially if the drivers are heavy users and tend to be 16 

commute longer distances. Exceptions are the Netherlands, U.K. and France. However, no general 17 

conclusion can be drawn as the number of diesel PHEV in the sensor data is considerably smaller 18 

than the number of the other fuel types. Across the countries, diesel PHEV explain only about 1% 19 

or less of the commuting trips. The comparison of the median commuting distances between 20 

conventional gasoline and diesel cars reveal only small differences with the tendency of slightly 21 

longer distances for diesel cars. In the Netherlands and Denmark there are clear differences in fuel 22 

types. In these countries, diesel cars are clearly used for longer trips to work. It is noticeable that 23 

in Belgium the situation is vice versa. Gasoline cars are used for longer distances than the diesel 24 

car. The comparison between conventional gasoline cars and gasoline PHEV also shows the 25 

tendency for the PHEV to be used for longer trips to ‘work’. Gasoline PHEV are present to varying 26 

degrees in the data but explain between 1% (Italy) and 16% (Belgium) of trips to work. The fact 27 

that the two PHEV types are each used for in average longer distances to work than the 28 

conventional ones is an important finding, which is also relevant for understanding the market 29 

segments. This knowledge about the use of PHEV is helpful to develop further offers and measures 30 

to encourage more commuters to use PHEV. It has been shown that this type of vehicle is suitable 31 

for longer commuting distances across countries.  32 

LIMITATIONS 33 

In the methodology presented, assumptions have been made, some of which are limitations of the 34 

approach. It must be considered that the data from CUMILE were used to learn the model. 35 

CUMILE is a unique data set as it describes car usage over one year, but it is based on survey data 36 

from Germany. Transferring the car usage model to the other European countries can suppress 37 

country-specific characteristics (e.g., siesta in Spain). In principle, a good level of comparability 38 

exists, as is shown by the average annual mileage of passenger cars in a European comparison 39 

(22). In addition, since we assume no major discrepancies, the usability for other European 40 

countries seems appropriate. When assessing the results, it should be mentioned again that the 41 

collected sensor data, includes only premium cars, whereas CUMILE contains all types of cars. A 42 

conclusion of representative statements for the car fleet is therefore not possible.  43 
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There are also limits regarding the estimation of trip purposes. Since the generated model 1 

estimates on trip level, we did not consider any regularity in car use. Trips to work for example 2 

are characterized by a higher repetition than trips for leisure purposes. Further model extensions 3 

could also take into account aspects that reach beyond a single trip. 4 

CONCLUSIONS 5 

In our study, we deal with the issue that in sensor data there is no information about the motives 6 

and purposes of car usage. Using a large set of sensor data and car usage data from a model based 7 

on survey data, we identified the purpose of the trips in the sensor data. For this, a model was 8 

trained on the car usage data and then applied on the sensor data to estimate the specific trip 9 

purposes. Input variables were standing time and start time of the trips, which proved to be 10 

important variables to describe characteristics of specific trip purposes. The approach allows a 11 

differentiated analysis of car usage and to understand why and for what reasons people use cars. 12 

Information that can only be obtained from travel survey data is analyzed without the disadvantage 13 

that information on the cars used is missing. It brings together the advantages of two different 14 

types of data and surveys without requiring participants to validate the data collected. 15 

The results show that the distribution of the trip purposes and especially the trips with the 16 

purposes ‘home’ and ‘work’ show only little differences across the nine analyzed countries. This 17 

confirms that these trip purposes can be well determined with the selected attributes. However, we 18 

also see that travel purposes that vary greatly in terms of start time and standing time, such as 19 

‘shopping/ errands’, also vary across the countries. Further differences between the countries were 20 

identified with regard to the distances of trips to ‘work’ identified in the sensor data. Belgium, 21 

Denmark and the Netherlands show the longest commuting distances in the car usage. This 22 

indicates that transport alternatives are used for shorter commuting distances in these countries. 23 

However, for longer commuting distances, the car is the chosen means of transport. Using the 24 

advantage of having detailed information about the cars in the sensor data, we identified different 25 

usage characteristics of the fuel types. PHEVs have a longer commuting distance than their 26 

conventional counterparts in almost all countries. In some countries this may be due to the fact 27 

that the purchase of PHEVs is supported by tax benefits.  28 

Overall, we see similarities and differences between the countries with the sensor data. 29 

This can be measured directly and uniformly because the data collection with the sensors and the 30 

generated model to identify trip purposes was the same in all countries. In contrast to data from 31 

travel surveys, where each country follows a different survey approach, the sensor data is directly 32 

comparable and allows comparisons between the car usages in the countries. We emphasize that 33 

the differentiation of car usage according to car characteristics plays a special role and that sensor 34 

data allows such an investigation. Especially for the development of measures and market-oriented 35 

offers to influence the car use behavior of individuals the understanding of usage patterns is highly 36 

relevant.  37 

For further research, we suggest including further information from the sensor data in the 38 

identification process of the trip purposes, such as seat occupation. It is likely that the seat 39 

occupancy is higher for leisure and pick up and drop off than for example for commuting to work. 40 

Further, more research is needed to describe country-specific characteristics. By analyzing the 41 

different countries, we could see that the distribution of trip purposes is similar. An analysis of 42 

specific areas (e.g. rural or urban areas) where the car is primarily located would provide further 43 
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insides. It would then be possible to quantify the extent to which, for example, the use of cars in 1 

urban areas varies from country to country. 2 
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