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Abstract

When using multiple models to describe a system, the different descriptions can get out of synchronization and, hence, contradict themselves. Model transformations are a means to ensure that models remain consistent even while they are being edited by multiple parties. Although strong results have been achieved for transforming changes between two models, the challenge of creating multidirectional model transformations is still insufficiently addressed. The Commonalities Language is a declarative, domain-specific programming language allowing to develop multidirectional model transformations by combining bidirectional transformation specifications. Since it has not yet been validated empirically, it is an open question whether the language is suitable for developing realistic model transformations and whether it brings benefits over an alternative model transformation language.

In this thesis, I design a case study evaluating the Commonalities Language. I discuss both the methodology of the case study and its validity. Furthermore, I introduce a novel property for bidirectional transformations, called congruency. It ensures a notion of compatibility between the two directions of a transformation. I motivate from practical examples why we can expect congruency to hold usually. Afterwards, I present the design decisions of a test strategy for two model transformation implementations that realize the same consistency specification. The test strategy also provides a practical application of congruency. Finally, I contribute improvements to the Commonalities Language.

Together, the contributions of this thesis enable researchers to conduct a case study on programming languages for model transformations, and, thus, gain a better understanding of their benefits. Congruency can make any transformation better usable and might prove useful for constructing model transformation networks. The test strategy can be applied to any acceptance test suite for model transformations.
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1 Introduction

Throughout the sciences, models are used to make complex situations manageable. Software engineering, more than any other discipline, could profit from adopting model-based techniques more widely [Sel03]. Nevertheless, practitioners still use models mainly in an informal fashion, if at all [Bad+18]. Thus, they miss out on the benefits tool-based, model-driven development techniques promise; like simulating properties of a system before it is built, generating parts of the system’s implementation, or avoiding architecture drift [Sch06; VS06; FR07]. One central reason for the scarce adoption of model-driven development is inadequate support by tools [WHR14; Bad+18].

As soon as software developers start modelling more aspects of a software system, they face a dilemma: On one hand, they want to use the best-suited models for each aspect of their project. On the other hand, as soon as they use multiple models, the models can get out of synchronization and start to contradict each other. Any benefits they hope to gain from their models can only be achieved if the models are free of contradictions. But ensuring manually that the models stay consistent is laborious and can outweigh the increases in productivity that the developers hoped to gain by introducing the models in the first place [Bad+18]. A solution to resolve this dilemma is using model transformations that propagate changes made to one model to the other models. There has been much research on model transformations, resulting in good support for keeping two models in synchronization [Kah+19]. However, more research is needed on multidirectional model transformations. State-of-the-art solutions do not adequately support propagating changes between more than two models [Ste17; Cle+19].

Klare and Gleitze [KG19] proposed the Commonalities Approach as a programming model to support building multidirectional model transformations out of bidirectional ones. It allows to re-use the well-established body of knowledge on bidirectional transformations for the multidirectional case. Gleitze [Gle17] developed a programming language to support the Commonalities Approach, called the Commonalities Language. Although Klare and Gleitze give reasons why the Commonalities Approach and Language will improve how multidirectional model transformations can be developed, it remains an open question whether these benefits manifest themselves in practice. Furthermore, some of the design decisions on the Commonalities Language are based on not-yet-validated assumptions about how the language will be used. By conducting a case study on a realistic case of consistency preservation for multiple models, we can provide the missing validation regarding these open questions. This thesis lays the groundwork for such a case study.

The case study will use the case of consistency between a Java [Gos+21], a UML [Obj15], and a PCM [Reu+16] model. These models are different views on a software system: Java is the system’s implementation, UML captures the system’s architecture, and PCM models the system’s performance attributes. Hence, the case addresses the dilemma that arises when using multiple models, as I described above. The case study will validate whether the
Commonalities Language is suitable for building multidirectional model transformations. Furthermore, it will compare the implementation in the Commonalities Language to an implementation in an alternative model transformation language. The comparison shall reveal which benefits using the Commonalities Language brings.

Before the case study can be conducted, challenges of both technical and conceptual nature need to be overcome. After having presented the case study design, I will address some of these challenges. Concretely, I will make the following contributions in this thesis:

**A case study design** Chapter 3 describes a design for a case study evaluating the Commonalities Language. It presents the study’s methodology and analyses the design’s validity.

**A useful property for bidirectional transformations** Chapter 4 presents a novel property for bidirectional transformations: congruency. I will describe under which conditions bidirectional transformations can be congruent. I will give practically motivated reasons for why I expect that all bidirectional transformations that the Commonalities Language is concerned with can be congruent.

**A test strategy comparing transformation implementations** Chapter 5 derives a strategy to test that two model transformation implementations realize the same consistency specification. It gives reasons for why the test suite should be designed in a particular way, and checks potential drawbacks of this design. The test strategy also presents a practical application of congruency.

**Improvements to the Commonalities Language** Chapter 6 presents improvements to the Commonalities Language that make the language easier to use and better adapted to its domain of application. The chapter presents justifications for the design decisions behind the improvements.

All contributions facilitate conducting a case study on the Commonalities Language. The case study will validate both whether the assumptions on which the Commonalities Language was designed are accurate, and whether its expected benefits manifest in practice. Thus, the case study and this thesis contribute to finding an appropriate programming model for multidirectional model transformations in Vitruvius and in general. Congruency enables developers to create better usable model transformations. In conjunction with the presented test strategy, congruency also helps testing model transformations.

The thesis will start by introducing the most relevant concepts that this thesis is based on (Chapter 2). After presenting the contributions in Chapters 3–6, I will relate them to the existing body of research in Chapter 7. Chapter 8 concludes the thesis and gives an outlook on future work.
2 Foundations

This thesis is evaluates a domain-specific languages for programming model transformations, the Commonalities Language. In this chapter, I will introduce the concepts that are relevant to the discussions in this thesis. We will start by looking at what domain-specific languages are and why one might consider using them. We will then turn to model-driven software development and how it raises the need to maintain model consistency. Finally, we will see how the Commonalities Approach and the Vitruvius Approach address this need with the help of the Commonalities Language.

2.1 Domain-Specific Languages

Most software is typically written using a general-purpose programming language, like C. C is 'not specialized to any particular area of application' [Ker88, p. xi] and can, hence, be used for almost any task. On the other hand, there are programming languages which are tailored to a specific software domain. These languages are called domain-specific languages [Völ13, p. 28]. They deliberately sacrifice claims of generality to better fit the requirements of their usage context.

Latex, for example, is a domain-specific language for typesetting documents. It offers syntactic features and commands that address typical use cases for this task. While documents could, theoretically speaking, be typeset with C as well, it would be significantly more cumbersome than using Latex. For instance, Latex allows writing the text of a document directly into the source code file. Text and commands can be mixed freely. Arguments to commands do not always need to be enclosed by special characters. Strings in C, on the other hand, must always be delimited by double quotes. String arguments to functions must also be given in double quotes, and the return value of functions must be combined with other strings using a function like 'strcat'. That alone makes Latex a better fit to produce documents, which contain a lot of text.

Domain-specific languages have successfully been applied to various areas of information technology. HTML to create web pages, CSS to style them, Make to build software, Perl-style regular expressions for pattern matching, or SQL to query databases are just a few of the numerous popular examples [MHS05; FP10, p. xxi]. The languages are valuable tools for their domains. However, not every software domain benefits from having its domain-specific language. Domain-specific languages are laborious to develop and first need to be learned by their potential users before they can bring benefits. Whether or not to develop a domain-specific language needs to be decided carefully on a case-to-case basis and the right answer ‘may become clear only after a sizeable investment in domain-specific software development using a [general-purpose language] has been made’ [MHS05, p. 320].
When implementing a domain-specific language, there is a fundamental design decision to be made: whether to develop it as an *internal* or an *external* domain-specific language. Internal domain-specific languages do not define a new syntax, but instead re-use the syntax of an existing—usually general-purpose—language, the so-called host language. Code written in an internal domain-specific language is still valid code in the host language. The domain-specific language is merely a specific way to use the host language. External domain-specific languages, on the other hand, use their own syntax and, thus, need their own parser, compiler, type system, etcetera [FP10, p. 28]. Internal domain-specific languages can be implemented faster, and existing tools can be used for them. External domain-specific languages, on the other hand, can freely choose the syntactic constructs that make the most sense for them and are not limited by the syntax of the host language [FP10, p. 150 ff.]. Whether an internal or an external domain-specific language fits an intended use case best needs to be decided, once again, on a case-by-case basis [FP10, p. 29]. Both approaches have been used successfully. All previously mentioned examples are external domain-specific languages. The software build system Gradle, for instance, is configured using internal domain-specific languages hosted by either Groovy or Kotlin. Software build systems illustrate that there is no one-size-fits-all answer for internal versus external domain-specific languages, not even within the same domain. Because for the domain of software build systems, both approaches have been successful: The external domain-specific language of Make as well as the internal domain-specific languages of Gradle.

### 2.2 Model-Driven Software Development

Software engineering suffers from a gap between the concepts of the problem and the concepts of the implementation domain. Even highly evolved programming languages, like Java, offer comparably little abstraction and require developers to think in different terms than those of the problem they are trying to solve [FR07]. *Model-driven software development* is a paradigm proposed to reduce this gap. Developers practising model-driven software development describe software in terms of the problem domain. This can be seen as the next step in an ever-continuing attempt to raise the abstraction level in programming [AK03]. In model-driven software development, models are at the centre of the development process and specify the software system. They can be general-purpose models for aspects like software architecture, but can also be tailored to the specific domain the software is being built for. Either way, they do not merely document the software but are made to be a part of it, for example by being automatically transformed into executable code [FR07]. Thereby, models get equal to programming languages. In fact, we can regard a programming language as just another model that is used to describe and create the software. In consequence, the software development process becomes similar to the practice in other engineering disciplines: Just like a mechanical engineer can feed a model from its computer-aided design software directly into a computer-controlled mill to create a physical workpiece, software engineers are enabled to create executable software just by modelling it. The comparison to other engineering disciplines goes further: with model-driven software development, software engineers can execute analyses, predict
properties of the software system, and evaluate the design before it is implemented, solely based on the models—just like mechanical engineers can [VS06, p. 6].

Practising model-driven software development promises several advantages. First, it can increase development productivity. Because they are working on a higher level of abstraction, developers can ignore details and focus on the software’s ‘core’. The productivity improvements have been found in empirical studies, however, only if adequate tooling and code generators are available [Kap+09; MCM12; WHR14]. Second, model-driven software development can ensure that requirements and specifications from different stakeholders are met. As programming still forces developers to solve problems on a detailed and technical level, they can lose sight of the bigger picture. Without an integrated view of the software, it is easy to implement suboptimal solutions: The system’s intended architecture might be violated, or a feature may fail to meet its requirements precisely [Sch06]. If the system’s architecture, its requirements or its domain-specific properties are modelled explicitly, and the software is derived from these models, the architecture, requirements and other properties are enforced. Additionally, since they have been formulated in a domain-specific way, it will be easier to reason about whether they have been stated correctly.

For our means, models are digital representations of a part of the modelled system. A model focuses on the aspects that are relevant for a particular point of view and represents the aspects according to this viewpoint [Sta73, p. 131 ff.]. All models we will be concerned with in this thesis will conform to a metamodel. A metamodel is a model that defines the possible structure of another model [VS06, p. 85]. A model’s metamodel is what a class is to an object in object-oriented programming. We will formalize metamodels simply as the set of all valid model instances; that is, a model \( m \) conforms to the metamodel \( M \) if, and only if, \( m \in M \). We will assume that a metamodel is never an empty set.

### 2.3 Model Consistency

If multiple models describe the same system, it is possible for the same piece of information to be contained in multiple models. In such a situation, we say that the models share semantic overlap [Bur+14]. Semantic overlap does not imply that the piece of information is contained as a syntactic copy in the concerned models. It can be represented in very different ways, even just implicitly. When editing a model which shares semantic overlap with other models, it can become out of synchronisation with the other models. While the models are still expected to share the same piece of information, they now contradict each other. We say the models are inconsistent. If, on the other hand, no model contradicts another—either because models share no semantic overlap or because the models having semantic overlap are in unison—a set of models is called consistent. Consistency is not a feature that could be defined in the metamodel, as it spans across multiple models, that will often be from different metamodels. It is an external property. In addition, there is never an inherent or unique definition of when a set of models is consistent, although there may be an intuitive one. Consistency is, thus, relative to a consistency specification that declares which model states should be considered consistent [Kra17, p. 38].
Finding and resolving inconsistencies is a central activity in software engineering [NER01]. For example, implementing a new feature of a software system can be seen as resolving inconsistency, because the software implementation has become inconsistent with its requirements. Model-driven software development can help to find inconsistencies, because models can be checked automatically. It can also assist with resolving inconsistencies.

Different approaches have been proposed to manage consistency in model-driven software development. Orthographic software modelling [ASB10], for example, uses a central model that is free of semantic overlap and can, hence, never become inconsistent. The software is only edited through views that are automatically derived from the central model. This guarantees that no inconsistencies can arise, but also restricts the models that can be used. Furthermore, orthographic software modelling does not allow to model inconsistent states when they exist in reality. For example, product management might have decided that a feature should be implemented, but implementation has not started yet. Representing such inconsistencies in the models can be valuable [NER01], but is not possible in orthographic software modelling.

2.4 Model Transformations

If model inconsistency cannot, or should not, be avoided, then it needs to be resolved at one point to reach a state where all models are consistent again. If done manually, this task is time-consuming, prone to error and requires knowledge about all overlapping models. Experts may not be capable of consistently making changes to models because it would require modifying models of a domain which they do not have sufficient knowledge of. For these reasons, it is desirable to automate the process at least partially. A prominent means for automating consistency preservation are model transformations. They derive a new target model from an existing source model. In the applications we are interested in, model transformations create an updated version of the target model after the source model has been changed, such that the target model reflects the changes in the source model and the models are consistent again.

2.4.1 Bidirectional Model Transformations

In our use cases—that is, model consistency preservation—we usually allow users to modify each of the transformations’ two models, and want to keep the respective other model consistent with the users’ modifications. Hence, we require that the transformation between the two models can transform changes in both directions. We call such a transformation a bidirectional transformation. This is the class of model transformations that we will be concerned with in this thesis.

To make it easier to reason about bidirectional transformations, I will use a light-weight formalization which was put forward by Stevens [Ste10]. It is based on the notion of a consistency relation $T \subseteq A \times B$ for two metamodels $A$ and $B$. The consistency relation
defines which models are consistent with each other\(^1\). For our purposes, the consistency relation will always be left-total and right-total. This means that every model state has at least one consistent ‘partner’ state. In practice, the consistency relation \(T\) will often not be stated explicitly [Kla+20]. Instead, it will usually be understood implicitly by those that create a model transformation. Nevertheless, the consistency relation is a useful tool for reasoning about transformations.

In our formalization, a bidirectional model transformation \(\overrightarrow{T}\) for a consistency relation \(T\) consists of one transformation for each direction, named \(\overleftarrow{T}\) and \(\overrightarrow{T}\). The transformations create a new target model from their source model. Because there are practically relevant consistency relations that can only be realized if a transformation can also examine the current state of the target model, the transformations receive both models as their input. We formalize the transformation directions as functions.

**Definition 2.1 ([Ste10]).** A bidirectional transformation \(\overrightarrow{T} = (T, \overleftarrow{T}, \overrightarrow{T})\) between the meta-models \(A\) and \(B\) is given by

\[
\begin{align*}
T & \subseteq A \times B \\
\overrightarrow{T} & : A \times B \to B \\
\overleftarrow{T} & : A \times B \to A.
\end{align*}
\]

The most basic requirement we have for bidirectional transformations is that the transformation functions adhere to the consistency relation.

**Definition 2.2 ([Ste10]).** A bidirectional transformation \(\overrightarrow{T} = (T, \overleftarrow{T}, \overrightarrow{T})\) is correct if, and only if, its results are always consistent:

\[
\forall a \in A \forall b \in B: \quad (a, \overrightarrow{T}(a, b)) \in T \\
\wedge (\overleftarrow{T}(a, b), b) \in T.
\]

We want to use bidirectional transformations to resolve inconsistencies. If our models are already in a consistent state, however, there is nothing to do and we expect the transformations not to modify the models at all. After all, there might be good reasons why the models are in this particular consistent state, and not in another consistent one. Inspired by the Hippocratic Oath—which demands ‘first, do no harm’—Stevens calls transformations that fulfill this property ‘Hippocratic’.

**Definition 2.3 ([Ste10]).** A bidirectional transformation \(\overrightarrow{T} = (T, \overleftarrow{T}, \overrightarrow{T})\) is Hippocratic if, and only if, it does not modify consistent model states:

\[
\forall (a, b) \in T: \quad \overrightarrow{T}(a, b) = a \\
\wedge \overleftarrow{T}(a, b) = b.
\]

\(^1\)We already saw a similar term in Section 2.3: ‘consistency specification’. How are the two terms related, and what is the difference? In this thesis, I will use ‘consistency relation’ in the specific meaning introduced here; that is, a relation \(A \times B\) that defines which model states are consistent. With ‘consistency specification’, on the other hand, I will refer to any, not necessarily formal, specification of when models are consistent. A consistency specification may additionally encompass an operationalization; that is, a description of how to reach consistency. A consistency relation is, thus, one possible form of a consistency specification that does not include an operationalization.
2.4.2 Lenses

One specific type of bidirectional model transformations are lenses, as introduced by Foster et al. [Fos+07]. Lenses transform between a concrete and a more abstract model. They can lose information when transforming from the concrete to the abstract model. This operation is called **Get**. When transforming in the other direction, they use the current state of the concrete model to restore the lost information best possible [Fos+07]. This operation is called **Put**.

**Definition 2.4 ([Fos+07])**. A lens \( l := (\text{Get}, \text{Put}) \) between two metamodels \( A \) and \( B \) consists of two functions\(^2\), \( \text{Get} \) and \( \text{Put} \), which are defined as

\[
\begin{align*}
\text{Get} & : A \rightarrow B \\
\text{Put} & : A \times B \rightarrow A.
\end{align*}
\]

If we compare this definition to the definition of a general bidirectional transformation (Definition 2.1), we notice that they coincide, except that the **Get** operation has only one argument. A lens can, indeed, be regarded as a bidirectional transformation where one transformation direction ignores the current state of the target model. With this view, the basic requirements for lenses defined by Foster et al. [Fos+07] are equivalent to correctness (Definition 2.2) and Hippocraticness (Definition 2.3) [Ste10]. Lenses that fulfill these requirements are called **well-behaved**.

Since the **Get** operation cannot take the current state of the target model into account, lenses are more restricted than general bidirectional transformations. On one hand, this means that they can be used in fewer contexts. On the other hand, the restrictions provide useful guarantees that general bidirectional transformations do not. The Commonalities Language uses the fact that lenses can be chained. Two general bidirectional transformations \( \bar{T} := (T \subseteq A \times B, \bar{T}, \bar{T}) \) and \( \bar{U} := (U \subseteq B \times C, \bar{U}, \bar{U}) \) between \( A \) and \( B \), and \( B \) and \( C \), cannot be composed into a bidirectional transformation between \( A \) and \( C \), because both transformation directions need access to the current state of the model \( B \). Lenses, in contrast, can be composed this way.

**Proposition 2.1 ([Fos+07])**. Two well-behaved lenses \( l := (\text{Get}_l, \text{Put}_l) \) between \( A \) and \( B \), and \( m := (\text{Get}_m, \text{Put}_m) \) between \( B \) and \( C \) can be composed to a well-behaved lens \( c := (\text{Get}_c, \text{Put}_c) \) between \( A \) and \( C \) by

\[
\begin{align*}
\text{Get}_c & : A \rightarrow C \\
\quad a & \mapsto \text{Get}_m (\text{Get}_l (a)) \\
\text{Put}_c & : A \times C \rightarrow A \\
\quad (a, c) & \mapsto \text{Put}_l (a, \text{Put}_m (\text{Get}_l (a), c)).
\end{align*}
\]

The ’trick’ that allows lenses to be chained is that \( \text{Get}_l \) can derive the old \( B \)-state from the old \( A \)-state without any further information.

\(^2\)Foster et al. define lenses with partial functions, a detail I have omitted to simplify our discussion, since it is not relevant for us.
2.4.3 Multidirectional Model Transformations and Transformation Networks

How can we preserve consistency if there are more than two models? When using model transformations, we have two options: Either combine multiple bidirectional transformations or use multidirectional transformations, which generalize bidirectional transformations to transform more than two models. Both approaches have merits. Advantages of combining bidirectional transformations are that bidirectional transformations are well understood and there are mature tools supporting them. Additionally, as experience has shown, reasoning about bidirectional transformations is difficult enough on its own. Understanding and correctly creating multidirectional transformations will, thus, be even more difficult [Ste17]. We can expect that breaking the transformation up into multiple bidirectional transformations and combining them correctly is the better manageable approach. It is also the approach which this thesis focuses on.

When we combine multiple bidirectional transformations, we create a transformation network. Its topology is defined by the metamodels we use and by the bidirectional transformations we use between the metamodels. To actually restore consistency in an instance of such a network, we additionally need a transformation execution strategy. The strategy defines which transformations will be executed in which order. Finding an appropriate execution strategy is an open problem [GKB21]. For this thesis, we will presuppose that there is a suitable execution strategy. For all concrete consistency preservation constellation we will be concerned with, a naive execution strategy suffices.

2.5 The Commonalities Approach

In the previous section, I motivated that we want to preserve consistency among multiple models using a network of bidirectional transformations. Klare and Gleitze [KG19] propose the **Commonalities Approach** for designing such networks. By examining prototypical network topologies, they argue that any transformation network topology has inherent disadvantages if it only involves the models that shall be kept consistent. These disadvantages concern how laborious it is to write all required transformations, how open for change the resulting network is, and how prone the transformations are to be inconsistent with each other. Klare and Gleitze [KG19] demonstrate that depending on the chosen topology, the disadvantages manifest to different extents, but can never be avoided entirely. If, however, we introduce an additional metamodel to the network, we can escape the dilemma. Klare and Gleitze [KG19] propose that this additional metamodel—the **concept metamodel**—should capture all concepts that at least two models of the network have in common. In other words, the concept metamodel should model the other model’s semantic overlap.

To build the transformation network with the Commonalities Approach, transformation developers define transformations between the concrete metamodels and the concept metamodels. The transformations translate between the common concept in the concept metamodel and its manifestation in the concrete metamodel. This results in a transformation network in star topology, with the concept metamodel at its centre.
Using the Commonalities Approach promises three benefits [KG19]: First, it makes the transformations more understandable because common concepts of the concrete metamodels are made explicit in the concept metamodel. In other transformation networks, these concepts are encoded only implicitly in the bidirectional transformations. Second, the approach reduces the potential for errors when writing the transformations because transformations do only need to translate between the concept metamodel and the concrete metamodel. In other transformation networks, it is often necessary to take care that a transformation is compatible to all other transformations. Third, the Commonalities Approach makes reusing transformation networks easier. It allows to remove a metamodel from the network without affecting the consistency preservation for the rest of the network. That is not always possible in other transformation networks.

This thesis evaluates the Commonalities Language, a programming language for writing model transformations with the Commonalities Approach. The Commonalities Language is part of the Vitruvius framework, which we will now turn our attention to.

2.6 The Vitruvius Framework

Vitruvius is an approach and framework for maintaining consistency in model-driven development [Kla+20]. Vitruvius allows to combine view-based modelling and consistency preservation in one development process. When applying the Vitruvius approach, users define a transformation network out of potentially pre-existing models. This transformation network is used as a central datastore for all modelled data, called ‘virtual single underlying model’ (VSUM). The data in the VSUM is edited only through views, which allow to select and transform the data so it fits the editor’s use case best. This way, Vitruvius promises to combine the benefits of consistency preservation and view-based editing: Through consistency preservation, users can integrate pre-existing models and their tooling into their development process without losing consistency. Through view-based editing, users can edit the modelled data in a form that fits their point of view best, without every time having to integrate a new model into the network.

Vitruvius offers users external domain-specific (cf. Section 2.1) programming languages to program the transformations that make up the VSUM network. Two of them are the Reactions Language and the Commonalities Language.

2.6.1 The Reactions Language

In the way we formalized them in Section 2.4.1, model transformations are state-based: they derive a new model based on the state of the input models after one of them was modified. This is also how most bidirectional transformation languages operate [Hid+16]. However, state-based transformations have a drawback: they cannot know how its input model states were reached. This information can be relevant. For example, it might be necessary to differentiate whether some object’s features changed, or whether the object was actually deleted and a replacement with different features was created afterwards. Thus, state-based transformations are not able to realize all practically relevant consistency specifications [Dis+11]. Because of that, model transformation in Vitruvius happens based
2.6 The Vitruvius Framework

```plaintext
reaction {
    after element adl::Component inserted in adl::Repository[components]
    call {
        val component = newValue
        createClass(component)
    }
}

routine createClass(adl::Component component) {
    match {
        require absence of oo:Class corresponding to component
        val componentsPkg = retrieve oo::Package corresponding to component.repository
            tagged with "componentsPackage"
    }
    action {
        val class = create oo::Class and initialize {
            class.package = componentsPkg
            class.name = component.name + "Impl"
        }
        add correspondence between component and class
    }
}
```

Figure 2.1: An example for code written in the Reactions Language [Kla+20]. Additionally to the Reaction Language’s syntax constructs, programmers can use the general-purpose language Xbase at well-defined sections in the language; like in the call and in the initialize block.

on changes. Additionally to the current model states, transformations can access the sequence of changes that lead to the states. Vitruvius offers the Reactions Language to program transformations that react to the changes that occurred.

When writing transformations in the Reactions Language, programmers declare the change event they want to react to, and how the models should be changed in consequence of the change. The language offers syntax elements for matching the change events and executing the most common consequential modifications. For more advanced actions, developers can also write code in Xbase, a general-purpose programming language similar to Java. Xbase code can be written directly into a Reactions Language file. We can see an example of this in Figure 2.1. Because the Reactions Language allows embedding a Turing-complete, general-purpose programming language, and because it allows to match any possible change, it is guaranteed that the language can be used to realize any consistency specification (assuming the specification is computable) [Kla+20].

The Reactions Language also gives developers access to a correspondence model. Correspondences store model elements that are in some kind of relationship with each other. Later invocations of a transformation can use the information in the correspondence model to recover such relationships after they have been established by earlier invocations. If, for example, an object \( b \) in model \( B \) was created in reaction to the object \( a \) being created in model \( A \), developers could create a correspondence between \( a \) and \( b \). If \( b \) was deleted at a later point, the correspondence could be used identify \( a \) and delete it as well. In Figure 2.1,
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```plaintext
concept ComponentBasedDesign

commonality Component {
  with PCM:Component
  with UML:Component
  with ObjectOrientation:Class

  has name {
    = PCM:Component.name
    = UML.Component.name
    = prefix(ObjectOrientation:Class.name, "Impl")
  }
}
```

Figure 2.2: An example for code written in the Commonalities Language [KG19]. It declares a Commonality for a software component. The name attribute of the Commonality is mapped to the name attribute of an ObjectOrientation Class by appending 'Impl'. Because prefix is a bidirectional operator, the suffix 'Impl' will also be removed from names of ObjectOrientation Classes when they are mapped to the component Commonality.

we can see how a correspondence is created using the ‘add correspondence’ keyword and how correspondences are queried with the ‘corresponding to’ keyword.

2.6.2 The Commonalities Language

The Commonalities Language is another programming language for writing transformations for Vitruvius. It was created to give developers two benefits compared to the Reactions Language: First, the Commonalities Language aims to have a more declarative style. That is, programmers should have to focus less on how consistency can be achieved, but rather only have to define when models are consistent [Gle17, p. 29]. Second, the Commonalities Language shall allow developers to address multi-model consistency better by realizing the Commonalities Approach that was introduced in Section 2.5 [KG19].

To create a transformation with the Commonalities Language, developers first define Commonalities. Commonalities are the model objects of the concept metamodel (cf. Section 2.5) and capture the semantic overlap (cf. Section 2.3) of the models that shall be kept consistent. Developers can then define how the concrete models map to the Commonalities. To declare these mappings, developers can use bidirectional operators. Such operators define the mapping in both directions at the same time. An example of this can be seen in Figure 2.2.

Operators can be defined in Java (or any other JVM programming language) and then be imported into the Commonalities Language. This allows developers to define and re-use bits of mapping logic. Unlike the Reactions Language, the Commonalities Language does not allow to embed code in a general-purpose programming language. It is unclear whether the Commonalities Language can be used to realize all computable consistency specifications like the Reactions Language can.
The Commonalities Language knows three different types of operators [Gle17, p. 32 f.]. The main type are bidirectional operators, which can be executed in both directions. They have been adopted from Kramer and Rakhman [KR16], who extend the lens formalism (cf. Section 2.4.2) to cases where the right-hand model can assume values that are outside the image of the $\text{Get}$ function. In these cases, lenses cannot be well-behaved. Kramer and Rakhman [KR16] show how to construct lenses that are ‘best-possible-behaved’ in such situations. The resulting operators are more flexible, while retaining the desirable properties of lenses where possible. The second type of operators are enforceable conditions. Such operators act as conditions when executed in one direction, and produce a value fulfilling the condition when executed in the other direction. We can view them as lenses between an arbitrary metamodel and the metamodel $\{\text{true, false}\}$. Finally, the Commonalities Language allows using predictable expressions. These are usual, unidirectional expressions that can be used as a fallback when bidirectional operators cannot be used. Their only restriction is that they must be a deterministic function of their input values.

On a technical level, Commonalities Language code is compiled to Reactions Language code. Because of that, it is possible to use the Commonalities Language together with the Reactions Language in the same transformation.
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This thesis facilitates a case study that examines the Commonalities Language. The case study shall reveal whether the Commonalities Language is suitable developing for real-world model transformations, whether the language’s operator mechanics can be used the way that they are intended to be used, and whether the Commonalities Language offers benefits over the Reactions Language. To those ends, the study analyses code written with in the Commonalities Language, and compares the code to an implementation of the same case in the Reactions Language. By examining two implementations of the same consistency specification we want to reveal relevant differences between the two languages. This chapter will describe the case study and discuss its design.

3.1 Goals and Design

This thesis is part of an overarching objective to find good programming models for consistency preservation with the Vitruvius approach. The Commonalities Language was proposed to address two shortcomings of the existing consistency programming language for Vitruvius, the Reactions Language: First, the Commonalities Language shall make programming transformations more declarative, and thereby shorter and easier to read and write. Second, the Commonalities Language shall make programming multidirectional transformations less error-prone, more comprehensible and altogether easier. While the language was developed with these goals, no empirical evaluation has been conducted yet to verify whether the language fulfills its claims in practice. This thesis contributes to such an empirical test.

To understand the Commonalities Language’s usefulness, we first need to analyse its suitability; that is, the degree to which it can be used to program model transformations. There might be constellations in which the Commonalities Language cannot be used to maintain model consistency. Afterwards, we can turn to usefulness, i.e. the question of how well the Commonalities Language allows programming model transformations. Unlike for suitability, it is difficult to find absolute indicators for answering this question. Whether a programming language is useful can, instead, be best understood in comparison to another programming language. Since the Commonalities Language is developed for the Vitruvius framework, we compare it to the other model transformation programming language for Vitruvius, the Reactions Language. Developers using Vitruvius will be faced with the decision whether to use the Reactions Language or the Commonalities Language.

1There is another model transformation programming language for Vitruvius: the Mappings Language. However, the implementation of the Mappings Language is currently not in a state where it could be
Hence, we can expect the comparison to yield results that directly give practically relevant advice to developers.

Crucially, picking a programming language for developing a model transformation for Vitruvius is not an either-or question. Instead, the languages have been developed to complement each other. Developers can, for example, pick the Commonalities Language as their default language, but fall back to using the Reactions Language for constellations where the Commonalities Language cannot be used or is less useful\(^2\). Because of that, the case study described in this thesis should be designed to yield results that indicate under which circumstances which language is more useful.

With these considerations in mind, I derived a ‘Goal-Question-Metric’ plan [BW84] for the case study. I first broke the research goal up into quantifiable questions. Then I found appropriate metrics that can be used to answer the questions. The ‘Goal-Question-Metric’ approach ensures that the selected metrics are adequate for evaluating the research goal. The plan itself is given in Figure 3.1 (on page 20). We will discuss the chosen metrics in detail in Section 3.4.3, which focuses on construct validity.

### 3.2 The Selected Consistency Preservation Case

Subject of the proposed case study will be an implementation of a consistency specification for UML, PCM, and Java models. The consistency specification was designed by Langhammer [Lan17] and synchronizes the representation of concepts from object-oriented and component-based software design between the three model types. Where concepts exist in multiple models—for example a class in UML and Java, or a component in UML and PCM—the specification defines the intuitive mapping for those concepts. It specifies, for example, that for every Java class there shall be a UML class with equivalent properties; and vice versa. When a concept does not exist in a target model but shall still be represented, the specification establishes conventions to express the source concept through the concepts of the target model. Java, for example, has no concept for software components. So a component that was created in UML or PCM is represented in Java using a Java package and a Java class. Hennig [Hen20, p. 30 ff.] gives a detailed description of all the mappings that encompass the consistency specification.

The selected consistency preservation case is a good fit for the case study goal for several reasons. First, the case preserves consistency among models with much semantic overlap. For instance, almost all structural features of Java can be represented in UML. The Commonalities Language was developed to allow building transformations that synchronize concepts among model types with semantic overlap. Hence, the case is one that the language claims to address. Second, the consistency specification is multidirectional. Since the Commonalities Language was developed to address multidirectional transformations used for real-world case studies. Furthermore, the Commonalities Language might be considered a superset of the Mappings Language, meaning that there might be no use case at all where the Mappings Language is better suited than the Commonalities Language. This is, of course, a subject for another empirical evaluation.

\(^2\)There has been no case study combining different languages in Vitruvius yet. However, since the Commonalities Language generates code in the Reactions Language, we can reasonably expect that the two languages can be combined easily.
better than bidirectional solutions do, the case must include at least three models. Third, 
the selected case involves structurally diverse models. For example, PCM’s objects all 
have a dedicated identifier feature. UML also uses identifiers for objects, but does not 
model them explicitly. Instead, identifiers are assigned by the serialization mechanism. 
Java objects, lastly, have no singular identifier, but are identified by their name and their 
topological position in the model tree. As a second example, packages in UML are model 
objects containing all other objects that are in the package. In Java, on the other hand, 
a package is conceptually created by all types declaring it. Types are stored in different 
compilation units, so there cannot be a single package instance that points to all contained 
objects. Such structural peculiarities pose technical challenges for model transformation 
languages and implementations. The fact that the models of the selected case have a diverse 
structure and contain such peculiarities means that the case study tests the Commonalities 
Language in a wider range.

### 3.3 Methodology

To conduct the the case study, Langhammer’s consistency specification for UML, PCM, and 
Java needs to be implemented using the Commonalities Language. Hennig [Hen20] has 
already started such an implementation, but there are significant parts of the specification 
that are not covered. While some of those parts could not be realized because of time 
constraints, other parts could not be realized because the Commonalities Language did not 
allow it [Hen20, p. 119-122]. Furthermore, Hennig identified issues with the Commonalities 
Language that led to suboptimal code in the implementation [Hen20, p. 95-105]. Hence, 
the Commonalities Language needs to be adapted and extended to allow, where possible, 
realizing the parts of the specification that can currently not be realized, and to allow 
writing better code for the parts where the code currently has clear deficiencies. We will 
discuss the validity of this approach in Section 3.4.

Chen [Che17], Klatte [Kla17] and Syma [Sym18] have implemented Langhammer’s consis-
tency specification in the Reactions Language. Other developers have since maintained 
and improved the implementation. It shall be used as a baseline to compare the imple-
mentation in the Commonalities Language against. To make sure that the comparison 
is valid, both implementations need to implement the exact same behaviour. Even small 
differences in behaviour threaten the validity of the study, because the difference may be 
in an area where one of the two languages is more useful. The differences would then 
alter the outcome of the study.

Because of the size and complexity of the case study, we should not trust that both 
implementations will exhibit the same behaviour just because they were implemented 
against the same specification. Instead, there needs to be an extensive test suite ensuring 
that both implementations behave the same in all relevant aspects. The test suite also needs 
to make sure that the exhibited behaviour complies with Langhammer’s specification 
exactly. Any differences between the specification and the implementations might, once 
again, hide relevant differences between the languages. The test strategy and the technical 
realization of this test suite is the topic of Chapter 5.
After the Commonalities Language has been adapted to allow conducting the case study, the consistency specification has been implemented in the Commonalities Language, and both implementations have been tested to accurately implement the same and the right specification; the final step in the case study will be to evaluate the metrics specified in Figure 3.1 against the implementations. Since not all of the metrics are objective, the evaluation needs to be conducted by a domain expert.

### 3.4 Validity

In this section, we will examine the validity of the case study. Since the case study was not conducted completely yet, there are insufficient results and we cannot draw any conclusions yet. Nevertheless, we can already judge the validity of the presented methodology and metrics. We will, in turn, examine whether the study’s results can be generalized outside of the scope of the case (external validity); whether the values we obtain for our metrics can be attributed to the treatment (internal validity); and whether the selected metrics accurately capture the concepts we are interested in (construct validity) [Woh+12, p. 102 f.].

#### 3.4.1 External Validity

When interpreting the results of a case study, we can usually not separate the measured phenomenon as clearly from the case study’s context [Yin13, p. 13] as we could, for example, in a controlled experiment. Hence, we can generalize from case studies worse than from other types of studies [Woh+12, p. 55]. Without further empirical evaluation, there will be no sure way to tell whether similar results can be expected when implementing other consistency specifications with the Commonalities Language. The case study mainly serves as a proof of existence; that is, it shows that there are practically relevant consistency specifications for which the Commonalities Language is, or is not, suitable and useful.

In Section 3.3, I described that the Commonalities Language should be adapted while the case study is being implemented. Since the language will be adapted with the specific case in mind, chosen solutions may not be sufficiently generalized, that is, they may only apply to the case at hand. This further reduces the external validity of the study.

Generalizability of case studies can be improved by ‘strategic selection of cases’ [Fly06]. To that end, we study a ‘critical case’ with this case study, such that we know that if we cannot find positive results for this case, it is unlikely that we will find positive results in other cases [Fly06]. The Vitruvius framework and the Commonalities Language have been developed with the case of consistency of UML, PCM, and Java in mind. Both the framework [Kla+20] and the language [Gle17, p. 13 f.] used a simplified version of the case as a running example. Furthermore, the case study lets domain experts implement the transformations and encourages them to make the best use of the respective transformation language. This amplifies the impact of potential advantages or disadvantages of the languages. Furthermore, as detailed in Section 3.2, the case offers a variety of model structures that need to be transformed, so that the languages need to prove themselves under diverse circumstances.
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3.4.2 Internal Validity

The case study implementations will have been written by different developers. This precludes any biases that are common in intra-subject studies, like maturation or sequencing effects. On the other hand, having different developers for the implementations means some of the differences in the implementations may have been caused by the developers’ different programming styles instead of the different languages. Differences can, thus, not be entirely attributed to the different treatments. We try to minimize this limitation by using domain experts to implement the case study. While implementing, the experts try to find not just any solution, but rather one that makes the best use of the respective language’s features.

The implementers are, in part, aware of the case study the implementation is being created for. This may cause subject effects, i.e., it may influence the code the implementers write in a way that makes it conform to the study’s hypothesis. However, since the implementers try to program optimal (instead of ‘realistic’) implementations anyway, these effects should not be able to change the outcome. All in all, the case study’s results will relate more to an ideal implementation in the respective language, than to what an average developer might program. Similar to how the study can only provide a proof of existence and cannot be generalized (see Section 3.4.1), the study informs on what is possible with the languages, but not necessarily on what to expect when the languages will be used in practice.

A similar threat to validity stems from adapting the Commonalities Language itself to facilitate the case study. The threat is that changes to the Commonalities Language may be tailored to optimize the metrics of the case study, instead of optimizing the usefulness of the language. Whether that is possible, however, is a matter of whether the study has good construct validity. If optimizing the Commonalities Language according to the metrics of the study did not optimize usefulness as well, the study’s metrics would be unfit to measure the intended constructs. As long as the design of the study provides sufficient construct validity, this threat should, thus, not reduce the study’s validity further. On the other hand, adapting the Commonalities Language before evaluating it is essential for the study’s internal validity. Since we want to measure how suitable and useful the language is for developers wanting to use it, the study needs to be conducted with a version of the language that developers would realistically use. As long as the language misses essential features, such that it does not allow implementing certain consistency specifications, or only allows to do so in a cumbersome way, the language cannot be evaluated in the case study. If it was evaluated in such a premature state, the results would not inform on the experience developers will have in practice because developers would not use the language in that state to begin with.

3.4.3 Construct Validity

Let us now turn to assessing how well the chosen metrics (cf. Figure 3.1) can represent the constructs we want to measure. In other words: How well do the chosen metrics answer our questions? We will examine each question in turn.
**Goal** Understand whether and how the Commonalities Language helps developers develop model transformations for Vitruvius.

**Question 1** How suitable is the Commonalities Language for developing model transformations?

**Metric 1** A characterisation of consistency specifications that cannot be reasonably preserved with the Commonalities Language.

**Metric 2** The ratio of model features that can be reasonably transformed with the Commonalities Language to the those that cannot.

**Question 2** Do the operator mechanics of the Commonalities Language offer good abstraction and reusability?

**Metric 3** The number of usages per used operator.

**Metric 4** The number of operators used per position where operators can be used.

**Question 3** To what extent is it easier to develop multidirectional transformations in the Commonalities Language than in the Reactions Language?

**Metric 5** The ratio of the size of the implementation in the Commonalities Language, including operators and Reactions Language parts with their called Java code; to the size of the implementation in the Reactions Language, including called Java code; all measured in source lines of code.

**Metric 6** The number of classes of the abstract syntax tree of both the Commonalities Language and the Reactions Language.

All metrics we discuss in this section will rely on the assumption that, as we established in Section 3.4.2, the case study implementation uses the Commonalities Language’s features to find one of the best implementations. Hence, we preclude that any shortcomings measured by the metrics are due to a suboptimal implementation, and attribute the shortcomings to the language. I will refer to this assumption as the ‘optimal code assumption’.

**3.4.3.1 Suitability**

As mentioned in Section 2.6.2, it is unknown whether the Commonalities Language can be used to implement every computable consistency specification. Hence, Question 1 shall establish in which situations the Commonalities Language can and in which situations it cannot be used. Here, we are not only interested in evaluating the language, but also in exploratively learning more about the language’s capabilities. To answer the question, I define two metrics: First, a description of the situations where the Commonalities Language cannot be used (Metric 1). Unusually for the Goal-Question-Metric approach,
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this is a qualitative, rather than a quantitative metric. Nevertheless, this is appropriate for the explorative nature of the question. The second metric (Metric 2) is quantitative and evaluates the language’s suitability by taking the ratio of model features that could to model features that could not be transformed. Together, the two metrics establish a clear construct: They show when the Commonalities Language was unsuitable for the case study, and how often that happened.

Both metrics are objective except for one complication: Since the Commonalities Language allows to use operators that are programmed in Java—a Turing-complete, general-purpose programming language—it is not unlikely that all computable consistency specifications can be realized with it technically, but not in a way that programmers would consider reasonable. It could, for example, be possible to write an operator that implements the whole transformation and only uses the Commonalities Language to be triggered initially. With such a solution, the language could be used for the specification in question, but no programmer would ever want to use it this way. To avoid such ‘solutions’, I specified the metrics to only consider reasonable implementations of consistency specifications. Determining what is reasonable and was is not, however, introduces a subjective component into the construct. I argue that this subjectiveness does not harm the precision or understandability of the construct significantly because developers will have similar definitions of when the constructs of the Commonalities Language have been used reasonably.

3.4.3.2 Operator Mechanics

The Commonalities Language allows programmers to define operators externally and re-use them in the language. This is the central mechanism to specify transformation logic in the Commonalities Language. If the mechanics are used as intended, programmers need to define new operators seldom and can specify most pieces of logic by combining existing operators. With Question 2 I examine whether the language was built in a way that allows this use. The construct that that the question aims at is twofold: Its first component is abstraction, i.e. whether the operator mechanics allow writing operators that are sufficiently abstract, such that they can be re-used well. Its second component is combinability, that is, whether operators can be combined well. It might be possible that sufficiently abstract operators can be defined (good abstraction) but the language does not allow to combine them well (bad combinability).

Metric 3 measures abstraction: A sufficiently abstract operator can be used in different contexts, and we expect such an operator to be used multiple times. A concrete operator with insufficient abstraction, on the other hand, can not be used in different contexts and we expect that it will not be used often. There are two caveats: First, even if it is possible to define sufficiently abstract operators, there might be no need to re-use every single one of the defined operators. Thus, we cannot conclude from the fact that an operator was not re-used that it is was not defined abstractly enough. Nevertheless, the only other possible reason—except bad abstraction—why no (or few) operators are re-used is that implementing the consistency specification does not allow re-using logic. This is not the case. The specification contains multiple mappings with similar logic. For example, there are multiple occasions where the transformations need to convert strings between upper and lower case, append or prepend strings by other strings, or convert
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between enumerations. Hence, should we find with Metric 3 that only few operators are re-used, we can attribute this to bad re-usability of the operators, which we can, per the optimal code assumption, attribute to the Commonalities Language not allowing to define sufficiently abstract operators. The other caveat is that operators might be re-used in the implementation, but not in different contexts. This would be a form of code duplication. In this case, the fact that the operator was used multiple times would not indicate that it is a well-abstracted operator, but only that the same context occurred multiple times. Per the optimal code assumption, there will be no code duplication that could have been avoided with better code. There might, however, be code duplication because the Commonalities Language lacks mechanisms to avoid it. This would harm the precision of Metric 3. Hence, while developing the case study, the Commonalities Language needs to be extended such that whenever code should be de-duplicated, the language allows to do that. Luckily, extending the Commonalities Language is part of this case study’s methodology (cf. Section 3.3), so we can be sure that the language will have sufficient mechanisms to avoid code duplication before it is evaluated. We can, in conclusion, expect Metric 3 to give a good measure of the abstraction that the Commonalities Language allows operators to have.

To measure how well operators can be combined with the Commonalities Language, we will count how many operators were used per code location that allows using operators (Metric 4). If operators can be combined well, we would expect that there are multiple locations where more than one operator was used. This suffers from a similar caveat as Metric 3: If there are not many code locations where operators are combined, we cannot know whether this is due to bad combinability of operators, or due to the implementation not needing to combine operators. Unlike before, there are no strong arguments to decide a priori which will be the case. Hence, the Metric 4 can be used to provide evidence for combinability. If, however, the metric shows only few operator combinations, the case study implementations needs to be examined carefully to judge whether this is due to a shortcoming of the language, or due to the selected consistency specification.

3.4.3.3 Comparison to the Reactions Language

With Question 3, we ask whether the Reactions Language or the Commonalities Language is the better choice to implement the case study’s case. Unlike the previous questions, this one targets a construct that is not defined precisely. The study defines the ‘better choice’ in terms of ‘development effort’, meaning the amount of work that is required to write and maintain the transformations. This measure is both subjective—because different developers need different amounts of time for different tasks—and difficult to measure—because especially the necessary tasks for maintaining transformations are unknown a priori and could only be evaluated ex post after having conducted a long-running study\(^3\). We will, hence, have to settle on a metric that correlates with development effort, but will not be able to capture to whole picture.

\(^3\)A study that only focuses on implementation effort while ignoring maintenance effort would skew its results. Maintenance is often the most cost- and time-consuming activity in a software project. Programming languages could, theoretically, trade easiness of maintenance against easiness of implementation. Such a study would not detect such trade-offs.
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Subramanyam and Krishnan [SK03] analysed different code metrics for object-oriented software regarding their power to predict defects. They formulated the hypothesis that 'larger classes will be associated with a higher number of defects, all else being equal' [SK03], which they could support with the results of the study. The study was conducted on both Java and C++ code, which shows that the correlation is not specific to a programming language (although it might still be specific to object-oriented code). Their findings suggest that for a given problem, the solution with less code will be less prone to bugs. Hence, implementation size qualifies as a measurement for maintenance effort. It also qualifies as a measure for implementation effort, since we can expect that writing more code takes more time, all else being equal. Thus, we will compare the size of the implementations measured in source lines of code (Metric 5). When counting the lines, we need to make sure to count all source code files that are part of the respective implementation. For the implementation in the Reactions Language, this includes all Reactions Language files and all Java code that is transitively called from the Reaction Language code. For the implementation in the Commonalities Language, the count includes all Commonalities Language files and the Java code of called operators, including Java code that is transitively called by the operators. When counting Java code lines, only the lines of the source code should be counted, not the lines of libraries the source code might be linked against. As described in Section 2.6.2, code written in the Commonalities Language can be mixed with code written in the Reactions Language. If the Commonalities Language implementation contains code in the Reactions Language, these lines of this code shall be counted as they are counted for the Reactions Language implementation. The code of both implementations must be entirely disjunct to make sure the count is accurate. If the two implementations shared common code, it would be unclear how to count it, since some of the code might only be required for one of the two implementations.

Implementation size can, however, not be the only measure for development effort. As Subramanyam and Krishnan warn: 'This is because, if we reduce the size of all classes in the application, it may influence other design complexity measures.' [SK03]. The statement refers to the fact that an implementation might trade complexity for length, i.e. write shorter, but more complex code that is not actually easier to maintain. A similar argument can be made for programming languages: A language could allow writing short code by being more difficult to use. Language developers could, for example, introduce many specialized features that allow to write short code but make learning and using the language difficult. Unlike for implementations in object-oriented languages, there are no metrics that have been shown to measure the complexity of a language (see also Section 7.1 where we discuss related studies). In this study, we will use the number of classes in the abstract syntax tree of a language (Metric 6) as a measure for how large the language is. The reasoning is that the more classes an abstract syntax tree has, the more concepts the language contains, and the more effort it is to learn and use the language.

---

4'Source lines of code' refers to the number of source code lines that are neither comments nor contain only white space.

5For reasons of brevity, I will refer to all code that can be run on the JVM and was written in a multi-purpose programming language as 'Java code'; even though some of the code was written in the Java dialect Xtend.
In effect, the combination of Metric 5 and Metric 6 tests how well the languages make use of the strengths of domain-specific languages (cf. Section 2.1). The language that is better adapted to the domain should require less code to solve the problem, without having to introduce many different concepts to the language. Notably, since the Commonalities Language allows to fall back to Reactions Language, the comparison will show to which extent it is beneficial to use the Commonalities Language in addition to the Reactions Language. Only if the Commonalities Language can be used well to implement the whole case study will the comparison yield insights into how beneficial it is the use the Commonalities Language exclusively.
4 Congruent Bidirectional Transformations

The two transformation directions $\hat{T}$ and $\hat{T}$ of a bidirectional transformation $\hat{T}$ are not uniquely defined by their consistency relation $T$. If $T$ is not bijective, the directions have the freedom to choose among different target model states for a given input model state. For practical use, however, it is desirable that both directions of a transformations make use of this freedom in a compatible way. In this chapter, I will present a novel property for bidirectional transformations that formalizes this expectation: congruence. The property can guide transformation developers when building transformations. It ensures a notion of compatibility between the two directions of a bidirectional transformation and makes transformations more predictable for users. It will also become relevant in Chapter 5 for testing transformations.

Let us begin with an example: Java does not have a native construct to represent software components. To maintain consistency between PCM models and Java source code, transformation developers have to define a convention that specifies how to represent software components in Java. Langhammer [Lan17, p. 69], for instance, proposes to map every new PCM component to a new Java package containing an implementation class for the component. This is not the only possible solution, developers can choose among multiple possible conventions that would all be considered valid by users. Nevertheless, users expect that in any chosen solution, both directions of the transformation adhere to the same convention. To illustrate why this is important to users, imagine the following scenario: We use a consistency specification based on Langhammer’s [Lan17, p. 69] convention for mapping components. However, our specification does not give details on how to handle the names of components or implementation classes, respectively (more on this assumption will follow in Section 4.1). Now assume we defined the following bidirectional transformation between PCM and Java: The PCM→Java transformation creates a package and a class for every component. The package has the name of the component in lowercase letters; and the class has the name of the component, with ‘Impl’ appended to it. The Java→PCM transformation creates a PCM component for every Java package containing a class ending with ‘Impl’ and gives the component the name of the class. If an architect modelled a component called ‘UserRepository’ in PCM, the PCM→Java transformation will create the Java package ‘userrepository’ containing a class called ‘UserRepositoryImpl’. If, however, a Java developer created a package called ‘userrepository’ and put a class named ‘UserRepositoryImpl’ into it, the Java→PCM transformation will create a component called ‘UserRepositoryImpl’. We can see a discrepancy: When the developer applies the changes

\footnote{In practice, the transformation would need to differentiate more carefully whether the class should really represent a component, for example by asking the user for input. But this is not relevant to our discussion.}
that resulted from the architect’s changes manually (i.e. adds the package and the class),
the resulting changes are different from the initial changes by the architect. The archi-
tect’s component was named ‘UserRepository’, while the component that results from the
developer making the corresponding changes in Java will be called ‘UserRepositoryImpl’.
Users will be surprised by this behaviour. If creating a component named ‘UserRepository’
results in a class named ‘UserRepositoryImpl’, then it stands to reason that creating a class
named ‘UserRepositoryImpl’ creates a component called ‘UserRepository’.

If we abstract from this example, we can observe that we expect bidirectional trans-
formations to have ‘interchangeable changes’. That means that if a user changes model \(a_0\)
to \(a_1\) (e.g. adds a component in PCM) and the transformation transforms model \(b_0\) to be
\(b_1\) as a consequence (e.g. adds a package and a class to Java); then we expect that if the
user changes model \(b_0\) to \(b_1\), the transformation will change \(a_0\) to be \(a_1\). In other words:
changes made by transformations should have the same effect as changes made by users.

**Definition 4.1.** Given a bidirectional transformation \(\hat{T} = (T, \hat{T}, \dot{\hat{T}})\), a change from
\((a_0, b_0) \in T\) to \(a_c\) is user-transformation-interchangeable if, and only if, transforming
\(a_c\) by \(\hat{T}\) leads to a new model \(b_c\), and transforming \(b_c\) back by \(\hat{T}\) results in \(a_c\). More formally,
\(a_c \in A\) is user-transformation-interchangeable in state \((a_0, b_0) \in T\) iff

\[
\hat{T}(a_0, \hat{T}(a_c, b_0)) = a_c.
\]

Dually, \(b_c \in B\) is user-transformation-interchangeable in state \((a_0, b_0) \in T\) iff

\[
\hat{T}(a_c, \hat{T}(a_0, b_c)) = b_c.
\]

**Definition 4.2.** A bidirectional transformation \(\hat{T} = (T, \hat{T}, \dot{\hat{T}})\) between \(A\) and \(B\) is user-
transformation-interchangeable if, and only if, all changes are user-transformation-inter-
changeable. More formally, \(\hat{T}\) is user-transformation-interchangeable iff

\[
\forall (a_0, b_0) \in T:\ \forall a_c \in A:\ \hat{T}(a_0, \hat{T}(a_c, b_0)) = a_c
\]

\[
\land \forall b_c \in B:\ \hat{T}(\hat{T}(a_0, b_c), b_0) = b_c.
\]

If a user-transformation-interchangeable transformation between \(A\) and \(B\) is also Hippo-
cratic and correct, it is uniquely defined by a bijection between \(A\) and \(B\). We will prove this
later in Proposition 4.1 (on page 29). It justifies calling the whole transformation ‘bijective’.

**Definition 4.3.** A correct, Hippocratic and user-transformation-interchangeable trans-
formation is called bijective.

It would, however, not be realistic to expect all transformations to consist exclusively of
user-transformation-interchangeable changes (and, hence, be bijective) [Ste10]. To see why,
we extend our example above. Langhammer suggests that, because his proposed mapping
‘is hard to match for [Java] developers’ [Lan17, p. 70], a component could already be created
in PCM after a new Java package was created\(^2\). This is a sensible proposal; but the resulting

\(^2\)Langhammer proposes to ask the user whether the new package should, in fact, represent a new component.

But once again, this is not relevant for our discussion.
transformation will not be user-transformation-interchangeable. After adding a package in Java, for example, the new transformation will create a component in PCM; but after adding a component in PCM, the new transformation will create a package and a class in Java. Hence, adding a package in Java is not user-transformation-interchangeable. Nevertheless, we observe that the change, although not being user-transformation-interchangeable itself, resulted in a user-transformation-interchangeable change. As users, we can still accept that: Adding a package is an alias for adding a package and a class. Hence, we are not surprised that the PCM–Java transformation would create a package and a class in reaction to a new PCM component, even though we just added a package to create a PCM component.

Abstracting from our extended example again, we derive that we should tolerate not only user-transformation-interchangeable changes, but also changes that lead to user-transformation-interchangeable changes after being transformed once. I even argue that we should only tolerate such changes. In other words, we should build transformations in a way that they always produce user-transformation-interchangeable changes. Let us call such transformations congruent.

**Definition 4.4.** A bidirectional transformation $\tilde{T} = (T, \tilde{T}, \tilde{T})$ between $A$ and $B$ is congruent if, and only if, transforming any change results in a user-transformation-interchangeable change. More formally, $\tilde{T}$ is congruent iff

$$\forall (a_0, b_0) \in T: \forall a_c \in A: \tilde{T} (\tilde{T} (a_0, \tilde{T} (a_c, b_0)), b_0) = \tilde{T} (a_c, b_0)$$

$$\land \forall b_c \in B: \tilde{T} (a_0, \tilde{T} (\tilde{T} (a_0, b_c), b_0)) = \tilde{T} (a_0, b_c).$$

Just as I implied, congruency is a weakening of user-transformation-interchangeability:

**Lemma 4.1.** Every user-transformation-interchangeable transformation is congruent.

**Proof.** Since $\tilde{T}$ and $\tilde{T}$ are deterministic, wrapping them around the Definition 4.2 retains equality and yields Definition 4.4:

$$\forall (a_0, b_0) \in T: \forall a_c \in A: \tilde{T} (a_0, \tilde{T} (a_c, b_0)) = a_c$$

$$\land \forall b_c \in B: \tilde{T} (\tilde{T} (a_0, b_c), b_0) = b_c$$

$$\implies \forall (a_0, b_0) \in T: \forall a_c \in A: \tilde{T} (\tilde{T} (a_0, \tilde{T} (a_c, b_0)), b_0) = \tilde{T} (a_c, b_0)$$

$$\land \forall b_c \in B: \tilde{T} (a_0, \tilde{T} (\tilde{T} (a_0, b_c), b_0)) = \tilde{T} (a_0, b_c).$$

Furthermore, we can conceptualize congruent transformations as user-transformation-interchangeable transformations that additionally allow alias changes. Alias changes lead to user-transformation-interchangeable changes when transformed (see Figure 4.1).

**Lemma 4.2.** Every congruent transformation has user-transformation-interchangeable changes.

**Proof.** Let $\tilde{T} = (T, \tilde{T}, \tilde{T})$ be a bidirectional transformation between the metamodels $A$ and $B$. If we start with any consistent state $(a_0, b_0) \in T$ and transform any change $a_c \in A$
(or \( b_c \in B \)) to \( b_t := \hat{T} (a_c, b_0) \) (or \( a_t := \hat{T} (b_c, a_0) \)), the result will be a user-transformation-interchangeable change. We can see this by filling the result into Definition 4.4, which directly yields Definition 4.2:

\[
\begin{align*}
\hat{T} (\hat{T} (a_0, \hat{T} (a_c, b_0)), b_0) &= \hat{T} (a_c, b_0) \quad \Rightarrow \quad \hat{T} (\hat{T} (a_0, b_t), b_0) = b_t \\
\hat{T} (a_0, \hat{T} (\hat{T} (a_0, b_c), b_0)) &= \hat{T} (a_0, b_c) \quad \Rightarrow \quad \hat{T} (a_0, \hat{T} (a_t, b_0)) = a_t.
\end{align*}
\]

\[ \square \]

### 4.1 Relationship to the Consistency Relation

While considering the above example regarding consistency of software components between PCM and Java, we assumed that the consistency specification did not define how names of components and implementation class should be mapped onto each other. This was necessary to construct the example. If we assumed a more sensible consistency specification that specifies how to handle component names and implementation class names, we would not have been able to construct an example that is not congruent, but still correct and Hippocratic. This is consistent with the introduction of this chapter, where I described congruency as, intuitively speaking, a property of how transformations ‘use the freedom’ that the transformation relation leaves them. If there is no freedom, any correct transformation will also be congruent. Let us formalize this intuition.

We will begin with the strictest of consistency relations: bijective ones. If the consistency relation is bijective, then there is no freedom at all and any correct bidirectional transformation will be user-transformation-interchangeable. Conversely, all user-transformation-interchangeable transformations that are also Hippocratic have bijective consistency relations.
Proposition 4.1. There is a correct, Hippocratic, and user-transformation-interchangeable bidirectional transformation for a consistency relation \( T \) if, and only if, \( T \) is bijective.

Proof. Let \( A \) and \( B \) be the metamodels that are related by \( T \). Recall that neither \( A \) nor \( B \) is empty (cf. Section 2.2).

\( \Rightarrow \) Assume that \( T \) is not bijective. \( T \) is left-total and right-total per definition (see Section 2.4.1). Hence, \( T \) is either not left-unique or not right-unique. Assume without loss of generality that \( T \) is not left-unique (else swap the roles of \( A \) and \( B \)). Hence, there are \( a_1, b \in T \) and \( a_2, b \in T \) with \( a_1 \neq a_2 \). Let \( \bar{T} = (T, \bar{T}, \bar{T}) \) be any correct and Hippocratic transformation for \( T \). By its Hippocraticness, we know that \( \bar{T} (a_1, b) = b \) and \( \bar{T} (a_2, b) = a_2 \). Consequently, we see that

\[
\bar{T} (a_2, \bar{T} (a_1, b)) = a_2 \neq a_1.
\]

Thus, \( \bar{T} \) is not user-transformation-interchangeable.

\( \Leftarrow \) Let \( T \) be bijective. The only correct bidirectional transformation is the induced transformation \( \bar{T} = (T, \bar{T}, \bar{T}) \), with

\[
\bar{T}: (a, b) \mapsto T (a)
\]

\[
\bar{T}: (a, b) \mapsto T^{-1} (b).
\]

\( \bar{T} \) is well-defined, correct and Hippocratic [Ste10]. It is also user-transformation-interchangeable:

\[
\forall (a_0, b_0) \in T: \quad \forall a \in A: \bar{T} (a_0, \bar{T} (a, b_0)) = T^{-1} (T (a)) = a
\]

\[
\land \forall b \in B: \bar{T} (a_0, b_0) = T (T^{-1} (b)) = b.
\]

Because congruency is strictly weaker than user-transformation-interchangeability, there are consistency relations that do not allow the latter, but do allow the former. To get a better understanding of which consistency relations allow congruency, we define ‘indirect consistency’.

Definition 4.5. Given a consistency specification \( T \subseteq A \times B \) between \( A \) and \( B \), we define the additional relations for all \( i \in \mathbb{N}^+ \):

\[
T^0 := T
\]

\[
T^i := \{ (a, b) \mid \exists (a', b') \in (T^{i-1} \setminus \{ (a, b) \}) : (a, b') \in T \land (a', b) \in T \}
\]

\[
T^* := \bigcup_{n \in \mathbb{N}_0} T^n
\]

We say that \( a \in A \) and \( b \in B \) are \( i \)-step consistent iff \( (a, b) \in T^i \), and indirectly consistent iff \( (a, b) \in T^* \).

Congruency, just like user-transformation-interchangeability can be trivial:

Proposition 4.2. Let \( T \subseteq A \times B \) be a consistency relation between the metamodels \( A \) and \( B \). If there is no pair of model elements \( (a, b) \in A \times B \) that is 2-step consistent, then any correct, Hippocratic bidirectional transformation between \( A \) and \( B \) is congruent.
4 Congruent Bidirectional Transformations

Proof. Let $T$ have no model pair that is truly 2-step consistent. Assume to the contrary that there exists a bidirectional transformation $\tilde{T} := (T, \tilde{T}, \tilde{T})$ that is correct and Hippocratic, but not congruent. Because $\tilde{T}$ is not congruent, we know that there exist $(a_0, b_0) \in T$ such that either

$$\exists a_c \in A: \tilde{T} \left( \tilde{T} (a_0, \tilde{T} (a_c, b_0)), b_0 \right) \neq \tilde{T} (a_c, b_0);$$

or

$$\exists b_c \in B: \tilde{T} (a_0, \tilde{T} (a_0, b_c), b_0) \neq \tilde{T} (a_0, b_c).$$

Let, without loss of generality, the former be the case (else swap the roles of $A$ and $B$). Let $b_c := \tilde{T} (a_c, b_0), a_x := \tilde{T} (a_0, b_1)$ and $b_x := \tilde{T} (a_x, b_0)$, as indicated in the formula above. Per assumption, we know that $b_c \neq b_x$. It follows that $a_x \neq a_c$, because otherwise we would have $\tilde{T} (a_x, b_0) = \tilde{T} (a_c, b_0)$, which violates our assumption. Since $\tilde{T}$ is correct, we conclude that $(a_c, b_x) \in T$, $(a_x, b_c) \in T$, and $(a_c, b_x) \in T$. But then $a_c$ and $b_x$ are 2-step consistent; that is, $(a_c, b_x) \in T^2$. This is a contradiction. \qed

Notably, this means that every lens is congruent:

Lemma 4.3. Every well-behaved lens is congruent.

Proof. Let $\tilde{L} := (L, \tilde{L}, \tilde{L})$ be a well-behaved lens between $A$ and $B$; that is, $\tilde{L}$ is correct and Hippocratic, and there exists a function $\text{GET}: A \rightarrow B$ such that $\tilde{L} (a, b) = \text{GET} (a)$ for all $a \in A$ and $b \in B$. We show that $L$ has no 2-step consistent pairs. Hence, assume to the contrary that $a \in A$ and $b \in B$ are 2-step consistent. Hence, there are $(a', b') \in L$, such that $(a, b') \in L$ and $(a', b) \in L$. Furthermore $b \neq b'$. But then $\tilde{L}$ is not Hippocratic, because $\tilde{L} (a', b) = \text{GET} (a') = \tilde{L} (a', b')$, so either $\tilde{L} (a', b) \neq b$ or $\tilde{L} (a', b') \neq b'$. This is a contradiction. \qed

By now, we have found that, depending on the consistency relation, user-transformation-interchangeability can be impossible, and congruency can be trivial. Now we will find a relaxed, sufficient condition for the existence of a congruent transformation for a given consistency relation. We will show later, in Example 7.1 on page 61, that the condition is sufficient, but not still not necessary. Nevertheless, there are also consistency relations for which there are no congruent, Hippocratic, bidirectional transformations; even though there is a correct and Hippocratic one. Example 7.2 on page 63 provides such a consistency relation.

Proposition 4.3. Let $T \subseteq A \times B$ be a between two metamodels $A$ and $B$. If any indirectly consistent pair of models $(a, b) \in A \times B$ is also consistent, then there is a correct, Hippocratic and congruent bidirectional transformation $\tilde{T} := (T, \tilde{T}, \tilde{T})$.

Proof. We construct such a bidirectional transformation. $T$ has subsets that form a left-unique, right-unique (but not necessarily bijective) relation. Let $S$ be a maximal of these subsets (that is, no tuple $t \in T$ can be added to $S$ without making it not left-unique or not
right-unique). Recall that neither $A$ nor $B$ is empty and that $T$ is left-total (cf. Section 2.2). Thus, $S$ is also not empty. We define the transformations as

\[
\tilde{T} (a, b) = \begin{cases} 
  b & \text{if } (a, b) \in T \\
  b_s & \text{if } (a, b_s) \in S \\
  b_t & \text{where } (a, b_t) \in T
\end{cases}
\]

\[
\bar{T} (a, b) = \begin{cases} 
  a & \text{if } (a, b) \in T \\
  a_s & \text{if } (a_s, b) \in S \\
  a_t & \text{where } (a_t, b) \in T
\end{cases}
\]

We can see directly from the definition that $\bar{T}$ must be Hippocratic (because of the respective first case) and correct (because we always select a result from $T$). Since $T$ is left-total and right-total, the functions are also well-defined. We will show one direction of congruency, the other direction is dual and can be shown analogously.

Let $(a_0, b_0) \in T$ and $a_c \in A$. We differentiate three cases:

1. Assume $(a_c, b_0) \in T$. We get:

\[
\tilde{T} (\bar{T} (a_0, \tilde{T} (a_c, b_0)), b_0) = \bar{T} (\tilde{T} (a_0, b_0), b_0) = \tilde{T} (a_0, b_0) = b_0 = \tilde{T} (a_c, b_0).
\]

2. Else, assume that there is a $b_c \in B \setminus \{b_0\}$ such that $(a_c, b_c) \in S$. Since we are not in case 1, we know that $(a_c, b_0) \notin T$ and, hence, $\tilde{T} (a_c, b_0) = b_c$. We also know that $(a_0, b_c) \notin T$. Because else, $a_c$ and $b_0$ would be indirectly consistent via $(a_c, b_c)$, $(a_0, b_c)$, $(a_0, b_0)$; although $a_c$ and $b_0$ are not consistent. Hence, $\bar{T} (a_0, b_c) = a_c$. We get:

\[
\tilde{T} (\bar{T} (a_0, \tilde{T} (a_c, b_0)), b_0) = \bar{T} (\tilde{T} (a_0, b_c), b_0) = \tilde{T} (a_c, b_0).
\]

3. Else, let $b_c := \tilde{T} (a_c, b_0)$. Since we are neither in case 1 nor 2, we know that $(a_c, b_c) \notin S$ and $b_c \neq b_0$. We also know that there is no other $b_x \in B$ such that $(a_c, b_x) \in S$ because else we would be in case 2. It follows that there must be an $a_s \in A$ such that $(a_s, b_c) \in S$. Otherwise, $S$ would not be maximal because we could add $(a_c, b_c)$ to it. By the same argument as in case 2, $(a_0, b_c) \notin T$. Hence, $\bar{T} (a_0, b_c) = a_s$ and $(a_s, b_c) \in T$. Similarly, $(a_s, b_0) \notin T$, because else $a_c$ and $b_0$ would be indirectly consistent via $(a_c, b_c)$, $(a_s, b_c)$ and $(a_s, b_0)$; although $a_c$ and $b_0$ are not consistent.
Hence, \( \tilde{T}(a_s, b_0) = b_c \). We get:

\[
\begin{align*}
\tilde{T}(\tilde{T}(a_0, \tilde{T}(a_c, b_0)), b_0) &= \tilde{T}(\tilde{T}(a_0, b_c), b_0) \\
&= \tilde{T}(a_s, b_0) \\
&= b_c \\
&= \tilde{T}(a_c, b_0).
\end{align*}
\]

The condition that indirect consistency shall imply consistency is a natural one. For example, imagine that we did not represent UML comments in Java. Hence adding a comment to a UML model does not change whether or not the model is consistent with Java. Similarly, the body of Java methods is not represented in UML by Langhammer’s consistency specification. Hence, changing the body of a constructor does not make a consistent Java model inconsistent with UML. Now consider consistent Java and UML model states, both representing a software component. We know that, first, the Java state with a different constructor body is consistent with the UML state, and, second, the UML state with an added comment is consistent with the Java state. Given these facts, it is only reasonable to expect that the Java state with a different constructor body is also consistent with the UML state with an added comment. Otherwise, a correct bidirectional transformation would be forced to remove the modified constructor body after the comment was added to Java. This is obviously not desirable.

### 4.2 Evaluation

In this chapter, I introduced a novel property for bidirectional transformations, which I called congruency. I propose that additionally to correctness and Hippocratism, we should expect congruency of all transformations that are used for maintaining consistency between models with semantic overlap. I have explained with examples why I expect transformations to become more predictable and easier to use if they are user-transformation-interchangeable. Then I showed why this is too strict to be a general requirement, but that we can still gain the proposed advantages if we require transformations to be congruent. Additionally, I will show in Chapter 5 how congruent transformations are easier to test than non-congruent ones.

There are three reasons why I think that it is realistic to expect that it will always be possible to use congruent transformations when maintaining consistency of models with semantic overlap. First, as shown in Proposition 4.3, every consistency relation can be maintained by a congruent bidirectional transformation if all indirectly consistent model pairs are also consistent with each other. As I explained, this is a intuitive requirement and it is reasonable to expect that all practical transformation relations will fulfil it. Second, congruency maps cleanly onto the idea of semantic overlap. Two models sharing semantic overlap means that there is a common concept that can be represented in both models. For every initial model state, we can designate a pair of representations in each model that map onto each other. This pair will be the respective user-transformation-interchangeable change for each model. The pair would be in the subset \( S \) in the proof of Proposition 4.3.
In our example above, the state after adding a PCM component and the state after adding a Java package with a Java class would form such a pair. Additionally, congruency allows aliases for these states in both models. These aliases are either other ways to express the same concept, like the simplification of only adding a Java package, that we discussed; or they capture additional model data which is irrelevant to the common concept, like comments in UML. All such aliases would be in $T \setminus S$ in the proof of Proposition 4.3. This way, semantic overlap can naturally lead to a congruent bidirectional transformation. Last, as far as I was able to test the transformations in the case study of this thesis, they were all congruent or meant to be congruent. This gives the previous two theoretical arguments some early empirical validation. Nevertheless, more practical experience will be needed to be sure that congruency is a good requirement for all bidirectional transformations when maintaining consistency between models with semantic overlap.
5 A Test Strategy for Different Implementations of a Consistency Specification

A part of the case study presented in Chapter 3 compares two implementations of the same consistency specification, one in the Reactions Language, and the other in the Commonalities Language. As discussed in Section 3.3, it is crucial for the internal validity of the case study that the compared implementations both implement the same behaviour, and that this behaviour conforms to the specification. However, when examining the pre-existing implementation in the Reactions language by Chen [Che17], Klatte [Kla17] and Syma [Sym18] and the implementation in the Commonalities Language by Hennig [Hen20], it quickly became apparent that they did not realise the same logic. Instead, they had interpreted Langhammer’s requirements [Lan17] differently. The implementations were covered by tests, but those tests were written for each implementation separately. Hence, the tests could not detect the discrepancies between the implementations. To ensure that both implementations fulfil the requirements to be used in the case study, I developed a test strategy and a framework for a test suite that can be applied to both implementations. In this chapter, I will present and discuss the design decisions for this new test suite.

5.1 Black Box Acceptance Tests

Software test cases are typically categorized into at least two categories: Whether they are unit, integration, or system tests; and whether they apply black box, white box, or grey box testing. The first category concerns the subject of the tests: either a small unit of the software in isolation, or the interplay of several units, or the whole software system at once. The second category differentiates how much knowledge about the implementation is used to define the test cases. In white box testing, any information about the implementation can be used to improve the test cases and focus them on the areas that are deemed in particular need of testing. In black box testing, the opposite is the case: No knowledge about the implementation is used, and test cases are defined only based on information that users have about the system. The software system is, hence, treated as a ‘black box’. In grey box testing, only specific information about the implementation is used to define test cases.

The pre-existing tests for the Reactions Language implementation are mostly white box unit tests. They focus on small parts of the transformations and test the properties that developers considered most relevant. The tests are accompanied by some white box
integration tests, which cover relevant behaviour when combining multiple Reactions. The pre-existing tests for the implementation in the Commonalities Language are different. They test the transformations by providing user changes and checking the result models after applying the transformation. Since they test the whole transformation from the users’ perspective, they are black box system tests. The new tests suite for the case study will check the whole respective implementation against its specification. Hence, it is an acceptance test suite. Acceptance tests are a subcategory of system tests. The test suite will be applied to two significantly different implementations, so it can not rely on implementation details. It must, thus, be a black box test suite.

When defining a test strategy, it is usually recommended to combine unit, integration and system tests such that they form an imagined pyramid, the so-called ‘Test Pyramid’ (cf. Figure 5.1) [Coh09; Fow12]. Unit tests form the foundation of the pyramid. They are the cheapest tests to develop, the fastest to execute, and they provide the most actionable information when they fail [Coh09]. The middle layer of the pyramid contains integration tests. These tests focus on whether the software units can be properly integrated with each other. The integration tests can rely on the behaviour that has already been asserted by the unit tests. Thus, they only need to test integration, and do not need to check the behaviour of individual units. The top layer of the Test Pyramid is formed by system tests. They can, once again, rely on the behaviour that has been asserted on the layers below and only need to check the remaining requirements for the system as a whole. Since tests typically get more expensive to develop, take longer to execute, and provide less information to debug errors as we progress from unit, to integration, to system tests; adhering to the Test Pyramid promises a better use of resources and more robust tests [Coh09].

Figure 5.1: The Test Pyramid. Because tests at higher levels require more effort to develop and take longer to be executed, there should be more test cases at lower levels than at higher levels. To achieve this, tests at higher levels can rely on the behaviour that was already tested at lower levels. This illustration is analogous to the one by Fowler [Fow12].
5.1 Black Box Acceptance Tests

The test suite for the case study cannot contain unit tests or integration tests that test both implementations at the same time. The two implementations are too heterogeneous to allow breaking them into parts among the same lines. Thus, the only category of test cases that can be executed against both implementations are system tests. There can, of course, be individual unit and integration tests for each implementation. However, they run the risk of interpreting the consistency specification slightly differently. This is what already happened with the pre-existing tests. Hence, the case study acceptance tests should not rely on unit or integration tests. This way, the consistency specification only gets interpreted once (instead of twice, once per implementation), reducing the potential for errors. Furthermore, should any misinterpretation of the specification occur, it will affect both implementations in the same way, giving none an advantage in the case study.

Without any lower level tests to rely on, the case study acceptance test suite needs to contain a high number of test cases to cover the specification well. For reference, the existing test suite covering the Reactions Language implementation contained 511 test cases. Nevertheless, developers generally agreed that the test suite was not sufficiently comprehensive and needed to cover more cases. Once a comprehensive test acceptance test suite has been created, it will be desirable to remove the implementation-specific tests that cover the same cases as the acceptance test suite. Implementation-specific tests will only make sense to check implementation-specific invariants or functionality of implementation-specific helpers. Keeping implementation-specific tests that check the same functionality as the acceptance test suite would mean a higher maintenance effort. However, the resulting test strategy—elaborate system tests and only few unit and integration tests—will then be the opposite of what is recommended with the Test Pyramid pattern. Such a strategy—dubbed the 'Test Ice Cream Cone' [Fow12]—is considered an anti-pattern for the same reasons that the Test Pyramid is recommended.

Given the above, we can derive the following requirements for the acceptance test suite:

**Test Requirement 1** The same acceptance test suite covers all relevant aspects of the consistency specification.

**Test Requirement 2** The same acceptance test suite can be applied to the implementation in the Commonalities Language and the implementation in the Reactions Language.

**Test Requirement 3** It must be easy to write and maintain acceptance test cases, such that it does not require significantly more effort than writing unit tests.

**Test Requirement 4** The acceptance tests must provide good debug information in case of failures, such that developers can understand the issue well and quickly.

**Test Requirement 5** The test suite implementation must be performant, such that hundreds of test cases can be executed in only a few seconds.

If requirements 1, 3, 4, and 5 are fulfilled, the test suite will not suffer from not following the Test Pyramid pattern. As Fowler puts it: ‘The pyramid is based on the assumption that broad-stack tests are expensive, slow, and brittle compared to more focused tests, such as unit tests. While this is usually true, there are exceptions. If my high level tests are fast, reliable, and cheap to modify—then lower-level tests aren’t needed’ [Fow12]. The following two sections will describe how the test suite can fulfil its requirements.
5.2 Exploiting Congruency

In Chapter 4, I introduced congruency and explained why we should expect it of bidirectional transformations. In this section, I will describe how we can use congruency to make specifying test cases easier. This contributes to realizing Test Requirement 3. At the same time, the technique tests whether the transformations are congruent.

When writing a (black box) acceptance test for a transformation network, the general procedure is as follows: Start with a consistent state of the models, apply a user change, transform the changed models through the network, and check that the resulting models are in the expected state afterwards. To write a test case, we need to specify three model states per transformation: The initial state, the state after the user change, and the expected state after applying the transformations. This effort can be reduced if we remember that bidirectional transformations are correct. We can use the result state of other test cases—which must be consistent—as the initial state for new test cases. The first test cases will simply start with empty models. With this technique, we only need to specify two model states per transformation.

Congruent bidirectional transformations have two type of changes: user-transformation-interchangeable changes and alias changes (see Lemma 4.2 and Figure 4.1). If we transform a user-transformation-interchangeable change in one direction, we know that the transformation result can also be an input change for the other direction, which should, after being transformed, result in the initial input change. By specifying two model states, one for each metamodel of the bidirectional transformation, we can, hence, derive two test cases. Apart from user-transformation-interchangeable changes, congruent transformations only have alias changes. The result of transforming an alias change is a user-transformation-interchangeable change (Lemma 4.2). Hence, to test an alias change, we only need to specify the alias change and can re-use the model specifications of the resulting user-transformation-interchangeable changes from other test cases. Altogether, we can follow the following procedure to specify test cases for bidirectional transformations:

1. Specify an initial state of the models by either referencing the result of another test case, or by using empty models.
2. Derive from the consistency specification a user-transformation-interchangeable change to the initial state.
3. Program the user-transformation-interchangeable change and the result change of transforming it.
4. Derive from the consistency specification relevant alias changes for the user-transformation-interchangeable change.
5. Program the alias changes.
6. Let a test framework derive one test case for each changed model state we have specified.

Figure 5.2 shows schematically how a test plan can be derived from specified input model states. In effect, we need to specify one model state per transformation and test case. This halves the amount of model states that need to be specified compared to if we did not...
5.3 A Test Framework for the Test Strategy

We saw in the previous section that test cases for the case study acceptance test suite can have a specific structure. Test cases can be defined by specifying which other test case to use to obtain the initial model states from, then providing the model states, and finally marking whether the model states are user-transformation-interchangeable changes or alias changes. Since a lot of acceptance test cases will have to be written (see Section 5.1), it is worthwhile to develop a specialized test framework that derives the test cases automatically from this input, and reduces the boilerplate code that needs to be written to a minimum. The test framework needs to setup the Vitruvius framework, obtain the initial states from the previous test case, apply the input model state, apply the tested transformations, compare the transformation result to the other model states, and fail the test if any differences are found. I implemented the test framework as part of this thesis. In this section, I will

Figure 5.2: A schematic test plan exploiting congruency. Left: Examples for the initial and the changed model states of the metamodels \( A \) and \( B \). Right: The test plan that will be derived for those model states. It tests the bidirectional transformation \( \overrightarrow{T} = (T, \overrightarrow{T}, \overleftarrow{T}) \) between \( A \) and \( B \).

make use of congruency. Furthermore, all user-transformation-interchangeable changes coincided between the transformations of the tested transformation network. That is, a change to the metamodel \( B \) that was user-transformation-interchangeable for some transformation \( \overrightarrow{T} \) between \( A \) and \( B \) was also always user-transformation-interchangeable any transformation \( U \) between \( B \) and \( C \). This reduces the effort for specifying test cases even further.
5 A Test Strategy for Different Implementations of a Consistency Specification

5.3.1 Specifying Model States

The case study test suite must implement the consistency specification by Langhammer [Lan17] correctly, otherwise the case study’s validity will be harmed. This is Test Requirement 1. The importance of this requirement is underlined by the fact that the pre-existing tests already had interpreted the consistency specification differently. One way to help avoiding mistakes in the test suite is to ensure that the tests are easy to read. The easier developers can understand written test cases, the less likely it becomes that discrepancies to the consistency specification will be missed. When programming changes for the test cases, using EMF’s API directly to create and modify model objects leads the programmer to write in an imperative style. The resulting code is verbose and does not reflect the structure of the resulting model well. To address this, the test framework provides an annotation that uses Xtend’s code generation features to generate helpers for creating model objects. If used together with Xtend’s lambda functionality, developers can use the helpers to program model changes in a declarative style. The resulting code is significantly shorter and represents the structure of the model objects. This should make it easier to read the specified changes and verify their correctness.

5.3.2 Comparing Model States

After the input changes have been transformed, the test framework needs to compare the transformation results to the expected model states. When writing unit test, developers usually specify tailored assertions, verifying that relevant portions of the result model are correct. These assertions can be very specific. If they fail, the failure in and of itself already provides a lot of information about what went wrong. Plus, developers can provide additional context-dependent information with the assertion, further helping to debug the issue. This approach is not available to the test framework because it is agnostic to the specific changes that are being verified. Instead, the test framework needs to compare the whole result models with the whole expected models. This raises two challenges: First, model comparison needs to account for specifics of the metamodels whose instances are being compared. Second, model comparison needs to provide rich error messages. To fulfil Test Requirement 4 (debug information), the result of the model comparison cannot simply be ‘pass’ or ‘fail’. After a test failure, this would force developers to manually examine the differences between the whole models. Instead, the comparison needs to provide a detailed and readable description of the differences between the models that failed the tests. This section will describe how the framework compares models and finds differences, while the next section will explain how the framework generates readable messages.

Comparing EMF models is not a straightforward task, but ‘intrinsically complex’ [BP08]. For instance, the comparison needs to account for different types of features, like derived features, identifying attributes, containment references and non-containment attributes. The EMF Compare project implements a metamodel-agnostic and extensible algorithm for comparing EMF models [BP08]. The test framework uses EMF Compare to compare the
transformed model states against the expected ones. However, without further adaptions, EMF Compare generates false negative results; i.e., marks models as different even though they should be considered equal. Hence, the framework uses EMF Compare’s extensibility to make the following adaptions to its comparison algorithm:

- Consider the roots of model trees to be equal. Otherwise, EMF Compare will not report detailed differences between the models.

- Ignore ordering changes of unordered references, even if they are containment references. EMF Compare reports ordering changes of unordered containment references per default, which can lead to false negatives.

- Allow ignoring certain features during the comparison. For example, the Java metamodel contains layout information which cannot be reproduced reliably and which is irrelevant for the semantics of the model. The PCM metamodel contains identifiers which are randomly assigned and can thus differ between otherwise semantically equal models. Without ignoring such features the comparison can yield false negatives.

- Allow specifying how model objects that are referenced via non-containment references should be compared. This is relevant if the referenced objects have no unique identifying attribute (like in Java) or if the identifying attribute cannot be used for the comparison (like in PCM). Without these specifications, the comparison can be false positive or false negative.

5.3.3 Model Printing

The acceptance test checks compare whole model trees, which can become quite large even for simple test examples. We expect the tests to give developers detailed and actionable, yet easy to read information about test failures (Test Requirement 4). To achieve this, the test framework introduces its own human-readable notation for model objects. The notation aims to make scanning the printed objects as easy as possible. To that end, it establishes the following conventions:

- Every model feature and every collection item is printed on its own line. The only exception are collections with only one element, which are kept on a single line to avoid unnecessary visual clutter.

- The identifying feature of a model object is always printed first, since it establishes the object’s identity and allows to detect quickly whether the object has been moved.

- Do not print unset features, since this conveys very little information, while taking up much space for objects with many features.

- Print objects with all their features if they are in a containment reference, since the features are being compared. Print other referenced objects only in a form that establishes their identity, since those objects’ features are not being compared.
One particularity for the notation are objects whose metaclass does not define an identifying feature. Developers need to understand whether two instances of such objects were considered equal by the comparison algorithm, and there should also be a way to print short references to such objects when they appear in non-containment references. Hence, the model printing facility assigns artificial identifiers to such objects and uses the same identifier for all instances that are considered equal by the comparison algorithm.

To improve the model notation even further, the test framework allows to customize the representation of specific metaclasses. This makes sense if the default notation would be verbose and there is a sensible, domain-specific, shorter notation. For example, references to other classes in Java are represented using two nested objects, with the inner object pointing to the class. If the type reference involves type parameters, the model structure representing it gets even more involved. Instead of printing this structure directly, we can replace it with the fully qualified type reference, like we would write in Java. Figure 5.3 shows a comparison. When providing custom notations, developers must take care not to hide details which might become relevant in model comparisons.

After a test failure has occurred, the test framework first prints the expected model tree using the notation described above. Afterwards, it prints a list of all differences between the expected and the actual model state. The differences give a reference path to the affected objects. Developers can follow the path from the model root to identify the affected object. Additionally, the affected object’s identifier is printed. After the list of differences, the framework prints the model state of the transformed object using the notation described above. The expected interaction with this error message is that developers first skim over...
the expected model to understand what the test case was testing. Afterwards, they read the detailed differences to understand what exactly went wrong. Finally, they can consult the transformed object to get more context for the detected differences.

5.3.4 Performance

Having addressed development effort (Test Requirement 3) and detailed debug information (Test Requirement 4), the remaining potential disadvantage of the test strategy’s ‘ice cream cone’ is execution time (Test Requirement 5). To estimate whether the acceptance test suite will run considerably longer than a unit test suite, I conducted a performance benchmark comparing both suites. The benchmark measured the time it took to execute \( n \) test cases for different values of \( n \). This allows us to build a linear regression model from which we can extrapolate how long executing a higher number of test cases would take.

The benchmark was executed using JMH [Ale+21], a state-of-the-art benchmarking tool for the JVM [Ste+17]. For each test suite \( s \) and each number \( n \) of test cases, 20 measurements were taken. Each measurement executed the respective test cases repeatedly for 60 seconds. The measurements were preceded by 10 warm-up iterations of 20 seconds each. The warm-up and measurement iterations were all executed in the same JVM instance. Both test suites have a startup time of multiple seconds, caused by initializations in the underlying frameworks and libraries. This startup time affects both suites equally, but would add considerable noise to the measurements. By using exactly one JVM instance per \( (s, n) \) combination, this effect was avoided and the initializations only affected the warm-up iterations, while the measurements captured the net execution time. The benchmark was executed on a machine equipped with an Intel® Core™ i7-7500U CPU, having 4 virtual cores with a base frequency of 2.7 GHz. The benchmark was running in the OpenJDK 64-Bit Server VM 18.9, build 11.0.9.1+1, on the Ubuntu 20.10 operating system.

The results of the benchmark are shown in Figure 5.4. The standard error of the mean was less than 2 milliseconds for each \( (s, n) \) measurement series. The \( p \)-value of the linear regressions is less than \( 1\% \) for both test suites, indicating very high correlation. The regressions predict an execution time for 1000 test cases of 13.1 seconds for the acceptance test suite and 6.4 seconds for the unit test suite. Both test suites had an execution time that was approximately proportional to the number of test cases. The regressions predict that the execution time for the acceptance test suite is approximately double as long as the execution time of the unit test suite.

The validity of this performance evaluation is primarily threatened by the small sets of test cases that the benchmark could operate on. To ensure that we compare comparable test cases, I selected a single transformation as test subject, namely the PCM→Java transformation written in the Reactions Language. The acceptance test suite contained 26 test cases for this transformation. The unit test suite contained 15 test cases testing behaviour that was also tested by the acceptance test suite. I grouped the test cases by the concept they test, namely consistency of PCM repositories, PCM components, and PCM systems. This resulted in three groups, with \( n \in \{9, 19, 26\} \) for the acceptance test suite and \( n \in \{3, 12, 15\} \) for the unit test suite. Grouping the test cases in more or other groups would have resulted in misleading results, since some test cases take inherently longer than others. For example, renaming a component requires creating a component first, so
the test for renaming takes inherently longer than the test for creation. The grouping I chose assured that each group was equally affected by such effects.

Even with the aforementioned limitations, the performance analysis allows us to draw approximate conclusions about the performance impact of the presented test strategy. A doubled execution time per test case is noticeable, but acceptable. We should take into account that an acceptance test case performs more checks than a unit test case. Hence, we can expect the acceptance test suite to require less test cases to check the same behaviour. The absolute predicted value of 13.1 seconds for 1000 test cases (plus framework initialization) is also acceptable. This value was predicted for serial execution. The test cases can be parallelized to improve the absolute execution time.

### 5.3.5 Conclusion

We can see everything discussed in this chapter in effect in Figure 5.5. The code uses the test framework to test the creation of a conceptual repository. This corresponds to the creation of a PCM repository, the creation of three Java packages, or the creation of a UML model and three UML packages, respectively [Hen20, p. 47 f.]. The specification starts with empty models and defines seven changes: one user-transformation-interchangeable change in every metamodel, one alias change in Java and PCM, and two alias changes in UML. The specification also exploits the fact that the consistency specification specifies overlapping user-transformation-interchangeable changes. Consequently, the test framework will derive seven test cases, as shown in Figure 5.6. Figure 5.7 shows an example of a failure message generated by the framework.

All in all, the test framework described in this section helps realizing the Test Requirements 1 (correctness), 3 (development effort), 4 (debug information), and 5 (performance). Thus, it facilitates a comprehensive, yet efficient test strategy.
5.3 A Test Framework for the Test Strategy

```java
@TestFactory
def creation(extension EquivalenceTestBuilder builder) {
    stepFor(pcm.domain) [ extension view ]
        resourceAt('model/Test'.repository).propagate [
            contents += pcm.repository.Repository => [
                entityName = 'Test'
            ]
        ]
        inputVariantFor(pcm.domain, 'lowercase name') [ extension view ]
            resourceAt('model/test'.repository).propagate [
                contents += pcm.repository.Repository => [
                    entityName = 'test'
                ]
            ]
    stepFor(java.domain) [ extension view ]
        resourceAt('src/test/package-info'.java).propagate [
            contents += java.containers.Package => [
                name = 'test'
            ]
        ]
        resourceAt('src/test/contracts/package-info'.java).propagate [
            contents += java.containers.Package => [
                name = 'contracts'
                namespaces += #['test']
            ]
        ]
        resourceAt('src/test/datatypes/package-info'.java).propagate [
            contents += java.containers.Package => [
                name = 'datatypes'
                namespaces += #['test']
            ]
        ]
        inputVariantFor(java.domain, 'creating only the root package') [ extension view ]
            resourceAt('src/test/package-info'.java).propagate [
                contents += java.containers.Package => [
                    name = 'test'
                ]
            ].alsoCompareToMainStepOfSameDomain()
}
```

Figure 5.5: A test specification written with the test framework. The `stepFor` method defines user-transformation-interchangeable changes and the `inputVariantFor` method defines alias changes. Continued on the next page.
\[ \]

stepFor.uml\( .domain \) [ \texttt{extension view} ]
resourceAt('model/model'.uml).propagate [ contents += uml.Model => [ name = 'model'
packagedElements += uml.Package => [ name = 'test'
packagedElements += uml.Package => [ name = 'contracts'
]
packagedElements += uml.Package => [ name = 'datatypes'
]
] ]

inputVariantFor.uml\( .domain, 'creating only the root package'\) [ \texttt{extension view} ]
resourceAt('model/model'.uml).propagate [ contents += uml.Model => [ name = 'model'
packagedElements += uml.Package => [ name = 'test'
]
] ]

].alsoCompareToMainStepOfSameDomain()

inputVariantFor.uml\( .domain, 'creating only the root package (uppercase name)'\) [ \texttt{extension view} ]
resourceAt('model/model'.uml).propagate [ contents += uml.Model => [ name = 'model'
packagedElements += uml.Package => [ name = 'Test'
]
] ]

].alsoCompareToMainStepOfSameDomain()
return testsThatStepsAreEquivalent

Figure 5.5: \textit{Continued from the previous page.}
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Figure 5.6: The test cases that the test framework derives from the specification code in Figure 5.5, as visualized by the Eclipse IDE.

```plaintext
Expected: a resource containing a Model deeply equal to <Model#1{
  name="model"
  packagedElement={Package#1{
    name="test"
    packagedElement={
      Package#2(name="contracts"),
      Package#3(name="datatypes")
    }
  }}
}

but: found the following differences:
  .packagedElement[0].packagedElement[1] (Package#4).name had the wrong value: "data"
for object <Model#2{
  name="model"
  packagedElement={Package#5{
    name="test"
    packagedElement={
      Package#2(name="contracts"),
      Package#4(name="data")
    }
  }}
}
```

Figure 5.7: Example for a difference printed by the test framework. The output was taken from an execution of the test shown in Figure 5.5 against a faulty implementation that assigned a wrong name to the UML datatype package.
6 Improvements to the Commonalities Language

Before we can expect to find relevant insights with a case study, the Commonalities Language needs to have matured enough to be realistically usable. Otherwise, the internal validity of the study would be threatened (see Section 3.3 and Section 3.4.2). To that end, I realized two improvements to the language and propose a third one. The changes bring the Commonalities Language closer to being ready to be examined in the case study.

6.1 Consistent Syntax for Renaming Participations

In the Commonalities Language, the set of model classes that correspond to a Commonality is called a ‘Participation’. The participating classes are called ‘Participation Classes’, and the metamodel they stem from is called the ‘Participation Domain’. When defining Participations, it is desirable—and sometimes even necessary—to change the name of a Participation Class or the Participation Domain. Per default, Participation Classes have the same name as their type, and Participation Domains are called like the domain they reference. Giving either a Participation Class or Participation Domain another name can be desirable if the default name does not convey the function of the element well. It becomes necessary if there are two Participation Classes of the same type in the same Participation, or if there are two Participations of the same domain in the same Commonality.

The initial design of the Commonalities Language recognized these use cases and allowed to rename Participation Domains and Participation Classes [Gle17, p. 39 f.]. However, the concrete syntax for this feature was not intuitive: First, there were two different keywords for renaming: ‘called’ to rename a Participation Class, and ‘as’ to rename a Participation Domain. Second, the new name for a Participation Domain needed to be provided at the very end of the declaration, after the Participation Classes. This made it ambiguous whether the name belonged to the Participation Domain or the last Participation Class (cf. the second example in Figure 6.1). Third, the new name was to be given in quotes. This broke the usual conventions of the language, since the new name is an identifier, but nowhere else in the language are quotes needed to declare or reference an identifier. In the current version of the Commonalities Language, the syntax is streamlined. Renaming is now always done with the keyword ‘as’, the new name always follows directly after the renamed object, and quotes are no longer needed. Figure 6.1 contrasts the old with the new syntax. The change makes the Commonalities Language easier to use because its syntax is more consistent.
Figure 6.1: The syntax for renaming Participation Classes and Participation Domains before (left) and after (centre) the change. The right column lists how the resulting Participation Class can be referenced.

### 6.2 Simplified Operator Imports

Operators are the building blocks for mapping logic in the Commonalities Language. They can be defined in any JVM language and then be used in the Commonalities Language to specify how features map onto each other. To use any operator that is not defined in the standard library of the language, developers need to import the operators into the Commonalities Language file using an `import` statement. I realized three improvements to this import mechanism. Two of them make the feature easier to use, while the last is an important technical improvement.

Developers can create operators for the Commonalities Language by offering a class that implements a specific interface and by annotating it with a special annotation. This annotation also specifies the name by which the operator can be referenced from the Commonalities Language. Giving operators their names via an annotation instead of just using the class name has two advantages: First, classes can have names according to general and implementation-specific conventions for Java class names. Additionally, operators can be identified by strings that are not valid Java identifiers, like ‘+’ or ‘%’.

The first improvement concerns the names that developers use to import operators into the Commonalities Language. Before, imports used to refer to the name of the JVM class. An operator like ‘firstUpper’ was imported by importing its implementing class, which was called ‘FirstUpperOperator’. This could be especially irritating if the operator’s identifier differed much from the Java class name, like the operator ‘%’, which might be implemented by a class called ‘ModuloOperator’. Since operators are meant to be reusable, the developers using operators have not necessarily written them. The import mechanism forced those developers to remember two identifiers for every operator: the one by which they can use it in the language, and the one by which they can import it. Consequently, I adapted the language such that imports now refer to the language identifier of an imported operator. Instead of

```
import tools.vitruv.commonalities.operators.ModuloOperator,
```

developers can now write

```
import tools.vitruv.commonalities.operators.%.
```

This change makes the import system of the Commonalities Language easier to use because developers using operators now only need to remember one identifier for each operator.

Additionally to importing each used operator individually, developers can also import all operators from a JVM package (‘wildcard imports’). The Commonalities Language used the
syntax `<package name>.*` for this feature. Unfortunately, this meant that the identifier `*` was not available to be used for an operator, as there would have been no possibility to import it. Its import would have coincided with the syntax for a wildcard import. The identifier `*` is commonly used for multiplication in programming, and multiplication is a sensible bidirectional operator [KR16]. Hence, I changed the syntax for wildcard imports to `<package name>._`. This is the syntax that the Scala programming language uses for wildcard imports [Ode+06]. The change allows developers to use `*` as an identifier for operators.

The third change to operator imports improved how operators are resolved on a technical level. The old implementation scanned all JVM classes that were defined in a project and filtered them for potential operator implementations. The resulting set of operators could then be imported from the language. This approach only worked inside the Eclipse IDE, where all classes of a project were available for inspection. The approach would have been difficult to realize for the stand-alone compiler of the Commonalities Language. It would have required scanning the whole classpath to find all potential operators. Since the classpath of Vitruvius projects is considerably large, the approach would also have been inefficient. Without a working stand-alone compiler, the Commonalities Language could only be compiled from inside the Eclipse IDE\(^1\). To allow automated tests to run in continuous integration, the tests started an Eclipse IDE and compiled the Commonalities Language code to Java in that IDE before testing it. In consequence, the tests had long execution times, which slowed down the development-test feedback cycle for all developers using the language.

To overcome these disadvantages, I changed how the Commonalities Language resolves imports. I established a bijection between operator identifiers and the name of the implementing Java class. For instance, an operator that can be imported as `example.package.%` will be mapped by the bijection to the fully qualified name `example.package.cl_operators___.mod_`. The language will lookup the implementing class at this name. As before, developers should be able to pick the names for operator implementation classes freely. Hence, I used Xtend’s code generation feature to generate facade classes for annotated operator implementations. The facade classes are named according to the bijection and delegate to the actual implementation classes. The Commonalities Language can then derive the location of an operator’s facade class from the operator name and the imports via the bijection. Figure 6.2 demonstrates this mechanism. The new logic removes the need to query the whole classpath for all defined operators and allows implementing a stand-alone compiler for the Commonalities Language. The availability of a stand-alone compiler is a big step towards a mature version of the Commonalities Language, as the code can now be checked in the build process just like code in any other language.

\(^1\)There were also other technical reasons for why the Commonalities Language could not be compiled without running an Eclipse IDE. However, these other reasons were far less substantial and relatively easy to resolve.
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```java
package tools.vitruv.applications.cbs.commonalities.domaincommon.operators;

@AttributeMappingOperator(
    name='firstUpper',
    commonalityAttributeType = @AttributeType(multiValued=false, type=String),
    participationAttributeType = @AttributeType(multiValued=false, type=String)
)
class FirstUpperOperator extends AbstractAttributeMappingOperator<String, String> {
    
}
```

```java
package tools.vitruv.applications.cbs.commonalities.domaincommon.operators.cl_operators__;

public class firstUpper implements IAttributeMappingOperator<String, String> {
    private final FirstUpperOperator delegate;

    public firstUpper(final ReactionExecutionState executionState) {
        this.delegate = new FirstUpperOperator(executionState);
    }

    public String applyTowardsCommonality(final String arg0) {
        return this.delegate.applyTowardsCommonality(arg0);
    }

    public String applyTowardsParticipation(final String arg0) {
        return this.delegate.applyTowardsParticipation(arg0);
    }
}
```

```java
import tools.vitruv.applications.cbs.commonalities.domaincommon.operators._

class ComponentBasedSystems {

    commonality Repository {
        
        has name {
            = PCM:Repository.entityName
            -> PCM:Resource.name
            = firstUpper(ObjectOrientedDesign:RepositoryPackage.name)
        }
    }
}
```

Figure 6.2: Demonstration of the new mechanism to resolve operators. Top: Excerpt of the implementation of the firstUpper operator. Centre: The facade that is generated for the operator. It will be looked up by the Commonalities Language. Bottom: Import and use of firstUpper in the Commonality for a repository.
6.3 Clearer Syntax for Operator Chains

The operator system of the Commonalities Language is in large parts inspired by the system Kramer designed for the Mappings Language [Gle17, p. 34 ff. Kra17, p. 151 ff. KR16]. The Commonalities Language also adopted the concrete syntax for operators proposed by [Kra17, p. 179]; namely using the well-known notation of mathematical functions with parentheses, for example ‘\(a(b(1, 2), c(4))\)’. In the Mappings Language, the syntactic choice is also motivated by the fact that the language grammar embeds the Xbase grammar [Kra17, p. 179], which uses this function notation. The Commonalities Language does not re-use the Xbase grammar and is, hence, not bound by its concrete syntax. The function notation has disadvantages when used for bidirectional operators, which makes revisiting the design choice for their concrete syntax worthwhile.

To discuss the operator syntax, let us consider an example from the case study presented in Chapter 3. It expands on the example of naming a Java implementation class for a software component, which we have seen throughout the thesis. Until now, we have discussed that the implementation class should be given the name of the software component, with ‘Impl’ appended to it. However, this convention alone will not suffice. The names of components in PCM and UML can be any string. Java class names, on the other hand, may only use certain characters—in particular, no white space—must not start with a number, and must not coincide with a keyword [Gos+21, p. 24–26]. Furthermore, Java class names are conventionally given in upper camel case, that is, the name ‘administrative user repository’ becomes ‘AdministrativeUserRepository’.

We have discussed that the Commonalities Language was designed to allow developers to re-use bits of transformation logic through operators (see Section 3.4.3.2). Thus, developers will combine multiple operators to realize the name mapping described above. First, they would likely have a Java-specific operator that converts any string into a valid Java identifier when executed in one direction, and leaves a Java identifier unchanged in the other direction. This operator can be re-used throughout the case study whenever a Java identifier needs to be generated. Second, they would likely have an operator that converts a string into camel case notation in one direction, and in the other direction replaces any occurrence of a lower case character ‘a’ followed by an upper case character ‘B’ with ‘a b’. This operator can be re-used elsewhere as well, not just in the context of Java, because camel case notation is common throughout programming-related technologies. Finally, to append the suffix ‘Impl’, the developers would use an operator that appends a suffix to strings in one direction, and strips the suffix, if present, in the other direction. Putting it all together, the Commonality feature declaration for a component name might look like in Figure 6.3 (top), line 4; if we used intuitive names for the operators. The example assumes that the camel case operator takes a constant that can be either UPPER or LOWER, indicating whether to use upper camel case (‘UserRepository’) or lower camel case (‘userRepository’). Furthermore, it assumes that the component Commonality is directly mapped to a Java class, and not via an ObjectOrientation:Class Commonality, like it is done in the case study and in Figure 2.2.

Looking at the example, we can notice drawbacks of the syntax. First, the structure of the Commonalities Language forces us to define how we can obtain the component name from a Java class name. Until now, we found it more intuitive to think of the mapping
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The other way: We described how to obtain a Java class name from a component name. Since we are dealing with bidirectional operators, this issue will always be present. We give textual representations of operator chains, so there is always one direction of an operator chain that follows the natural reading order (in the Commonalities Language’s English-like syntax, that is left-to-right), while the other direction goes against it. A priori, we might assume that there is no reason to favour one direction over the other. However, practice has shown that developers tend to think about, and communicate about, Commonalities mappings in terms of how the concept model can be transformed to the concrete model. This is consistent with how the Commonalities Language uses the lens formalism (cf. Section 2.4.2) that makes up its bidirectional operators. The Get operation always transforms towards the concrete metamodel. Both Foster et al. [Fos+07] and Kramer and Rakhman [KR16] conceptualise and name lenses based on their Get operation, and consider Put the ‘inverse’ of that. We can infer that operator chains in the Commonalities Language will generally be easier to understand if they define how to obtain the concrete metamodel’s value from the concept metamodel’s value. Because then the direction of reading will be the same as the conceptually more intuitive transformation direction.

The second drawback we can notice is that by using function notation, the Commonalities Language suggests that its operators behave like other functions in programming, even though that is not the case. With normal functions, we can, for example, give variables or constants at any argument position. This is not possible for bidirectional operators. For example, \( \text{stripSuffix}(\text{Java:Class.name, "Impl"}) \) would not compile, even though the concrete syntax suggests that this should be valid code. The reason is that the Commonalities Language has two inherently different types of arguments: The input and output value of the operator (which swap roles depending on the executed direction) and constants parametrising the operator (which stay the same regardless of the direction of execution). The concrete syntax should reflect that fact, lest it irritates developers.

Taking these considerations into account, I propose to modify the concrete syntax for operator expressions in the Commonalities Language. First, I propose to introduce the higher-order operator ‘|’ that chains two operators together via lens composition, as described in Proposition 2.1 on page 8. The operator is inspired by the pipe operator of the UNIX shell [Tho76] and will, thus, hopefully feel familiar to most programmers. We
will call it ‘pipe operator’ in the Commonalities Language, as well. The pipe operator is not meant to replace the function notation entirely. Instead, it is only used to connect the input and output arguments. To parametrise operators by constants, developers still use function notation. The parenthesis can be omitted if there are no parametrising arguments. Unlike in other programming language, there is no chance of confusing operators and variables, since the Commonalities Language does not have variables.

Secondly, I propose to change the keyword used to introduce a bidirectional mapping from ‘=’ to ‘<>’. The reason for this change is that the = is well-known in programming, and almost always means ‘assign the result of the right-hand expression to the left-hand item’. This is misleading because when using bidirectional operators, data can flow in both directions, not just right to left. Using a different syntax stresses this fact. Furthermore, ‘<>’ is consistent with the existing symbols ‘->’ and ‘<->’ used to introduce a unidirectional left-to-right or right-to-left mapping, respectively.

In effect, our example would be written as in Figure 6.3 (bottom), line 4 if we used intuitive names for the operators. It is apparent that the new syntax does not suffer from the two drawbacks described above. The new syntax also looks less familiar to programmers that are used to typical imperative language like Java and C. Although this might be considered a disadvantage, I argue that it is actually an advantage. Since bidirectional operators behave fundamentally different from functions, it is appropriate that they have a fundamentally different syntax. The new syntax also has the benefit that operators are now applied in the order they are read, left to right.

The idea of an operator that allows better readable chaining of operators or functions is not new. It has been realized in different programming languages like F# [F S21, ‘|>’] or Clojure [Hic19, ‘as->’]. There also is a current proposal to introduce such an operator into the widely used web programming language Ecma Script [Ehr21]. The Firefox browser has already implemented experimental support for it. This shows that the need for chaining operators with a better readable syntax than function notation also occurred in other languages. Arguably, this need is even greater for bidirectional operators, which also have to be read in the reverse order.

This section has focused exclusively on the syntax for bidirectional operators. Their new syntax is now different from the one used for unidirectional operators. Although this might be considered inconsistent, I propose to leave the syntax for unidirectional operators unchanged. None of the drawbacks we have discussed above apply to unidirectional operators, since they do indeed behave like normal functions. Hence, using function notation is appropriate for them.
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Before concluding, I will relate the contributions presented in this thesis to the current state of research. We will look at three major areas: First, research that compares model transformation languages. The case study presented in Chapter 3 contributes to and is based on such research. Second, theoretical findings on model transformations and how congruency (presented in Chapter 3) relates to them. Third, we will consider works in the area of validating and verifying model transformations.

7.1 Evaluating Model Transformation Languages

Model transformations have been the subject of intensive research, and numerous tools for developing transformations have been presented. Naturally, the model transformation community is interested in understanding the relevant differences between the tools. Consequently, multiple papers have surveyed the available model transformation tools and categorized them [MV06; CH06; Hid+16]. Macedo, Jorge and Cunha [MJC17] present a comprehensive taxonomy for model repair tools, of which transformations are a subcategory. The most recent and largest survey is by Kahani et al. [Kah+19], who compare 60 model transformation tools using 46 facets. These works provide an overview of the available tools and introduce a taxonomy that allows to categorize the tools and understand their differences. Hence, they enable users to select the right tool based on the features they need. Compared to the case study presented in this thesis, the surveys differ in intent: They aim to categorize as many tools as possible in a useful way, but do not directly judge fitness for a particular purpose. This thesis, on the other hand, focuses on comparing only two tools, but aims at finding whether their functional differences lead to actual improvements for developers.

The problem of having to pick the right tools is, of course, not specific to model transformations. General-purpose programming languages have been the subject of studies as well. The chosen programming language can have significant influence on programmer productivity and solution quality [DKC07; NF15; AOG16]. This suggests that studying the differences between model transformation languages will also reveal significant differences. The insights from general-purpose languages can guide us when designing evaluations for model transformations languages, even though we must take care whether the finding can still apply in this domain. For example, the size in source lines of code has proven to be a good predictor of maintainability across programming languages [Lip82; SK03; GFS05], even when controlling for other factors. We used this experience when designing the case study in this thesis.

The works most similar to Chapter 3 are those that evaluate model transformation languages empirically. Kolahdouz-Rahimi et al. [Kol+14] use a structured approach to
asses the suitability of model transformation languages for model refactoring. They start from the ISO/IEC 9126-1 standard [ISO01] (superseded by ISO/IEC 25010 [ISO11]), which defines a quality model for software. The authors select from the quality model the characteristics they deem relevant for their use case. Like in this thesis, they apply the Goal-Question-Metric approach [BCR02] to derive the metrics that measure the characteristics. This method provides some evidence for why their metrics cover all relevant aspects for the overall assessment. By evaluating five implementations of their case study using their approach, they yield statistically significant differences between the examined transformation languages. The case study presented in this thesis evaluates three of the six characteristics the authors chose: functionality, usability, and maintainability.

Grønmo, Møller-Pedersen and Olsen [GMO09] compare three transformation languages, two graphical and one text-based. They implement a case study in all three languages and discuss several characteristics of the implementations and how they are influenced by the languages’ design. The main metric they evaluate is implementation size. Unlike in the case study presented in this thesis, Grønmo, Møller-Pedersen and Olsen do not control with any metric whether the languages ‘buy’ smaller implementations by making the language more complex. Nevertheless, the authors report the insights they gathered in the case study regarding how complex the languages are.

Samimi-Dehkordi, Khalilian and Zamani [SKZ14] present a method to assess model transformation languages. They use four main criteria—readability, writability, reliability and cost—and specify several characteristics for each of these criteria. The characteristics are judged by experts. After applying their method to five transformation languages, they conclude that yields no clear ranking of the languages, but rather helps selecting the right language for a given task. The authors’ approach differs from the one of the case study in Chapter 3, as experts judge the languages directly, instead of gathering metrics from implementations written with the languages.

This thesis focused on the Commonalities Language and Reactions Language, which are specific for the Vitruvius framework. In the context of Vitruvius, Klare et al. [Kla+20] have applied transformations written in the Reactions Language to the case of consistency of UML, Java and PCM (which we also used in this thesis) and a case of consistency in embedded automotive software architectures. They showed that the transformations were suitable for these cases and that they were significantly smaller in terms of lines of code than an implementation in plain Java. Werle [Wer16] compared the Mappings Language—another domain-specific model transformation language for Vitruvius—to Triple Graph Grammar tools [Hil+13]. The comparison focused on differences in functionality.

Empirical evaluation of model transformation languages has, so far, been limited to conducting case studies. The contributions in this thesis are no different in this regard. Researchers may currently still prefer case studies over experiments or user studies because many tools still lack relevant features [Kah+19]. Hence, qualitative feedback gathered from case studies might be considered more valuable than quantitative results that may be invalidated as soon as the language changes. This is certainly the case for the Commonalities Language. Kramer et al. [Kra+16] present a template for an experiment that compares the understandability of model transformation languages. This is the first description of an experiment on model transformation languages. However, the template has not been used in an experiment yet.
Additionally to evaluating model transformation languages, there has been research on evaluating model transformations themselves, and finding metrics that correlate with well-maintainable implementations [vALvdB09; Kap+10; vAms+11; RRA17]. These results are promising in the sense that maintainability for model transformations can, at least partly, be predicted. However, the found metrics are usually specific to the used transformation language and cannot be transferred to other languages. Even if they can be defined analogously in other transformation languages, it is unclear whether they have the same predictive power there. This means that they cannot be used to compare different languages, which we have been interested in.

7.2 Properties of Model Transformations

Stevens [Ste10; Ste12] and Diskin [Dis08] have proposed algebraic models to formalize bidirectional transformations. I have adopted Stevens’ model [Ste10] in this thesis (see Section 2.4.1). The model corresponds to Diskin’s di-systems [Dis08], except that di-systems use partial functions for the transformation directions. Together with their algebraic models, the authors also define desirable properties for bidirectional transformations. They recognize that without further requirements, bidirectional transformations do not behave as expected. However, although they present several useful properties, only two of them have been widely assumed to always hold for realistic examples. These are correctness (Definition 2.2) and Hippocraticness (Definition 2.3) [Ste10].

Stevens [Ste10] starts the discussion about requirements for transformations by noting that, although one might tend to think about bidirectional transformations as being bijective, most of them are not. We have seen an example of this in Chapter 4. Most requirements for bidirectional transformations can be understood as an attempt to recover some of the useful properties of bijective transformations, without forcing the transformations to actually be bijective. For instance, Diskin [Dis08] and Stevens [Ste12] present history-ignorance, which ensures a certain compatibility between different executions of the same transformation direction. Undoability [Ste10] is a weaker requirement in the same spirit. Both requirements are useful for users and tool developers alike [Ste10; Ste17]. Unfortunately, many practically relevant transformations are neither history-ignorant nor undoable [Ste10].

Another desirable property for bidirectional transformations is that the two directions of the transformation are compatible in some sense, similar to how they are in bijective transformations. Congruency (cf. Chapter 4) is such a property; mandating that each transformation direction produces a change that has an interchangeable change in the other direction. [Ste12] provides two properties ensuring compatibility between directions, as well: ‘matching’ and ‘simply matching’. They are based on the consistency relations that bidirectional transformation induce, and require the resulting equivalence classes to map onto each other. These two properties have many similarities to congruency. We will examine the relationships more closely in the following.

To introduce Stevens’ properties, let me first specify what I mean by transformations inducing equivalence relations.
**Definition 7.1** ([Ste12]). Given a bidirectional transformation $\tilde{T} = (T, \tilde{T}_B, \tilde{T})$ between $A$ and $B$, the two equivalence relations $\sim_{\tilde{T}} \subseteq A \times A$ and $\sim_{\tilde{T}} \subseteq B \times B$ are defined as

$$a_1 \sim_{\tilde{T}} a_2 \iff \forall b \in B : \tilde{T} (a_1, b) = \tilde{T} (a_2, b)$$

$$b_1 \sim_{\tilde{T}} b_2 \iff \forall a \in A : \tilde{T} (a, b_1) = \tilde{T} (a, b_2) .$$

Second, we need the notion of a transversal of an equivalence relation as a helpful tool.

**Definition 7.2.** Given a set $S$ and an equivalence relation $\sim$ on $S$, a transversal $S|\sim$ of $S$ is a set containing exactly one representative of each equivalence class of $S$ under $\sim$.

We are now equipped to formulate Stevens’ definition of matching and simply matching:

**Definition 7.3** ([Ste12]). A bidirectional transformation $\tilde{T} = (T, \tilde{T}_B, \tilde{T})$ between $A$ and $B$ is **matching** if, and only if, there is a bijection $f : A|\sim_{\tilde{T}} \rightarrow B|\sim_{\tilde{T}}$ and

$$\forall a_r \in A|\sim_{\tilde{T}} : (a_r, f (a_r)) \in T .$$

Furthermore, $\tilde{T}$ is **simply matching** iff additionally

$$\forall a_r \in A|\sim_{\tilde{T}} \ \forall b \in B : (a_r, b) \in T \iff b = f (a_r) .$$

We might recognize similarities to the discussion in Chapter 4. The equivalence classes of $\sim_{\tilde{T}}$ and $\sim_{\tilde{T}}$ are similar to the alias changes we described. The bijection $f$ between the transversals resembles the definition of user-transformation-interchangeable changes. And indeed, there are transformation relations for which the simply matching transformations are exactly the congruent transformations. Nevertheless, congruency is strictly weaker than simply matching.

**Proposition 7.1.** Every correct, simply matching, bidirectional transformation is congruent.

**Proof.** Let $\tilde{T} = (T, \tilde{T}_B, \tilde{T})$ be a correct, simply matching, bidirectional transformation between $A$ and $B$. Let $A|\sim_{\tilde{T}}$ be a transversal of $A$ under $\sim_{\tilde{T}}$, $B|\sim_{\tilde{T}}$ be a transversal of $B$ under $\sim_{\tilde{T}}$, and $f : A|\sim_{\tilde{T}} \rightarrow B|\sim_{\tilde{T}}$ be the bijection between the two transversals. We show one direction of congruency, the other is dual. Let $(a_0, b_0) \in T$ and $a_c \in A$. Furthermore, let $a_c' \in A|\sim_{\tilde{T}}$ be the representative of $a_c$ in $A|\sim_{\tilde{T}}$; that is, $a_c \in \{a_c'\}_\sim_{\tilde{T}}$.

Because $\tilde{T}$ is simply matching and correct, and by the definitions of $\sim_{\tilde{T}}$ and $\sim_{\tilde{T}}$, we see

$$\tilde{T} (\tilde{T} (a_0, a_c, b_0)) = \tilde{T} (\tilde{T} (a_0, b_x), b_0) ,$$

for some $b_x \in \{f (a_c')\}_\sim_{\tilde{T}}$

$$= \tilde{T} (\tilde{T} (a_0, f (a_c')), b_0)$$

$$= \tilde{T} (a_c, b_0) ,$$

for some $a_c \in \{f^{-1} (f (a_c'))\}_\sim_{\tilde{T}}$

$$= \tilde{T} (a_c', b_0)$$

$$= \tilde{T} (a_c, b_0) .$$

To show that there are congruent transformations that are not simply matching, we construct the following example. Its consistency relation contains a pair of model states that are indirectly consistent but not consistent. Hence, it also shows that this is not a necessary condition for the existence of a congruent bidirectional transformation.
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Figure 7.1: Graphic representations of the consistency relation $T_4$ (left), the right direction $\overrightarrow{T_4}$ (centre), and the left direction $\overleftarrow{T_4}$ (right) of the bidirectional transformation $\overleftrightarrow{T_4} := (T_4, \overleftarrow{T_4}, \overrightarrow{T_4})$ from Example 7.1. Values that are pre-determined by Hippocraticness are coloured grey in the tables of the transformation directions.

**Example 7.1.** Let $A = B = \mathbb{Z}/4\mathbb{Z}$ and let $T_4$ be a consistency relation between them, such that every element in $A$ is paired with itself and its predecessor (see Figure 7.1, left):

$$(a, b) \in T \iff a = b \lor a = b - [1]_4.$$

We define the bidirectional transformation $\overleftrightarrow{T_4} := (T_4, \overleftarrow{T_4}, \overrightarrow{T_4})$ between $A$ and $B$ as follows:

First, $\overleftarrow{T_4}$ is Hippocratic. Second, every value that is not defined by Hippocraticness is obtained by choosing the old value plus two (see Figure 7.1, centre and right):

$\overleftarrow{T_4}: A \times B \rightarrow B$

$$(a, b) \mapsto \begin{cases} b & \text{if } (a, b) \in T \\ b + [2]_4 & \text{else} \end{cases}$$

$\overrightarrow{T_4}: A \times B \rightarrow A$

$$(a, b) \mapsto \begin{cases} a & \text{if } (a, b) \in T \\ a + [2]_4 & \text{else} \end{cases}$$

**Lemma 7.1.** There exists a correct, Hippocratic, congruent, bidirectional transformation that is not simply matching.

**Proof.** We can see directly from the definition of Example 7.1 and in Figure 7.1 that $\overleftrightarrow{T_4}$ is correct and Hippocratic. The equivalence classes of $\overleftarrow{T_4}$ can be read from the rows of the centre table in Figure 7.1, and the equivalence classes of $\overrightarrow{T_4}$ can be read from the
rows of the right-hand table in Figure 7.1. All elements with equal rows are in the same equivalence class [Ste12]. We see that there are no non-trivial equivalence classes for both relations. Hence, \( A|\sim T_4 = A \) and \( B|\sim T_4 = B \). There are two bijections between \( A|\sim T_4 \) and \( B|\sim T_4 \), which are also a subset of \( T \): \( f: a \mapsto a \) and \( g: a \mapsto a - [1]_4 \). Hence, \( T_4 \) is matching. But \( T_4 \) is not simply matching because there are other consistent pairs for both bijections; for example \(([2]_4, [1]_4) \in T\), although \([1]_4 \neq f([2]_4)\), and \(([2]_4, [2]_4) \in T\), although \([2]_4 \neq g([2]_4)\).

To show that \( T_4 \) is congruent, we observe two properties of \( T_4 \). First, we notice that values with the same distance to each other are equal with regard to \( T_4 \):

\[
\forall a \in A \forall b \in B \forall n \in \mathbb{Z}/4\mathbb{Z} \colon (a, b) \in T_4 \iff (a + n, b + n) \in T_4.
\]

Second, values with a distance of two are opposites with regard to \( T_4 \):

\[
\forall a \in A \forall b \in B : \ (a + [2]_4, b) \notin T_4 \iff (a, b) \in T_4 \iff (a, b + [2]_4) \notin T_4
\]

Let \((a_0, b_0) \in T_4\) and \(a_c \in A\). We differentiate two cases:

1. \((a_c, b_0) \in T_4\). Then:

\[
\tilde{T}_4 (\tilde{T}_4 (a_0, \tilde{T}_4 (a_c, b_0)), b_0) = \tilde{T}_4 (\tilde{T}_4 (a_0, b_0), b_0) = \tilde{T}_4 (a_0, b_0) = a_0 = \tilde{T}_4 (a_c, b_0).
\]

2. \((a_c, b_0) \notin T_4\). Then:

\[
\tilde{T}_4 (\tilde{T}_4 (a_0, \tilde{T}_4 (a_c, b_0)), b_0) = \tilde{T}_4 (\tilde{T}_4 (a_0, b_0 + [2]_4), b_0) = \tilde{T}_4 (a_0 + [2]_4, b_0 + [2]_4) = b_0 + [2]_4 = \tilde{T}_4 (a_c, b_0).
\]

Conversely, let \((a_0, b_0) \in T_4\) and \(b_c \in B\). Once again, we differentiate two cases:

1. \((a_0, b_c) \in T_4\). Then:

\[
\tilde{T}_4 (a_0, \tilde{T}_4 (\tilde{T}_4 (a_0, b_c), b_0)) = \tilde{T}_4 (a_0, \tilde{T}_4 (a_0 + b_0)) = \tilde{T}_4 (a_0, b_0) = a_0 = \tilde{T}_4 (a_0, b_c).
\]

2. \((a_0, b_c) \notin T_4\). Then:

\[
\tilde{T}_4 (a_0, \tilde{T}_4 (\tilde{T}_4 (a_0, b_c), b_0)) = \tilde{T}_4 (a_0, \tilde{T}_4 (a_0 + [2]_4, b_0)) = \tilde{T}_4 (a_0 + [2]_4, b_0 + [2]_4) = a_0 + [2]_4 = \tilde{T}_4 (a_0, b_c).
\]
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Figure 7.2: The relationships between properties of correct, Hippocratic, bidirectional transformations. This figure extends a similar one by Stevens [Ste12] with the properties presented in this thesis. The additions are marked green.

Congruency is a strictly weaker property than simply matching. Matching is also strictly weaker than simply matching. Nevertheless, congruency and matching are not equivalent. There are transformations that are matching, but not congruent. Whether congruency implies matching is an open question.

Example 7.2 ([Ste12]). Let \( A = B = \{0, 1\} \) and \( T_2 := \{(a, b) \mid a \cdot b = 0\} \). The bidirectional transformation \( T_2 = (T_2, \overline{T}_2, \bar{T}_2) \) between \( A \) and \( B \) is uniquely defined by correctness and Hippocraticness.

Lemma 7.2. There exists a correct, Hippocratic, matching, bidirectional transformation that is not congruent.

Proof. \( \bar{T}_2 \) is matching: It has only trivial equivalence classes and the bijection \( f : a \mapsto a + 1 \mod 2 \) is a subset of \( T_2 \) [Ste12]. However, \( \bar{T}_2 \) is not congruent:

\[
\begin{align*}
\bar{T}_2 (\bar{T}_2 (0, 1), 1) &= \bar{T}_2 (\bar{T}_2 (0, 0), 1) \\
&= \bar{T}_2 (0, 1) \\
&= 1 \\
&\neq \bar{T}_2 (1, 1) = 0.
\end{align*}
\]

The relationships between the properties we have discussed in this section are summarized in Figure 7.2.

Chapter 4 and Chapter 5 of this thesis add to the existing algebraic descriptions of desirable properties for bidirectional transformations. Notably, congruency has been
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motivated in this thesis from observations of practical examples. Chapter 5 also presents a practical use case for congruency. The properties most similar to congruency, simply matching and matching, have not yet been reported to have practical uses. Furthermore, congruency can be tested locally, as shown in Section 5.2: We can take individual model states and test whether congruency holds for them. (Simply) matching, on the other hand, can only be tested globally, if at all. Testing for those properties would require, first, to determine all equivalence classes of both transformation directions. Then we would need to check whether the transformation relation contains a bijection between those equivalence classes.

Stevens writes that they ‘have the impression that a large class of practical examples [...] are in fact simply matching’ [Ste12]. This conjecture supports the one stated in Chapter 4, namely that all transformations that are used to maintain consistency for models with semantic overlap can, and should, be congruent.

Bidirectional transformations have been analysed theoretically from numerous other angles. In this thesis, we have abstracted the actual transformation logic into black box functions in this thesis and only set requirements for them. Diskin [Dis11] proposes an algebraic framework for specifying the actual transformation logic based on tile algebra and category theory. It builds complex transformations out of simpler building blocks and also offers a visual representation for the mapping logic. In our formalism, we also only considered state-based model transformations. Diskin et al. [Dis+11] and Diskin, Xiong and Czarnecki [DXC11] show that certain consistency specifications cannot be modelled without considering the changes that have been made to models and offer algebraic tools to model such changes. Similar issues can occur if traces between model elements are not modelled. We have described that Vitruvius uses correspondences (cf. Section 2.6.1), but have ignored them in the formalism. Diskin, Gómez and Cabot [DGC17] show how traceability mappings, like Vitruvius’ correspondences, can be modelled algebraically and which benefits it brings. The way we modelled bidirectional transformations, they can also not handle the case that both models have been changed before the transformation was executed. This is often referred to as model synchronization. Supporting this use case requires a broader theoretical framework and poses challenges of its own [Ore+13]. When lifting existing bidirectional transformations to make them synchronizing, properties we have discussed in this chapter—like history-ignorance—are, once again, relevant [Xio+13].

In recent years, the attention of the model transformations research community has been broadened from the bidirectional case to the multidirectional case; i.e. to transformations between more than two metamodels. There are two fundamental approaches to this issue: First, extending the existing tools and formalisms to directly support transforming between more metamodels [MCP14; TA15; TA16]. Second, combining existing transformations into a transformation network that spans across more models than the transformations it is built out of [Ste17; Ste18; GKB21]. The two approaches are not mutually exclusive; transformation networks can, at least in theory, incorporate multidirectional transformations. The Vitruvius approach uses model transformation networks and the discussed case study (Chapter 3) focuses on a case of a model transformation network between UML, PCM and Java. The Commonalities Language allows defining a model transformation networks [Gle17; KG19]. So far, the theoretical results for transformation networks have been limited. It is known that a network of bidirectional transformations can express
any multiary consistency relation if adding an auxiliary model is allowed [Ste17; RPD90; Cle+19]. However, finding an appropriate strategy to execute the transformations in a network proves challenging and has only been achieved in limited settings [Di +17; Ste17; Ste18; GKB21]. Finding sensible properties for bidirectional transformations may be decisive in this regard. For example, history-ignorant transformations can be executed easily [Ste17]. Unfortunately, most transformations are not history-ignorant [Ste10; Ste17].

As detailed in Section 4.2, it seems more realistic to expect transformations to be congruent. In Section 5.2 we saw that the tested transformations were compatible in a sense related to congruency, as their user-transformation-interchangeable coincided. Maybe this can be exploited to make progress on finding execution strategies.

7.3 Model Transformation Testing

Model transformations need to be validated just like other software artefacts. However, model transformations also pose challenges that are specific to their domain and demand specialized validation techniques [AW15]. Ab. Rahim and Whittle [AW15] classify the research around such techniques into five categories: theorem proving, proving properties with graph theory, applying model checking, evaluating metrics, and testing. We already touched on quality assessment based on software metrics in Section 7.1. The contributions of Chapter 5 fall into the last category: testing.

One stream of research considers techniques that establish a sense of test coverage. For model transformations, it is more insightful to check how much of the transformed metamodels has been covered, as opposed to checking line coverage of the transformations [FSB04; WKC06]. However, this requires developers to establish which parts of the metamodels should be part of the transformation in the first place—the so-called ‘effective metamodel’. Other works study how mutation testing can be brought to model transformation testing [MBL06; DPV08; Tro+15]. These results are also relevant for the test suite of the case study. To make the transformations comparable, we need to verify that they implement the same behaviour. Establishing the test coverage of the acceptance test suite helps understanding how complete it is.

The models between which transformations transform conform to a metamodel. We can use the rules of the abstract and concrete syntax imposed by the metamodel to generate inputs for testing model transformations. Various works have developed techniques based on this idea [Bro+06; Lam07; SBM09; GC12; WAS14]. This is also relevant for the case study acceptance test suite. Generated models could be used to verify that both transformation implementations yield the same result for any input.

Many researchers have also presented test frameworks for the testing techniques they propose. Such frameworks usually realize the presented technique in the context of a specific model transformation tool [LZG05; Stu+07; DPV08; GP09]. The framework presented in Section 5.3 is no different: it enables the congruency-based acceptance test approach in the context of Vitruvius.
8 Conclusion

In this thesis, I have laid the foundation for conducting a case study on the Commonalities Language. The case study will provide empirical insights into the differences between the model transformation programming languages that are available for the Vitruvius framework. The case study will help finding a good programming model for the framework, and, ultimately, contribute to the much-needed [Bad+18], better tool support for model-driven engineering.

I started the thesis by presenting the design of the case study (Chapter 3). Using the Goal-Question-Metric approach, I showed how the studied metrics are derived from the study’s goals. I discussed why the design offers sufficient internal validity and construct validity. I described why the studied case is relevant and can be considered a 'critical case'. Nevertheless, the external validity of the case study will be limited.

In Chapter 4, I introduced a novel property for bidirectional transformations: congruency. It ensures that the two directions of a bidirectional transformation are, in a certain sense, compatible. I showed how the property derives from intuitive expectations users have for transformations and explained why it is realistic to expect congruency to hold for all model transformations that are used for maintaining consistency of models with semantic overlap. Congruency is not tied to the context of the case study. Instead, it can be added to the toolbox of properties we have to assure that model transformations behave as expected. In Chapter 7, I proved that congruency is similar, but not equivalent, to two properties presented by Stevens [Ste12]. Compared to Stevens’ properties, congruency is easier to test.

One practical use case of congruency was shown in Chapter 5, where I described a test strategy for black box acceptance tests that check whether two inherently different model transformation implementations realize the same consistency specification. The test strategy will be used on the implementations for the case study. I listed and justified requirements for the test strategy, presented a framework with which the requirements can be met, and showed how the framework meets the requirements. The insights from the described test strategy, especially how to use congruency to reduce the test development effort, can be applied to any test suite for bidirectional transformations. The accompanying test framework is specific to the Vitruvius framework, but not specific to the case study. It can, thus, be used for testing any transformation for the Vitruvius framework.

Finally, I showcased three improvements to the Commonalities Language in Chapter 5, of which I have implemented two. The improvements are necessary to conduct the test study. They also improve the usability of the Commonalities Language in general.
Future work based on this thesis should focus on three areas: The Commonalities Language, the case study, and congruency.

**Commonalities Language** I have described that the Commonalities Language is not yet ready to be meaningfully evaluated in a case study (Section 3.3) and have already presented three improvements to the language (Chapter 6). While working on the case study, I found the following areas that also need to be addressed before the case study can be conducted:

- The bidirectional operators for the Commonalities Language are currently not defined as lenses. Hence, they cannot be combined and the Commonalities Language currently only allows to use at most one operator per mapping. The interfaces of bidirectional operators should be changed to be that of a lens. Then the proposed new syntax for bidirectional operators (Section 6.3) can be realized.

- The Commonalities Language currently forces every listed Participation Class to exist before a Commonality is established. To implement use cases where some participating objects are optional (like creating a component for a Java package, without requiring the implementation class to exist, as we discussed in Chapter 4), optional Participations should be implemented. The design for them is provided by Gleitze [Gle17, p. 40 f.].

- It should be possible to define Participations in the Commonalities Language that are mapped \( 1:n \) to the Commonality, for a variable \( n \in \mathbb{N}_0 \). Currently, only fixed \( n \)s are supported. This is necessary, for example, to establish proper correspondences between Commonality for object-oriented packages, and packages in Java, which are implicitly defined by all compilation units that declare the same package.

- It should be possible to import values from models into the language, and use them to create mappings between concrete values. This is useful, for example, to specify directly in the language how enums and other special values map onto each other. Currently, users are forced to create a new operator for each mapping, which increases the lines of code that need to be written, introduces unnecessary indirection, and hides the relevant logic.

**Case Study** The case study implementation should be finalized for both the Reactions Language and the Commonalities Language. The test strategy and framework I presented in Chapter 5 will help to do this in a test-driven fashion. This will also ensure that the remaining cases where the different transformations in the Reactions Language contradict each other are found. Afterwards, the case study can be conducted as described in Chapter 3.

**Congruency** Studying congruency more deeply may reveal further useful results. For example, we have seen in Chapter 5 that the different transformations shared their user-transformation-interchangeable changes. When building transformations networks, maybe we can demand that all involved transformations are congruent and that any user-transformation-interchangeable change of one transformation is also a user-transformation-interchangeable change of the others. If the expectation could be met in realistic use
cases, it could help address the open problem of finding a suitable transformation network execution strategy [GKB21]. Generally speaking, congruency seems to be flexible enough to be fulfilled in realistic transformations, while still being restricting enough to make use of it.

Congruency should also be kept in mind when improving the Commonalities Language’s design. When not using any operators, the Commonalities Language establishes congruent bidirectional transformations between the concept metamodel and the concrete metamodels. The user-transformation-interchangeable changes are given by the minimal model states of the concrete metamodels that suffice to establish a Participation. It would be worth investigating whether the transformations remain congruent when using operators. Here it could pay off that the Commonalities Language restricts its bidirectional operators to lenses. Together with the insights we got from congruency and transformation networks, one could perhaps even show that the Commonalities Language establishes transitively congruent transformations—for a yet-to-be-defined meaning of the term.

Finally, it might be worth examining the differences between congruency and simply matching more closely. Maybe simply matching—a stronger property than congruency—also always holds in practice. Example 7.1, which we used to differentiate the two properties, does not seem like a practically relevant one. Stevens [Ste12] proved that simply matching transformations are exactly the ones that can be obtained by putting two lenses ‘back to back’. If this theorem could be carried over to the multidirectional case, it would have interesting implications for the Commonalities Language: We would not have to store the concept model any more. The concept model could then be a construct that only helps developing multidirectional transformations, and is only instantiated ad-hoc at runtime when executing the transformation.

While implementing the case study, it will be interesting to see whether all transformations are indeed congruent. This will add more empirical validation to the conjecture that we can expect congruency of all bidirectional transformations used to keep models with semantic overlap consistent.
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