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Abstract: Transit times of a bolus through an organ can
provide valuable information for researchers, technicians and
clinicians. Therefore, an indicator is injected and the temporal
propagation is monitored at two distinct locations. The tran-
sit time extracted from two indicator dilution curves can be
used to calculate for example blood flow and thus provide the
surgeon with important diagnostic information. However, the
performance of methods to determine the transit time Δt can-
not be assessed quantitatively due to the lack of a sufficient
and trustworthy ground truth derived from in vivo measure-
ments. Therefore, we propose a method to obtain an in silico
generated dataset of differently subsampled indicator dilution
curves with a ground truth of the transit time. This method
allows variations on shape, sampling rate and noise while be-
ing accurate and easily configurable. COMSOL Multiphysics
is used to simulate a laminar flow through a pipe containing
blood analogue. The indicator is modelled as a rectangular
function of concentration in a segment of the pipe. Afterwards,
a flow is applied and the rectangular function will be diluted.
Shape varying dilution curves are obtained by discrete-time
measurement of the average dye concentration over differ-
ent cross-sectional areas of the pipe. One dataset is obtained
by duplicating one curve followed by subsampling, delaying
and applying noise. Multiple indicator dilution curves were
simulated, which are qualitatively matching in vivo measure-
ments. The curves temporal resolution, delay and noise level
can be chosen according to the requirements of the field of
research. Various datasets, each containing two corresponding
dilution curves with an existing ground truth transit time, are
now available. With additional knowledge or assumptions re-
garding the detection-specific transfer function, realistic signal
characteristics can be simulated. The accuracy of methods for
the assessment of Δt can now be quantitatively compared and
their sensitivity to noise evaluated.
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1 Introduction

In the last two decades, optic-based medical systems were in-
troduced to intraoperatively visualize vascular structures us-
ing flourescence angiography [1, 2]. However, visual inspec-
tion may not be sufficient for intraoperative decision making.
Therefore, a quantitative approach for intraoperative blood
volume flow assessment is needed [2]. A current clinical rou-
tine for blood volume flow assessment involves the usage of
an ultrasonic flowprobe. This clinical flowprobe has an accu-
racy of ±10% [3], but downsides are additional time, equip-
ment and interrupting surgical workflow; compromising the
vessel due to mechanical stress is possible as well [4]. Thus,
a method without tissue contact would be advantageous. For
such a non-invasive method, intraoperative Fluorescence An-
giography can be used. Therefore, an indicator bolus is in-
jected into the vascular system. Afterwards, two indicator di-
lution curves (IDCs) are obtained by monitoring the tempo-
ral propagation of the indicator bolus at two distinct locations
along the vessel of interest. The transit time of the bolus can
be extracted from those two IDCs. The blood volume flow 𝑉̇

can subsequently be calculated as shown in Eq. 1, where 𝐴 is
the vessel’s cross-sectional area, 𝑣 the blood flow velocity, 𝑑𝑖
the inner diameter of the vessel and Δ𝑡 the transit time of the
indicator bolus to travel the distance 𝑠.

𝑉̇ = 𝐴 · 𝑣 =
𝜋 · 𝑑2𝑖 · 𝑠
4 ·Δ𝑡

(1)

Although in vivo IDCs are monitored frequently in clinical
routines and are thus widely available [5], they lack a suffi-
cient and trustworthy ground truth of the transit time. By sim-
ply duplicating and delaying an in vivo IDC, a credible perfor-
mance evaluation of methods ascertaining the transit time Δt
via two IDCs cannot be assured due to the usage of identical
data points for both corresponding curves.

Therefore, we propose a method to synthetically generate
a highly adaptable dataset of two corresponding and differ-
ently subsampled IDCs with a ground truth of the transit time
using an in silico model. These datasets can then be used to en-
hance current methods ascertaining the transit time Δt, which
temporal accuracies are not yet suitable for clinical studies [6].
Even though an in vitro flow phantom could provide a similar
dataset, in silico generated datasets are low-cost, accurate and
easily configurable to the desired field of application [7].

DE GRUYTER Current Directions in Biomedical Engineering 2020;6(3): 20203068 

 Open Access. © 2020 Michael Reiß   et al., published by De Gruyter.       This work is licensed under the Creative Commons Attribution 4.0 License. 



2 Michael Reiß, Ady Naber, and Werner Nahm, Simulating a Ground Truth for Transit Time Analysis of Indicator Dilution Curves

2 Methods

The method chapter is structured into two parts. The first part
describes the dilution curve data acquisition using a determin-
istic in silico model of a laminar flow through a rigid pipe con-
taining blood analogue solution. The second part describes the
post-processing steps to obtain the desired dataset of two cor-
responding IDCs with a ground truth of the transit time.

2.1 In silico data acquisition

To simulate the in silico model, the finite element based soft-
ware COMSOL Multiphysics (version 5.4) with the additional
packages ‘Computational Fluid Dynamics’ and ‘Chemical Re-
action Engineering’ was used. The rotationally symmetrical in
silico model was devided into a setup-section containing blood
analogue and the indicator bolus, and a measurement-section
to later monitor the indicator bolus’ concentration. The follow-
ing boundary conditions and simplifications were defined and
allow the reproducibility of the results:
– Applied volume flow: 𝑉̇ = 150 𝑚𝑙

𝑚𝑖𝑛

– Inner radius of the pipe: 𝑟𝑖 = 2𝑚𝑚

– Length of the setup-section: 1.2𝑚
– Length of the measurement-section: 1𝑚
– Incompressible fluid: 𝜌 = 𝑐𝑜𝑛𝑠𝑡.

– Laminar fluid flow and convection: 𝑅𝑒 < 𝑅𝑒𝑐𝑟𝑖𝑡

– Rigid vessel walls: 𝐸 = 0

– No-slip: 𝑢(𝑟 = 𝑟𝑖) = 0

– Isothermal process: Δ𝐾 = 0

– No external or hydrostatic pressure
– No gravitational force
– Non-Newtonian fluid behaviour

The blood analogue solution containing demineralized water,

glycerol, xanthan and protein was set to a density of 1157
𝑘𝑔

𝑚3

and a viscosity of 11.64𝑚𝑃𝑎 · 𝑠. The injection of the indica-
tor bolus was modelled as a rectangular function of the indica-
tor concentration midway in the pipe’s setup-section. After the
initialization of the in silico model was finished, a laminar flow
was applied to the blood analogue solution resulting in the di-
lution of the rectangular function across the pipe. To obtain a
time-discrete dilution curve, the average indicator concentra-
tion was monitored over the cross-sectional area of the pipe in
the measurement-section. The timespan of the measurement
was set to monitor the dilution curve in it’s entirely, the tem-
poral resolution was chosen to 1200 Hz as a trade-off between
achieved high temporal resolution and computing time. As
shown in Fig. 1, changing the location in the measurement-
section allowed a variation of the dilution curve’s shape.
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Fig. 1: Shape varying IDCs of relative indicator concentrations
measured at the positions 0𝑚, 0.5𝑚 and 1𝑚 from the begin of
the measurement-section. The timespan is set to 12 seconds and
the temporal resolution is set to 1200 Hz.

2.2 Dataset creation

After one discrete-time IDC was acquired, the dataset of two
corresponding IDCs could be created by either using two
shape varying curves or by duplicating one single dilution
curve. Since the dispersion of the indicator bolus between the
two measurement locations along the vessel of interest is mini-
mal and therefore negligible, we followed the approach to gen-
erate the dataset by duplicating one single dilution curve. Af-
terwards, the temporal delay as the ground truth transit time
was applied to one of the duplicated curves followed by dif-
ferently subsampling and noising the dataset to qualitatively
match in vivo measurements. The single steps will be de-
scribed in detail in the following section, all post-processing
was done using MATLAB R2019b.

2.2.1 Temporal delay with ground truth transit time

After duplicating one acquired dilution curve, the temporal de-
lay was applied to one of the two IDCs using Eq. 2, where
{𝑡1, ..., 𝑡𝑛} are the 𝑛 timestamps of the duplicated IDC and
{𝑡𝑑1, ..., 𝑡𝑑𝑛} are the timestamps after application of the tem-
poral delay Δt.

{𝑡𝑑1, ..., 𝑡𝑑𝑛} = {𝑡1 +Δ𝑡, ..., 𝑡𝑛 +Δ𝑡} ∀𝑛 ∈ N (2)

The thereby provided ground truth of the transit time Δt was
chosen to match a suspected physiological transit time of the
indicator bolus between two corresponding in vivo dilution
curves. Fig. 2 shows a dataset created by duplicating one IDC
from the in silico model and application of the temporal delay.

2.2.2 Subsampling

After applying the temporal delay, the resulting two curves
were subsampled. This allowed the adaption of the two in sil-
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Fig. 2: Duplicated IDCs (1200 Hz) with an arbitrarily chosen
ground truth transit time of Δ𝑡 = 0.16 𝑠 applied to IDC2.

ico generated curves to the temporal resolution of different
surgical systems. Due to the acquisition of an in silico dataset
with high temporal resolution from COMSOL Multiphysics,
different subsamples of identical temporal resolutions could
be created, as shown in Fig. 3, and used for further processing.
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Fig. 3: Differently subsampled IDCs (S1, S2) of Fig. 2 to a tempo-
ral resolution of 25 Hz.

2.2.3 Noise application

A dataset with a known ground truth transit time has been cre-
ated. However, noise is unavoidable in data acquisition and
therefore applied to the dataset to match IDCs obtained from
in vivo measurements. We propose the application of addi-
tive white gaussian noise due to its property to represent ran-
dom sources of thermal noise by adding independent values to
each discrete-time data point [8]. The noise level is described
via the signal-to-noise ratio (SNR), as shown in Eq. 3, where
𝑃𝑠𝑖𝑔𝑛𝑎𝑙 is the power of the signal and 𝑃𝑛𝑜𝑖𝑠𝑒 is the power of
the noise. Due to the wide dynamic range of noise levels, the
SNR is expressed using the logarithmic decibel scale.

𝑆𝑁𝑅 = 10 log(
𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑛𝑜𝑖𝑠𝑒
) 𝑑𝐵 (3)

Fig. 4 illustrates an example of a dataset after noise applica-
tion.
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Fig. 4: Application of noise to the curves of Fig. 3, each with an
arbitrarily chosen SNR of 20 dB. Linear connections are added
between the discrete-time data.

3 Results
Multiple datasets of two corresponding IDCs with differently
subsampled data points and a ground truth of the transit
time were simulated. The synthetically generated curves of a
dataset, as shown in Fig. 6, qualitatively match clinically ob-
tained in vivo measurements (Fig. 5) before recirculation oc-
curs. Regarding different fields of research, the in silico curves
can be adjusted accordingly by altering the curves shape, the
temporal resolutions, the subsampling, the ground truth of the
transit time and the noise level.

4 Discussion and Conclusion
Obtaining the ground truth transit time of indicator dilution
curves is a challenge. We have proposed and implemented a
method to generate datasets of two corresponding IDCs, al-
lowing a high degree of freedom varying the ground truth tran-
sit time Δ𝑡 as well as the signals’ morphology, sampling rate
and noise level. Although the presented dilution curves were
simulated by an in silico model using an optical dye indicator
(particle concentration), the model should be also transferable
to simulate various indicator types such as thermal indicators
(with a non-isothermal in silico model). This allows a versa-
tile use of the model to simulate different recording systems
or signals obtained from different organs. However, the pro-
posed in silico model is only valid if a laminar fluid flow in
rigid vessels can be assumed. Further, this in silico model rep-
resents the blood vessel as a straight rigid pipe, limiting the
credibility of data points on the curve’s descending side where
recirculation is not modelled. Nevertheless, in most methods
ascertaining the transit time Δt, the dilution curve is cut off
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Fig. 5: In vivo IDC with a temporal resolution of 30 Hz, monitored
using intraoperative Fluorescence Angiography.
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Fig. 6: Synthetically generated dataset of two corresponding
IDCs. The curves are differently subsampled to 30 Hz and noised
with a SNR of 37 dB. A temporal delay of Δ𝑡 = 1.5 𝑠 is applied to
IDC 2.

after its concentration had decreased to 50% of the respective
peak, which excludes recirculation [5]. To represent random
sources of thermal noise, we applied white gaussian noise to
the datasets’ two corresponding curves. However, the simplifi-
cation to only take thermal sources of noise into account may
not be sufficient since various nonthermal sources of noise
and/or artifacts can also be observed in clinical in vivo mea-
surements. A generalized and quantitative comparison of the
in silico generated curves with clinical data obtained from in-
traoperative fluorescence angiography is not trivial due to the
diversity of possible morphologies and fields of application.
However, a qualitative comparison of the simulated and the
measured signals shows a high accordance.

5 Outlook
Various datasets, each containing two corresponding dilu-
tion curves with an existing ground truth transit time, are

now available for further adaptations or analysis. With ad-
ditional knowledge or assumptions regarding the detection-
specific transfer function, application tailored signal character-
istics can be derived and implemented. The accuracy of new
methods ascertaining the transit time Δ𝑡 between two IDCs
can now be evaluated regarding their sensitivity to the signals’
morphology, sampling rate and/or noise by comparison to the
provided ground truth transit time. Thereby, no model-based
restriction in the methods selection is necessary.
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