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Abstract—Van Zwet (1964)[16] introduced the convex transformation order between two distribu-
tion functions F and G, defined by F' <. G if G™1 o F is convex. A distribution which precedes G
in this order should be seen as less right-skewed than G. Consequently, if F' <. G, any reasonable
measure of skewness should be smaller for F' than for G. This property is the key property when
defining any skewness measure.

In the existing literature, the treatment of the convex transformation order is restricted to the class of
differentiable distribution functions with positive density on the support of F. It is the aim of this work
to analyze this order in more detail. We show that several of the most well known skewness measures
satisfy the key property mentioned above with very weak or no assumptions on the underlying
distributions. In doing so, we conversely explore what restrictions are imposed on the underlying
distributions by the requirement that F' precedes G in convex transformation order.
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1. INTRODUCTION

Even though skewness is one of the oldest concepts in distribution theory dating back at least to
Pearson [12], its formal analysis did not start until the pioneering work of van Zwet [16]. He introduced
the c-order (for convex order or convex transformation order) between two distribution functions F' and
G, defined by F <. G if G=! o Fis convex. Van Zwet postulated that a distribution which c-precedes G
should be seen as less right-skewed than G.

Under certain regularity conditions, this is plausible for a number of reasons. First, G=! o F is the
unique function that transforms an F'-distributed random variable into a G-distributed random variable
(see p. 48, Lemma 4.1.1, in [16]). If this transformation is convex, the probability mass in the left tail
is condensed while the probability mass in the right tail is spread out, resulting in an increase in right-
skewness. Second, Oja [11], p. 162, Theorem 5.2, found an equivalent characterization of the order <,
in case that F' and G are skewness-comparable with finite second moments. It states that the cdf’s,
standardized with mean and standard deviation, intersect exactly twice with F being larger at either tail.
Graphically, this also means that G has less probability mass in the left tail and more in the right tail as
compared to F'.

As a consequence, if F' <. G, any reasonable measure of skewness should be smaller for F' than for G.
This property is termed P.4 in[5] and [2]. Further cornerstones in the theory of skewness orders have been
the work by Oja [11] and MacGillivray [8]. From the beginning, attention was confined to the class of
(twice) differentiable distribution functions with positive density on the support of F’; see, among many
others, [16], p. 24, [11], p. 155, [8], p. 995, [5], p. 391. In particular, these assumptions are necessary for
the aforementioned statements about the graphical plausibility of the convex transformation order. It is
not clear if this restricted setting is posed only for mathematical convenience or for a deeper insight into
the limited usability of the proposed skewness orders and related skewness measures for more general
distribution.
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Fig. 1. Cdf’s F and G as defined in Example 1, in the left panel both with shape parameter 2, in the right panel F' with
shape parameter 2 and G with 1.5. In both panels F' <. G holds, in the right one even in a strict sense.

[t is the aim of this work to analyze these questions in detail. We show that several of the most well
known skewness measures satisfy P.4 with very weak or no assumptions on the underlying distributions.
In doing so, we conversely explore what restrictions are imposed on the underlying distributions by the
requirement that /' c-precedes G. Specifically, these restrictions imply that the c-order is not applicable
to lattice distributions.

In the following, the quantile function of a cumulative distribution function (cdf) H on R is defined
as H71: (0,1) - R, p— inf{t € R: H(¢) > p}. As indicated, the order in the first part of the next
definition was proposed by van Zwet [16], Definition 4.1.1, and has been studied in many publications
[2, 8, 5]. It is also discussed in [13], Chapter B.4. The order in the second part is a seemingly reasonable
extension to the class of all cdf’s on R.

Definition 1. Define Dy =R\ H~1({0,1}) for any cdi H onR.

(a) Let F and G be cdfi’s on R that are continuous on the left endpoint of their respective supports.
Then G is said to be at least as skewed to the right as F, denoted by F' <. G, if the mapping

G loF: Dp — R, t— G YF(t)) is convex.

(b) Let F and G be arbitrary cdi’s on R. Then G is said to be at least as skewed to the right as F,
denoted by F <. G, if the mapping G™' o F: Dy — R, t — G~1(F(t)) is convex and inf G(D¢g) >
inf F/(Dp) holds.

Here, the domain of G=! o F has been restricted to R\ F~1({0, 1}), since any quantile function is
only defined on the open interval (0, 1), while the codomain of any cdf is the closed interval [0, 1]. To solve
this, all points that F' maps onto {0, 1} have to be excluded from the domain of this composition. Since
sets of this kind will play a central role in this paper, we denote the restricted domain of a cdf H on R by
Dy =R\ H~1({0,1}), which entails H(Dy) = H(R) \ {0, 1}.

In the case of cdf’s that are not continuous on the left endpoint of their support, the additional
condition in the second part of Definition 1 is indeed necessary. As an illustration, consider the following
example:

Example 1. Let Y ~ I'(1.5,1) with corresponding c¢di G and let F'(t) = G(t)1{1 o) (t) forallt € R. Now
F is obviously more skewed to the right than G (see leit panel of Fig. 1). However, since F' and G are
identical on D, G~1 o F is the identity and by applying the first part of Definition 1 to all cdf’s on R, we
would have F' <. G. By decreasing the shape parameter of Y without changing F', we would preserve
F <. G, which now holds even in a strict sense (see [16], pp. 60—62). However the distributions would
be difficult to compare with respect to skewness (see right panel of Fig. 1). Hence it seems reasonable to
exclude such a combination of cdf’s from being comparable. Otherwise, none of the popular skewness
measures discussed in this paper would preserve the order <..



[t should be noted that there exists a wide variety of skewness orders for distributions; examples can
be found in [11, 8, 1]. Among all skewness orders that have been considered so far, <. seems to be
one of the strongest. Based on the chosen skewness order, in this case <., Oja [11] and Groeneveld
and Meeden [5] among others proposed sets of properties that any adequate skewness measure should
satisfy. In this paper, we consider the following three properties that should be satisfied by any reasonable
skewness measure v: R — R, where R denotes a suitable set of random variables on R.

(S1) Fore>0and d € R, v(cX 4 d) = v(X), i.e., v is invariant under transformations of scale and
location.

(S2) Tt holds v(—X) = —y(X).

(S3) Denote the cdf’s of X and Y by F' and G. If G is at least as skewed to the right as F, then
7(X) <~(Y) holds, in short

F <. G=7(F) <y(G).

These properties are equivalent to the two properties given by Oja [11]. In [5], a fourth property is
considered, stipulating the skewness measure of any symmetric random variable to be zero. However
this fourth property easily follows by combining (S1) and (S2) and is therefore not included here.
Furthermore, it follows from these three properties that any adequate skewness measure takes non-
negative values for right-skewed random variables and non-positive values for left-skewed random
variables.

[t should be noted that (S3) seems to the weakest possible property of this kind. It could either be
strengthened by replacing <. by some weaker skewness order or by replacing both inequalities by strict
inequalities, that is by requiring F <. G = ~v(F) < (G) (where F <. G holds if G o F' is strictly
convex).

In Section 2, we start with arbitrary distribution functions F' and G, assuming only F' <. G, and
analyze the resulting restrictions on F' and G. In particular, lattice distributions are ruled out by this
requirement.

In Section 3, we examine the validity of properties (S1) to (S3) for four well-known skewness
measures: the standardized third moment

(X)) = E((X - n)/0)®),
where = EX and 0? = EX? — (EX)?2, quantile skewness

(F'1—-a)—F1(1/2)
F~1(1-a)

(F71(1/2) ~ F~(a))

16 (X) = P ,

integrated quantile skewness
110(X) = (EX — F~\(1/2)) /EIX — F'(1/2)],
and, finally, Pearson’s skewness measure, defined by
p(X) = (EX — F(1/2)) /o

While (S3) holds for ’yé?a) (X) and vyro(X) without any assumptions on the underlying distributions,

one has to impose some weak conditions for the validity of (S2) as well as for the validity of (S3) for
ym (X). For yp(X), (S3) is not fulfilled. Besides, we examine whether the four skewness measures can
be normalized; if so, we further investigate whether the lower and upper bounds are sharp. The proof of
Lemma 1 is postponed to Appendix A.



2. A USEFUL LEMMA

Among the four skewness properties, (S3) plays the pivotal role in the sense that it generally is most
difficult to prove. In prior proofs of these properties for specific skewness measures as in [5], this difficulty
was partly circumvented by only considering distributions with twice differentiable cdf’s. However, in
this work we aim at proving (S3) with minimal assumptions on the underlying random variables. These
proofs are simplified greatly through the following lemma, especially parts (a) and (b). They state that a
substantial set of combinations of c¢di’s F' and G cannot be ordered with respect to the skewness order
<. and therefore do not need to be considered in the proof of property (S3). Part (¢) is a result concerning
the distribution of a random variable with cdf F, transformed by G=! o F', which is also of some help in
proving (S3).

Lemma 1. Let F and G be two arbitrary cdf's on R.
(a) I F <. G, then G(Dg) C F(Dp) U [sup F(Dp), 1).

(b) I F <.G, then F and G are strictly increasing on Dr and Dg, respectively, up to the
following exceptions:

(i) Fisconstant on non-degenerate intervals with values within the interval (0,inf G(Dg)].

(ii) Gisconstant on non-degenerateintervals with values within the interval [sup F(Dr),1).

(c) Let X be a random variable with cdf F and define Y = G=Y(F(X)). If, additionally, G(Dg) C
F(Dp)U{sup F(Dp)}, thenY ~ G.

A verbalized version of part (a) of the above lemma would be that, aside from any values greater than
or equal to sup F(Dp), any value skipped by F is also skipped by G if F' <. G holds. This formulation
will turn out to be quite useful later on in this work.

By parts (a) and (b) of Lemma 1, the number of distributions that can be ordered with respect
to <. is severely reduced. In particular, this applies to most discrete distributions and partly discrete
distributions. Concerning skewness property (S3), these results merely simplify the corresponding
proofs. However, in the search for appropriate properties for characterizing skewness, this renders (S3)
useless, at least for (partly) discrete distributions. A possible solution could be the usage of a weakened
skewness order, thus strengthening any skewness measure behaving in accordance to such an order.
However it should be noted that alternatively proposed weaker skewness orders [11, 8, 1] are also only
applicable for continuous distributions. Nonetheless, in this work, we will solely examine whether the
established properties (S1)—(S3) are satisfied for the skewness measures under consideration.

However the consideration of distributions with non-differentiable cdf’s and the subsequent redefini-
tion of the order <. in Definition 1(b) does indeed enlarge the set of distributions that can be ordered
with respect to <.. This enlargement does not only consist of absolutely continuous distributions
with additional jumps that satisfy the condition in Lemma I(a), but also contains strictly discrete
distributions, as the following example shows.

Example 2. Let po = p_o € (0,1). Additionally, let (p—, )nen be a sequence on [0, po) satisfying p_,, \,
0 as n — oo and let (p,)nen be a sequence on (pg, 1] satisfying p,, /' 1 as n — oo. Now define two
distribution functions F and G by

F(t) = Zp—n 1[—n,—n+1) (t) + l[l,oo)(t)7
n=0

G(t) =Y Pnljnin(t)
n=0

fort € R. Obviously,
inf G(D¢) = po > inf ({p—n: n € No} N (0,po]) = inf F(Dp).
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Fig. 2. Cdf’s F and G as defined in Example 2 for specific choices of p,,n € Z.

Define ny = inf{n € N: p,, = 1} with the convention inf ) = oo. Then the quantile function of G is given
by
ni—1

G ') = 1l () + mlg, 1) (/P)
n=1

for p € (0,1). Note that G~! only takes values different from 0 for p € (pg, 1). However, because of
F(Dg) C (0,po], G™! o F is constantly equal to 0 on Dp and thereby also convex. This means that
F <. G holds for these two discrete distributions.

Figure 2 shows F and G for p_, =1/(n+2) and p, =1—1/(n+2), n € Ny. Here, it is also
graphically obvious that G is more skewed to the right than F.

Another result helpful in proving property (S3) is the following characterization of convexity which
can be found in [10], p. 31. Actually, it is the definition of a convex function in Artin’s treatise on the
gamma function [3].

Lemma 2. A mapping ¢: I — R on some arbitrary (finite or infinite) interval I is convex if and
only if for any a € I the mapping s,: I\ {a} — R defined by

Sa(t)zso(t)—@(a)’ tEI\{CL}
t—a
is non-decreasing.

3. ANALYZING SKEWNESS MEASURES
WITH RESPECT TO THE SKEWNESS ORDER

3.1. Moment-Based Skewness Measure

Probably, the best known skewness measure is the moment-based one, which is often used synony-
mously with the notion of skewness itself. Let y; denote the jth non-central moment, and let X be a
random variable with E| X |> < oo and strictly positive variance 02 = jy — p? > 0. The moment-based
skewness measure is defined as the standardized third moment, i.e.,

X —p\® — uap + 24
W(X):EK u) ]:us u2u23u ‘
4 (h2 — p?)2
Clearly, ya7(X) is only well-defined if X is not almost surely constant.

For all skewness measures, we first examine whether they can be normalized. The following example
shows that /(X)) cannot be normalized.



Example 3. For X ~ Bin(1,p), p € (0, 1), the moment-based skewness is

_1=2p
fYM(X) - \/p(l—p).

Obviously, yar(X) — oo for p — 0 as well as yp(X) — —oo for p — 1, which shows that the moment-
based skewness measure cannot be normalized.

In the following theorem we prove that the moment-based skewness measure satisfies skewness
properties (S1)and (S2) without any assumptions on the underlying distributions as well as (S3) under
a weak condition.

Theorem 1. The moment-based skewness measure vy (X) satisfies properties (S1) and (S2) for
all distributions for which it is well defined. (S3) is satisfied if sup G(D¢g) < sup F(Dp).

Proof. Properties (S1)and (S2) follow easily. Concerning (S3), let F' and G be cdf’s satisfying F' <. G
and let X ~ F' as well as Y ~ G. Theorem 2.2.1 in [16] states that for any convex, non-decreasing,
non-constant function ¢ on the minimal interval I, on which P(X € Ip) = 1, we have for any k € N
that

E[(X — p)* 1]

E[(p(X) — E[p(X)])***1]
o 2k+1 :

V(X))

Obviously, we choose k =1 and ¢ = G~! o F. Combined with F' <. G, the additional assumption
for (S3) yields G(Dg) C F(Dp) U {sup F'(Dr)}. Due to Lemma I(c), we then have p(X) ~ Y and
Y (X) < v (Y) follows from the above result, if G=1 o F satisfies the assumptions on .

To that end, if F' does not have a jump discontinuity ending at the value 1, the right continuity of
F yields P(X € D) = 1 and we can choose Ir = Dp. Otherwise X takes on the value sup Dr ¢ Dp
with positive probability and we choose Ir = Dp U {sup Dg}. In order to establish this as the extended
domain of G~ o F, we have to assign a function value to the point sup D. Based on F(sup Dr) = 1,
we assign G~ (F(sup Dr)) = inf{t € R: G(t) > 1} = sup Dg¢.

By assumption, G~! o F' is convex on Dy. Since it maps D onto a subset of Dg U {sup Dg},
the addition of sup Dr to the domain of F' results in the function being either extended continuously
or exhibiting an upward jump at that point. However this preserves the convexity of G~ o F' on the
extended domain [10], Theorem 1.1.2. Furthermore, since the function is non-decreasing on Dp, this
property is also preserved.

Assuming that G=! o F is constant (on Ir) results in Y almost surely taking a constant value,
since Y ~ G~Y(F(X)) due to Lemma 1(c). However, by assumption, Y is not almost surely constant.
Therefore G~! o F is non-constant on I, so it satisfies the assumptions on ¢, thus concluding the
proof.

<

Remark 1. In order to examine the necessity of the additional assumption for (S3), we assume F <. G.
Due to the definition of that order, it takes the behavior of G into account only up to the point
G~ Y(sup F(Dp)). The information concerning values of G at any t € (G~!(sup F(Dp)),sup Dg] is
therefore lost. So F' <. G essentially implies F' <, G for cut off and scaled versions of the original cdf’s
defined by

~ Ht)
(t) = SupF(DF))1{H(t)<supF(DF)} + L{H()>sup F(Dp)}

for H € {F,G}. Since G(Dg) C F(Dz) U {sup F(Dz)} for these new cd’s, we can infer vy (F) <

v (G) by replicating the proof of Theorem 1. Now consider the depiction of an exemplary constellation
in which the assumption for (S3) in Theorem 1 does not hold, in Fig. 3. Note that for values smaller than
sup F(Dr), G is already more skewed to the right than F. While F' then has a point mass and jumps
straight to the value 1, that same probability mass can be stretched out to the right in G. Heuristically,
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Fig. 3. Exemplary constellations of cdf’s F' and G as excluded for property (S3) in Theorem 1 by assumption. In both
panels we have F' <. G, in the right one holding in a strict sense.

it is clear that this merely increases the excess in right-skewness that G already had over F'. (This is the
right-side analogue to the constellation in Example 1 and Fig. 1, in which a jump at the left endpoint of
Dr makes F' more right-skewed relative to G.) Hence we strongly conjecture that (S3) is satisfied by
~va (X)) without any assumptions.

3.2. A Quantile Definition of Skewness

A quantile-based skewness measure was first proposed by Bowley [4] and later generalized by
Hinkley [6]. Let X be a random variable with c¢df F and corresponding quantile function F~! such
that F=1(1 —a) — F~1(a) > 0 holds for any value of a in (0,1/2). Using the short-hand notation
gp = F~1(p), the quantile skewness is defined as

o —oz+ a_2
fy( )(X):Lh q Q1/2'
@ dl—a — qua

Bowley’s skewness coefficient is obtained for o = 1/4. The parameter o determines whether the
information about skewness is gathered near to the center of the distribution or rather in the tails.

[t has been shown in [5], p. 394, that, except for ~yys, all three skewness measures considered in
this paper are normalized to the absolute value of 1. However, it has not been examined whether these
inequalities are sharp.

()

Remark 2. For the quantile skewness, —1 < v, < 1 with both inequalities being sharp: the inequality

-1< ’yé;) (X) <1 is equivalent to 1o > q1/2 2 qa, which is true since a quantile function is non-

decreasing. By replacing the inequalities by equalities, it is obvious that the lower bound is attained for
q1/2 = q1—a- and the upper bound is attained for g; 5 = ga.

As stated in the Introduction, properties (S1)—(S3) have been proved for the quantile skewness in [5]
under the assumption that the random variables under consideration have a differentiable and positive
density function. In the following theorem we relax this assumption, using only a weak condition for (S2).

Theorem 2. Let o € (0,1/2), and let X ~ F, where F is an arbitrary cdf for which 7((1) (X) is well

defined. Then the quantile skewness ’yé?a) (X) satisfies (S1) and (S3). Property (S2) holds if, for
p€{a,1/2,1 —a}, F(t) > pforallt > gp.



Proof. (S1). Let ¢ >0, d € R and let F.x 4 denote the cdf of the random variable ¢X + d with
Fc_)(1+d denoting the corresponding quantile function. Since Fc_Xler(p) =cgp +dforp € (0,1), we get
15X + d) =257 (X).
(S2). We have F_x(t) =1 — F(—t) + P(X = —t) fort € R, which entails
F 4(p) =inf{t e R: 1 — F(—-t) + P(X = —t) > p}
=inf{t e R: 1 — F(—t) > p}
= —sup{t e R: F(t) <1-p} (1)
for p € (0,1). Here, the second equality holds since there are at most countably many points at which

the distribution of X has a point mass. Hence omitting these points does not change the infimum.

The additional assumption for (S2) implies that for p € {a,1/2,1 — a} there is at most one ¢t € R
with F(t) = p. Therefore

F~(p) = sup{t € R: F(t) < p}. (2)
Combining equations (1) and (2) yields F~y (p) = —q1—p forp € {a,1/2,1 — a} and, hence,

(a) —Ga — 1—a + 2Q1/2 ()
7o (=X) ot e Vo (X)

(S3). Let F and G be cdi’s with F <. G, and let X ~ F' and Y ~ G. Using (S1), we can assume
without loss of generality that both medians are equal to zero. Hence one has to show the inequality

Fll-a)+F o)  Gl1-a)+G(a)
Fll—a)—Fl(a) = Gl(1-a)—Gl(a) 3)

We first look at two extreme cases, namely F~1(1 —a) = F~1(1/2) =0 and F~1(a) = 0. In the first
case, Remark 2 shows that 7((1) (X) = —1 and, therefore, inequality (3) holds due to the same remark.

In the second case, we have 7(0‘) = 1. Further, we know that F" has a jump discontinuity, skipping the
value a and ending no earlier than the value 1/2, entailing [o,1/2) C F(Dp)¢. Since F(a)™! < F(1 —
a)~1, the jump ends before 1 — a; in particular, all skipped values are strictly smaller than sup F(Dp).
According to Lemma 1(a), G then skips the same interval [, 1/2), which yields G™1(a) = G71(1/2).
Hence fy(a) (Y) = 1, and inequality (3) is proved for this special case.

From now on, we can assume that F~1(a) < 0 < F~1(1 — «). Hence inequality (3) can be written
as

G711 -a) < G l(a)
F1(1-a) = FYa)
First, we prove this under the additional assumption of o,1/2,1 — a € F(Dp). By equivalence (16)

in the proof of Lemma lc) below, this assumption yields G™1(F(F~1(a))) = G7'(a) as well as
G YF(FY1-0a))) =G (1-a).Since F~!(a) < F7}(1 — a), itis sufficient to show that the func-

tion Fo(t) = G*l(tF(t))

already yields that the function so(t) = Gil(F(t)l:gil(F(o)) ,t € D\ {0}, is nondecreasing. Combining
1/2 € F(Dp) with (16), we can infer the identity G™1(F(0)) = G~YF(F~1(1/2))) = G71(1/2) = 0.
Then it follows that sy = §y and, hence, inequality (4) is valid.

Now we dismiss the assumption 1/2 € F(Dp), i.e., we assume that 1/2 is skipped by F.
Since F~1(1/2) < F~1(1 — ), the associated jump discontinuity of F ends before 1 — a. Therefore
there exists p € (1/2,1 — o) N F(Dp) satisfying F~1(p) = F~1(1/2) = 0. As mentioned previously,
Lemma 1(a) states that all values skipped by F are also skipped by G since they are all smaller
than p and therefore smaller than sup F(Dr). Using (16), G"Y(F(0)) = G™Y{(F(F~1(p))) = G~L(p) =
G~1(1/2) = 0; the additional assumption 1/2 € F(Dp) was only used before to establish this equality.

(4)

,t € Dg \ {0}, is non-decreasing. Based on the convexity of G™! o F', Lemma 2



Next, we dismiss the assumption o € F(Dp), so let the value « be skipped by F. Again using
(16), and since F~1(a) < F~1(1/2), there exists p € (o, 1/2) N F(Dp) satislying G (F(F~(a))) =
G Y F(F~Y(p)) = G Y(p) = G~(a). Therefore the assumption o € F(Dp) is no longer needed.

At first sight, we can treat the dismissal of the assumption 1 — o € F(Dp) analogously. Assuming
that the jump discontinuity within which F' skips the value 1 — « ends before 1, there exists p €
(1 —a,1) N F(Dp) satisfying

G F(F ' (1-a)) =G (F(F () = G '(p) = G (1 — ). (5)
However, if this jump does end at the value 1, two problems occur. Firstly, we then have F~1(1 — a) =
sup D and thus F~(1 — ) ¢ Dp, since in this case Dp = R\ F~({0,1}) is a right-bounded and

right-open interval. Hence F~1(1 — ) is not contained in the domain of 3¢ and the line of argument
used previously is not applicable here.

To solve this, we consider the same extension of the function G=1 o F that we already used in
the proof of (S3) for the moment-based skewness measure (see Theorem 1). There, we extended the
domain of G=! o F to Dp U {sup Dr} and assigned G~!(F(sup Df)) = sup Dg as function value for
the additional point. We also established that this extension preserves the convexity of the function. Thus
inequality (4) can be proved as before using Lemma 2.

The second problem occurs if sup G(D¢g) > sup F(Dp) =1 — « holds with [1 —a,1) N Dg #
0. In this case the last identity in (5) is not true; instead we have G=1(p) = G~*(1) = sup Dg >
G~ (sup F(Dp)) = G~'(1 — ). In order to circumvent this problem, we first define a new cdi G: R —
[0,1] by

&) = {G(t) it t¢ (G (sup F(Dr)), sup Do),
1 if te[G™(sup F(Dp)),sup Dg).
Now, considering F and G, we have sup G(Dg) = sup F(Dp) = 1 — awith [l — a,1) N Dz = 0. Con-
sequently, G(p) = G(1) = sup Dg = G~1(1 — «). However, to actually make use of this, we first have to
show that the composition G~ o F'is also convex on Dp U {sup Dr}. Because of F(Dp) C (0,1 — «)
and because G is equal to G as long as their values are smaller than 1 — «, we have G-1(F(t)) =
G~Y(F(t))forallt € Dp and thus, G~' o F'is convex on Dp. Furthermore, we have G~ (F(sup Dr)) =
G~1(1) = G~Y(sup F(Dr)), so that (since G~ (sup F|(Dr)) = sup D) the function G~ o F is convex
on its entire domain due to the previously stated result of [10].

Now let Y ~ G. Since G and G coincide for all values smaller than 1 — o, we have G~ (a) = G~ !(«)
as well as G~1(1/2) = G~1(1/2). Additionally, G~'(1 — a) = G~*(sup F(Dr)) = G~ (1 — a). Hence
16/ () =250 (V).

Since we have already established that G~ o F'is convex, we can now apply the prior line of reasoning
to F and G in order to infer 78) (X) < 79¥) =4 (Y). This concludes the proof.

To illustrate that the additional assumption is indeed necessary for (S2), we give a short coun-
terexample: let Z ~ Bin(1,1/2) and define X = Z —1/2. Then, o = g1/ = —1/2, and 1o = 1/2
for a € (0,1/2). Hence, 7((1) (X) = —1. The symmetry of X yields ygl)(—X) = ng) (X) # _ng) (X),
which contradicts (S2).

Note, however, that the additional assumptions for (S2) are dispensable if we use a different definition
of quantiles. Apart from the left p-quantile ¢, = inf{t € R: F(t) > p}, there are the right quantile
qy =sup{t € R: F(t) < p} as well as the central quantile

my = (gp + a4y )/2- (6)

Replacing the left quantiles by the central quantiles in the definition of quantile skewness, this new
measure satisfies (52) without any additional assumptions. This is due to the fact that these assumptions
ensure that the left and right quantiles coincide. By using the central quantiles, the differences between
left and right quantiles just cancel out.



3.3. Integrated Quantile Skewness

The use of quantile skewness raises the question about the choice of «, since, dependent on «, the
results can differ substantially. A possible solution was proposed in [5] introducing the integrated quan-
tile skewness. To obtain this skewness measure, we integrate both the numerator and the denominator
of the quantile skewness with respect to the parameter « over all possible values. Consequently, for a
random variable with finite mean which is not almost surely constant, we define the integrated quantile
skewness by

S8 (@1ma + 00 — 2012 da [} gada—qip  EX —qys
J P aa—a)da fila—aplda EIX —apl

First, we take a look at the normalization of the integrated quantile skewness.

Y1Q(X) = (7)

Remark 3. Integrated quantile skewness is normalized, —1 < 47¢ < 1, and both inequalities are sharp.

Proof. The normalization of g follows from the triangle inequality for integrals. To show that the
inequalities are sharp, note that y7¢ = 1 is equivalent to

/ Tt q10) dF (1) = / M (s — 1) dF() + / Tt qu) dF (). (8)

—0o0 q1/2
In turn, this is equivalent to
q1/2
/ (t — q1/2) dF(t) =0 < diyg e R: ]P(X = to) > 1/2 and ]P(X < to) =0.

In this case, ¢y equals the median. Similarly, y;¢ = —1 is equivalent to

/OO (t—ql/g)dF(t):O < dtg e R: [P(X:to) >1/28HdP(X>t0):0]

q1/2
or [P(X =t9) =1/2,P(X > tp) = 0and Ve > 0: P(X € (ty —¢,t9)) > 0].

Thus equality to —1 occurs under essentially analogous conditions. The reason why both cases of
equality are not fully symmetric is that we use the left median and not the central median.

Now we examine whether ;¢ satisfies properties (S1)—(S3). The stated assumptions are consider-
ably weaker than those in [5].

Theorem 3. Let X ~ F, where F denotes a cdf Jor which viq(F) is well defined. Then the
integrated quantile skewness satisfies (S1) and (S3). Property (S2) is satisfied if F(t) > 1/2 for
t> Q1/2-

Proof. (S1)follows by direct computation. A reasoning analogous to rhat in Theorem 2 yields (S2).

[t remains to show the validity of (S3). To this end, let £ and G be cdl’s satisiying F' <. G and let
X ~ FandY ~ G. Due to the validity of (S1), we can (and do) assume that the medians of F'and G are
zero. Then we have to prove the inequality

JP P 1 = ) da+ [} F(a) da _ 2G(1 - a)da+ [12 G (a) da
1P P11 = a)da — [} F- (a)da_f01/2G— —a)da— [}?G-1(a)da’

Q

9)

Preliminarily, we look at some extreme cases, starting with f1/2 11— a)da =0. It immedi-

ately follows that v;(X) = —1, and inequality (9) is fulfilled due to Remark 3. Similarly, the case
f1/2 G~ (a)da = 0yields v1(Y) = 1, and (9) holds again.

Next we cor151der the case f1/2 Y(a) daw = 0, which delivers ;o (X) = 1. This case occurs only

if F~Y(a)=0=F"11/2) for all a € (0,1/2), since any quantile function is nondecreasing. Thus
F exhibits a jump discontinuity beginning at value 0 and ending no earlier than at 1/2. Since now



sup F(Dp) > 1/2 necessarily holds, all values skipped by F' are also skipped by G due to Lemma 1(a).
Thus G also has a jump discontinuity at least as high as the one in F, and we get f01/2 G (a)da = 0.
Hence v7¢(Y) = 1, and (9) is again satisfied.

12 p

Having Con51dered these cases we can assume in the remainder of the proof that f; “a)da <
0< f1/2 o) da as well as [ /2 G=1(a) da < 0 holds, implying inf G(D¢) < 1/2. Therefore
inequality (9) 15 equivalent to

1/2 A~ 1/2 A
LG 1(1—04)ala> o TG Ha)da (10)

f01/2 F-1(1—-a)da f01/2 F(a)da

First we introduce two additional assumptions, which we dismiss again later on. Our first assumption
is that both F' and G are strictly increasing on Dp and Dg, respectively. The second assumption

is that F~! is strictly increasing in a neighborhood of 1/2. The latter assumption yields F~Y(p) #

—1(1/2) = 0forallp € (0,1/2) U(1/2,1), while the first implies that both F~! and G are continuous
on (0 1). In particular, for H € {F, G} the mappings p — [} H~!(c) do andp — Y H (1 —«a)doare
continuous on [0, 1/2] and differentiable on (0, 1/2), with derivatives p — H~1(p) and p — H~1(1 — p),
respectively. Thus we can apply Cauchy’s generalized mean value theorem to both mappings and there
exist ap, a1 € (0,1/2) such that

S G a)yda  GY(ag) .
[ Py da P ao) .
[?E7 - ayda _ G671 -ay) 12
f01/2 11— a)da Pl ar) (12)

Examining the proof of (S3) in Theorem 2y1elds e E ; < i G- Eo‘g foralla € (0,1/2),a € (1/2,1) with
F~(a) <0< F7Ya). Since ag € (0,1/2) and 1 — o € (1/2 1), inequality (10) follows.

Now we dispense with the second assumption and assume that F~1 is eonstant on some nondegen-
erate interval Iy satisfying 1/2 € Iy. Considering f01/2 Ya)da <0< f1/2 11 — a)da, we can
then infer 0 < inf Iy < sup Iy < 1.

First we consider the case inf Iy < 1/2: then F~1(p) = F~1(1/2) =0 Vp € Iy N (0,1/2], which
means that the assumption F~1(p) # 0 Vp € (0,1/2) of Cauchy’s generalized mean value theorem is
no longer satisfied. We also know that F' has a jump discontinuity, skipping the values in I (possibly
except its endpoints). Assuming sup Iy < sup F'(Dp), Lemma 1(a) implies that any value skipped by F’
is also skipped by G. Thus G=!(p) = 0Vp € Iy N (0,1/2]. It follows that

f01/2 G Ha)da f(;nflo G (a)da
[ F N @)yda [0 P ) da
We can now apply Cauchy’s generalized mean value theorem to [0, inf Ij] instead of [0, 1/2], which yields
(11).
If sup Ip < sup F(Dp) does not hold, we have sup Iy = sup F(Dr), which means that F' skips
the values in I, is then constant at the value sup Iy and finally skips from there to the value 1.

However, due to Lemma 1(b) this implies 1/2 > inf G(D¢) > sup F(Dp) > 1/2, a contradiction. Thus
the assumption sup Iy < sup F'(Dp) was correct.

In the case sup Iy > 1/2 (which can occur simultaneously to inf Iy < 1/2) we proceed analogously.
We have

f01/2 G711 - a)da fol_supIO G 11 -a)da
f01/2 F~1(1 - a)da fl Sl p-1(1 — o) do’
and applying Cauchy’s generalized mean value theorem to [0, 1 — sup Iy] yields (12).



Finally, we dismiss the assumption that F' and G are strictly increasing on Dr and Dg. Lemma 1(b)
states that there are only two situations, in which F' <. G holds but not both cdf’s are strictly increasing,
denoted by (i) and (ii).

First we consider situation (i), so let F' be constant on some nondegenerate interval Ir C Dp with
value pr € (0,inf G(Dg)]. Then F~! has a jump discontinuity at the point pg, skipping the values in
Ir. Suppose now that G~! also has a jump discontinuity at the same point. Then pr € G(Dg), and
Lemma I(b) yields pp = sup F(Dr) = inf G(D¢) < 1/2, which contradicts f01/2 F~1(1-a)da > 0.
Therefore G=! must be continuous at pr. Examining the proof of Cauchy’s generalized mean value

theorem as well as the proof of Rolle’s underlying theorem we see that either there exists some «ag €
(0,1/2) as in equation (11), or we have

Glpr)  _limp, GN0) _ )G @) da G )
limp\ppe FHp)  limp\p, FH(p) f01/2 FYa)da F'(pr)

Since pr € (0,1/2), inequality (10) can also be shown in the present situation as before, taking (12) and
the remark below into account.

Finally, we consider situation (ii) and assume that G takes the constant value pg = sup F(Dp) on a

nondegenerate interval I C Dg. It follows from f01/2 F~Y(1 - a)da > 0that pg = sup F(Dp) > 1/2.

Now, the line of argument is similar to situation (i). G~! has a jump discontinuity at pg, while F~1 is
continuous at that point, since otherwise we could infer pg = inf G(D¢g) = sup F(Dr) > 1/2, which
contradicts inf G(Dg) < 1/2. Using the proof of Cauchy’s generalized mean value theorem again
implies that either there exists a; € (0,1/2) as in equation (12) or

Glpe) _ Ji? G Ya)da iy GHp) i GHp)

< .
F(pc) f01/2 F~Ya)do 1mppe F=1(p) F~1(pc)
Since pg € (1/2,1), inequality (10) follows with (11) and the remark below.

Thus the additional assumptions have been dismissed, which concludes the proof.

The same example and reasoning as at the end of Section 3.2 show that the additional assumption
for (S2)is indeed necessary. Again, this is due to the use of the left median instead of the central median.

3.4. Pearson’s Skewness Measure

Pearson’s skewness measure can be seen as a modification of the integrated quantile skewness.
Pearson [12] proposed the difference between mean and mode, divided by the standard deviation, as
a measure of skewness (see also [15]). However this is not easy to use since estimation of modal
values is difficult. This problem was circumvented by making use of the fact that, for certain classes of
distributions, the difference between mean and mode is approximately equal to three times the difference
between mean and median [14]. The numerator of the skewness measure was interchanged accordingly,
yielding up to a factor of three Pearson’s skewness measure below.

Arnold and Groeneveld [2] have shown that the original measure of Pearson does not satisfy (S3).
Due to its limited applicability, we do not consider it in this work. Instead, we have a look at its

modification
EX —q1/9
) =" T

Groeneveld and Meeden [5], p. 394, proved that vp is normalized; the next remark shows that the bounds
are sharp.



Remark 4. For Pearson’s skewness measure, —1 < «vp < 1, and these bounds cannot be improved.

Since the integrated quantile skewness is normalized, it is sufficient to show
o > E[X — q10] (13)

to infer |yp| < |y1q| < 1. First, we obtain by the Cauchy—Schwarz inequality,

2
2 _ . 2 2 _ _ _ 2
- —/R|t EX| dF(t)/R|1| dF(t) > (/Ru EX|dF(t)> _ (E|X —EX])>.  (14)

Since q; /o = argmin; g E[X — t|, E|X — gy /5| < E|X — EX], which yields [yp| < 1.

Equality in the lower or upper bound implies that equality occurs in (14). This happens in the case of
(almost sure) linear dependence, i.e., if

Jde € RVt € supp(Px): [t —EX|=c¢
< Vt,s € supp(Px): |t —EX| =|s — EX],

where supp(Px) C R denotes the support of the probability measure Py induced by X. Since at most
two points on R can have the same distance to a third point, |[supp(Px )| < 2. Moreover, [supp(Px)| > 1
since vp(X) is defined only for nondegenerate random variables. Hence in the case of equality the
support of Px contains exactly two elements.

Since yp satisfies (S1) (see Theorem 1 below), we can transform any 2-point distribution into a
Bernoulli distribution without changing the value of yp. Hence we can assume that X ~ Bin(1,p) for
some p € (0,1), yielding

-1 P it pe(0,1/2],
vp(X) P Hp>172) {\/1 4

T Vp(l-p) —\/1;1” it pe(1/2,1).

In the first case, yp(X) is positive and strictly increasing in p, attaining its maximum value of one
at p = 1/2. Therefore, besides transformations of scale and location, this is the only situation, where
vp = 1.

In the second case, vp(X) is negative and strictly increasing in p, attaining its infimum -1 for
p— 1/2.

Under varying assumptions and definitions of the median, several results concerning bounds for
Pearson’s skewness measure were published, e.g., in [7, 9]. Specifically, Majindar [9] used the central
median and proved that in this case —1 < vp < 1. The asymmetry in Remark 4 is again due to the
usage of the left median.

The following proposition can be shown similarly to properties (S1)—(S3) in Theorem 2.

Proposition 1. Let X ~ F, where F denotes a cdf such that vp(X) is well defined. Then Pearson’s
skewness measure yp(X) satisfies (S1). Property (S2)is fulfilled if F(t) > 1/2 Jort > qy .

Similarly to the quantile skewness and its integrated version, the additional assumption for (S2) is
necessary. Again, the use of the central median defined in (6) instead of the left median would render this
assumption unnecessary.

The following example shows that Pearson’s skewness measure does not satisfy (S3). In previous
work (e.g., [5]) this has already been pointed out, citing a remark in [16], pp. 16—17, where a coun-
terexample using discrete distributions is given. Additionally, they illustrated this fact graphically using
gamma and beta distributions. The Weibull distribution also gives rise to counterexamples to (S3), as
the following explicit example shows.
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Fig. 4. Plot of Pearson’s skewness measure vp(X) for X ~ Wei(1, k) against the shape parameter k.

Example 4. Let X be Weibull-distributed with scale parameter 1 and shape parameter k; (X ~
Wei(1, kp) for short) with corresponding cdf F' and Y ~ Wei(1, ko) with corresponding cdf G, where
ky > ky > 0. Cdf of X and quantile function of Y are F(z) = 1 — exp(—2*1), > 0, and G~1(p) =
(—log(1 —p))/*2, 0 < p < 1. Hence, for z > 0

G_l(F(:L')) — xkl/kz’
and we obtain forx > 0
(GH(F(2)))" = ka/ka (ky fks — 1)ak1/%272 > 0,

Hence G~ o F is strictly convex on Dp = (0, 00).
Choosing the specific parameter values k1 = 1, ks = 1/3, we obtain

EX =T(1+1/k))=1, EY =6, F'(1/2)=log2, G '(1/2) = (log2)?.
Further,
0% =T(1+2/ki) — (CA+1/k))> =1, o2 = (6V19)%,
and thereby
p(X) =1-1og2~0.307 > vp(Y) = (1 - (log2)®/6) /v19 ~ 0.217.

Obviously, this contradicts (S3).

More generally, let X ~ Wei(\, k) for some A,k > 0. Since the cdf’s are ordered increasingly with
decreasing shape parameter, any pair of Weibull distributions with the same scale parameter contradicts
(S3) whenever vp(X) is not decreasing for increasing k. A plot of vp(X) for X ~ Wei(1, k) against the
shape parameter is shown in Fig. 4.

APPENDIX A: PROOF OF LEMMA 1

Proof. (a) Cdf’s are nondecreasing and they either attain the boundary values of their codomain [0, 1] or
approach them as limiting values. Hence F'(Dp) is not equal to (0, 1) if and only if " has discontinuities.
The same holds for G and G(D¢). Since a cdf contains at most countably many discontinuities, we can
infer that F'(Dp) and G(D¢) are countable unions of disjoint intervals.

Now we assume that G(Dg) is not a subset of F(Dp) U [sup F(Dr),1). It follows that the set
difference G(Dg) \ (F(Dp) U [sup F(Dg),1)) # () is also a countable union of disjoint intervals.

For the moment, we assume additionally that at least one interval I in that union is nondegenerate.
We then have Iy C G(Dg) \ F(DF), so G passes through the values in Iy continuously, while F’
discontinuously skips these values. By definition of the quantile function and continuity of G on Iy,
G~ is strictly increasing on Iy. We denote the left and right endpoints of Iy by pg and p1, respectively.



We also denote the point at which F skips Iy with t. Hence F(tg) > p1, limg 4, F(s) < po, and G~ is
strictly increasing on [pg, p1] with py < p;.

We first consider two boundary cases. First, tg = inf Dp implies p; < inf F(Dp), which yields
inf G(Dg) < po < p1 < inf F(Dp), thus contradicting F' <. G. Second, ty = sup D implies pg >
sup F(D), which yields Iy N [sup F(Dp), 1) # 0, thereby contradicting the assumption on Iy. The only
case left to consider is tg € D%. Then,

sh/]n[tlo G 1 (F(s)) < G_l(sh/ntlo F(s)) < G ' (po) < G~ (p1) < GH(F(to)).

This inequality entails that G=! o I has a discontinuity at the point ¢y. However, by assumption, G~! o F
is convex on Dg, and therefore continuous on the interior of D, in which ¢y, was assumed to lie. This
contradicts F' <. G.

The only case leit to examine is that G(D¢) \ (F(Dr) U [sup F(DF),1)) is a countable union of
singletons. Therefore, assume that there exists a pg € G(D¢g) \ (F(Dp) U (sup F(Dp), 1]). Since {po}
is a singleton, there exists an € > 0 such that the value py is skipped by F' but not by G, while the sets
(po — €,p0) and (po, po + ) are both either skipped or passed through continuously by both functions.
Since continuity of F' (and G) on (pg, po + €) would immediately contradict the right-continuity of F,
both functions skip this interval (for some € > 0). This entails that GG attains the lower endpoint of its
jump discontinuity, namely po. This is true only if there exists a nondegenerate interval [tg,t1] C D¢
such that G(t) = pg for all t € [tg,t1]. Therefore G~! has a jump at the point pg with G=1(pg) = to and
lim,~ G~Y(r) = t1. So, while G jumps over the exact interval (pg, p1) (for some p; > po) at the point
t1; at some point tp € Dp, F at least jumps over the interval [pg, p1) with the lower endpoint possibly
being even smaller than py.

The two boundary cases ¢t = inf Dy and ¢t = sup D can be dismissed similarly to before, leaving
only the case tp € D9, in which we obtain

lim G (F(s)) < G7'( lim F(s)) <G (po) =t
Jim GTH(F(s)) < G7( lim F(s)) < G (po) =to

<tg=lim G7'(r) =G Ypm) = G HF(tr)),

\\Po

so G~1 o I is discontinuous at ¢z. Again, this contradicts F' <. G since tr lies in the interior of D,
thus concluding the proof.

(b) As first case we assume that F'is not strictly increasing on Dg without exception (i) occurring.
Consequently, there exists a nondegenerate interval Ir C Dp and a pr € (inf G(Dg),1) such that
F(t) = pp for all t € Ip. Considering F' <. G, this entails inf F(Dp) < inf G(Dg) < pr, specifically

yielding that F' cannot be constant on the entire Dp, i.e. Ir C Dp. There then exist t%F) € Dp\ Ip
and t%G) € D¢ such that F(t%F)) < G(t%G)) < pr. Therefore G_l(F(t%F))) < t%G) < G7L(pFr). Now, let

ti?’ € I and choose A € (0, 1) such that )\t%F) +(1— )\)tgg) € Ir. Then,
AGTHFEE)) + (1= NG FEED) = A FEE)) + (1 - NG (pr)
< G pr) = GTHEOED + (1= M),

which is a contradiction to the convexity of G™1 o F.

As second case we assume that G is not strictly increasing on D¢ without exception (ii) occurring.
Therefore there exists a nondegenerate interval within Dg on which G constantly takes a value pg €

(0,sup F(Dp)). Conversely, G~! has a jump discontinuity at pg, so by defining tgG) =G Ypg) € Dg
we obtain G=1(p) > t(GG) for all p > pg. Furthermore, since G attains the value pg, we know from part
(a) that F" also attains this value; hence tg) =sup{t € R: F(t) = pg} € D¢ is a real number. Now we

distinguish two subcases. First, we assume F(t(GF)) = pe. Then

lim G7(F(s) > tg” = G pa) = G (F ().
s\itg



Second, we assume F(t(GF)) > pg (since F(t(GF)) < pg can be excluded due to F' being nondecreasing).

This can only occur at discontinuities of F', so only if " has a jump up to a value pg > p¢ at t(GF). Then

t(GF) is the smallest number satisfying F(tg)) = p¢.. Furthermore, it follows from pg < sup F(Dp) that

the jump of G has to end before 1, so pé < 1. Hence

lim G (F(s) = G (pe) = t¢” < G pg) = G (F(t ).
s/ te

In both subcases we obtain that G~! o F has a jump discontinuity at the point tg) € DY. Again, this
contradicts the convexity of G=! o F.

(¢) Foracdi Handt € Dy =R\ H~'({0,1}), we have [14], p 6,
HYH@l)=te Vse Dy,s<t: H(s) < H(t). (15)

Hence H~! o H is equal to the identity at those points, on the left side of which H is strictly increasing.
Furthermore, forany p € (0,1),

H(H '(p)) =p <=pec HR), (16)
see [14], p. 5. Hence the function H o H~! is equal to the identity at those points that are contained in
the image of H. Further, forp € (0,1) and ¢t € R,

p<H(t)& H '(p) <t. (17)
Next, we determine the distribution of F/(X). Consider first p € F(Dp) = F(R) \ {0, 1}; we obtain
Hp(x)(p) = P(F(X) < p) =P(FH(F(X)) < F~'(p)
=P(X < F~'(p)) = F(F~'(p)) = p. (18)
Here, the second equality follows by combining (16) and (17), using p € F(R). The third equality follows

from (15), using that P-a.s. X does not take any realization which lies outside D or on which F is
constant. The last inequality holds by (16) and p € F(R).

Assuming sup F'(Dr) < 1, we furthermore have
Hp(x)(sup F(Dr)) = P(F(X) < sup F(Dr))
=P(X € Dp)=1—-P(X =supDp) =sup F(Dp). (19)

Since the same identity is obvious for sup F(Dr) = 1, we overall get Hp(x(p) = plorallp € F(Dp)U
{sup F(Dp)}.
Regarding the distribution of Y, we now get

Hy(t) =P(Y <t) = ]P’(G‘l(F(X)) < t)
=P(F(X) <G(1) = Hpx)(G(1)) (20)

G(
for any ¢t € R. For t € Dg, we get by assumption G(t) € G(Dg) C F(Dp) Usup F(Dp), which com-
bined with (18), (19), and (20) yields Hy (t) = G(t). This leaves the case t € R\ D¢, in which we
know that G(t) € {0,1} by construction. For G(t) = 1, Hy (t) = Hp(x)(1) = P(F(X) < 1) = 1, since
the codomain of F" is given by [0, 1]. For G(t) = 0, we obtain Hy (t) = Hp(x)(0) = P(F(X) = 0) = 0.
Hence, Hy = G holds on the real numbers, which concludes the proof.
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