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Abstract. With tons of healthcare reviews being collected online, find-
ing helpful opinions among this collective intelligence is becoming harder.
Existing literature in this domain usually tackled helpfulness prediction
with machine-learning models optimized for binary classification. While
they can filter out a subset of reviews, users might be still overwhelmed
if the number of reviews marked as helpful is high. In this paper, we de-
sign a new neural model optimized for predicting a continuous score that
can be used to rank reviews based on their helpfulness. Given embed-
ding representations of words in a review, the proposed model processes
them through recurrent and attention-based layers to solve a helpfulness
prediction task, modeled as a regression. Experiments on a real-world
healthcare dataset show that the proposed model optimized for regres-
sion leads to accurate helpfulness prediction and better helpfulness-based
rankings than models optimized for binary classification.

Keywords: Machine Learning - Deep Learning - Ranking - Recommen-
dation - Healthcare - Helpfulness Prediction - Review Usefulness.

1 Introduction

Online platforms are fostering more and more interactions among individuals
and groups in various domains (e.g., politics, education, health). Users have
started writing and sharing their opinions online, and often base their choices
on collective reasoning [27]. However, due to the increasing amount of reviews
being collected online, finding helpful opinions among this collective intelligence
is becoming harder, thus limiting the power of this source of information [13].
Intelligent systems are expected to offer promising solutions in order to sup-
port individuals in many existing real-world situations, both online and onlife [18,
28,9, 8]. Current implementations have reached impressive accuracy for several
tasks, but it still remains under-explored their application for assisting people
who need opinions on a specific topic (e.g., a product, a disease, and so on).

* All authors contributed equally to this research.
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Tackling this goal is requiring to create novel strategies for understanding texts
and learning patterns that characterize helpful reviews [14, 3].

When such intelligent interfaces target individuals who are looking for opin-
ions on healthcare topics, filtering timely and valuable user-generated content
is even more critical, given its heterogeneity and inner-complexity [20]. Before
approaching doctors, individuals tend to search symptoms and cares online, and
often struggle to detect accurate and valid health opinions. Recent studies report
that around 1% of Google queries refer to symptoms questions [25]. As health-
care online reviews promise to play a primary role, it becomes imperative for
intelligent systems to be able to suggest reviews based on their helpfulness.

In general, this underlying non-personalized recommender would suggest re-
views whose helpfulness is high. Existing literature in healthcare usually tackled
helpfulness prediction as a binary classification task, i.e., 1 if the review is con-
sidered helpful, 0 otherwise [2, 19, 22]. While optimizing models for such a task
might help to filter out unhelpful reviews, they still lead to overwhelming lists,
if the number of reviews marked as helpful becomes large. Moreover, the proba-
bility scores returned by the binary classifier can be hardly exploitable to create
helpfulness-based rankings, as a binary classifier does not have knowledge on the
difference in helpfulness among reviews marked with the same label.

In this paper, we introduce a new deep learning model optimized for predict-
ing a continuous helpfulness score for healthcare reviews. For each review, the
proposed model retrieves the corresponding word embedding representations,
that are then manipulated by consecutive recurrent and attention-based lay-
ers. The resulting predicted score can be used to rank reviews about healthcare
topics based on their helpfulness. While deep learning for natural language re-
gression has been widely investigated for predicting sentiment scores or ratings
as examples [5], there is limited knowledge on how it can be applied on helpful-
ness targets in the healthcare domain. Hence, the contribution of this paper is
four-fold:

— We propose a deep learning architecture tailored for helpfulness prediction
of healthcare reviews.

— We enable an optimization of the proposed architecture for regression, pre-
dicting a continuous score of helpfulness.

— We experiment with various pre-trained word embeddings created through
Word2Vec, GloVe, and FastText algorithims.

— We show on a real-world healthcare dataset that optimizing the proposed ar-
chitecture for regression leads to accurate prediction and better helpfulness-
based rankings.

The rest of this paper is organized as follows. Section 2 discusses related
work in the healthcare domain. Section 3 formalizes the problem we deal with.
The proposed architecture, the underlying word embedding representations, and
workflow followed to built the model is presented in Section 4. Results and
discussion are reported in Section 5. Section 6 provides remarks and future works.
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2 Related Work

Learning to rank items is a common task investigated by the recommender sys-
tem community, which is not new to studies carried out in the healthcare do-
main. For instance, in the last four years, the ACM Conference on Recommender
Systems RecSys3 hosted a workshop targeting healthcare, Health RecSys*. The
proposed recommenders mainly dealt with clinical data, and aimed to suggest to
users health services based on their symptoms [7], well-being activities depending
on their attitudes [1], food choices for a healthier diet [17], as examples.

In the healthcare domain, Electronic Health Records (EHR) are usually
mined to model users’ characteristics and deliver insightful recommendations
to them [4]. Such systems are often designed to handle ambiguous medical sit-
uations raised by the variety of decisions that healthcare providers may take.
For instance, the authors in [15] developed a patient-focused recommender sys-
tem aimed to rank and suggest therapies based on collective EHR. To this end,
they adopted an ensemble model that combined a Bayesian Network (BN) and a
Random Forest (RF), as learning algorithms. Similarly, textual descriptions were
leveraged by [6] for providing medical recommendations. They used Cognitive
Computing and Semantic Web tools to mine features from clinical notes, which
are then fed into clustering algorithms. Given a new clinical note, the resulting
model can retrieve the most suitable diagnosis for the input clinical patient’ de-
scription. Based on medical claims, demographics, symptoms, and specific users’
information, other learning-to-rank models delivered personalized therapy rec-
ommendations. Online content related to user-doctor interactions was mined
by [29, 11] to recommend the most appropriate doctors for a patient.

The aforementioned recommender systems usually combined knowledge from
past interactions among users and items and the related descriptive attributes in
order to anticipate the future interest of users (i.e., since you have interacted with
these items, you might be interested in these); this would clearly not support
us towards the goal of predicting the helpfulness of a review. What triggers our
non-personalized recommendation is the degree of helpfulness of a review, not
the social relation between users and items. Our method aims to predict the
helpfulness score of a review to create helpfulness-based rankings, that may be
used by intelligent systems (e.g., healthcare conversational interfaces).

Existing approaches that predict review helpfulness usually embed a binary
classification model that receives features peculiar of the applicative domain [21,
26,13, 24]. For instance, predicting e-commerce review helpfulness capitalized
on user-item predispositions, user-reviewer idiosyncrasy, product nature, social
network connections, and so on [23]. Similarly, other works integrated helpfulness
score prediction as a preliminary task that served to improve classical user-item
recommendation [10]. While all the approaches were proved to be accurate to
some extent, their core principles and features tailored to the e-commerce domain

% https://recsys.acm.org/
4 https:/ /healthrecsys.github.io/
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would have limited applicability in the healthcare domain. This motivated us to
investigate approaches for helpfulness prediction in this under-explored domain.

3 Problem Formalization

In this section, we provide details on how we tackled the challenge of ranking
healthcare reviews based on their potential helpfulness for users. We also describe
how to build a machine learning model able to rank a large collection of online
reviews about healthcare topics. More precisely, given a ground-truth ranking
of reviews L sorted by descending true number of helpfulness votes, our goal
is to find a model that produces a helpfulness-based ranking L by maximizing
the ranking quality function nDCG(L, L), where nDCG (normalized Discounted
Cumulative Gain) measures the quality of a ranking based on a ground-truth
ranking [16]. To achieve this goal, we could deal with models optimized for two
main tasks, namely Binary Classification and Regression.

Binary Classification. With this traditional task, we seek to rank reviews
based on the output of a model able to categorize each review as helpful (label 1)
or unhelpful (label 0). Formally, let R € W* be the domain of reviews with
unknown length, with W as a vocabulary of considered words. We apply a two-
step processing pipeline with a function fy : R — P € [0, 1] that computes the
class probability of a review r € R to belong to the class helpful, and a function
go : P €]0,1] — C € {0,1} that assigns a binary class label to the review r € R.

Regression. With this under-explored task, we seek to rank reviews based on
the output of a model able to predict the number of helpfulness votes that users
assign to each review. Formally, let R € W* be the domain of reviews with
unknown length, with W as a vocabulary of considered words. We consider a
function fy : R — S € [0, Spaz], where s € S represents the predicted number
of helpfulness votes that users would assign to r € R in the range [0, Simaz]-

For each of the two tasks, the set of all reviews {rg,...,r,} and the set of
predicted helpfulness scores {f(r0),..., f(rn)} are used to build a helpfulness-
based ranking L = [ry,...,r;], where the score f(ry) of review rj at position k
is equal or higher than the score f(rgy1) of review 71,1 at position k + 1.

4 The Proposed Approach

In this section, we describe the deep learning model we propose to compute
helpfulness binary labels or continuous scores. Moreover, we detail all the steps
performed to pre-process reviews and map them to the corresponding word em-
beddings. Our approach is summarized in Fig. 1.

4.1 Pre-processing Module

The Pre-processing Module has the purpose to prepare the input texts to be fed
into the deep learning model. Its input is a set of pairs R = {(r0,50), .- -, (Tn, Sn) }
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Fig. 1. The proposed approach for helpfulness prediction.

where r; represents a textual review, and s; is its helpfulness score. The module
returns a set of pairs R’ = {(r{,s0),..., (), n)} where cach 7} is an integer-
encoded review. More precisely, let W be the set of all words of the input corpus.
The module first builds a function ¢ to map cach word w € W to a unique
integer number p, where p € {0,...,|W|}. Then, ¢ is applied on each word
of a review yielding the integer-encoded representations. For example, consider
the sentence “My doctor suggested me mirtazapine” and assume to have a toy
function ¢y,, that maps “my” to “117, “doctor” to “19”, “suggested” to “417,
“me” to “16”, and “mirtazapine” to “31”. Then, the integer-encoded sentence is
the list [11,19, 41, 16, 31]. In case of a Binary Classification task, the helpfulness
scores are converted into binary labels, i.e., the module uses an input threshold
th where scores equal or higher than th become 1, and all the others become 0.

4.2 Word Embeddings Manager

The Word Embeddings Manager aims to build a matrix M, where each row
corresponds to the word embedding of a word w € W. The module can load three
types of pre-trained word embeddings generated by the following algorithms:

— Word2Vec® aims to detect the semantics of words by exploiting neural net-
works that mine co-occurrences of words in a given corpus. We used pre-
trained word embeddings of size 300 trained on the Google News dataset.

5 https://code.google.com /archive/p/word2vec/
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— GloVe® builds a co-occurrence matrix for the input corpus and, then, a fac-
torization approach yields the output word embeddings. Our module adopts
word embeddings of size 300 with a vocabulary of 400 thousand words.

— FastText” does not use words as the smallest item of a text, but considers
words as n-gram representations while learning word representations. Our
module employed word embeddings of size 300 trained on a Wikipedia dataset
with a vocabulary of 1 million thousand words.

In order to build M, the module receives the type of word embeddings and
the set of all words W. Then, it builds a matrix M with shape (W[, 300) where
each row with index ¢(w) | w € W, i.e., rowg(,), contains the word embedding
of the word w. If a word w is not present in the considered input resource, then
TOWg(r) 1S @ row with all entries to 0.

R

M .
n tokens::[ Embeddings ]

Parameters: 16,483,200
Output shape: (n tokens, 300)

[ BiLSTM

Parameters: 439,296
Output shape: (n tokens, 256)

BT

Parameters: 164,352
Output shape: (n tokens, 128)

[ Attention ]

Parameters: 129
Output shape: (128)

Binary/ Regression
y 9 —»[ Dense ]

Label/ Score

Fig. 2. The architecture of the proposed deep learning model. Layers input parameters
are reported on the left. The number of inner parameters and the output shape of each
layer are reported between layer blocks.

5 https://nlp.stanford.edu/projects/GloVe/
7 https://s3-us-west-1.amazonaws.com /Fast Text-vectors/wiki.en.vec
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4.3 Deep Learning Model

The Deep Learning Model employed an underlying architecture inspired by [5],
where remarkable performances were obtained for the task of sentiment pre-
diction. Its structure is depicted in Fig. 2. After an Input layer that accepts
integer-encoded reviews of a given maximum length, the model presents an Em-
bedding layer, whose weights were initialized with the matrix M. Such weights
were frozen, i.e., the initialized weights were not updated during model training.
The Embeddings layer receives each of the integer-encoded reviews R’, and re-
turns a two-dimensional matrix, where each row is the word embedding vector
of a word w in the input integer-encoded review r € R'.

Then, the model mounts two Bidirectional Long Short-Term Memory (BiL-
STM) layers. Each BiLSTM layer trains two LSTM networks by parsing the
input in both forward and backward directions. This allows to have a more com-
plete understanding of patterns behind the input data in order to deliver the
final predictions. Each BiLSTM layer returns as output the concatenation of the
outputs of the inner LSTM networks. By stacking two BiLSTM layers consecu-
tively, the complexity of the model is gradually reduced. This helps us to capture
knowledge at different levels of granularity.

Then, a sequential Attention layer is integrated, so that we consider the
contextual dependencies within the BiLSTM output vector. More precisely, we
employed an attention mechanism® that computes an additive attention, consid-
ering long-range dependencies within hidden states of the BiLSTM layer on top
of it. Finally, the model presents a Dense layer, which is a fully-connected neural
network that receives the output of the attention mechanism and delivers the
model predictions. It can be configured to provide binary labels or continuous
scores based on the task being approached.

5 Experimental Evaluation

In this section, we empirically evaluate the effectiveness of the proposed model
on predicting the helpfulness of a review and on ranking reviews based on their
potential helpfulness. We aim to answer three key research questions:

RQ1 How does our deep learning architecture perform on the tasks aimed at
predicting a score / label of helpfulness?

RQ2 Which is the impact of the training optimization task (binary classifica-
tion or regression) on the quality of the resulting helpfulness-based ranking of
reviews?

RQ3 On the task aimed at ranking reviews based on their helpfulness, how does
the model ranking performance change while considering different helpfulness
thresholds th?

8 https://pypi.org/project /keras-self-attention/
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5.1 Experimental Setup

Dataset Even though health research is receiving great attention, technological,
societal, and legislative constraints are currently limiting the flow of health data
for research purposes. To the best of our knowledge, Drugs.com is among the
first data sets that attaches helpfulness scores to health online reviews [12].
Collected from a well-known pharmaceutical website, it provides 215, 063 reviews
on drugs with related condition and a score (avg: 28; std. dev. 36; min: 1; max:
1,291) representing the number of users who mark a given review as useful.
In our experiments, to partially limit the fact that new reviews may achieve
a small number of marks even if they convey useful information, we discarded
reviews published from less than one year (i.e., after Jan 2016). This helped us to
keep comparable the helpfulness scores without loosing in generalizability. The
distribution of the number of helpfulness votes per review is depicted in Fig. 3.

Protocols Following a 5-fold cross-validation setup, each of the considered mod-
els was trained on 80% of the reviews part of the train set, and tested on the
remaining 20% included in the test set, for each fold. Indeed, 10% of the reviews
in the train set were used for validation. Each model was served with batches of
1024 (review, helpfulness score) pairs for 50 epochs. For the regression task, the
helpfulness scores were normalized in the range [0,1] through min-max normal-
ization. For the binary classification task, the helpfulness scores were binarized
based on a threshold of th = 15. This value made it possible to get the number
of samples per label balanced. Early stopping procedures monitoring validation
metrics (i.e., mean squared error for regression and accuracy for binary classifi-
cation) were applied in order to avoid overfitting, with a patience of 5 epochs.
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Fig. 3. The distribution of the number of helpfulness votes each review has received in
the Drugs.com dataset.
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The optimizer used for gradient update was Adam configured with a learning of
0.01 and a momentum of 0.99. Models were coded in Python on top of Keras,
and trained on NVIDIA GPUs.

Metrics Once trained, each model was tested in order to assess its effectiveness
on predicting the helpfuluess score / label of a given review. To this end, for
the binary classification task, we measured the base performance of the classifier
through precision, recall, and f-measure, computed as follows:

_ TP _ TP _ o R-P
P= TP+FP R= TP+FN F= 2R—Q—P

where TP (True Positives) is the number of helpful reviews correctly classified
as helpful, FP (False Positives) is the number of unhelpful reviews that have
been incorrectly classified as helpful, and FN (False Negatives) is the number of
helpful reviews that are classified as unhelpful. It follows that, while comparing
two models, the higher the precision, recall, f-measure, the better the model
effectiveness.

For the regression task, we measured the mean squared error (MSE) and the
mean absolute error (MAE) achieved by each model, as follows:

n—1 n—1
MAE(%?Q) = % : Z lys — ﬁz| ]WSE(?/,?Q) = % : Z (yi - ?]z‘)2
i=0 i=0

where y; is the true helpfulness score, y; is the predicted helpfulness score, and
n is the number of samples in the test set. It follows that, while comparing two
models, the lower the MSE and MAE, the better the model effectiveness.

Performing well on helpfulness score prediction does not imply that a model
is good on ranking them based on helpfulness. Therefore, in order to evaluate
how each model performs on the ranking task, we measured the normalized
discounted cumulative gain (nDCG), derived from the discounted cumulative
gain (DCG). Through a graded relevance scale of reviews in a ranking, DCG
would measure the gain of a review based on its position in the ranking. The
gain is accumulated from the top to the bottom of the ranking, with the gain of
each review discounted at lower ranks. First, all reviews are sorted by relative
helpfulness, producing the maximum possible DCG, i.e., Ideal DCG (IDCG).
The normalized discounted cumulative gain is then computed as follows:

DCGak =Y ¥ 2l =l npOGak = Rogok

p=1 log2(p+1) IDCGQk

41



where k is the length of the considered rankings, y@p is the helpfulness score
of the review at position p, and IDCGQE is calculated with reviews sorted by
decreasing helpfulness.

Models We ran several instances of our regression model combined with 300-
sized pre-trained state-of-the-art word embeddings, i.e., Word2Vee, GloVe and
FastText. The Embedding layer of each instance was initialized with a different
set of word embeddings, and its weights were kept frozen while training. This
led to the following proposed models:

— Word2Vec_Regression: our model architecture trained on regression and
initialized with Word2Vec word embeddings at the Embedding layer.

— GloVe_Regression: our model architecture trained on regression and initial-
ized with GloVe word embeddings at the Embedding layer.

— FastText_Regression: our model architecture trained on regression and ini-
tialized with FastTexrt word embeddings at the Embedding layer.

The proposed regression models were accompanied by models trained on
binary classification, i.e., the common setup for predicting review helpfulness.
We performed comparative analysis against the following baselines:

— Word2Vec_Binary: our model architecture trained on binary classification
and initialized with Word2Vec word embeddings at the Embedding layer.

— GloVe_Binary: our model architecture trained on binary classification and
initialized with GloVe word embeddings at the Embedding layer.

— FastText_Binary: our model architecture trained on binary classification
and initialized with FastText word embeddings at the Embedding layer.
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0.01150 0.01139
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0.000337 0.01125
0.01108
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0.01075
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0.01050 0.0104
0.00031 0.000308
0.01025
0.00030 T T T 0.01000 T T T
fasttext glove word2vec fasttext glove word2vec
Embeddings Embeddings

Fig. 4. Effectiveness of the propose model optimized for regression on helpfulness score
prediction under different word embedding setups, measured through mean squared
error (left) and mean absolute error (right). The lower the better.
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Fig. 5. Effectiveness of the proposed model optimized for binary classification on help-
fulness label prediction under different word embedding setups, measured through pre-
cision (left), recall (center), and f-measure (right). The higher the better.

5.2 RQ1: Effectiveness on Helpfulness Prediction

In this subsection, we present results from experiments conducted to assess
whether the proposed model has coherent helpfulness prediction performance.
We also include an ablation experiment for assessing the impact of the word em-
bedding collection in prediction performance. A comparison between Word2Vec-,
GloVe-, and FastText-based models is provided in order to answer to RQ1.

Results on MSE and MAE of our models optimized for regression are shown
in Figure 4. We can observe that all designed configurations had a low MSE
and MAE prediction error, showing up that the proposed models can coherently
quantify the helpfulness score of a review based on its content. However, based
on the word embedding collection, the relative gap in prediction error among
models was statistically significant (p — value = 0.05). Our model initialized
with GloVe embeddings achieved the lowest prediction error (MSE=0.000308;
MAE=0.01134), with a relative improvement of 10% against FastText and 15%
against Word2Vec on both metrics. Surprisingly, this finding was in contrast
with previous studies from other domains (e.g., education) and tasks (e.g., sen-
timent prediction), where it was proved that the best performers usually inte-
grate Word2Vec word embeddings. It follows that, compared with Word2Vec and
FastText, GloVe pre-trained word embeddings might better fit the helpfulness
prediction task, and can achieve good results with health data.

Results on precision, recall and f-measure of our models optimized for bi-
nary classification are shown in Figure 5. It can be observed that all the models
achieved comparable performance. As for the regression task, Glove word embed-
dings enable our model architecture to reach better performance than the other
word embeddings. Models trained with Glove and FastText word embeddings
outperformed the model trained on Word2Vec word embeddings of around 3%
in terms of precision and recall. The Glove-based model achieved significantly
better f-measure than the other ones, meaning that it might be exploited in the
healthcare domain even for binary classification tasks related to helpfulness.

To have a more detailed picture, we analyzed the distribution of the helpful-
ness scores the models predicted (Fig. 6). As per construction, helpfulness scores
predicted by regression-based models tend to follow a distribution similar to the
one of the helpfulness scores in the original dataset. This might be considered as
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Fig. 6. The distribution of the helpfulness scores predicted under regression (left) and
binary classification (right) scenarios.

a positive signal towards good helpfulness-based rankings. On the other hand,
while models optimized for binary classification clearly separate scores between
helpful and unhelpful reviews, they might fail to rank reviews based on helpful-
ness as they have no knowledge about helpfulness differences on reviews marked
with the same label. Overall, the proposed architecture successfully supports
both regression and binary classification tasks.

5.3 RQ2: Effectiveness on Helpfulness-based Ranking

We investigated here how effectiveness in helpfulness prediction translates to
good helpfulness-based rankings. To answer this question, we report the normal-
ized discounted cumulative gain for different ranking lengths and models in Fig.
7. For the sake of readability, to compute Ideal nDCG, we considered reviews
with at least th = 15 votes as helpful; other reviews were marked as unhelpful.
From Figure 7, the proposed models (straight lines) can achieve almost full
nDCG for small cut-offs (e.g., 10, 20, 50), and beat binary-based models (dashed
lines) by large extent. It follows that our proposed models optimized for regres-
sion might bring to more effective rankings of reviews based on their helpful-
ness. Furthermore, while nDCG scores linearly went down at increasing cut-offs
for regression-based models, binary-based models achieved stable results across
them. Interestingly, we can observe that regression- and binary-based models
achieved comparable results at quite large cut-offs, i.e., 4,657, and binary-based
models started to perform better than regression-based ones for higher cut-offs.
It is worth to note that, from a practical user’s perspective, a model that per-
forms well at smaller cut-offs is preferable to models that work better at large
cut-offs; users generally inspect few pages of reviews, each with 10-20 reviews.
It should be noted that our models can be also applied in real contexts for
ranking reviews about drugs related to rare conditions, which may achieve a
small number of marks even if they convey useful information in the training
and testing datasets. To do this, as an example, reviews could be first filtered
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based on the rare condition of interest for the user, then our model can be used
to predict helpfulness and rank such filtered reviews only.

5.4 RQ3: Impact of Helpfulness Threshold

We investigated how the models perform when we vary the threshold th used to
separate reviews between helpful and unhelpful while computing Ideal nDCG.
For conciseness, we only reported experimental results on a cut-off of 100, but
note that the results on other cut-offs had similar patterns.

We vary the helpfulness threshold, and plot the results on nDCG@100 in
Figure 8. The x-axis coordinates indicates the value of the helpfulness thresh-
old, while the y-axis shows the value measured for nDCG at a cut-off of 100 for
that threshold. Results plotted in the figure showed that, with larger helpfulness
thresholds, model effectiveness drastically decreased for binary-based models,
while it remained stable across regression-based models. It follows that the lat-
ter models better learn helpfulness-related patterns within review texts. The
curves of binary-based models highlight the fact that such models are failing in
predicting helpfulness relevance, especially for those reviews with a lot of votes.

6 Conclusions

In this paper, we introduced a deep learning model aimed to predict the helpful-
ness of a health-related review. This model mainly manipulated word embedding
representations of words in a review through two BiLSTM and one Attention
layer, learning patterns suitable for helpfulness prediction. Experiments on a
real-world data set demonstrated that the proposed model can accurately as-
sign helpfulness scores to reviews and be used to build rankings based on review
helpfulness. Based on the results, we can conclude that:

— The proposed model leads to low errors while predicting healthcare review
helpfulness, and is a feasible solution to be embedded into intelligent interfaces
for supporting users in quantifying the helpfulness of reviews they look for.

— Pre-trained GloVe word embeddings enabled the proposed model to predict
more accurate scores of helpfulness, compared with Word2Vec and FastText
word embeddings.

— The proposed model optimized for regression leads to good-quality ranking of
healthcare reviews based on decreasing helpfulness.

— Models optimized for regression can provide good-quality rankings for small
cut-offs, and this would better fit real-world scenarios where users explores
only the top-ranked results.

— By increasing the helpfulness threshold used for computing Ideal nDCG, mod-
els optimized for regression keep stable ranking performance, meaning that
they put reviews with a high number of votes in top positions.

In our next steps, we are interested in temporal-based and domain-specific
helpfulness prediction, which respectively take the time a review is released and
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the specific healthcare domain of the review into account, when treating helpful-
ness. In addition, we would also investigate deeply new ways to manage reviews
about topics related to rare conditions, which may achieve a small number of
marks even if they convey useful information. To this aim, we may include on-
tological resources to embed background knowledge within our methodology in
order to weigh usefulness scores. We also plan to conceive more fine-grained help-
fulness predictions that can be tuned on specific target healthcare categories and
can detect the specific parts of a review triggering helpfulness. On the side of
applied technologies, we aim to investigate more how the employed word embed-
ding models perform and come up with a comprehensive understanding on why
GloVe returned the lowest prediction error and, overall, the best performance
when compared to Word2Vec and FastTex representations. Finally, it is planned
to embed the models within assistant robots working in real-world scenarios,
and query them through conversational interfaces.
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