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Abstract

The dynamical low-rank approximation (DLRA) is used to treat high-dimensional problems that arise in
such diverse fields as kinetic transport and uncertainty quantification. Even though it is well known that
certain spatial and temporal discretizations when combined with the DLRA approach can result in numerical
instability, this phenomenon is poorly understood. In this paper we perform a L2 stability analysis for the
corresponding nonlinear equations of motion. This reveals the source of the instability for the projector
splitting integrator when first discretizing the equations and then applying the DLRA. Based on this we
propose a projector splitting integrator, based on applying DLRA to the continuous system before performing
the discretization, that recovers the classic CFL condition. We also show that the unconventional integrator
has more favorable stability properties and explain why the projector splitting integrator performs better
when approximating higher moments, while the unconventional integrator is generally superior for first order
moments. Furthermore, an efficient and stable dynamical low-rank update for the scattering term in kinetic
transport is proposed. Numerical experiments for kinetic transport and uncertainty quantification, which
confirm the results of the stability analysis, are presented.

Keywords: Dynamical low-rank approximation, numerical stability, kinetic equations, uncertainty
quantification, projector-splitting integrator, unconventional integrator

1. Introduction

Dynamical low-rank approximation (DLRA) [22] for parametrized partial differential equations has gained
increasing attention in the last years. This stems mainly from its ability to mitigate the curse of dimen-
sionality in terms of computational costs and memory requirements. Problems in which dynamical low-rank
approximation has proven its efficiency include, e.g., kinetic theory [11, 12, 33, 32, 13, 9, 10, 19] as well
as uncertainty quantification [14, 29, 30, 34, 23]. In both fields the high-dimensional phase space implies
that obtaining numerical solutions is extremely expensive both in terms of memory and computational
cost.

Robust integrators for the DLRA evolution equations are the matrix projector-splitting integrator, intro-
duced in [27], as well as the unconventional integrator, introduced in [4]. Both integrators are unaffected
by the presence of small singular values. A main difference of the unconventional integrator is that the
dynamics is only moving forward in time, whereas the projector-splitting integrator includes a step, which
moves backward. This property plays a key role in the stability for spatial discretizations, which we will
see in this work. Furthermore, the unconventional integrator preserves symmetry or anti-symmetry of the
original problem [4]. On the other hand, the projector splitting integrator can be extended to second order,
which has been widely used in the literature [11, 7, 8, 12].
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It has been shown in numerical experiments that the unconventional integrator yields smoother solution
profiles for first order moments such as the scalar flux in radiation transport or the expected value in un-
certainty quantification [23]. Higher-order moments, however, are dampened heavily by the unconventional
integrator and the projector-splitting integrator allows for a more adequate representation [23]. However,
the reason for this behavior is not understood, which is the main motivation for this work.

In order to implement a dynamical low-rank integrator, the partial differential equation under consideration
has to be discretized. There are two main approaches to determine an approximation to spatial derivatives in
the equations of DLRA. First, the spatial discretization can be performed for the original equation, leading
to a matrix differential equation to which the dynamical low-rank approximation is applied. Second, the
dynamical low-rank approximation can be derived for the continuous problem and the evolution equations
of DLRA can be discretized in space in a subsequent step (as has been suggested in [11]). The first approach
is extensively used. However, as we will show, it can suffer from instabilities. For the second approach,
a set of differential equations is obtained that can be discretized by an appropriate method. This enables
the implementation of a suitable stabilization for each individual substep of the two integrators. The
construction of adequate stabilization strategies for each substep of the two integrators requires knowledge
of dampening and amplification of the underlying dynamics, which we aim to establish in this work.

In this work, we answer the questions

1. Is there an analytic explanation why the projector-splitting integrator yields oscillatory first-order
moments, while showing a satisfactory approximation for second-order moments compared to the
unconventional integrator?

2. Should dynamical low-rank approximation be derived for the matrix ODE which results from a dis-
cretization of the original problem? Or should dynamical low-rank approximation be performed for the
continuous problem and the discretization be applied to the continuous DLRA evolution equations?

3. If the latter option is chosen: How should the time and space discretization for the different substeps
be chosen to obtain a stable and accurate numerical method?

The tool that we use to answer these questions is a Fourier approach in the spirit of a von Neumann
stability analysis. Remarkably, the Fourier analysis provides a deep understanding of the stability of the
non-linear DLRA evolution equations, despite being a tool for linear problems. This mainly stems from the
fact that non-linearities only arise in the basis functions, which, by Parselval’s identity, do not affect the L2-
norm of the solution. The analysis recovers the behaviour seen in numerical experiments and enhances the
understanding of dampening effects that are observed in the different DLRA approaches. To the best of our
knowledge, a stability estimate of numerical schemes for DLRA evolution equations is only available in the
case of the matrix projector-splitting integrator applied to uncertain parabolic problems [21]. This analysis
uses a discrete variational principle, which does not apply for hyperbolic and kinetic problems investigated
in this work. The Fourier approach chosen in our work enables us to propose a stable discretization of the
continuous projector splitting based dynamical low-rank approximation. In contrast to previously derived
schemes, the resulting discretization for the projector-splitting integrator is L2-stable in the stability region
of the full problem. Furthermore, we introduce a stable and efficient discretization of scattering for radiation
transport. For this, we split scattering and streaming parts which is a common practice in radiation transport
[1, 20, 5]. By noting that the integrator for the scattering part only imposes dynamics in the L-step, we can
omit the remainder, which reduces computational costs and provides a stable treatment of the scattering
terms.

This paper is structured as follows: After this introduction, we provide a general background to the used
methods in Section 2 to give an overview on existing work and to fix notation. Here, we derive a spatial
discretization of the original problem in Section 2.1, then we present a stability analysis of this discretization
in Section 2.2 and include scattering into this scheme in Section 2.3. A short review of dynamical low-
rank approximation is provided in Section 2.4, with a focus on the two robust integrators as well as their
discrete and continuous formulations. Section 3 presents the stability analysis for the matrix projector-
splitting integrator. We start by pointing out potential stability issues for the discrete DLRA formulation in
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Section 3.1, and propose a stable discretization for the continuous formulation in Section 3.2. In Section 4,
the proposed stability analysis is applied to the unconventional integrator which is shown to be stable even
for the discrete DLRA formulation. An efficient and stable treatment of scattering terms that arise in kinetic
transport is discussed in Section 5 and we provide numerical examples in Section 6.

2. Background

2.1. Discretization of the full problem

Parametric linear systems play an important role in various applications such as radiative transport or
uncertainty quantification for material deformations. In the following, let us study a linear system of the
form

∂tu(t, x) = −A∂xu(t, x), (1)

where we have u = (u1, · · · , uN+1) ∈ RN and A = (a`k)N+1
`,k=1 ∈ R(N+1)×(N+1). Such systems can for

example arise in the PN or SN approximations to radiative transfer [2, 26, 1] as well as stochastic-Galerkin
approximations for linear problems with uncertainty [18, 17]. Let us discretize the above equation in space
using a finite volume approximation with Lax-Friedrichs numerical flux. The spatial domain is decomposed
into grid cells Ij = [xj , xj+1] with equidistant spacing ∆x. A semi-discrete method for the solution uj =
(ujk)N+1

k=1 , where ujk := 1
∆x

∫
Ij
uk(t, x) dx then takes the form

u̇j(t) = − 1

∆x
(f∗(uj(t),uj+1(t))− f∗(uj−1(t),uj(t))) .

The Lax-Friedrichs numerical flux with input u,v ∈ RN+1 reads

f∗(u,v) =
1

2

(
A(u + v)− ∆x

∆t
(v − u)

)
.

Writing the scheme without the definition of numerical fluxes gives

u̇j(t) =
uj−1(t)− 2uj(t) + uj+1(t)

2∆t
− 1

2∆x
A(uj+1(t)− uj−1(t)). (2)

To simplify notation, we rewrite the time update in matrix notation. Let us define the tridiagonal matrices
L(1),L(2) ∈ RNx×Nx with non-zero entries in the off-diagonals

L
(1)
j,j+1 = L

(1)
j,j−1 =

1

2
, and L

(2)
j,j±1 = ± ∆t

2∆x
.

Then, when collecting the solution in u = (uj)
Nx
j=1 ∈ RNx×(N+1), the scheme (2) becomes

u̇(t) =
1

∆t

(
(L(1) − I)u(t)− L(2)u(t)AT

)
=: F(u(t)). (3)

Using a forward Euler time discretization with time step size ∆t and using un ≈ u(tn), gives the fully
discrete scheme

un+1 = L(1)un − L(2)unAT . (4)
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2.2. L2-stability analysis for the full problem

To recall certain details in the classical L2-stability analysis and to fix notation, let us start by recalling the
L2-stability analysis for the full problem. Without loss of generality, we assume the spatial domain to be
the interval [−1, 1]. In this case, a discrete Fourier ansatz for the discretized solution takes the form

ujk(t) =: uk(t, xj) =

√
∆x

N + 1

Nx∑
α=1

N+1∑
`=1

ûα`(t) exp(iαπxj) exp

(
2πi

`k

N + 1

)
. (5)

Here, i denotes the imaginary unit. Collecting the basis functions in the matrices

Ex =
(√

∆x exp(iαπxj)
)Nx

j,α=1
and Eµ =

(
1√
N + 1

exp

(
2πi

`m

N + 1

))N+1

m,`=1

lets us write the Fourier ansatz (5) at time tn in matrix notation as un = Exû
nEH

µ . We use an upper case
H to indicate the adjoint matrix. The next step is to plug this wave ansatz into (4), which gives

un+1 = L(1)Exû
nEH

µ − L(2)Exû
nEH

µ AT .

The choice of our ansatz will simplify this scheme, since

L(1)Ex = ExD
(1), and L(2)Ex = ExD

(2). (6)

Here, the diagonal matrices D(1),D(2) ∈ CNx×Nx have entries

D
(1)
αβ =

eiαπ∆x + e−iαπ∆x

2
δαβ = cos(απ∆x)δαβ , D

(2)
αβ =

∆t

2∆x
(eiαπ∆x − e−iαπ∆x)δαβ =

i∆t

∆x
sin(απ∆x).

Hence, the Fourier ansatz simplifies the scheme to

un+1 =
(
ExD

(1)ûnEH
µ −ExD

(2)ûnEH
µ AT

)
=Ex

(
D(1)ûn −D(2)ûnEH

µ ATEµ

)
EH
µ .

Now, with un+1 = Exû
n+1EH

µ , we directly see that

ûn+1 = D(1)ûn −D(2)ûnEH
µ ATEµ.

We are interested in deriving an estimate for the Frobenius norm of ûn+1 (i.e. the L2 norm of the vector
containing all degrees of freedom), which we denote by ‖ûn+1‖F . In the following we use ‖ · ‖ to denote the
spectral matrix norm and ‖ · ‖2 to denote the Euclidean norm for vectors.

Collecting the Fourier coefficients in a vector ûnα =
(
ûnα,`

)N+1

`=1
gives the time update

ûn+1,T
α =ûn,Tα

(
cos(απ∆x)I− i∆t

∆x
sin(απ∆x)EH

µ ATEµ

)
.

Hence, when denoting the kth eigenvalue of A as λk(A), the Euclidean norm gives for every α

‖ûn+1
α ‖2 ≤max

k

∣∣∣∣cos(απ∆x)− i∆t

∆x
sin(απ∆x)λk(A)

∣∣∣∣ ‖ûnα‖2
= max

k

∣∣∣D(1)
αα −D(2)

ααλk(A)
∣∣∣ ‖ûnα‖2.
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We thus have that ∣∣∣D(1)
αα −D(2)

ααλk(A)
∣∣∣ =

√
cos2(απ∆x) + λk(A)2

∆t2

∆x2
sin2(απ∆x).

Hence, the eigenvalue which maximizes the amplification is λmax(A), which denotes the biggest absolute
eigenvalue of A. Then, the amplification of a Fourier mode with wave number α becomes

‖ûn+1
α ‖2 ≤

∣∣∣D(1)
αα −D(2)

ααλmax(A)
∣∣∣ ‖ûnα‖2. (7)

Let us store the amplification factor in a diagonal matrix D ∈ RNx×Nx with

Dαα =
∣∣∣D(1)

αα −D(2)
ααλmax(A)

∣∣∣
and collect the norm at wave number α in a vector en = (‖ûnα‖2)

Nx

α=1. Due to (7), the estimate en+1 ≤ Den

holds component-wise. Therefore, we have

‖en+1‖2 ≤ ‖D‖ · ‖en‖2 = λmax(D)‖en‖2.

Hence, for the Frobenius norm, we obtain

‖ûn+1‖F ≤ max
α
|Dαα| · ‖ûn‖F .

Due to Parseval’s identity, we have

‖un+1‖F =
∥∥Exû

n+1EH
µ

∥∥
F
≤ max

α
|Dαα| · ‖un‖F . (8)

When using the CFL number c = λmax(A)∆t/∆x we obtain

|Dαα| ≤
√

cos2(απ∆x) + c2 sin2(απ∆x).

To obtain L2-stability we require an amplification factor which is smaller or equal to one, i.e., we must
pick c ≤ 1. For linear schemes, this stability (together with consistency) can be used to prove convergence.
However, in this work, we focus on understanding dampening properties of the different integrators and
leave the question of convergence for the (necessarily nonlinear) dynamical low-rank approximation to future
research.

2.3. Stability for scattering terms

In the following, let us focus on the application of radiative transport. In this case, the original advection
system (1) is augmented by scattering and absorption effects. This leads to the PN equations, which
read

∂tu(t, x) = −A∂xu(t, x)− σau(t, x) + σsSu(t, x) with akm =

∫ 1

−1

µPk(µ)Pm(µ) dµ. (9)

Here, Pk denotes the Legendre polynomial of order k and S ∈ R(N+1)×(N+1) is a scattering matrix. The
variable µ ∈ [−1, 1] is the projected direction in which particles travel. To shorten notation, we define
G := σsS −σaI with entries Gkk = σsgk−σa. For isotropic scattering one for example has gk = δk0− 1, i.e.
scattering will not directly affect the scalar flux while dampening higher order moments. Let us investigate
how the additional scattering affects stability. Commonly, scattering and streaming are treated separately
through a splitting step, see e.g. [1]. In this case, we can update the solution from time t0 to time t1 by

∂tuI(t, x) = −A∂xuI(t, x), uI(t0, x) = u(t0, x) (10a)

∂tuII(t, x) = GuII(t, x), uII(t0, x) = uI(t1, x). (10b)
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Choosing the discretization proposed in Section 2.1, the update of the full problem is composed of the two
substeps

un+1/2 = L(1)un − L(2)unAT , (11a)

un+1 = un+1/2 + ∆tun+1/2G. (11b)

Written more compactly as a single update, the scheme becomes

un+1 =
(
L(1)un − L(2)unAT

)
(I + ∆tG) (12)

Let us again use a discrete Fourier ansatz un = Exû
nEH

µ . The next step is to plug this wave ansatz into
(12), which gives

un+1 =
(
ExD

(1)ûnEH
µ −ExD

(2)ûnEH
µ AT

)
(I + ∆tG)

=
(
ExD

(1)ûnEH
µ −ExD

(2)ûnEH
µ ATEµEH

µ

) (
EµEH

µ + ∆tGEµEH
µ

)
=Ex

(
D(1)ûn −D(2)ûnEH

µ ATEµ

) (
I + ∆tEH

µ GEµ

)
EH
µ .

Now, with un+1 = Exû
n+1EH

µ , we directly see that

ûn+1 =
(
D(1)ûn −D(2)ûnEH

µ ATEµ

) (
I + ∆tEH

µ GEµ

)
.

Using Parseval’s identity yields

‖un+1‖F =
∥∥∥(D(1)ûn −D(2)ûnEH

µ ATEµ

) (
I + ∆tEH

µ GEµ

)∥∥∥
F
≤ max

α
|D̃αα| · ‖un‖F (13)

with

D̃αα =
∣∣∣D(1)

αα −D(2)
ααλmax(A)

∣∣∣ ·max
`
|1 + ∆tG``| .

With the CFL number λmax(A)∆t/∆x = c, this gives

‖un+1‖F ≤ max
`
|1 + ∆tG``| ·

√
cos2(απ∆x) + c2 sin2(απ∆x) · ‖un‖F .

2.4. Dynamical low-rank approximation

In the following, we give a short overview on dynamical low-rank approximation [22] for problems of the
form (1). The main idea of DLRA is to represent and evolve the solution on a manifold of rank r functions.
There are two approaches to derive the evolution equations of dynamical low-rank approximation. The first
one chooses a low-rank approximation on the matrix solution of (3) and the second one chooses a low-rank
approximation on the continuous level for the solution of the original problem (1), which is subsequently
discretized.

Let us start by presenting DLRA for the discrete system (3). In this case, the solution u(t) ∈ RNx×(N+1) is
represented by

u(t) ≈ X(t)S(t)W(t)T , (14)

where X ∈ RNx×r, S ∈ Rr×r and W ∈ R(N+1)×r. The aim is to derive evolution equations for each of these
factorization matrices. Let us denote the set of matrices that have the form (14) by Mr. Then, we wish to
find ur ∈Mr which fulfills

u̇r(t) ∈ Tur(t)Mr such that ‖u̇r(t)− F(u(t))‖ = min, (15)
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where F denotes the right-hand side of the semi-discrete scheme (3). We use Tur(t)Mr to denote the tangent
space of Mr at ur(t). The stated problem can be reformulated [22, Lemma 4.1] as

u̇r(t) = P(ur(t))F(ur(t)), (16)

where P denotes the orthogonal projection onto the tangent space, which is given by

Pg = XXTg −XXTgWWT + gWWT .

The evolution equation (16) is then split by a Lie-Trotter splitting technique, yielding

u̇I(t) = F(uI(t))WWT , uI(t0) = ur(t0), (17a)

u̇II(t) = −XXTF(uII(t))WWT , uII(t0) = uI(t1), (17b)

u̇III(t) = XXTF(uIII(t)), uIII(t0) = uII(t1). (17c)

This scheme can be used to update the solution from ur(t0) to ur(t1) = uIII(t1). These split equations
are reformulated to yield an efficient and robust integrator. Each substep in the above equations has a
decomposition of the form (14). Defining the decompositions uI = KWT and uIII = XL gives the matrix
projector-splitting integrator

1. K-step: Update X0 to X1 and S0 to S̃0 via

K̇(t) = F(K(t)W0,T )W0, K(t0) = X0S0. (18)

Determine X1 and S̃0 with K(t1) = X1S̃0 by performing a QR decomposition.

2. S-step: Update S̃0 to S̃1 via

˙̃
S(t) = −X1,TF(X1S̃(t)W0,T )W0, S̃(t0) = S̃0 (19)

and set S̃1 = S̃(t1).

3. L-step: Update W0 to W1 and S̃1 to S1 via

L̇(t) = X1,TF(X1L(t)), L(t0) = S̃1W0,T . (20)

Determine W1 and S1 with L(t1) = S1W1,T by performing a QR decomposition.

The time updated solution is then given by ur(t1) = X1S1W1,T . For more details on the matrix projector-
splitting integrator, we refer to [27].

Recently, a further robust integrator, called the unconventional integrator, has been introduced in [4]. This
integrator works as follows:

1. K-step: Update X0 to X1 via

K̇(t) = F(K(t)W0,T )W0, K(t0) = X0S0. (21)

Determine X1 with K(t1) = X1R and store M = X1,TX0.

2. L-step: Update W0 to W1 via

L̇(t) = X0,TF(X0L(t)), L(t0) = S0W0,T . (22)

Determine W1 with L1 = W1R̃ and store N = W1,TW0.

3. S-step: Update S0 to S1 via

Ṡ(t) = X1,TF(X1S(t)W1,T )W1, S(t0) = MS0NT (23)

and set S1 = S(t1).
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Note that these two integrators take the semi-discrete matrix ODE system (3) as a starting point to derive
DLRA evolution equations. I.e., the evolution equations are derived after performing the spatial discretiza-
tion. Following [11], the DLRA evolution equations can also be derived for the continuous problem first,
and the spatial discretization is performed on the DLRA equations second. Note that in our case, we are
starting from a large system of partial differential equations (1), which can result from a discretization of
the directional or uncertain domain of transport equations or linear equations with uncertainty. In our
analysis, only the discretization of the spatial domain is important, which is why it does not matter whether
the original problem is the PN (as well as stochastic-Galerkin) system or the scalar transport equation (or
uncertain linear equation). Starting at a system of the form (1), the low-rank solution ansatz is

ur(t, x) =

r∑
j,`=1

Xj(t, x)Sj`(t)W`(t). (24)

Note that we now have basis functions Xj : R+ × R → R and W` : R+ → RN+1. The corresponding split
equations (17) become

∂tuI(t, x) =− (A∂xuI(t, x)) WWT uI(t0, x) = ur(t0, x), (25a)

∂tuII(t, x) =PX (A∂xuII(t, x)) WWT , uII(t0, x) = uI(t1, x), (25b)

∂tuIII(t, x) =− PX (A∂xuIII(t, x)) , uIII(t0, x) = uII(t1, x). (25c)

where we have PXg :=
∑r
i=1〈g,Xi(t, ·)〉Xi and we choose 〈·, ·〉 to denote the L2 inner product with respect

to space. Furthermore, we will use the notation 〈·〉 to indicate an integration over the spatial domain. Then,
when collecting the spatial basis functions in the vector X(t, x) = (Xj(t, x))rj=1 and storing the vectors W`

as columns of the matrix W ∈ R(N+1)×r, the corresponding K, S and L-equations read

∂tK(t, x) =−WTAW∂xK(t, x), (26a)

Ṡ(t) =WTAWS(t)T 〈∂xXXT 〉, (26b)

L̇(t) =−AL(t)〈∂xXXT 〉. (26c)

Note that we use dots to indicate the time derivative for ordinary differential equations, whereas a partial
time derivative is used for partial differential equations. The continuous formulation of the unconventional
integrator takes the same K, S and L steps, but uses a different ordering. Note that the formulation (26) is
continuous in space and requires a spatial discretization in order to evolve the system numerically in time.
Compared to deriving the DLRA equations for the disrcete matrix ODE, this formulation provides more
freedom in the choice of discretizations of each individual equation. At the same time, choosing such a
discretization requires a profound understanding of the stability related to this set of equations.

3. L2-stability analysis for the matrix projector-splitting integrator

3.1. Discrete dynamical low-rank approximation

In the following, we apply the projector-splitting integrator to the matrix ordinary differential equation
(3). Note that this corresponds to discretizing the full problem first and deriving the DLRA equations
second. The K, S and L steps from equations (18), (19) and (20) in combination with an explicit Euler
time discretization then read

Kn+1 =Kn +
(

(L(1) − I)unI − L(2)unIAT
)

Wn, Kn+1 = Xn+1S̃n, (27a)

S̃n+1 =S̃n −Xn+1,T
(

(L(1) − I)unII − L(2)unIIA
T
)

Wn, (27b)

Ln+1 =Ln + Xn+1,T
(

(L(1) − I)unIII − L(2)unIIIA
T
)
, Ln+1 = Sn+1Wn+1,T . (27c)
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Here, we make use of the DLRA substeps unI = XnSnWn,T , unII = Xn+1S̃nWn,T and unIII = Xn+1S̃n+1Wn,T .
To underline similarities of the stability analysis to the full problem (cf. Section 2.2), let us go one step back
to the corresponding split equations (17), which read

un+1
I =

(
L(1)unI − L(2)unIAT

)
WnWn,T , (28a)

un+1
II =−Xn+1Xn+1,T

(
(L(1) − 2I)unII − L(2)unIIA

T
)

WnWn,T , (28b)

un+1
III =Xn+1Xn+1,T

(
L(1)unIII − L(2)unIIIA

T
)
. (28c)

Omitting Roman indices, the solution of every substep in (28) is of the form un = Exũ
nWn,T , where ũn ∈

RNx×r. This is easily shown as every substep is of the form u = XSWT . We thus have u = ExE
H
x XSWT .

Therefore, one can choose ũnI = EH
x XnSn, ũnII = EH

x Xn+1S̃n and ũnIII = EH
x Xn+1S̃n+1. Then, the spatial

discretization matrices L(1) and L(2) can be Fourier transformed according to (6), which gives

un+1
I =Ex

(
D(1)ũnIWn,T −D(2)ũnIWn,TAT

)
WnWn,T ,

un+1
II =−Xn+1Xn+1,TEx

(
(D(1) − 2I)ũnIIW

n,T −D(2)ũnIIW
n,TAT

)
WnWn,T ,

un+1
III =Xn+1Xn+1,TEx

(
D(1)ũnIIIW

n,T −D(2)ũnIIIW
n,TAT

)
.

If we define Ã := Wn,TATWn, this simplifies to

un+1
I =Ex

(
D(1)ũnI −D(2)ũnI Ã

)
Wn,T , (29a)

un+1
II =−Xn+1Xn+1,TEx

(
(D(1) − 2I)ũnII −D(2)ũnIIÃ

)
Wn,T , (29b)

un+1
III =Xn+1Xn+1,TEx

(
D(1)ũnIII −D(2)ũnIIIÃ

)
Wn,T . (29c)

Now, since we know that the Fourier transform of the projector-splitting integrator takes the form (29), we
can now investigate its stability properties.

Theorem 1. The application of the projector splitting integrator to the Lax–Friedrichs discretization of (1),
given in equation (28), is L2-unstable.

Proof. Let us pick a single mode solution unjk = exp(iᾱπxj)wk with ᾱ such that cos(ᾱπ∆x) = −1. In a

more compact notation, we define the vector ex = (exp(iαπxj))
Nx

j=1 and with an arbitrary normalized vector

w ∈ RN+1, we have un = exw
T . Plugging this into the equations (28) yields for the first step

un+1
I =

(
L(1)exw

T − L(2)exw
TAT

)
wwT = ex

(
D

(1)
ᾱᾱ −D

(2)
ᾱᾱwTATw

)
wT = −exw

T .

Here, we use that for our choice of the wave number we have D
(1)
ᾱᾱ = −1 and D

(2)
ᾱᾱ = 0. Hence, the basis

remains unchanged and only the coefficient changes its sign. Then for the second step, we have

un+1
II = exe

H
x

(
ex(D

(1)
ᾱᾱ − 2)wT − exD

(2)
ᾱᾱwTAT

)
wwT = −3exw

T .

The last step gives

un+1
III = −3exe

H
x

(
exD

(1)
ᾱᾱwT − exD

(1)
ᾱᾱwTAT

)
= 3exw

T .

Hence for this choice of wave number, the Frobenius norm of the solution is amplified by a factor of 3, i.e.,
the scheme is not stable.
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It is clear from the proof of Theorem 1 that the K and L step, equations (28a) and (28c) respectively, do
not amplify the solution. This is in contrast to the S step, equation (28b). The reason for this is, as we will
explain in the subsequent sections, that the S step in the projector splitting integrates backward in time.
Thus, the stabilization imposed by the Lax–Friedrich discretization thus acts as an amplification that leads
to an unstable scheme (independent of the time step size).

3.2. Continuous dynamical low-rank approximation

Previously, we applied DLRA to the discretized system (4). Let us now first apply the DLRA method to the
spatially continuous problem (1) and then discretizing the resulting differential equations. This continuous
approach has been proposed in [11]. Coupled with an appropriate fully implicit scheme it can be shown to
be unconditionally stable [6]. However, here we are interested in an explicit discretization. In this case the
approach comes with the freedom to choose stabilization and derivative approximations in each equation
individually. In contrast, when discretizing first and applying DLRA second, the stabilization is fixed and
inherited by the discretization of the full problem. While the discretization and stabilization of the full
problem is well understood, the gained freedom when applying low-rank first requires additional knowledge
on the DLRA system which we aim to establish in this section.

We look at two discretization strategies for the projector-splitting integrator. The projector-splitting inte-
grator applied to the continuous problem (1) leads to the system (26), which was given by

∂tK(t, x) =−WTAW∂xK,

Ṡ(t) =WTAWST 〈∂xXXT 〉,
L̇(t) =−AL〈∂xXXT 〉.

Now, we wish to discretize the above system. Note that one only has to solve one hyperbolic partial
differential equation and two ordinary differential equations. Hence, we only need to perform a finite volume
discretization for the K equation. As also observed in [33], we do not need to use stabilizing numerical fluxes
in the approximation of spatial derivatives in the S and L steps. The reason for this is that the derivatives
only enter as averages (i.e. in integrated form). Here we use the standard central second order difference
stencil ∂xXk(tn, x)

∣∣
xj
≈ 1

2∆x (Xn
j+1,k −Xn

j−1,k) in the last two steps. The numerical scheme then becomes

Kn+1 = L(1)Kn − L(2)KnÃ, (31a)

S̃n+1 = S̃n + Xn+1,TL(2)Xn+1S̃nÃ, (31b)

Ln+1 = Ln −Xn+1,TL(2)Xn+1S̃n+1Wn,TAT . (31c)

Note that such a discretization has been discussed in [33, 23]. Let us investigate L2-stability for the above
system. Our main result is summarized in

Theorem 2. Assume that the CFL condition

λmax(Ã)∆t/∆x ≤ 1/
√

3

holds true. Then, the projector-splitting scheme (31) is L2-stable, i.e.,

‖un+1‖F ≤ ‖un‖F .

Proof. We again write (31) in terms of uI ,uII and uIII . This yields

un+1
I =

(
L(1)unI − L(2)unIAT

)
WnWn,T , (32a)

un+1
II =Xn+1Xn+1,T

(
unII + L(2)unIIA

T
)

WnWn,T , (32b)

un+1
III =Xn+1Xn+1,T

(
unIII − L(2)unIIIA

T
)
. (32c)
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As before, all substeps can be brought into the form un = Exũ
nWn,T , where ũn ∈ RNx×r. Then, the split

equations (32) become

un+1
I =Ex

(
D(1)ũnI −D(2)ũnI Ã

)
Wn,T , (33a)

un+1
II =Xn+1Xn+1,TEx

(
ũnII + D(2)ũnIIÃ

)
Wn,T , (33b)

un+1
III =Xn+1Xn+1,TEx

(
ũnIII −D(2)ũnIIIÃ

)
Wn,T . (33c)

Now, we derive an upper bound for the norm of every substep in (33). Let us start with the first step, which
gives

‖un+1
I ‖F ≤ ‖Ex‖

∥∥∥D(1)ũnI −D(2)ũnI Ã
∥∥∥
F
· ‖Wn,T ‖. (34)

Following the derivation of (13), we have that∥∥∥D(1)ũnI −D(2)ũnI Ã
∥∥∥
F
≤ max

α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ · ‖ũnI ‖F .

Since ‖Wn,T ‖ = ‖Ex‖ = 1 and by Parseval’s identity ‖unI ‖F = ‖Exũ
nWn,T ‖F = ‖ũn‖F the estimate (34)

becomes

‖un+1
I ‖F ≤ max

α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ · ‖unI ‖F .

Proceeding in the same manner for (33b) and (33c), we obtain the upper bounds

‖un+1
I ‖F ≤max

α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ · ‖unI ‖F ,

‖un+1
II ‖F ≤max

α

∣∣∣1 +D(2)
ααλmax(Ã)

∣∣∣ · ‖un+1
I ‖F ,

‖un+1
III ‖F ≤max

α

∣∣∣1−D(2)
ααλmax(Ã)

∣∣∣ · ‖un+1
II ‖F .

The amplification of un+1 = un+1
III then satisfies

‖un+1‖F ≤ max
α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ ·max

α

∣∣∣1−D(2)
ααλmax(Ã)

∣∣∣ ·max
α

∣∣∣1 +D(2)
ααλmax(Ã)

∣∣∣ · ‖un‖F .
With c̃ = λmax(Ã)∆t/∆x we have∣∣∣D(1)

αα −D(2)
ααλmax(Ã)

∣∣∣ =

√
cos2(απ∆x) + c̃2 sin2(απ∆x)

and ∣∣∣1±D(2)
ααλmax(Ã)

∣∣∣ =

√
1 + c̃2 sin2(απ∆x).

Thus, we have
‖un+1‖F ≤ G‖un‖F

with

G =
(
1 + c̃2 sin2(απ∆x)

)√
cos2(απ∆x) + c̃2 sin2(απ∆x).

Since G2 is a trigonometric polynomial of degree 3 we can easily determine the stated bound.
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Remark 1. It becomes clear that since the S-step goes backward in time, the dampening effects of the spatial
discretization (or the diffusion effects arsing from artificial viscosity) will lead to an amplification. This is
the case when discretizing first and applying DLRA second. Removing this effect in the S-step gives us a
stable scheme, as has been shown. We note, however, that the CFL condition is slightly more restrictive
compared to what we would expect if no low-rank approximation is performed. To remedy this deficiency is
the purpose of the remainder of this section.

In the following, we derive a discretization of the continuous DLRA formulation (25). The discretization has
the same CFL condition as the original problem and the unconventional integrator (to be discussed in the
next section). Let us notice that the framework of performing the dynamical low-rank approximation first
and discretizing second allows us to add stabilization directly into the S-step. For the K and L equations,
we use Lax-Friedrichs numerical fluxes. In this case, we recover the K and L equations from the discretize
first ansatz (27). The stabilized equations read

Kn+1 = L(1)Kn − L(2)KnÃ, (35a)

S̃n+1 = Xn+1,TL(1)Xn+1S̃n + Xn+1,TL(2)Xn+1S̃nÃ, (35b)

Ln+1 = Xn+1,TL(1)Xn+1Ln −Xn+1,TL(2)Xn+1LnAT . (35c)

The main difference to the previously discussed S-step discretization (31b) is using the term Xn+1,TL(1)Xn+1S̃n

instead of S̃n. This term stems from adding a stabilization terms in the finite volume discretization that is
used for the S-step. Opposed to the S-step of the discrete DLRA approach (27b), we use a negative sign in

front of the stabilization term. With unII = Xn+1,T S̃nWn, we hence choose

S̃n+1 =S̃n −Xn+1,T
(

(I− L(1))unII − L(2)unIIA
T
)

Wn

=Xn+1,T
(
L(1)unII + L(2)unIIA

T
)

Wn

=Xn+1,TL(1)Xn+1S̃n + Xn+1,TL(2)Xn+1S̃nÃ.

Since the stabilization term does not affect consistency, changing its sign will preserve consistency of our
scheme. For the presented scheme (35), we have the following stability result:

Theorem 3. If the CFL condition
λmax(Ã)∆t/∆x ≤ 1

holds, the projector-splitting scheme (35) is L2-stable, i.e.,

‖un+1‖F ≤ ‖un‖F .

Proof. The proof follows that of Theorem 2 with the main difference that the split equations corresponding
to (35) read

un+1
I =

(
L(1)unI − L(2)unIAT

)
WnWn,T ,

un+1
II =Xn+1Xn+1,T

(
L(1)unII + L(2)unIIA

T
)

WnWn,T ,

un+1
III =Xn+1Xn+1,T

(
L(1)unIII − L(2)unIIIA

T
)
.

Following the derivation from Theorem 2, we have that

‖un+1
I ‖F ≤max

α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ · ‖unI ‖F ,

‖un+1
II ‖F ≤max

α

∣∣∣D(1)
αα +D(2)

ααλmax(Ã)
∣∣∣ · ‖un+1

I ‖F ,

‖un+1
III ‖F ≤max

α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ · ‖un+1

II ‖F .
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With c̃ = λmax(Ã)∆t/∆x this yields

‖un+1‖F ≤max
α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣3 · ‖un‖F

=
(
cos2(απ∆x) + c̃2 sin2(απ∆x)

)3/2 · ‖un‖F . (37)

4. L2-stability analysis for the unconventional integrator

Let us now investigate L2-stability of the unconventional integrator. We apply dynamical low-rank approx-
imation to the fully discretized matrix ODE (3). Using an explicit Euler time-discretization, the K, L and
S-steps (21), (22) and (23) of the unconventional integrator can be written as

Kn+1 =
(
L(1)un − L(2)unAT

)
Wn, (38a)

Ln+1 =Xn,T
(
L(1)un − L(2)unAT

)
, (38b)

Sn+1 =Xn+1,T
(
L(1)ū− L(2)ūAT

)
Wn+1, (38c)

where un = XnSnWn,T and ū = Xn+1MSnNTWn+1,T . The matrices N and M are given by M =
Xn+1,TXn and N = Wn+1,TWn and we obtain Xn+1 and Wn+1 from QR-decompositions of Kn+1 and
Ln+1.

Let us start investigating L2-stability by again rewriting un = ExE
H
x XnSnWn,T . As for the projector-

splitting integrator, with this ansatz, the input to the first two equations is of the form un = Exũ
nWn,T

with ũn = EH
x XnSn. Furthermore, ū = Exũ

n
SWn+1,T with ũnS = EH

x Xn+1MSnNT . In this case, following
(6), we can write (38) in Fourier space as follows

Kn+1 =
(
ExD

(1)ũnWn,T −ExD
(2)ũnWn,TAT

)
Wn,

Ln+1 =Xn,T
(
ExD

(1)ũnWn,T −ExD
(2)ũnWn,TAT

)
,

Sn+1 =Xn+1,T
(
ExD

(1)ũnSWn+1,T −ExD
(2)ũnSWn+1,TAT

)
Wn+1,

After a few simplifications and making use of Ãn := Wn,TATWn, we have

Kn+1 =ExD
(1)ũn −ExD

(2)ũnÃn, (39a)

Ln+1 =Xn,T
(
ExD

(1)ũn −ExD
(2)ũnÃn

)
Wn,T , (39b)

Sn+1 =Xn+1,T
(
ExD

(1)ũnS −ExD
(2)ũnSÃn+1

)
. (39c)

This representation allows an easy verification of the following Theorem:

Theorem 4. If the CFL condition

λmax(Ã)
∆t

∆x
≤ 1

holds, the unconventional integrator (38) is L2-stable, i.e.,

‖un+1‖F ≤ ‖un‖F .
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Proof. The Frobenius norm of the time updated solution is given by

‖un+1‖F =
∥∥Xn+1Sn+1Wn+1,T

∥∥
F

=
∥∥Sn+1

∥∥
F
.

Taking the norm of (39c) gives

‖Sn+1‖ ≤ ‖Xn+1,T ‖ · ‖Ex‖ ·max
α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ · ‖ũnS‖F .

Furthermore, we have

‖ũnS‖F = ‖EH
x Xn+1MSnNTWn+1,T ‖F ≤‖M‖ · ‖Sn‖F · ‖NT ‖

=‖Xn+1,TXn‖ · ‖Wn,TWn+1‖ · ‖Sn‖F
≤‖Sn‖F ,

where we used that ‖Xn+1,TXn‖ ≤ ‖Xn+1,T ‖ · ‖Xn‖ = 1. Hence, we obtain

‖un+1‖F ≤max
α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ · ‖Sn‖F

= max
α

∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ · ‖un‖F .

Again, we have that ∣∣∣D(1)
αα −D(2)

ααλmax(Ã)
∣∣∣ =

√
cos2(απ∆x) + c̃2 sin2(απ∆x) (40)

with c̃ := λmax(Ã)∆t/∆x. Hence,

‖un+1‖F ≤
(
cos2(απ∆x) + c̃2 sin2(απ∆x)

)1/2 · ‖un‖F . (41)

To ensure that the factor (40) in the above expression is bounded by one, we need to choose c̃ ≤ 1, which
proves the theorem.

Remark 2. It is worth noting that the amplification factor in (37) will be smaller than the dampening for
the unconventional integrator which is given in (41). This is an advantage of the unconventional integrator,
as it adds less artificial diffusion to guarantee a stable scheme. We will discuss this in more detail in section
6.

5. Scattering

In this section, we include scattering terms that arise in kinetic transport problems. For this, we perform a
dynamical low-rank approximation for the streaming and scattering equations (10). I.e., we obtain one set
of the K, S and L steps for the streaming part and one set for the scattering part. Our approach shares
similarities with the method proposed in [31], where stiff and non-stiff parts of the original equation are
seperated through a splitting step. It is straightforward to show that the unconventional integrator again
provides a stable scheme. Therefore, we directly investigate the matrix projector-splitting integrator. Since
we already discussed stability for the streaming equations, we first write down the split equations (17) for
the scattering equations. To distinguish from the streaming solution, let us use Arabic instead of Roman
numbers to denote substeps of the projector-splitting integrator. Using a forward Euler time discretization
we have

un+1
1 =u

n+1/2
1 (I + ∆tG) Wn+1/2Wn+1/2,T , (42a)

un+1
2 =Xn+1Xn+1,Tun+1

1 (I−∆tG) Wn+1/2Wn+1/2,T , (42b)

un+1
3 =Xn+1Xn+1,Tun+1

2 (I + ∆tG) . (42c)
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Written as a single expression, this gives

un+1
3 =Xn+1Xn+1,Tu

n+1/2
1 (I + ∆tG) Wn+1/2

·Wn+1/2,T (I−∆tG) Wn+1/2Wn+1/2,T (I + ∆tG) .

Hence, the amplification is again

‖un+1
3 ‖F ≤ max

`
|1 + ∆tG``|2 max

`
|1−∆tG``| ‖un+1/2

III ‖F .

This implies that the scheme is stable as long as max` |G``|∆t ≤ 1.62. We note that this stability constraints
is more severe than the explicit Euler scheme applied to the original equation (i.e. without performing a
low-rank approximation).

In the following, we propose a discretization of the scattering part that recovers the classic CFL condition.
For this, we go one step back and start from the time-continuous K, S and L-equations of the scattering
step (42) which read

L̇ =LG, L(t0) = Sn+1/2Wn+1/2,T (43a)

Ṡ =− SWn+1,TGWn+1, S(t0)Wn+1,T = L(t0 + ∆t) (43b)

K̇ =KWn+1,TGWn+1, K(t0) = Xn+1/2S(t0 + ∆t). (43c)

Note that we now do the L-step first and the K-step last. Let us use G̃ := Wn+1,TGWn+1 and multiply
(43b) with Xn+1/2. Then, since X remains constant in the S-step, the S and K-steps become

˙̂
K =− K̂G̃, K̂(t0) = Xn+1/2S(t0)

K̇ =KG̃, K(t0) = K̂(t0 + ∆t).

This system of ODEs can be solved analytically through matrix exponentials

K(t+ ∆t) = eG̃∆tK(t0) = eG̃∆te−G̃∆tK̂(t0) = K̂(t0).

Hence, on a continuous level, the K and S-steps cancel each other out and the dynamics is solely given by
the L-step. Therefore, it is sufficient to only perform the L-step for scattering, i.e., scattering only effects
the S and W factors of the solution. Using an explicit Euler time-discretization, we have

Ln+1 =Ln+1/2 (I + ∆tG) .

This gives

‖un+1
3 ‖F ≤ max

`
|1 + ∆tG``| · ‖un+1/2

III ‖F ,

and we thus recover the classic stability constraint given by max` |G``|∆t ≤ 2. For sake of completeness, let
us state the full algorithm:

1. K-step streaming: Update Xn+1 ← Xn and S̃n ← Sn via

Kn+1 = L(1)Kn − L(2)u(t)ATWn

Determine Xn+1 and S̃n with a QR-decomposition Kn+1 = Xn+1S̃n.

2. S-step streaming: Update S̃n+1 ← S̃n via

S̃n+1 = Xn+1,TL(1)Xn+1S̃n + Xn+1,TL(2)Xn+1S̃nWn,TAWn
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3. • L-step streaming: Update Ln+1/2 ← Ln via

Ln+1/2 = Xn+1,TL(1)Xn+1Ln −Xn+1,TL(2)Xn+1LnAT .

• L-step scattering: Update to Wn+1 and Sn+1 from Ln+1/2 via

Ln+1 =Ln+1/2 (I + ∆tG) .

Determine Wn+1 and Sn+1 with a QR-decomposition Ln+1 = Wn+1Sn+1.

Some remarks are in order

Remark 3. The strategy of splitting the original equation before applying dynamical low-rank can be applied
in various situations to cancel steps in the projector-splitting integrator and thereby reduce computational
costs. As an example, assume that we have an equation

∂tu(t, x, y) + L1(t, x)u(t, x, y) + L2(t, y)u(t, x, y) = 0,

where L1(t, x) is a (differential) operator which does not depend on x and L2(t, y) is a (differential) operator
which does not depend on y. We can split this equation according to

∂tu1(t, x, y) + L1(t, x)u1(t, x, y) = 0 u1(t0, x, y) = u(t, x, y)

∂tu2(t, x, y) + L2(t, y)u2(t, x, y) = 0 u2(t0, x, y) = u1(t1, x, y).

Applying the projector-splitting integrator to each equation individually will then again only give an update
in the K-step for the first equation and in the L-step for the second equation.

Remark 4. The proposed strategy allows for a straightforward implementation of implicit time discretization
schemes for the scattering part. Since scattering can be ill-conditioned, this is an often taken approach in
radiation transport. This idea has been pointed out in [31] for a different setting. Here, the authors split
stiff parts from the original differential equation and treat both resulting equations with adequate numerical
methods.

6. Numerical results

To allow reproducability, the code to compute all numerical results of this work is openly available [24].

6.1. Radiation transport

In the following, we present numerical results for the radiation transport equation, which describes the
movement of radiation particles on a mesoscopic level. Particles are moving through a background medium
with which they undergo collisions. In a one-dimensional setting, the particle density, also called the angular
flux, is denoted by ψ(t, x, µ). Here, t ∈ R+ denotes time, x ∈ [xL, xR] is the spatial variable and µ ∈ [−1, 1] is
the travelling direction of particles, projected onto a one-dimensional domain. When scattering is isotropic,
the dynamics of the scalar flux can be determined from the integro-differential equation

∂tψ(t, x,µ) + µ∂xψ(t, x, µ) + σt(x)ψ(t, x, µ) =
σs(x)

2
φ(t, x), (44)

ψ(t = 0, x, µ) = ψIC(x, µ) (45)

ψ(t, xL, µ) = ψL(t, µ) and ψ(t, xR, µ) = ψR(t, µ). (46)

The scalar flux φ is given by φ(t, x) =
∫ 1

−1
ψ(t, x, µ) dµ. Commonly, the directional dependence is represented

by a modal discretization. When P` : [−1, 1] → R are the normalized Legendre polynomials, the modal
representation takes the form

ψ(t, x, µ) ≈ ψN (t, x, µ) :=

N∑
`=0

u`(t, x)P`(µ).
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A Galerkin projection of the original system (44) yields the PN equations (9). In this work, we study
the plane source Ganapol’s benchmark test [16], which is equipped with an analytic solution. Its initial
condition is an isotropic dirac distribution in the center of the spatial domain, which in numerical com-
putations is commonly modelled as ψ(t = 0, x, µ) = max{10−4, 1/

√
2πδ exp(− x2/2δ)} using a small variance

δ = 0.032. Numerical investigations for the plane-source test-case have been conducted with dynamical
low-rank approximation in [33, 32, 3]. The plane-source test-case is challenging, since solutions to it are
prone to numerical artifacts such as ray-effects or oscillations. Classical numerical methods for this type of
problem add artificial viscosity to mitigate these spurious artifacts, see e.g. [15, 28].

As previously discussed, the dynamical low-rank approximation can either be derived for the spatially
discretized PN system or for the continuous problem (9). In the latter case, a discretization must be
performed on the derivedK, S and L equations. Our analysis shows stability of the unconventional integrator
for both approaches, whereas the matrix-projector splitting integrator is unstable when being applied to the
discretized problem. Scattering is stabilized through the splitting approach presented in Section 5, which
for the matrix projector-splitting integrator allows for an efficient numerical treatment.

We start by studying the plane-source testcase for different integrators with ranks 10 and 15 as well as a
CFL number of CFL = λmax(A)∆t/∆x = 1. The remaining parameter values are

[xL, xR] = [−1.5, 1.5] range of spatial domain
T = 1 end time
Nx = 800 number of spatial cells
N + 1 = 100 expansion coefficients in angle
σs = σt = 1 isotropic scattering and total cross section

Numerical results for these parameters are depicted in Figure 1 for different integrators. As expected, the

(a) r = 10 (b) r = 15

Figure 1: Scalar flux for the plane source problem computed with the unconventional integrator, the projector-splitting inte-
grator and its stabilized discretization for ranks r = 10 and r = 15. The projector-splitting integrator for the fully discretized
problem yields infinite values for rank r = 15 and is therefore not shown.

unconventional integrator when being applied to the fully discretized problem remains stable for this high
CFL number. This is not the case for the projector-splitting integrator. In agreement with the results of
Theorem 1, applying the projector-splitting integrator to the matrix ODE which results from discretizing
the original problem does not yield an L2-stable scheme. As a result, the DLRA solution when using rank
r = 10 heavily oscillates. For rank 15, the solution blows up and the method breaks down. In our numerical
experiments, we observed cases in which combinations of the matrix ODE sizes Nx and N lead to stable
results, even for CFL = 1. A stable discretization of theK, S and L steps of the projector-splitting integrator
for the continuous problem is given by (35). The derived stability of this discretization can be observed in our
numerical experiments. Note that this discretization appears to yield the best results of the three discussed
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integrators and discretizations, especially for rank r = 15, which nicely matches the analytic solution. This
results from the increased dampening of artificial viscosity for the stabilized projector-splitting integrator
(cf. Remark 2). Note that this increased dampening, though being beneficial for the plane-source test case,
might not be desired for general problems. The analytically derived L2-stability is further visualized in
Figure 2 which depicts the Frobenius norm of the angular flux ψ. In agreement with the derived behaviour,
the Frobenius norm is dissipated in time for the unconventional integrator and the stable discretization of
the projector-splitting integrator. As expected, the dissipation of the stabilized projector-splitting integrator
is stronger than for the unconventional integrator. The projector-splitting integrator when being applied on
the matrix ODE of the discretized problem amplifies the norm. For rank 15, the Frobenius norm reaches an
infinite value after a few iterations.

(a) r = 10 (b) r = 15

Figure 2: Time evolution of the Frobenius norm for ranks r = 10 and r = 15 during the computation of the plane source
problem.

Lastly, we demonstrate the behavior of the three strategies for varying CFL numbers. For this, we plot the
distance of the numerical solution

φ∆(T, xj) =

r∑
i,m=1

Xi(T, xj)Sim(T )W0m(T ),

collected in φ∆ ∈ RNx to the analytic reference solution φref = (φref(T, x1), · · · , φref(T, xNx))T . The L2-
distance is then given by ‖φ∆ − φref‖F . The behaviour for different CFL numbers when using r = 10 and
r = 15 is shown in Figure 3.

6.2. Uncertainty Quantification

In this section, we investigate the hyperbolic advection equation with uncertain speed (which is also called
the random wave equation [18])

∂tu(t, x, ξ) + a(ξ)∂xu(t, x, ξ) = 0, (47a)

u(t = 0, x, ξ) = uIC(x, ξ), (47b)

u(t, xL, ξ) = uL(t, ξ) and u(t, xR, ξ) = uR(t, ξ). (47c)
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(a) r = 10 (b) r = 15

Figure 3: CFL study for the plane source problem.

The random variable ξ is uniformly distributed in the interval [0.2, 1] and we choose an uncertain advection
speed a(ξ) = ξ3. We pick a deterministic initial condition uIC(x, ξ) = χ[−1,0] as well as Dirichlet boundary
conditions uL = uR = 0. A common choice to discretize this system are general polynomial chaos (gPC)
basis functions [35, 36], which in our case are the Legendre polynomials P`. Then, the solution ansatz takes
the form

u(t, x, ξ) ≈
N∑
`=0

u`(t, x)P`(ξ).

A system of equations describing the time evolution of the gPC expansion coefficients u = (u0, · · · , uN )T can
be derived with the help of the stochastic-Galerkin (SG) method. Similar to the PN system, the SG moment
system is derived by testing the original problem (47) against the gPC basis functions. The resulting SG
system reads

∂tu(t, x) = −A∂xu(t, x), (48)

where A = (a`m)N`,m=0 and a`m = E[aP`Pm]. Again, a low-rank solution ansatz is chosen and the solution
approximation is evolved in time using a dynamical low-rank approximation. In uncertainty quantification
one is commonly interested in the standard deviation of the solution, which heavily depends on a finely
resolved spatial domain. Therefore, the number of spatial cells is chosen to be Nx = 2000. The random
domain is discretized with N + 1 = 100 modal expansion coefficients. All remaining parameter values
are chosen as for the radiation transport problem. We start with investigating the solution approximation
for a CFL number of one and ranks 5 and 10. When deriving the evolution equations of the matrix
projector-splitting integrator for the spatially discretized problem at rank r = 5, we observe an oscillatory
approximation for the expectation in Figure 4a as well as for the standard deviation in Figure 5a. For rank
10, the projector-splitting integrator for the matrix ODE diverges. The stable discretization of the integrator
when deriving the DLRA evolution equations on a continuous level yields finite results for all ranks. Due to
its increased dampening compared to the unconventional integrator (cf. Remark 2), the numerical solution
smears out. Improved solution approximations are obtained with the unconventional integrator.

Again, the L2-norms of solutions computed with different integrators and discretizations are investigated
in Figure 6. It is observed that the projector-splitting integrator at rank five leads to a dissipation of the
Frobenius norm, whereas the norm is amplified and leads to infinite values at rank 10. The unconventional
integrator and the stable discretization of the projector-splitting integrator both dissipate the norm. As
expected, a weaker dissipation is observed for the unconventional integrator. Lastly, we perform a CFL
study, which we depict in Figure 7. Here, we observe that the matrix projector-splitting integrator applied to
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(a) r = 5 (b) r = 10

Figure 4: Expected value computed with the unconventional integrator, the projector-splitting integrator and its stabilized
discretization for ranks r = 5 and r = 10. The term stable means that the evolution equations of the integrator are discretized
with a stable scheme. The projector-splitting integrator for the fully discretized problem yields infinite values for rank r = 10
and is therefore not shown.

(a) r = 5 (b) r = 10

Figure 5: Standard deviation computed with the unconventional integrator, the projector-splitting integrator and its stabilized
discretization for ranks r = 5 and r = 10. The projector-splitting integrator for the fully discretized problem yields infinite
values for rank r = 10 and is therefore not shown.

the discrete system only remains stable for rank r = 5. For a CFL number of one, the rank five approximation
of the expected value shows an increased error compared to the unconventional integrator as well as the
stabilized matrix projector-splitting integrator. However, the error of the standard deviation is improved for
the projector-splitting integrator, when performing the discretization first. Our analysis provides an idea
why this behaviour can be observed. Commonly, higher order moments are strongly affected by artificial
diffusion, see e.g. [25]. Since the S-step of the projector-splitting integrator reverts the diffusion which results
from the numerical viscosity of the chosen finite volume method, higher order moments are not dampened too
heavily. However, the reduced diffusion yields oscillatory approximations of zero order moments, which are
commonly improved by artificial diffusion [25]. Furthermore, as shown in Theorem 1, reverting diffusion will
not guarantee stability, which can be seen for the rank ten results. Here, the projector-splitting integrator
applied to the discrete problem becomes unstable. As shown in Theorems 2 and 3, the unconventional and
stabilized projector-splitting integrator guarantee stability.
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(a) r = 5 (b) r = 10

Figure 6: Time evolution of the Frobenius norm for ranks r = 5 and r = 10 during the computation of the uncertain advection
problem.
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