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Abstract
In this paper we study elliptic and parabolic boundary value problems with inhomogeneous boundary conditions in weighted function spaces of Sobolev, Bessel potential, Besov and Triebel-Lizorkin type. As one of the main results, we solve the problem of weighted $L_q$-maximal regularity in weighted Besov and Triebel-Lizorkin spaces for the parabolic case, where the spatial weight is a power weight in the Muckenhoupt $A_\infty$-class. In the Besov space case we have the restriction that the microscopic parameter equals to $q$. Going beyond the $A_p$-range, where $p$ is the integrability parameter of the Besov or Triebel-Lizorkin space under consideration, yields extra flexibility in the sharp regularity of the boundary inhomogeneities. This extra flexibility allows us to treat rougher boundary data and provides a quantitative smoothing effect on the interior of the domain. The main ingredient is an analysis of anisotropic Poisson operators.
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1 Introduction

The idea to work in weighted function spaces equipped with temporal and/or spatial power weights of the type
\[ v_\mu(t) = t^\mu \quad (t \in J) \quad \text{and} \quad w_\gamma(x) = \text{dist}(x, \partial \Omega)\gamma \quad (x \in \Omega), \]
has already proven to be very useful in several situations. In an abstract semigroup setting temporal weights were introduced by Clément & Simonett [18] and Prüss & Simonett [75], in the context of maximal continuous regularity and maximal $L_p$-regularity, respectively. Other works on maximal temporally weighted $L_p$-regularity are [53, 57] for quasilinear parabolic evolution equations and [68] for parabolic problems with inhomogeneous boundary conditions. Concerning the use of spatial weights in applications to (S)PDEs, we would like to mention [1, 8, 9, 15, 16, 26, 31, 45, 52, 54, 55, 59, 60, 62, 64–66, 74, 88].

An important feature of the power weights (1-1) is that they allow to treat “rougher” behaviour in the initial time and on the boundary by increasing the parameters $\mu$ and $\gamma$, respectively. In [59, 60, 64, 68, 75] this is for instance reflected in the lower regularity of the initial/initial-boundary data that can be dealt with. In the $L_p$-approach to parabolic problems with Dirichlet boundary noise, where the noise is a source of roughness on the boundary, weights are even necessary to obtain function space-valued solution processes [1, 31, 65].

As in [60], in this paper we exploit this feature of the power weights (1-1) in the study of vector-valued parabolic initial-boundary value problems of the form

\[ \partial_t u(x, t) + A(x, D, t)u(x, t) = f(x, t), \quad x \in \Omega, \quad t \in J, \]
\[ B_j(x', D, t)u(x', t) = g_j(x', t), \quad x' \in \partial \Omega, \quad t \in J, \quad j = 1, \ldots, m, \]
\[ u(x, 0) = u_0(x), \quad x \in \Omega. \]

Here, $J = (0, T)$ for some $T \in (0, \infty)$, $\Omega \subset \mathbb{R}^n$ is a sufficiently smooth domain with a compact boundary $\partial \Omega$ and the coefficients of the differential operator $A$ and the boundary operators $B_1, \ldots, B_m$ are $\mathcal{B}(X)$-valued, where $X$ is a UMD Banach space. One could for instance take $X = \mathbb{C}^N$, describing a system of $N$ initial-boundary value problems. Our structural assumptions on $A, B_1, \ldots, B_m$ are of ellipticity type and a condition of Lopatinskii-Shapiro type. For homogeneous boundary data (i.e. $g_j = 0, j = 1, \ldots, m$) these problems include linearizations of reaction-diffusion systems and of phase field models with Dirichlet, Neumann and Robin conditions. However, if one wants to use linearization techniques to treat such problems with non-linear boundary conditions, it is crucial to have a sharp theory for the fully inhomogeneous problem.

Maximal regularity provides sharp/optimal estimates for PDEs. Indeed, maximal regularity means that there is an isomorphism between the data and the solution of the problem in suitable function spaces. It is an important tool in the theory of nonlinear PDEs: having established maximal regularity for the linearized problem, the nonlinear problem can be treated with tools as the contraction principle and the implicit function theorem (see [76]).

The main result of this paper is concerned with weighted $L_q$-maximal regularity in weighted Triebel-Lizorkin spaces for the problem (1-2), where we use the weights (1-1). In order to elaborate on this, let us for reasons of exposition consider as a specific easy example of the problem (1-2) the heat equation with the Dirichlet boundary condition

\[ \begin{cases} \partial_t u - \Delta u = f & \text{on} \quad J \times \Omega, \\ u|_{\partial \Omega} = g & \text{on} \quad J \times \partial \Omega, \\ u(0) = u_0 & \text{on} \quad \Omega, \end{cases} \]
where \( J = (0, T) \) with \( T \in (0, \infty) \) and where \( \partial \) is a smooth domain in \( \mathbb{R}^n \) with a compact boundary \( \partial \).

In order to introduce the weighted \( L_q \)-maximal regularity problem for Eq. 1-3 in an abstract setting, let \( q \in (1, \infty) \), \( \mu \in (-1, q - 1) \) and \( \mathbb{E} \subset \mathcal{D}'(\partial) \) a Banach space of distributions on \( \partial \) such that there exists a notion of trace on the associated second order space \( \mathbb{E}^2 = \{ u \in \mathcal{D}'(\partial) : \mathcal{D}^2 u \in \mathbb{E}, |\alpha| \leq 2 \} \) that is described by a bounded linear operator

\[
\text{Tr}_{\partial} : \mathbb{E}^2 \rightarrow \mathbb{F}
\]

for some suitable Banach space.

In the \( L_{q, \mu}^{-}\mathbb{E} \)-maximal regularity approach to the problem (1-3) one is looking for solutions \( u \) in the maximal regularity space

\[
W^1_q(J, v_{\mu}; \mathbb{E}) \cap L_q(J, v_{\mu}; \mathbb{E}^2),
\]

where the boundary condition \( u_{|\partial} = g \) has to be interpreted as \( \text{Tr}_{\partial} u = g \). The problem (1-3) is said to enjoy the property of maximal \( L_{q, \mu}^{-}\mathbb{E} \)-regularity if there exists a (necessarily unique) space of initial-boundary data \( \mathcal{D}_{i, b} \subset L_q(J, v_{\mu}; \mathbb{F}) \times \mathbb{E} \) such that for every \( f \in L_q(J, v_{\mu}; \mathbb{E}) \) it holds that the problem (1-3) has a unique solution \( u \) in the maximal regularity space if and only if \((g, u_0) \in \mathcal{D}_{i, b} \). In this situation there exists a Banach norm on \( \mathcal{D}_{i, b} \), unique up to equivalence, with

\[
\mathcal{D}_{i, b} \hookrightarrow L_q(J, v_{\mu}; \mathbb{F}) \oplus \mathbb{E},
\]

which makes the associated solution operator a topological linear isomorphism between the data space \( L_q(J, v_{\mu}; \mathbb{E}) \oplus \mathcal{D}_{i, b} \) and the solution space \( W^1_q(J, v_{\mu}; \mathbb{E}) \cap L_q(J, v_{\mu}; \mathbb{E}^2) \). The maximal \( L_{q, \mu}^{-}\mathbb{E} \)-regularity problem for Eq. 1-3 consists of establishing maximal \( L_{q, \mu}^{-}\mathbb{E} \)-regularity for the problem (1-3) and explicitly determining the space \( \mathcal{D}_{i, b} \).

In the special case that \( \mathbb{E} = L_p(\partial, \omega^{\partial} \mathbb{E}), \mathbb{E}^2 = W^2_p(\partial, \omega^{\partial} \mathbb{E}) \) and \( \mathbb{F} = L_p(\partial) \) with \( p \in (1, \infty) \) and \( \gamma \in (-1, 2p - 1) \), \( L_{q, \mu}^{-}\mathbb{E} \)-maximal regularity is referred to as \( L_{q, \mu}^{-}L_p,\gamma \)-maximal regularity.

Establishing \( L_{q, \mu}^{-}L_p,\gamma \)-maximal regularity with \( p \neq q \) allows one to treat more nonlinearities than in the case \( p = q \), as it provides more flexibility for scaling or criticality arguments (see e.g. [34, 53, 77–79]). Such arguments have turned out to be crucial in applications to the Navier-Stokes equations, convection-diffusion equations, the Nernst-Planck-Poisson equations in electro-chemistry, chemotaxis equations and the MHD equation (see [77, 79]).

The \( L_{q, \mu}^{-}L_p,\gamma \)-maximal regularity problem for Eq. 1-3 has recently been solved (besides some exceptional parameter values) in [64]. Here, the boundary datum \( g \) has to be in the intersection space

\[
F^\delta_{q, p}(J, v_{\mu}; L_p(\partial \mathbb{E})) \cap L_q(J, v_{\mu}; B^{2\delta}_{p, p}(\partial \mathbb{E}))
\]

with \( \delta = \delta_{p, \gamma} := 1 - \frac{1 + \gamma}{2p} \), which in the case \( q = p \) coincides with \( W^\delta_p(J, v_{\mu}; L_p(\partial \mathbb{E})) \cap L_p(J, v_{\mu}; W^{2\delta}_p(\partial \mathbb{E})) \); here \( F^\delta_{q, p} \) denotes a Triebel-Lizorkin space and \( W^{2\delta}_p \) a non-integer order Sobolev-Slobodeckii space or Besov space.

Note that \( \delta \in (0, 1) \) can be taken arbitrarily close to 0 by choosing \( \gamma \) sufficiently close to \( 2p - 1 \). In [60] the maximal \( L_{q, \mu}^{-}L_p,\gamma \)-regularity problem with \( \gamma \in (-1, p - 1) \) was solved for the more general case (1-2), which in the special case (1-3) gives the restriction \( \delta \in \left(\frac{1}{2}, 1\right) \).

The restriction \( \gamma \in (-1, p - 1) \) for the spatial weight \( \omega^{\partial} \mathbb{E} \) in [60] is a restriction of harmonic analytic nature. Indeed, \((−1, p − 1)\) is the Muckenhoupt \( A_p \)-range for \( \omega^{\partial} \mathbb{E} \): given \( p \in (1, \infty) \) and \( \gamma \in \mathbb{R} \), it holds that

\[
w^{\partial \mathbb{E}} = \text{dist}(\cdot, \partial \mathbb{E})^\gamma \in A_p(\mathbb{R}^n) \iff \gamma \in (-1, p - 1).
\]
The Muckenhoupt class $A_p(\mathbb{R}^n)$ ($p \in (1, \infty)$) is a class of weights for which many harmonic analytic tools from the unweighted setting, such as Mikhlin Fourier multiplier theorems and Littlewood-Paley decompositions, remain valid for the corresponding weighted $L_p$-spaces. For example, the Littlewood-Paley decomposition for $L_p(\mathbb{R}^n, w)$ with $w \in A_p(\mathbb{R}^n)$ and its variant for $W^k_p(\mathbb{R}^n, w)$, $k \in \mathbb{N}$, can be formulated by means of Triebel-Lizorkin spaces as

$$L_p(\mathbb{R}^n, w) = F^0_{p,2}(\mathbb{R}^n, w), \quad W^k_p(\mathbb{R}^n, w) = F^k_{p,2}(\mathbb{R}^n, w). \quad (1-7)$$

The main difficulty in [64] in the non-$A_p$ setting is that these standard tools are no longer available.

One way to avoid these difficulties is to work in weighted Besov and Triebel-Lizorkin spaces instead of $\mathbb{E} = L_p(\mathcal{O}, w^{\partial \mathcal{O}})$. The advantage of the scales of weighted Besov and Triebel-Lizorkin spaces is the strong harmonic analytic nature of these function spaces, leading the availability of many powerful tools (see e.g. [10–12, 41–44, 62, 69–71, 87]). In particular, there is a Mikhlin–Hörmander Fourier multiplier theorem.

In the special case $\mathbb{E} = F^{s}_{p,r}(\mathcal{O}, w^{\partial \mathcal{O}})$, $\mathbb{E}^2 = F^{s+1/2}_{p,r}(\mathcal{O}, w^{\partial \mathcal{O}})$ and $\mathbb{F} = L_p(\partial \mathcal{O})$ with $p, r \in (1, \infty)$, $\gamma \in (-1, \infty)$ and $s \in (\frac{1+\gamma}{p}-2, \frac{1+\gamma}{p})$, $L_{q,\mu}$-$\mathbb{E}$-maximal regularity is referred to as $L_{q,\mu}$-$F^{s}_{p,r,\gamma}$-maximal regularity.

The $L_{q,\mu}$-$F^{s}_{p,r,\gamma}$-maximal regularity problem for Eq. 1-3 has recently been solved (besides some exceptional parameter values) in [59]. Again, the boundary datum $g$ has to be in the intersection space (1-5), but now with \( \delta = \delta_{p,\gamma,s} = \frac{s}{2} + 1 - \frac{1+\gamma}{p} \).

As a consequence of the characterization (1-6) and the identities (1-7), $L_{q,\mu}$-$F^{0}_{p,2,\gamma}$-maximal regularity coincides with $L_{q,\mu}$-$L_{p,\gamma}$-maximal regularity when $\gamma \in (-1, p-1)$. For other values of $\gamma$ the two notions are independent. However, there still is a connection between the $L_{q,\mu}$-$F^{s}_{p,r,\gamma}$-maximal regularity problem and the $L_{q,\mu}$-$L_{p,\gamma}$-maximal regularity problem provided by the following relaxation the identities (1-7) to an elementary embedding combined with a Sobolev embedding:

$$F^{k+\frac{\nu-\gamma}{p}}_{p,r}(\mathcal{O}, w^{\partial \mathcal{O}}) \hookrightarrow F^{k}_{p,1}(\mathcal{O}, w^{\partial \mathcal{O}}) \hookrightarrow W^{k}_{p}(\mathcal{O}, w^{\partial \mathcal{O}}), \quad \nu > \gamma, r \in [1, \infty]. \quad (1-8)$$

Indeed, in view of the embeddings (1-8) and the invariance

$$\delta = \delta_{p,\gamma,s} = \delta_{p,\gamma}, \quad s = \frac{\nu - \gamma}{p},$$

in connection with the sharp space of boundary data (1-5), in order to obtain a solution operator for the problem (1-5) with $f = 0$, $u_0 = 0$ it suffices to treat the $L_{q,\mu}$-$F^{s}_{p,r,\gamma}$-case.

As one of the main result of this paper, we solve the $L_{q,\mu}$-$F^{s}_{p,r,\gamma}$-maximal regularity problem for Eq. 1-2 with $\gamma \in (-1, \infty)$ and $s \in (\frac{1+\gamma}{p} + m^* - 2m, \frac{1+\gamma}{p} + m^*)$, where $m = \frac{1}{2} \text{ord}(A)$, $m^* = \max\{\text{ord}(\mathcal{B}_1), \ldots, \text{ord}(\mathcal{B}_m)\}$ and $m_* = \min\{\text{ord}(\mathcal{B}_1), \ldots, \text{ord}(\mathcal{B}_m)\}$. Besides that the $L_{q,\mu}$-$F^{s}_{p,r,\gamma}$-maximal regularity problem for Eq. 1-2 is already interesting on its own, it also contributes to the corresponding $L_{q,\mu}$-$L_{p,\gamma}$-maximal regularity problem through the above discussion, reducing that problem to the case $g_1 = \ldots = g_m = 0$. The latter can be treated in an abstract operator theoretic setting, leading to the problem of determining $R$-sectoriality or even a stronger bounded $H^\infty$-calculus (see [76]). It would be very interesting to extend the boundedness of the $H^\infty$-calculus for the Dirichlet Laplacian on $L_p(\mathcal{O}, w^{\partial \mathcal{O}})$ obtained in [64] to realizations of elliptic boundary value problems corresponding to Eq. 1-2 and thereby solve the $L_{q,\mu}$-$L_{p,\gamma}$-maximal regularity problem (at least for the case of trivial initial datum $u_0 = 0$).

Whereas, given $\gamma \in (-1, p-1)$, $L_{q,\mu}$-$F^{0}_{p,2,\gamma}$-maximal regularity coincides with $L_{q,\mu}$-$L_{p,\gamma}$-maximal regularity in the scalar-valued setting (or even the Hilbert space-valued
setting), they are incomparable in the general Banach space-valued setting. However, we also provide a solution to the $L_{q,\mu} H_{\lambda_\gamma}^m$-maximal regularity problem for Eq. 1-2 with $\gamma \in (-1, p - 1)$ and $s \in \{1 + \frac{\gamma}{p} + m, 1 + \frac{\gamma}{p} + m_s\}$, yielding $L_{q,\mu} L_{p,\gamma}$-maximal regularity when $s = 0$. In the $L_{q,\mu} L_{p,\gamma}$-case the proof even simplifies a bit on the function space theoretic side of the problem (see Remark 5.4). In particular, this simplifies the previous approaches ([21] ($\mu = 0$, $\gamma = 0$), [68] ($q = p$, $\mu \in [0, p - 1]$, $\gamma = 0$) and [60]).

We also solve the $L_{q,\mu} - B_{p,q,\gamma}$-maximal regularity problem with inhomogeneous boundary data for Eq. 1-2 and parameters $\gamma \in (-1, \infty)$ and $s \in \{1 + \frac{\gamma}{p} + m_s - 2m, 1 + \frac{\gamma}{p} + m_s\}$. This result is new even for the special case (1-3) of the heat equation where the optimal space of boundary data is given by

$$B_{q,q}^\delta (J, v_\mu; L_p(\partial \mathcal{O})) \cap L_q (J, v_\mu; B_{p,q}^{2\delta} (\partial \mathcal{O})).$$

(1-9)

Here $\delta$ is again given by $\delta = \delta_{p,\gamma,s} = \frac{s}{2} + 1 - \frac{1 + \gamma}{p}$. Note however, that we assume that the time integrability parameter and the microscopic parameter in space coincide.

The main technical ingredient in this paper is an analysis of anisotropic Poisson operators and their mapping properties on weighted mixed-norm anisotropic function spaces. The Poisson operators under consideration naturally occur as (or in) solution operators to the model problems

$$\partial_t u(x,t) + (1 + A(D))u(x,t) = 0, \quad x \in \mathbb{R}^n, \quad t \in \mathbb{R},$$

$$B_j(D)u(x',t) = g_j(x',t), \quad x' \in \mathbb{R}^{n-1}, \quad t \in \mathbb{R}, \quad j = 1, \ldots, m,$$

(1-10)

where $A(D)$ and $B_j(D)$ are homogeneous with constant coefficients. Moreover, they are operators of the form

$$K g(x_1, x', t) = (2\pi)^{-n} \int_{\mathbb{R}^n \times \mathbb{R}} e^{i(x',t) \cdot (\xi, \tau)} \hat{k}(x_1, \xi, \tau) \hat{g}(\xi', \tau) d(\xi, \tau),$$

$$g \in S(\mathbb{R}^{n-1} \times \mathbb{R}),$$

(1-11)

for some anisotropic Poisson symbol-kernel $\hat{k}$.

The anisotropic Poisson operator (1-11) is an anisotropic $(x', t)$-independent version of the classical Poisson operator from the Boutet the Monvel calculus. The Boutet the Monvel calculus is a pseudo-differential calculus that in some sense can be considered as a relatively small “algebra”, containing the elliptic boundary value problems as well as their solution operators (or parametrices). The calculus was introduced by, as the name already suggests, Boutet de Monvel [6, 7], having its origin in the works of Vishik and Eskin [89], and was further developed in e.g. [36–38, 48, 80]; for an introduction to or an overview of the subject we refer the reader to [38, 39, 85].

A parameter-dependent version of the Boutet de Monvel calculus has been introduced and worked out by Grubb and collaborators (see [38] and the references given therein). This calculus contains the parameter-elliptic boundary value problems as well as their solution operators (or parametrices). In particular, resolvent analysis can be carried out in this calculus.

In the present paper we also consider a variant of the parameter-dependent Poisson operators from [38] in the $x'$-independent setting. Besides that this is one of the key ingredients in our treatment of the parabolic problems (1-2) through the anisotropic Poisson operators (1-11), it also forms the basis for our parameter-dependent estimates in weighted Besov, Triebel-Lizorkin and Bessel potential spaces for the elliptic boundary value problems

$$\begin{align*}
(\lambda + A(x,D))u(x) &= f(x), \quad x \in \mathcal{O} \\
B_j(x', D)u(x') &= g_j(x'), \quad x' \in \partial \mathcal{O}, \quad j = 1, \ldots, m.
\end{align*}$$

(1-12)
These parameter-dependent estimates are an extension of [62] on second order elliptic boundary value problems subject to the Dirichlet boundary condition, which was in turn in the spirit of [23, 40] (see Remark 6.3). In the latter the scales of weighted $B$- and $F$-spaces, the dual scales to the scales of weighted $B$- and $F$-spaces, are also included. These scales naturally appear in duality theory and can for instance be used in the study of parabolic boundary value problems with multiplicative noise at the boundary in a setting of weighted $L_p$-spaces, see Remark 6.9.

1.1 Outline

The outline of the paper is as follows.

- **Section 2:** Preliminaries from weighted (mixed-norm anisotropic) function spaces, distribution theory, UMD Banach spaces and $L_q$-maximal regularity, differential boundary value systems.
- **Section 3:** Sobolev embedding and trace results for mixed-norm anisotropic function spaces.
- **Section 4:** Introduction and basic properties of Poisson operators, solution operators to model problems and mapping properties.
- **Section 5:** $L_{q,\mu}$-maximal regularity for the parabolic boundary value problem (1-2).
- **Section 6:** Parameter-dependent estimates for the elliptic boundary value problem (1-12).

1.2 Notation and convention

By $\mathbb{N}$ we denote the natural numbers including 0, i.e. $\mathbb{N} := \{0, 1, 2, \ldots\}$. For the natural numbers starting from 1 we write $\mathbb{N}_1$, i.e. $\mathbb{N}_1 = \{1, 2, 3, \ldots\}$. We write $\Sigma_\phi = \{z \in \mathbb{C} \setminus \{0\} : |\arg(z)| < \phi\}$ for the open sector in the complex plane with opening angle $2\phi$. For $a \in \mathbb{R}$, we put $a_+ = 0 \lor a = \max\{0, a\}$ and $a_- = -(a)_+ = a \land 0 = \min\{a, 0\}$.

In the whole paper let

$$\sigma_{s_0, s_1, p, \gamma} := \max \left\{ \left( \frac{1 + \gamma}{p} - 1 \right)_+ - s_0, \left( \frac{1 + \gamma}{p} \right)_- + s_1, s_1 - s_0 \right\}$$

and

$$\sigma_{s, p, \gamma} := \sigma_{s, s, p, \gamma} = \max \left\{ \left( \frac{1 + \gamma}{p} - 1 \right)_+ - s, \left( \frac{1 + \gamma}{p} \right)_- + s, 0 \right\}.$$ 

Note that $\sigma_{s, p, \gamma} = |s|$ if $\gamma \in [-1, p - 1]$.

Let $X$ be a Banach space and $(S, \mathcal{A}, \mu)$ a measure space. Throughout the paper we write $L_0(S; X)$ for the space of all equivalence classes of strongly measurable functions $f : S \to X$, where as usual the equivalence relation is the one of functions that coincide almost everywhere.

2 Preliminaries

2.1 Weighted Lebesgue Spaces

A reference for the general theory of Muckenhoupt weights is [35, Chapter 9].

A weight on a measure space $(S, \mathcal{A}, \mu)$ is a measurable function $w : S \to [0, \infty]$ that takes it values almost everywhere in $(0, \infty)$. We denote by $\mathcal{W}(S)$ the sets of all weights.
on \((S, \mathcal{A}, \mu)\). For \(w \in \mathcal{W}(S)\) and \(p \in [1, \infty)\) we denote by \(L_p(S, w)\) the space of all \(f \in L_0(S; \mathbb{C})\) with

\[
\|f\|_{L_p(S, w)} := \left( \int_S |f(x)|^p w(x) d\mu(x) \right)^{1/p} < \infty.
\]

If \(p \in (1, \infty)\), then \(w' := w_{1/p} := w^{-\frac{1}{p-1}}\) is also a weight on \(S\), called the \(p\)-dual weight of \(w\). Furthermore, for \(p \in (1, \infty)\) we have \([L_p(S, w)]^* = L_{p'}(S, w')\) isometrically with respect to the pairing

\[
L_p(S, w) \times L_{p'}(S, w') \to \mathbb{C}, \ (f, g) \mapsto \int_S fg d\mu.
\]

Suppose \((S, \mathcal{A}, \mu) = \bigotimes_{j=1}^l (S_j, \mathcal{A}_j, \mu_j)\) is a product measure space. For \(p \in [1, \infty)^l\) and \(w \in \prod_{j=1}^l \mathcal{W}(S_j)\) we denote by \(L_p(S_1 \times \ldots \times S_l, w)\) the mixed-norm space

\[
L_p(S, w) := L_{p_1}(S_1, w_1)[\ldots[L_{p_l}(S_l, w_l)]\ldots],
\]

that is, \(L_p(S, w)\) is the space of all \(f \in L_0(S)\) with

\[
\|f\|_{L_p(S, w)} := \left( \int_{S_1} \cdots \left( \int_{S_l} |f(x)|^{p_j} w_1(x_1) d\mu_1(x_1) \right)^{p_2/p_1} \cdots w_l(x_l) d\mu_l(x_l) \right)^{1/p_l} < \infty.
\]

We equip \(L_p(S, w)\) with the norm \(\| \cdot \|_{L_p(S, w)}\), which turns it into a Banach space. As an extension (and in fact consequence) of Eq. 2-1, for \(p \in (1, \infty)\) we have \([L_p(S, w)]^* = L_{p'}(S, w'_p)\) isometrically with respect to the pairing

\[
L_p(S, w) \times L_{p'}(S, w'_p) \to \mathbb{C}, \ (f, g) \mapsto \int_S fg d\mu,
\]

where \(p' = (p'_1, \ldots, p'_l)\) and \(w'_p = (w'_{p_1}, \ldots, w'_{p_l})\).

Given a Banach space \(X\), we denote by \(L_p(S, w; X)\) the associated Bochner space

\[
L_p(S, w; X) := L_p(S, w(X)) = \{ f \in L_0(\mathbb{R}^n; X) : \|f\|_X \in L_p(S, w) \}.
\]

For \(p \in (1, \infty)\) we denote by \(A_p = A_p(\mathbb{R}^n)\) the class of all Muckenhoupt \(A_p\)-weights, which are all the locally integrable weights for which the \(A_p\)-characteristic

\[
[w]_{A_p} := \sup_{Q \text{ cube in } \mathbb{R}^n} \left( \frac{1}{|Q|} \int_Q w(x) dx \right) \left( \frac{1}{|Q|} \int_Q w'_p(x) dx \right) \in [1, \infty]
\]

is finite. We furthermore set \(A_\infty := \bigcup_{p \in (1, \infty)} A_p\).

For \(p \in (1, \infty)\) we denote by \(A_p^{rec} = A_p^{rec}(\mathbb{R}^n)\) the class of all rectangular Muckenhoupt \(A_p\)-weights, which are all the locally integrable weights for which the \(A_p^{rec}\)-characteristic \([w]_{A_p^{rec}} \in [1, \infty]\) is finite. Here \([w]_{A_p^{rec}}\) is defined as \([w]_{A_p}\) by replacing cubes with sides parallel to the coordinate axes by rectangles with sides parallel to the coordinate axes in the definition.

The relevant weights for this paper are the power weights of the form \(w = \text{dist}(\cdot, \partial \mathcal{O})^\gamma\), where \(\mathcal{O}\) is a \(C^\infty\)-domain in \(\mathbb{R}^n\) and where \(\gamma \in (-1, \infty)\). If \(\mathcal{O} \subset \mathbb{R}^n\) is a Lipschitz domain and \(\gamma \in \mathbb{R}\), \(p \in (1, \infty)\), then (see [33, Lemma 2.3] or [74, Lemma 2.3])

\[
w_\gamma^\mathcal{O} := \text{dist}(\cdot, \partial \mathcal{O})^\gamma \in A_p \iff \gamma \in (-1, p - 1);
\]

in particular,

\[
w_\gamma^\mathcal{O} = \text{dist}(\cdot, \partial \mathcal{O})^\gamma \in A_\infty \iff \gamma \in (-1, \infty).
\]
For the important model problem case \( \partial^+ = \mathbb{R}^n_+ \) we simply write \( w_\gamma := w_\gamma^\mathbb{R}^n_+ = \text{dist}(\cdot, \partial\mathbb{R}^n_+)^\gamma \).

Furthermore, in connection with the pairing (2-1), for \( p \in (1, \infty) \) we have

\[
    w \in A_p \iff w' \in A_{p'}, \quad w, w' \in A_{\infty}.
\]

Let \( p \in (1, \infty) \). We define \( [A_{\infty}]_p' = [A_{\infty}]_p'(\mathbb{R}^n) \) as the set of all weights \( w \) on \( \mathbb{R}^n \) for which \( w_p' = w^{-\frac{1}{p'}} \in A_{\infty} \). If \( \partial \subset \mathbb{R}^n \) is a Lipschitz domain and \( \gamma \in \mathbb{R}, p \in (1, \infty) \), then

\[
    w_\gamma^\partial \in [A_{\infty}]_p' \iff \gamma_p' := -\frac{\gamma}{p-1} \in (-1, \infty) \iff \gamma \in (-\infty, p-1) \quad (2-5)
\]

in view of Eq. 2-4.

### 2.2 UMD Spaces and \( L_q \)-maximal Regularity

The general references for this subsection are [46, 47, 56].

The UMD property of Banach spaces is defined through the unconditionality of martingale differences, which is a primarily probabilistic notion. A deep result due to Bourgain and Burkholder gives a pure analytic characterization in terms of the Hilbert transform: a Banach space \( X \) has the UMD property if and only if it is of class HT, i.e. the Hilbert transform \( H \) has a bounded extension \( H_X \) to \( L_p(\mathbb{R}; X) \) for any/some \( p \in (1, \infty) \). A Banach space with the UMD property is called a UMD Banach space. Some facts:

- Every Hilbert space is a UMD space;
- If \( X \) is a UMD space, \( (S, \Sigma, \mu) \) is \( \sigma \)-finite and \( p \in (1, \infty) \), then \( L_p(S; X) \) is a UMD space.
- UMD spaces are reflexive.
- Closed subspaces and quotients of UMD spaces are again UMD spaces.

In particular, weighted Besov and Triebel-Lizorkin spaces (see Section 2.4) are UMD spaces in the reflexive range.

Let \( A \) be a closed linear operator on a Banach space \( X \). For \( q \in (1, \infty) \) and \( v \in A_q(\mathbb{R}) \) we say that \( A \) enjoys the property of

- \( L_q(v, \mathbb{R}) \)-maximal regularity if \( \partial_t + A \) is invertible as an operator on \( L_q(v, \mathbb{R}; X) \) with domain \( W^1_q(\mathbb{R}, v; X) \cap L_q(v; D(A)) \).
- \( L_q(v, \mathbb{R}^+) \)-maximal regularity if \( \partial_t + A \) is invertible as an operator on \( L_q(v, \mathbb{R}^+; X) \) with domain \( 0 W^1_q(\mathbb{R}^+, v; X) \cap L_q(\mathbb{R}^+, v; D(A)) \), where

\[
    0 W^1_q(\mathbb{R}^+, v; X) = \{ u \in W^1_q(\mathbb{R}^+, v; X) : u(0) = 0 \}.
\]

In the specific case of the power weight \( v = v_\mu \) with \( q \in (-1, q - 1) \), we speak of \( L_{q,\mu}(\mathbb{R}) \)-maximal regularity and \( L_{q,\mu}(\mathbb{R}^+) \)-maximal regularity.

Note that \( L_q(v, \mathbb{R}) \)-maximal regularity and \( L_q(v, \mathbb{R}^+) \)-maximal regularity can also be formulated in terms of evolution equations. For instance, \( A \) enjoys the property of \( L_q(v, \mathbb{R}^+) \)-maximal regularity if and only if, for each \( f \in L_q(v, \mathbb{R}^+; X) \), there exists a unique solution \( u \in W^1_q(\mathbb{R}^+, v; X) \cap L_q(\mathbb{R}^+, v; D(A)) \) of

\[
    u' + Au = f, \quad u(0) = 0.
\]

References for \( L_q(\mathbb{R}) \)-maximal regularity and \( L_q(\mathbb{R}^+) \)-maximal regularity include [5, 73] and [28, 56]. Works on \( L_q(\mathbb{R}^+, v) \)-maximal regularity include [13, 14, 32].
Lemma 2.1 Let $X$ be a Banach space, $q \in (1, \infty)$ and $v \in A_q(\mathbb{R})$. Let $A$ be a linear operator on $X$ and let $||| \cdot |||$ be a Banach norm on $D(A)$ with $(D(A), ||| \cdot |||) \hookrightarrow D(A)$. If

$$\partial_t + A : W^1_q(\mathbb{R}, \nabla; X) \cap L_q(\mathbb{R}, v; (D(A), ||| \cdot |||)) \to L_q(\mathbb{R}, v; X)$$

is an isomorphism of Banach spaces, then $||| \cdot ||| \simeq ||| D(A) |||$ and $i \mathbb{R} \subset \rho(-A)$ with

$$\left\| (i \xi + A)^{-1} \right\|_{\mathcal{B}(X)} \leq \frac{2\left\| (\partial_t + A)^{-1} \right\|_{\mathcal{B}(L_q(\mathbb{R}, v; X), W^1_q(\mathbb{R}, v; X))}}{1 + |\xi|}, \quad \xi \in \mathbb{R}.$$ 

In particular, $A$ is a closed linear operator on $X$ enjoying the property of $L_q(v, \mathbb{R})$-maximal regularity.

Proof A slight modification of [73, Satz 2.2] gives a mapping $R : \mathbb{R} \to \mathcal{B}(X, (D(A), ||| \cdot |||))$ with the property that

$$(i \xi + A)R(\xi) = I_X \quad \text{and} \quad R(\xi)\left|_{\mathcal{B}(X)} \right| \lesssim \frac{2\left\| (\partial_t + A)^{-1} \right\|_{\mathcal{B}(L_q(\mathbb{R}, v; X), W^1_q(\mathbb{R}, v; X))}}{1 + |\xi|}, \quad \xi \in \mathbb{R}.$$ 

Similarly to [28, Theorem 4.1], using [28, Theorem 3.7] modified to the real line, it follows from the construction of $R(\xi)$ from [73, Satz 2.2] that also $R(\xi)(i \xi + A) = I_{D(A)}$ for each $\xi \in \mathbb{R}$. This shows that $i \mathbb{R} \subset \rho(-A)$ with $(i \xi + A)^{-1} = R(\xi)$. But then

$$||| x ||| = ||| R(0)Ax ||| \lesssim \| Ax \|_X \leq \| x \|_{D(A)}, \quad x \in D(A).$$

Lemma 2.2 Let $X$ be a Banach space, $q \in (1, \infty)$ and $v \in A_q(\mathbb{R})$. Let $A$ be a closed linear operator on $X$ with $C_+ \subset \rho(-A)$ enjoying the property of $L_q(\mathbb{R}, v)$-maximal regularity, where $C_+ = \{ z \in \mathbb{C} : \text{Re}(z) > 0 \}$. Suppose that $\lambda \mapsto \| (\lambda + A)^{-1} \|_{\mathcal{B}(X)}$ is polynomially bounded on $C_+$. Then $-A$ is the generator of an exponentially stable analytic semigroup on $X$ and $A$ also enjoys the property of $L_q(\mathbb{R}^+, v)$-maximal regularity.

Proof As $A$ enjoys the property of $L_q(\mathbb{R}, v)$-maximal regularity, Lemma 2.1 applies with $||| \cdot ||| = \| \cdot \|_{D(A)}$. Therefore, $C_+ \subset \rho(-A)$ and $\lambda \mapsto (\lambda + A)^{-1}$ and $\lambda \mapsto \lambda(\lambda + A)^{-1}$ are well-defined analytic functions $C_+ \to \mathcal{B}(X)$. Moreover, both mappings satisfy the assumptions of the Phragmen-Lindelöf theorem (see [19, Corollary VI.4.4]) so that both mappings are bounded. Hence, by the solution formula for the Poisson equation in the half-space (see [30, Chapter 2, Theorem 14]) we have that

$$\sup_{\lambda \in C_+} \left\| (\lambda + A)^{-1} \right\|_{\mathcal{B}(X)} \leq \sup_{\theta \in \mathbb{R}} \left\| (\theta + A)^{-1} \right\|_{\mathcal{B}(X)} < \infty$$

and

$$\sup_{\lambda \in C_+} \left\| \lambda(\lambda + A)^{-1} \right\|_{\mathcal{B}(X)} \leq \sup_{\theta \in \mathbb{R}} \left\| \lambda \theta(\theta + A)^{-1} \right\|_{\mathcal{B}(X)} < \infty.$$ 

It follows that $-A$ is the generator of an exponentially stable analytic semigroup $(e^{-tA})_{t \geq 0}$ on $X$.

Finally, as $-A$ is the generator of an exponentially stable analytic semigroup on $X$, the variation of constants formula yields $L_q(\mathbb{R}^+, v)$-maximal regularity. Indeed, viewing $0 W^1_q(\mathbb{R}^+, v; X) \cap L_q(\mathbb{R}^+, v; D(A))$ and $L_q(\mathbb{R}^+, v; X)$ as closed subspaces of $W^1_q(\mathbb{R}, v; X) \cap L_q(\mathbb{R}, v; D(A))$ and $L_q(\mathbb{R}, v; X)$, respectively, through extension by zero, the formula

$$[(\partial_t + A)^{-1} f](t) = \int_{-\infty}^t e^{-(t-s)A} f(s) \, ds, \quad f \in L_q(\mathbb{R}, v; X), \; t \in \mathbb{R},$$

is clearly valid for $t \geq 0$. Therefore, $L_q(\mathbb{R}^+, v)$-maximal regularity is implied. Moreover, the formula above also shows that $L_q(\mathbb{R}^+, v)$-maximal regularity is implied by $L_q(\mathbb{R}, v)$-maximal regularity, completing the proof.
shows that \((\partial_t + A)^{-1}\) maps \(L_q(\mathbb{R}^+, v; X)\) to \(W^1_q(\mathbb{R}^+, v; X) \cap L_q(\mathbb{R}^+, v; D(A))\).

As an application of its operator-valued Fourier multiplier theorem, Weis [90] characterized \(L_q(\mathbb{R}^+_+)\)-maximal regularity in terms of \(R\)-sectoriality in the setting of UMD Banach spaces. The corresponding result for \(L_q(\mathbb{R})\)-maximal regularity involves \(R\)-bisectoriality, see [5]. Using [32, Theorem 3.5] and Theorem A.1, these results carry over to the weighted setting.

Let us introduce the notion of \(R\)-boundedness. Let \(X\) be a Banach space. Let \((\varepsilon_k)_{k \in \mathbb{N}}\) be a Rademacher sequence on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\), i.e. a sequence of independent random variables with \(\mathbb{P}(\varepsilon_k = 1) = \mathbb{P}(\varepsilon_k = -1) = \frac{1}{2}\). A collection of operators \(T \subset B(X)\) is called \(R\)-bounded if there exists a finite constant \(C \geq 0\) such that, for all \(K \in \mathbb{N}\), \(T_0, \ldots, T_K \in T\) and \(x_0, \ldots, x_K \in X\),

\[
\left\| \sum_{k=0}^K \varepsilon_k T_k x_k \right\|_{L_2(\Omega; X)} \leq C \left\| \sum_{k=0}^K \varepsilon_k x_k \right\|_{L_2(\Omega; X)}.
\]

The least such constant \(C\) is called the \(R\)-bound of \(T\) and is denoted by \(\mathcal{R}(T)\).

The space \(\text{Rad}_p(\mathbb{N}; X)\), where \(p \in [1, \infty]\), is defined as the Banach space of sequence \((x_k)_{k \in \mathbb{N}}\) for which there is convergence of \(\sum_{k=0}^\infty \varepsilon_k x_k\) in \(L_p(\Omega; X)\), endowed with the norm

\[
\|(x_k)_{k \in \mathbb{N}}\|_{\text{Rad}_p(\mathbb{N}; X)} := \left\| \sum_{k=0}^\infty \varepsilon_k x_k \right\|_{L_p(\Omega; X)} = \sup_{K \geq 0} \left\| \sum_{k=0}^K \varepsilon_k x_k \right\|_{L_p(\Omega; X)}.
\]

As a consequence of the Kahane-Khintchine inequalities, \(\text{Rad}_p(\mathbb{N}; X) = \text{Rad}_p(\mathbb{N}; X)\) with an equivalence of norms. We put \(\text{Rad}(\mathbb{N}; X) = \text{Rad}_2(\mathbb{N}; X)\). Note that a collection of operators \(T \subset B(X)\) is called \(R\)-bounded if and only if \(\{\text{diag}(T_0, \ldots, T_K) : T_0, \ldots, T_K \in T\} \subset B(\text{Rad}(\mathbb{N}; X))\) is a uniformly bounded family of operators, in which case the \(R\)-bound coincides with that uniform bound; here

\[
\text{diag}(T_0, \ldots, T_K)(x_k)_{k \in \mathbb{N}} = (T_0 x_0, \ldots, T_K x_K, 0, 0, 0, \ldots).
\]

Furthermore, note that, as a consequence of the Kahane-Khintchine inequalities and Fubini, given \(p \in [1, \infty)\) and a \(\sigma\)-finite measure space \((S, \mathcal{A}, \mu)\), there is a natural isomorphism of Banach spaces

\[
\text{Rad}(\mathbb{N}; L_p(S; X)) \simeq L_p(S; \text{Rad}(\mathbb{N}; X)).
\]

Having introduced the notion of \(R\)-boundedness, we can now give the definition of \(R\)-sectoriality, which is an \(R\)-boundedness version of sectoriality.

Recall that an unbounded operator \(A\) on a Banach space \(X\) is a \textit{sectorial operator} if \(A\) is injective, closed, has dense range and there exists a \(\phi \in (0, \pi)\) such that \(\Sigma_{\pi-\phi} \subset \rho(-A)\) and

\[
\sup_{\lambda \in \Sigma_{\pi-\phi}} \|\lambda(\lambda + A)^{-1}\|_{B(X)} < \infty.
\]

The infimum over all possible \(\phi\) is called the \textit{angle of sectoriality} and is denoted by \(\omega(A)\). In this case we also say that \(A\) is \textit{sectorial of angle} \(\omega(A)\). The condition that \(A\) has dense range is automatically fulfilled if \(X\) is reflexive (see [47, Proposition 10.1.9]).

We say that an unbounded operator \(A\) on a Banach space \(X\) is an \textit{\(R\)-sectorial operator} if \(A\) is injective, closed, has dense range and there exists a \(\phi \in (0, \pi)\) such that \(\Sigma_{\pi-\phi} \subset \rho(-A)\) and

\[
\mathcal{R}(\{\lambda(\lambda + A)^{-1} : \lambda \in \Sigma_{\pi-\phi}\}) < \infty\quad \text{in } B(X).
\]
The infimum over all possible \( \phi \) is called the \textit{angle of \( R \)-sectoriality} and is denoted by \( \omega_R(A) \). In this case we also say that \( A \) is \textit{\( R \)-sectorial of angle} \( \omega_R(A) \).

A way to approach \( L_q \)-maximal regularity is through operator sum methods, as initiated by Dore & Venni [29]. Using the Kalton–Weis operator sum theorem [51, Theorem 6.3] in combination with [64, Proposition 2.7], we obtain the following result:

**Proposition 2.3** Let \( X \) be a UMD space, \( q \in (1, \infty) \) and \( v \in A_q(\mathbb{R}) \). If \( A \) is a closed linear operator on a Banach space \( X \) with \( 0 \in \rho(A) \) that is \( R \)-sectorial of angle \( \omega_R(A) < \frac{\pi}{2} \), then \( A \) enjoys the properties of \( L_q(v, \mathbb{R}) \)-maximal regularity and \( L_q(v, \mathbb{R}^+) \)-maximal regularity.

### 2.3 Decomposition and Anisotropy

Let \( n = |d|_1 = d_1 + \ldots + d_l \) with \( d = (d_1, \ldots, d_l) \in \mathbb{N}_1^l \). The decomposition

\[
\mathbb{R}^n = \mathbb{R}^d_1 \times \ldots \times \mathbb{R}^{d_l}
\]

is called the \( d \)-\textit{decomposition} of \( \mathbb{R}^n \). For \( x \in \mathbb{R}^n \) we accordingly write \( x = (x_1, \ldots, x_l) \) and \( x_j = (x_{j,1}, \ldots, x_{j,d_j}) \), where \( x_j \in \mathbb{R}^{d_j} \) and \( x_{j,i} \in \mathbb{R} \) \((j = 1, \ldots, l; i = 1, \ldots, d_j)\). We also say that we view \( \mathbb{R}^n \) as being \( d \)-\textit{decomposed}. Furthermore, for each \( k \in \{1, \ldots, l\} \) we define the inclusion map

\[
\iota_k = \iota_{[d,k]} : \mathbb{R}^{d_k} \hookrightarrow \mathbb{R}^n, \quad x_k \mapsto (0, \ldots, 0, x_k, 0, \ldots, 0),
\]

and the projection map

\[
\pi_k = \pi_{[d,k]} : \mathbb{R}^n \twoheadrightarrow \mathbb{R}^{d_k}, \quad x = (x_1, \ldots, x_l) \mapsto x_k.
\]

For \( x \in \mathbb{R}^l \) and \( y \in \mathbb{R}^n \) we define

\[
x \cdot_d y := \sum_{j=1}^l \sum_{i=1}^{d_j} x_j y_{j,i}.
\]

Given \( a \in (0, \infty)^l \), we define the \( \langle d, a \rangle \)-\textit{anisotropic dilation} \( \delta^{(d,a)}_\lambda \) on \( \mathbb{R}^n \) by \( \lambda > 0 \) to be the mapping \( \delta^{(d,a)}_\lambda \) on \( \mathbb{R}^n \) given by the formula

\[
\delta^{(d,a)}_\lambda x := (\lambda^{a_1} x_1, \ldots, \lambda^{a_l} x_l), \quad x \in \mathbb{R}^n.
\]

An \( \langle d, a \rangle \)-\textit{anisotropic distance function} on \( \mathbb{R}^n \) is a function \( u : \mathbb{R}^n \rightarrow [0, \infty) \) satisfying

(i) \( u(x) = 0 \) if and only if \( x = 0 \).
(ii) \( u(\delta^{(d,a)}_\lambda x) = \lambda u(x) \) for all \( x \in \mathbb{R}^n \) and \( \lambda > 0 \).
(iii) There exists a \( c > 0 \) such that \( u(x + y) \leq c(u(x) + u(y)) \) for all \( x, y \in \mathbb{R}^n \).

All \( \langle d, a \rangle \)-\textit{anisotropic distance functions} on \( \mathbb{R}^n \) are equivalent: Given two \( \langle d, a \rangle \)-\textit{anisotropic distance functions} \( u \) and \( v \) on \( \mathbb{R}^n \), there exist constants \( m, M > 0 \) such that \( mu(x) \leq v(x) \leq Mu(x) \) for all \( x \in \mathbb{R}^n \).

In this paper we will use the \( \langle d, a \rangle \)-\textit{anisotropic distance function} \( | \cdot |_{d,a} : \mathbb{R}^n \rightarrow [0, \infty) \) given by the formula

\[
|x|_{d,a} := \left( \sum_{j=1}^l |x_j|^{2/a_j} \right)^{1/2}, \quad (x \in \mathbb{R}^n).
\]
2.4 Distribution Theory and Function Spaces

As general references for this subsection we would like to mention [3, 10, 58].

2.4.1 Distribution Theory and Some Generic Function Space Theory

Let \( X \) be a Banach space. The spaces of \( X \)-valued distributions and \( X \)-valued tempered distributions on \( \mathbb{R}^n \) are defined as \( \mathcal{D}'(\mathbb{R}^n; X) := \mathcal{L}(\mathcal{D}(\mathbb{R}^n), X) \) and \( \mathcal{S}'(\mathbb{R}^n; X) := \mathcal{L}(\mathcal{S}(\mathbb{R}^n), X) \), respectively; for the theory of vector-valued distributions we refer to [3] (and [2, Section III.4]).

Let \( \mathcal{E} \hookrightarrow \mathcal{D}'(U; X) \) be a Banach space of distributions on an open subset \( U \subset \mathbb{R}^n \). Given an open subset \( V \subset U \),

\[
\mathcal{E}(V) := \{ f \in \mathcal{D}'(V; X) : \exists g \in \mathcal{E}, g|_V = f \}
\]
equipped with the norm

\[
\| f \|_{\mathcal{E}(V)} := \inf \{ \| g \|_{\mathcal{E}} : g \in \mathcal{E}, g|_V = f \}
\]
is a Banach space with \( \mathcal{E}(V) \hookrightarrow \mathcal{D}'(V; X) \). Note that \( f \mapsto f|_V \) defines a contraction \( \mathcal{E} \to \mathcal{E}(V) \). Furthermore, note that, if \( \mathcal{E} \hookrightarrow \mathcal{F} \hookrightarrow \mathcal{D}'(U; X) \), then \( \mathcal{E}(V) \hookrightarrow \mathcal{F}(V) \). More generally, given Banach spaces \( \mathcal{E} \hookrightarrow \mathcal{D}'(U_1; X_1) \) and \( \mathcal{F} \hookrightarrow \mathcal{D}'(U_2; X_2) \), \( T \in \mathcal{B}(\mathcal{E}, \mathcal{F}) \) and open subsets \( V_1 \subset U_1, V_2 \subset U_2 \) with the property that

\[
\forall f, g \in \mathcal{E}, \quad f|_{V_1} = g|_{V_1} \implies (Tf)|_{V_2} = (Tg)|_{V_2},
\]

\( T \) induces an operator \( \tilde{T} \in \mathcal{B}(\mathcal{E}(V_1), \mathcal{E}(V_2)) \) satisfying \( (Tf)|_{V_2} = \tilde{T}(f|_{V_1}) \) for all \( f \in \mathcal{E} \).

Given a Banach space \( Z \), \( \mathcal{O}_M(\mathbb{R}^n; Z) \) denotes the space of slowly increasing \( Z \)-valued smooth functions on \( \mathbb{R}^n \). Pointwise multiplication \( (f, g) \mapsto fg \) yields separately continuous bilinear mappings

\[
\mathcal{O}_M(\mathbb{R}^n; \mathcal{B}(X)) \times \mathcal{S}(\mathbb{R}^n; X) \to \mathcal{S}(\mathbb{R}^n; X),
\]

\[
\mathcal{O}_M(\mathbb{R}^n; \mathcal{B}(X)) \times \mathcal{S}'(\mathbb{R}^n; X) \to \mathcal{S}'(\mathbb{R}^n; X).
\]

As a consequence, \( (m, f) \mapsto \mathcal{F}^{-1}[m \hat{f}] \) yields separately continuous bilinear mappings (2-6). We use the following notation:

\[
T_m f = \text{OP}[m]f = m(D)f := \mathcal{F}^{-1}[m \hat{g}].
\]

Let \( \mathcal{E} \hookrightarrow \mathcal{D}'(U; X) \) be a Banach space of distributions on an open subset \( U \subset \mathbb{R}^n \). For a finite set of multi-indices \( J \subset \mathbb{N}^d \) we define the Sobolev space \( \mathcal{W}^J[\mathcal{E}] \) as the space of all \( f \in \mathcal{E} \) with \( D^\alpha f \in \mathcal{E} \) for every \( \alpha \in J \), equipped with the norm

\[
\| f \|_{\mathcal{W}^J[\mathcal{E}]} := \sum_{\alpha \in J} \| D^\alpha f \|_{\mathcal{E}}.
\]

Then \( \mathcal{W}^J[\mathcal{E}] \) is a Banach space with \( \mathcal{W}^J[\mathcal{E}] \hookrightarrow \mathcal{E} \hookrightarrow \mathcal{D}'(U; X) \). Note that if \( \mathcal{F} \hookrightarrow \mathcal{D}'(U; X) \) is another Banach space, then

\( \mathcal{E} \leftrightarrow \mathcal{F} \) implies \( \mathcal{W}^J[\mathcal{E}] \leftrightarrow \mathcal{W}^J[\mathcal{F}] \).

Given \( n \in \mathbb{N} \), we define \( \mathcal{W}^J_n[\mathcal{E}] := \mathcal{W}^{J_n}[\mathcal{E}] \), where

\[
J_{n,d} := \left\{ \alpha \in \bigcup_{j=1}^d \mathbb{N}^{d_j} : |\alpha| \leq n_j \right\}.
\]
Suppose $\mathbb{R}^n$ is $d$-decomposed as in Section 2.3. For a Banach space $Z$, $a \in (0, \infty)^I$ and $N \in \mathbb{N}$ we define $\mathcal{M}_N^{(d,a)}(Z)$ as the space of all $m \in C^N(\mathbb{R}^n; Z)$ for which

$$
\|m\|_{\mathcal{M}_N^{(d,a)}(Z)} := \sup_{|\alpha| \leq N} \sup_{\xi \in \mathbb{R}^n} (1 + |\xi|_d)_a^{\alpha_\mathcal{A}} \|D^\alpha m(\xi)\|_Z < \infty.
$$

When $a = 1$ we simply write $\mathcal{M}_N(Z) = \mathcal{M}_N^{(d,1)}(Z)$.

Let $a \in (0, \infty)^I$. A normed space $E \subset S'(\mathbb{R}^n; X)$ is called $(d, a)$-admissible if there exists an $N \in \mathbb{N}$ such that

$$m(D)f \in E \quad \text{with} \quad \|m(D)f\|_E \lesssim \|m\|_{\mathcal{M}_N^{(d,a)}(C)} \|f\|_E, \quad (m, f) \in \mathcal{O}_M(\mathbb{R}^n; \mathbb{C}) \times E.
$$

In case $a = 1$ we simply speak of admissible.

To each $\sigma \in \mathbb{R}$ we associate the operators $\mathcal{J}_{\sigma}^{(d,j)} \in \mathcal{L}(S'(\mathbb{R}^n; X))$ and $\mathcal{J}_{\sigma}^{d,a} \in \mathcal{L}(S'(\mathbb{R}^n; X))$ given by

$$
\mathcal{J}_{\sigma}^{(d,j)} f := \mathcal{F}^{-1}[(1 + |\pi^{(d,j)}|)^{\sigma/2} \hat{f}], \quad \text{and} \quad \mathcal{J}_{\sigma}^{d,a} f := \sum_{k=1}^l \mathcal{J}_{\sigma/a_k}^{(d,k)} f.
$$

We call $\mathcal{J}_{\sigma}^{d,a}$ the $(d, a)$-anisotropic Bessel potential operator of order $\sigma$.

Let $E \hookrightarrow S'(\mathbb{R}^n; X)$ be a Banach space. Given $n \in (\mathbb{N}_1)^I$, $\zeta, a \in (0, \infty)^I$, and $s \in \mathbb{R}$, we define the Banach spaces $\mathcal{H}_{d}^{s,a}[E], \mathcal{H}_{d}^{s,a}[E] \hookrightarrow S'(\mathbb{R}^n; X)$ as follows:

$$
\mathcal{H}_{d}^{s,a}[E] := \{ f \in S'(\mathbb{R}^n) : \mathcal{J}_{\zeta}^{d,a} f \in E, j = 1, \ldots, l \},
$$

$$
\mathcal{H}_{d}^{s,a}[E] := \{ f \in S'(\mathbb{R}^n) : \mathcal{J}_{\zeta}^{d,a} f \in E \},
$$

with the norms

$$
\|f\|_{\mathcal{H}_{d}^{s,a}[E]} = \sum_{j=1}^l \|\mathcal{J}_{\zeta}^{(d,j)} f\|_E, \quad \|f\|_{\mathcal{H}_{d}^{s,a}[E]} = \|\mathcal{J}_{\zeta}^{d,a} f\|_E.
$$

Note that $\mathcal{H}_{d}^{s,a}[E] \hookrightarrow \mathcal{H}_{d}^{s,a}[E]$ contractively in case that $\zeta = (s/a_1, \ldots, s/a_l)$. Furthermore, note that if $F \hookrightarrow S'(\mathbb{R}^n; X)$ is another Banach space, then

$$
E \hookrightarrow F \quad \text{implies} \quad \mathcal{H}_{d}^{s,a}[E] \hookrightarrow \mathcal{H}_{d}^{s,a}[F], \mathcal{H}_{d}^{s,a}[E] \hookrightarrow \mathcal{H}_{d}^{s,a}[F].
$$

We write

$$
\tilde{J}_{n,d} := \{ 0 \} \cup \{ n_j \varepsilon_{i}^{(d,j)}e_{i}^{(d,j)} : j = 1, \ldots, l, i = 1, \ldots, d_i \}, \quad n \in \mathbb{N}_1^I,
$$

where $e_{i}^{(d,j)}$ is the standard $i$-th basis vector in $\mathbb{R}^{d_j}$. If $E \hookrightarrow S'(\mathbb{R}^n; X)$ is a $(d, a)$-admissible Banach space for a given $a \in (0, \infty)^I$, then

$$
\mathcal{W}^{\zeta}_{d}[E] = \mathcal{H}_{d}^{n,a}[E] = \mathcal{H}_{d}^{s,a}[E], \quad s \in \mathbb{R}, n = sa^{-1} \in \mathbb{N}_1^I, \quad \tilde{J}_{n,d} \subset J \subset J_{n,d},
$$

and

$$
\mathcal{H}_{d}^{\zeta}[E] = \mathcal{H}_{d}^{s,a}[E], \quad s > 0, \zeta = sa^{-1}.
$$

Furthermore,

$$
D^{\alpha} \in \mathcal{B}(\mathcal{H}_{d}^{s,a}[E], \mathcal{H}_{d}^{s-a^{-}\cdot\alpha,a}[E]), \quad s \in \mathbb{R}, \alpha \in \mathbb{N}^n.
$$

Let $E, F \hookrightarrow S'(\mathbb{R}^n; X)$ be $(d, a)$-admissible Banach spaces for a given $a \in (0, \infty)^I$. If $(\cdot, \cdot)$ is an interpolation functor (e.g. $(\cdot, \cdot) \in \{(\cdot, \cdot)_{0, q} : \theta \in [0, 1], q \in [1, \infty])$), $(E, F) \hookrightarrow S'(\mathbb{R}^n; X)$ is $(d, a)$-admissible as well. Moreover, it holds that

$$
(\mathcal{H}_{d}^{s,a}[E], \mathcal{H}_{d}^{s,a}[F]) = \mathcal{H}_{d}^{s}[E, F], \quad \zeta \in (0, \infty)^I.
$$
2.4.2 Function Spaces

Anisotropic mixed-norm spaces Let $X$ be a Banach space and suppose that $\mathbb{R}^n$ is $d$-decomposed as in Section 2.3.

Let $\mathcal{O} = \prod_{j=1}^{l} \mathcal{O}_j \subset \mathbb{R}^n$ with $\mathcal{O}_j$ an open subset of $\mathbb{R}^{d_j}$ for each $j$. For $p \in (1, \infty)^l$ and a weight vector $w \in \prod_{j=1}^{l} W(\mathcal{O}_j)$ with $p$-dual weight vector $w'_p \in \prod_{j=1}^{l} L_{1,loc}(\mathcal{O}_j)$, there is the inclusion $L_p(\mathcal{O}, w; X) \hookrightarrow D'(\mathcal{O}; X)$ (which can be seen through the pairing (2-2)). So we can define the associated Sobolev space of order $k \in \mathbb{N}^l$

$$W^k_p(\mathcal{O}, w; X) := \mathcal{W}^{(k,d)}[L_p(\mathcal{O}, w; X)].$$

An example of a weight $w$ on a $C^\infty$-domain $\mathcal{O} \subset \mathbb{R}^n$ for which the $p$-dual weight $w'_p = w - \frac{1}{p-1} \in L_{1,loc}(\mathcal{O})$ is the power weight $w_{\alpha} = \text{dist}(\cdot, \partial \mathcal{O})^\alpha$ with $\alpha \in \mathbb{R}$. Furthermore, note that $w'_p \in A_\infty(\mathbb{R}^n) \subset L_{1,loc}(\mathbb{R}^n)$ for $w \in [A_\infty]^p(\mathbb{R}^n) \supset A_p(\mathbb{R}^n)$.

Let $p \in (1, \infty)^l$ and $w \in \prod_{j=1}^{l} A_{p_j}(\mathbb{R}^{d_j})$. Then $w'_p \in \prod_{j=1}^{l} A_{p'_j}(\mathbb{R}^{d_j})$, so that $S(\mathbb{R}^n) \hookrightarrow L_p(\mathbb{R}^n, w'_p)$. Using the pairing (2-2), we find that $L_p(\mathbb{R}^n, w; X) \hookrightarrow S'(\mathbb{R}^n; X)$ in the natural way. For $a \in (0, \infty)^l, s \in \mathbb{R}$ and $\zeta \in (0, \infty)^l$ we can thus define the Bessel potential spaces

$$H^s_p(\mathbb{R}^n, w; X) := \mathcal{H}_d^{(s,d)}[L_p(\mathbb{R}^n, w; X)], \quad H^s_{p,a}(\mathbb{R}^n, w; X) := \mathcal{H}_d^{(s,a,d)}[L_p(\mathbb{R}^n, w; X)].$$

If $X$ is a UMD space and $w \in \prod_{j=1}^{l} A_{p_j}(\mathbb{R}^{d_j})$, then $L_p(\mathbb{R}^n, w; X)$ is $(a, d)$-admissible (see [32]). In particular, if $X$ is a UMD space, then Eqs. 2-8, 2-9 and 2-10 hold true with $E = L_p(\mathbb{R}^n, w; X)$.

Let $a \in (0, \infty)^l$. For $0 < A < B < \infty$ we define $\Phi^{d,a}(\mathbb{R}^n)$ as the set of all sequences $\varphi = (\varphi_n)_{n \in \mathbb{N}} \subset S(\mathbb{R}^n)$ which are constructed in the following way: given a $\varphi_0 \in S(\mathbb{R}^n)$ satisfying

$$0 \leq \hat{\varphi}_0 \leq 1, \quad \hat{\varphi}_0(\xi) = 1 \text{ if } |\xi|_{d,a} \leq A, \quad \hat{\varphi}_0(\xi) = 0 \text{ if } |\xi|_{d,a} \geq B,$$

$(\varphi_n)_{n \geq 1} \subset S(\mathbb{R}^n)$ is defined via the relations

$$\hat{\varphi}_n(\xi) = \hat{\varphi}_1(\delta_{2^{-n+1}}(\xi)) = \hat{\varphi}_0(\delta_{2^{-n}}(\xi)) - \hat{\varphi}_0(\delta_{2^{-n+1}}(\xi)), \quad \xi \in \mathbb{R}^n, n \geq 1.$$

Observe that

$$\text{supp } \hat{\varphi}_0 \subset \{\xi : |\xi|_{d,a} \leq B\} \quad \text{and} \quad \text{supp } \varphi_n \subset \{\xi : 2^{n-1}A \leq |\xi|_{d,a} \leq 2^nB\}, \quad n \geq 1.$$

We put $\Phi^{d,a}(\mathbb{R}^n) := \bigcup_{0 < A < B < \infty} \Phi^{d,a}_{A,B}(\mathbb{R}^n)$. In case $l = 1$ we write $\Phi^{d}(\mathbb{R}^n) = \Phi^{d,a}(\mathbb{R}^n), \Phi(\mathbb{R}^n) = \Phi^{1}(\mathbb{R}^n), \Phi^{d,a}_{A,B}(\mathbb{R}^n) = \Phi^{d,a}_{A,B}(\mathbb{R}^n),$ and $\Phi_{A,B}(\mathbb{R}^n) = \Phi^{1}_{A,B}(\mathbb{R}^n)$. To $\varphi \in \Phi^{d,a}(\mathbb{R}^n)$ we associate the family of convolution operators $(S_n)_{n \in \mathbb{N}} = (S_n^\varphi)_{n \in \mathbb{N}} \subset \mathcal{L}(S'(\mathbb{R}^n; X), \mathcal{O}_M(\mathbb{R}^n; X)) \subset \mathcal{L}(S'(\mathbb{R}^n; X))$ given by

$$S_n f = S_n^\varphi f := \varphi_n * f = \mathcal{F}^{-1} [\hat{\varphi}_n \hat{f}] \quad (f \in S'(\mathbb{R}^n; X)).$$

It holds that $f = \sum_{n=0}^{\infty} S_n f$ in $S'(\mathbb{R}^n; X)$ respectively in $S(\mathbb{R}^n; X)$ whenever $f \in S'(\mathbb{R}^n; X)$ respectively $f \in S(\mathbb{R}^n; X)$.

---

1 $w \in \prod_{j=1}^{l} A_{p_j}(\mathbb{R}^{d_j})$ should already work, but this is not available in the literature and not needed in this paper anyway.

\[ \text{Springer} \]
Given \( a \in (0, \infty)^l \), \( p \in [1, \infty)^l \), \( q \in [1, \infty] \), \( s \in \mathbb{R} \), and \( w \in \prod_{j=1}^l A_\infty(\mathbb{R}^d_j) \), the Besov space \( B_{p,q,d}^a(\mathbb{R}^n, w; X) \) is defined as the Banach space of all \( f \in \mathcal{S}'(\mathbb{R}^n; X) \) for which
\[
\| f \|_{B_{p,q,d}^a(\mathbb{R}^n, w; X)} := \| (2^{ns} S_n^w f)_{n \in \mathbb{N}} \|_{\ell_2} < \infty
\]
and the Triebel-Lizorkin space \( F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \) is defined as the Banach space of all \( f \in \mathcal{S}'(\mathbb{R}^n; X) \) for which
\[
\| f \|_{F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X)} := \| (2^{ns} S_n^w f)_{n \in \mathbb{N}} \|_{L_p(\mathbb{R}^n, w)} < \infty.
\]

Up to an equivalence of extended norms on \( \mathcal{S}'(\mathbb{R}^n; X) \), \( \| \cdot \|_{B_{p,q,d}^a(\mathbb{R}^n, w; X)} \) and \( \| \cdot \|_{F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X)} \) do not depend on the particular choice of \( \varphi \in \Phi_{d,a}(\mathbb{R}^n) \).

Let us note some basic relations between these spaces. Monotonicity of \( \ell^q \)-spaces yields that, for \( 1 \leq q_0 \leq q_1 \leq \infty \),
\[
B_{p,q_0,d}^{s,a}(\mathbb{R}^n, w; X) \subset B_{p,q_1,d}^{s,a}(\mathbb{R}^n, w; X), \quad F_{p,q_0,d}^{s,a}(\mathbb{R}^n, w; X) \subset F_{p,q_1,d}^{s,a}(\mathbb{R}^n, w; X).
\]
For \( \varepsilon > 0 \) it holds that
\[
B_{p,\infty,d}^{s,a}(\mathbb{R}^n, w; X) \subset B_{p,1,d}^{-\varepsilon,a}(\mathbb{R}^n, w; X).
\]

Furthermore, Minkowski’s inequality gives
\[
B_{p,\min\{p_1,\ldots,p_l,q\},d}^{s,a}(\mathbb{R}^n, w; X) \subset F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \subset B_{p,\max\{p_1,\ldots,p_l,q\},d}^{s,a}(\mathbb{R}^n, w; X).
\]

The real interpolation of weighted isotropic scalar-valued Triebel-Lizorkin spaces from \([10, \text{Theorem 3.5}]\) (see \([69, \text{Proposition 6.1}]\) in the Banach space-valued \( A_p \)-setting), can be extended to the mixed-norm anisotropic Banach space-valued setting. This yields the following interpolation identity: if \( p \in [1, \infty)^l \), \( q_0, q_1 \in [1, \infty] \), \( s_0, s_1 \in \mathbb{R} \), \( s_0 \neq s_1 \), \( w \in \prod_{j=1}^l A_\infty(\mathbb{R}^d_j) \), \( \theta \in (0, 1) \) and \( s = (1 - \theta)s_0 + \theta s_1 \), then
\[
(F_{p,q_0,d}^{s,a}(\mathbb{R}^n, w; X), F_{p,q_1,d}^{s,a}(\mathbb{R}^n, w; X))_{\theta,q} = B_{p,q,d}^{s,a}(\mathbb{R}^n, w; X)
\]
\[(2-16)\]

The Besov space \( B_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \) and the Triebel-Lizorkin space \( F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \) are examples of \((d,a)\)-admissible Banach spaces. In fact (see \([58, \text{Proposition 5.2.26}]\)), if \( E = B_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \) or \( E = F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \), then there exists an \( N \in \mathbb{N} \), independent of \( X \), such that
\[
\| m(D) f \|_E \lesssim_{p,q,a} \| m \|_{M_N^{(\xi,a)}(\mathcal{B}(X))} \| f \|_E, \quad (m, f) \in \mathcal{O}_M(\mathbb{R}^n; \mathcal{B}(X)) \times E. \quad (2-17)\]

**Lemma 2.4** Let \( X \) be a Banach space, \( a \in (0, \infty)^l \), \( p \in [1, \infty)^l \), \( q \in [1, \infty) \), \( w \in \prod_{j=1}^l A_\infty(\mathbb{R}^d_j) \), \( \mathcal{A} \subset \{B, F\} \) and \( s \in \mathbb{R} \). There exists \( N \in \mathbb{N} \), only depending on \( a, p, q, n, w \), such that if \( \mathcal{M} \subset \mathcal{O}_M(\mathbb{R}^n; \mathcal{B}(X)) \) satisfies
\[
\mathcal{M}_{\mathcal{R}^{\mathcal{M}}(\mathcal{A})} := \sup_{|\alpha| \leq N} \mathcal{R} \{ (1 + |\xi|_{d,a})^{a_{d,a}} D^a m(\xi) : \xi \in \mathbb{R}^n, m \in \mathcal{M} \},
\]
then
\[
\mathcal{R} \{ T_m : m \in \mathcal{M} \} \lesssim_{a,p,q,n,w} \| \mathcal{M} \|_{\mathcal{R}^{\mathcal{M}}(\mathcal{A})} \quad \text{in} \quad \mathcal{B}(\mathcal{A}_{p,q}(\mathbb{R}^n, w; X))).
\]
Proof For simplicity of notation we only treat the case \( \mathcal{M} = F \). Let \( N \) be as in Eq. 2-17 for \( \mathcal{E} = F_{p,q}^{s,p,q}(\mathbb{R}^n, w; \text{rad}(N; X)) \). Now consider \( \mathcal{M} \subset \mathcal{O}_M(\mathbb{R}^n; B(X)) \) satisfying
\[
\|\mathcal{M}\|_{\mathcal{R}\mathcal{M}_N^{(d,a)}} < \infty.
\]
Let \( m_0, \ldots, m_M \in \mathcal{M} \). Then
\[
m(\xi) := \text{diag}(m_1(\xi), \ldots, m_M(\xi))
\]
defines a symbol \( m \in \mathcal{O}_M(\mathbb{R}^n; B(\text{rad}(N; X))) \) with \( \|m\|_{\mathcal{M}_N(\mathcal{B}(\text{rad}(N; X)))} \leq \|\mathcal{M}\|_{\mathcal{R}\mathcal{M}_N} \).
So, by Eq. 2-17, \( T_m \in \mathcal{B}(F_{p,q}^{s,p,q}(\mathbb{R}^n, w; \text{rad}(N; X))) \) with
\[
\|T_m\|_{\mathcal{B}(F_{p,q}^{s,p,q}(\mathbb{R}^n, w; \text{rad}(N; X)))} \lesssim a_{p,q,n}, w \|\mathcal{M}\|_{\mathcal{R}\mathcal{M}_N}.
\]

Now note that
\[
F_{p,q}^{s,p,q}(\mathbb{R}^n, w; \text{rad}(N; X)) \simeq \text{rad}(N; F_{p,q}^{s,p,q}(\mathbb{R}^n, w; X))
\]
as a consequence of the Kahane-Khintchine inequalities and Fubini. Finally, the observation that \( T_m = \text{diag}(T_{m_0}, \ldots, T_{m_M}) \) completes the proof.

Let \( a \in (0, \infty)^l \), \( p \in [1, \infty]^l \), \( q \in [1, \infty] \), and \( w \in \prod_{j=1}^l A_{p,j}(\mathbb{R}^{d_j}) \). For \( s, s_0 \in \mathbb{R} \) it holds that
\[
\begin{align*}
B_{p,q,d}^{s+s_0,a}(\mathbb{R}^n, w; X) &= H_{p,q,d}^{s,a}(B_{p,q,d}^{s_0,a}(\mathbb{R}^n, w; X), F_{p,q,d}^{s+s_0,a}(\mathbb{R}^n, w; X)) \\
&= H_{p,q,d}^{s,a}(F_{p,q,d}^{s_0,a}(\mathbb{R}^n, w; X), F_{p,q,d}^{s_0,a}(\mathbb{R}^n, w; X)).
\end{align*}
\]
(2-18)

Let \( p \in (1, \infty)^l \) and \( w \in \prod_{j=1}^l A_{p,j}(\mathbb{R}^{d_j}) \) if
\begin{itemize}
  \item \( E = W_{p,d}^a(\mathbb{R}^n, w; X) \), \( n \in \mathbb{N}^l \), \( n = sa^{-1} \); or
  \item \( E = H_{p,d}^s(\mathbb{R}^n, w; X) \); or
  \item \( E = H_{p,d}^s(\mathbb{R}^n, w; X) \), \( a \in (0, \infty)^l \), \( \zeta = sa^{-1} \),
\end{itemize}
then we have the inclusions
\[
F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \hookrightarrow E \hookrightarrow F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X).
\]
(2-19)

The following result is a representation for anisotropic mixed-norm Triebel-Lizorkin spaces in terms of classical isotropic Triebel-Lizorkin spaces (see Paragraph 2.4.2.b).

**Theorem 2.5** (61, Example 5.9) Let \( X \) be a Banach space, \( l = 2 \), \( a \in (0, \infty)^2 \), \( p, q \in (1, \infty) \), \( s > 0 \), and \( w \in A_p(\mathbb{R}^{d_1}) \times A_q(\mathbb{R}^{d_2}) \). Then
\[
F_{(p,q),p}^{s,p}(\mathbb{R}^{d_1} \times \mathbb{R}^{d_2}, w; X) = F_{q,p}^{s/q,p}(\mathbb{R}^{d_2}, w_2; L^p(\mathbb{R}^{d_1}, w_1; X)) \cap L^q(\mathbb{R}^{d_2}, w_2; F_{p,p}^{s/a_1}(\mathbb{R}^{d_1}, w_1; X))
\]
(2-20)
with equivalence of norms.

This intersection representation is actually a corollary of a more general intersection representation in [61], see [61, Example 5.5]. In the above form it can also be found in [58, Theorem 5.2.35]. For the case \( X = \mathbb{C}, d_1 = 1, w = 1 \) we refer to [22, Proposition 3.23].

There is the following analogue of Theorem 2.5 in the Besov space case:

**Theorem 2.6** (61, Example 5.9) Let \( X \) be a Banach space, \( l = 2 \), \( a \in (0, \infty)^2 \), \( p, q \in (1, \infty) \), \( s > 0 \), and \( w \in A_p(\mathbb{R}^{d_1}) \times A_q(\mathbb{R}^{d_2}) \). Then
\[
B_{(p,q),p}^{s,a}(\mathbb{R}^n, w; X) = B_{q,p}^{s/q,p}(\mathbb{R}^{d_2}, w_2; L^p(\mathbb{R}^{d_1}, w_1; X)) \cap L^q(\mathbb{R}^{d_2}, w_2; B_{p,p}^{s/a_1}(\mathbb{R}^{d_1}, w_1; X))
\]
(2-21)
with equivalence of norms.

In the parameter range that we have defined the spaces \( H_{p,d}^s(\mathbb{R}^n, w; X) \), \( H_{p,d}^{s,a}(\mathbb{R}^n, w; X) \), \( B_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \) and \( F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X) \) above, the corresponding versions on open subsets \( O \subset \mathbb{R}^n \) are defined by restriction:

\[
H_{p,d}^s(O, w; X) := [H_{p,d}^s(\mathbb{R}^n, w; X)](O),
\]

\[
H_{p,d}^{s,a}(O, w; X) := [H_{p,d}^{s,a}(\mathbb{R}^n, w; X)](O),
\]

\[
B_{p,q,d}^{s,a}(O, w; X) := B_{p,q,d}^{s,a}(\mathbb{R}^n, w; X)((O)),
\]

\[
F_{p,q,d}^{s,a}(O, w; X) := F_{p,q,d}^{s,a}(\mathbb{R}^n, w; X)((O)).
\]

**Isotropic spaces**

**Parameter-independent spaces** In the special case \( l = 1 \) and \( a = 1 \), the anisotropic mixed-norm spaces introduced in Paragraph 2.4.2.a reduce to classical isotropic Sobolev, Bessel potential, Besov and Triebel-Lizorkin spaces \( W_p^k(O, w; X) \), \( H_p^s(O, w; X) \), \( B_{p,q}^s(O, w; X) \), \( F_{p,q}^s(O, w; X) \), respectively. In the case that \( O \) is a \( C^\infty \)-domain and \( w = w_\gamma^\delta \), we use the notation:

\[
W_p^k(O, w; X) := W_p^k(O, w_\gamma^\delta; X), \quad H_p^s(O, w; X) := H_p^s(O, w_\gamma^\delta; X),
\]

\[
B_{p,q}^s(O, w; X) := B_{p,q}^s(O, w_\gamma^\delta; X), \quad F_{p,q}^s(O, w; X) := F_{p,q}^s(O, w_\gamma^\delta; X).
\]

If \( X \) is a UMD space, \( p \in (1, \infty) \) and \( w \in A_p(\mathbb{R}^n) \), then \( L_p(\mathbb{R}^n, w; X) \) is an admissible Banach space of tempered distributions. By lifting, \( H_p^s(\mathbb{R}^n, w; X) \) is admissible as well. In fact, there is an operator-valued Mikhlin theorem for \( H_p^s(\mathbb{R}^n, w; X) \) (obtained by lifting from \( L_p(\mathbb{R}^n, w; X) \)):

**Proposition 2.7** Let \( X \) be UMD space, \( p \in (1, \infty) \) and \( w \in A_p(\mathbb{R}^n) \). If \( m \in C^{n+2}(\mathbb{R}^n \setminus \{0\}; B(X)) \) satisfies

\[
\|m\|_{\mathcal{R}^{2M}_{n+2}} := \sup_{|\alpha| \leq n+2} \mathcal{R}(\xi^{|\alpha|} D^\alpha m(\xi) : \xi \in \mathbb{R}^n \setminus \{0\}) < \infty,
\]

then

\[
T_m : \mathcal{S}(\mathbb{R}^n; X) \rightarrow L_\infty(\mathbb{R}^n; X), \quad m \mapsto \mathcal{F}^{-1}[m \hat{f}],
\]

extends to a bounded linear operator on \( H_p^s(\mathbb{R}^n, w; X) \) with

\[
\|T_m\|_{\mathcal{B}(H_p^s(\mathbb{R}^n, w; X))} \lesssim_{X,p,w,n} \|m\|_{\mathcal{R}^{2M}_{n+2}}
\]

**Proof** The case \( s = 0 \) can be obtained as in [72, Proposition 3.1], from which the case of general \( s \in \mathbb{R} \) subsequently follows by lifting. \( \square \)

If \( X \) is a UMD space, \( k \in \mathbb{N}, \ p \in (1, \infty) \) and \( w \in A_p(\mathbb{R}^n) \), then, as a consequence of the admissibility,

\[
H_p^k(\mathbb{R}^n, w; X) = W_p^k(\mathbb{R}^n, w; X). \tag{2-22}
\]

In the reverse direction we for instance have that, given a Banach space \( X \), if \( H_p^1(\mathbb{R}; X) = W_p^1(\mathbb{R}; X) \), then \( X \) is a UMD space (see [46]).

In the scalar-valued case \( X = \mathbb{C} \), we have

\[
H_p^s(\mathbb{R}^n, w) = F_{p,2}^s(\mathbb{R}^n, w), \quad p \in (1, \infty), \ w \in A_p. \tag{2-23}
\]
In the Banach space-valued case, this identity is valid if and only if $X$ is isomorphic to a Hilbert space. For general Banach spaces $X$ we still have (see [69, Proposition 3.12])

$$F_{p,1}^s(\mathbb{R}^n, w; X) \hookrightarrow H_p^s(\mathbb{R}^n, w; X) \hookrightarrow F_{p,\infty}^s(\mathbb{R}^n, w; X), \quad p \in (1, \infty), \; w \in A_p(\mathbb{R}^n),$$

(2-24)

$$F_{p,1}^k(\mathbb{R}^n, w; X) \hookrightarrow W_p^k(\mathbb{R}^n, w; X) \hookrightarrow F_{p,\infty}^k(\mathbb{R}^n, w; X), \quad p \in (1, \infty), \; w \in A_p(\mathbb{R}^n),$$

(2-25)

and (see [64, (7.1)])

$$F_{p,1,\gamma}(\mathcal{O}; X) \hookrightarrow W_{p,\gamma}^k(\mathcal{O}; X), \quad k \in \mathbb{N}, \; p \in (1, \infty), \; \gamma \in (-1, \infty),$$

(2-26)

where $\mathcal{O} \subset \mathbb{R}^n$ is $\mathbb{R}^n_+$ or a $C^\infty$-domain with compact boundary.

For UMD spaces $X$ there is a suitable randomized substitute for Eq. 2-23 (see [72, Proposition 3.2]).

Let $\mathcal{O} \subset \mathbb{R}^n$ be a Lipschitz domain, $p \in [1, \infty)$, $r_0, r_1 \in [1, \infty)$, $\gamma_0, \gamma_1 \in (-1, \infty)$ and $s_0, s_1 \in \mathbb{R}$. By [69, 70], if $\gamma_0 > \gamma_1$ and $s_0 = s_1 + \frac{r_0 - \gamma_1}{p}$, then

$$F_{p,r_0}^{s_0}(\mathbb{R}^n, w_{\gamma_0}^{\mathcal{O}}; X) \hookrightarrow F_{p,r_1}^{s_1}(\mathbb{R}^n, w_{\gamma_1}^{\mathcal{O}}; X).$$

(2-27)

For the next result the reader is referred to [63, Propositions 5.5 & 5.6].

**Proposition 2.8** Let $X$ be a UMD space and $p \in (1, \infty)$. Let $w \in A_p$ be such that $w(-x, \tilde{x}) = w(x_1, \tilde{x})$ for all $x_1 \in \mathbb{R}$ and $\tilde{x} \in \mathbb{R}^{n-1}$.

1. $H^{k,p}(\mathbb{R}^n_+, w; X) \subset W^{k,p}(\mathbb{R}^n_+, w; X)$ for all $k \in \mathbb{N}$.
2. Let $\theta \in [0, 1]$ and $s_0, s_1, s \in \mathbb{R}$ be such that $s = s_0(1 - \theta) + s_1 \theta$. Then for $\mathcal{O} = \mathbb{R}^n$ or $\mathcal{O} = \mathbb{R}^n_+$ one has

$$[H^{s_0,p}(\mathcal{O}, w; X), H^{s_1,p}(\mathcal{O}, w; X)]]_{\theta} = H^{s,p}(\mathcal{O}, w; X).$$

(3) For each $m \in \mathbb{N}$ there exists an $\mathcal{E}^m_+ \in \mathcal{B}(H^{-m,p}(\mathbb{R}^n_+, w; X), H^{-m,p}(\mathbb{R}^n_+, w; X))$ such that

- for all $|s| \leq m$, $\mathcal{E}^m_+ \in \mathcal{B}(H^{s,p}(\mathbb{R}^n_+, w; X), H^{s,p}(\mathbb{R}^n_+, w; X))$,
- for all $|s| \leq m$, $f \mapsto (\mathcal{E}^m_+ f)|_{\mathbb{R}^n_+}$ equals the identity operator on $H^{s,p}(\mathbb{R}^n_+, w; X)$.

Moreover, if $f \in L^p(\mathbb{R}^n_+, w; X) \cap C^m(\mathbb{R}^n_+, X)$, then $\mathcal{E}^m_+ f \in C^m(\mathbb{R}^n_+, X)$.

**Theorem 2.9** (Rychkov’s extension operator [83]) Let $\mathcal{O}$ be a special Lipschitz domain in $\mathbb{R}^n$ or a Lipschitz domain in $\mathbb{R}^n$ with a compact boundary and let $X$ be a Banach space. Then there exists a linear operator

$$\mathcal{E} : D(\mathcal{E}) \subset \mathcal{D}'(\mathcal{O}; X) \longrightarrow \mathcal{D}'(\mathbb{R}^n; X)$$

with the properties that

- $(\mathcal{E} f)|_{\mathcal{O}} = f$ for all $f \in D(\mathcal{E})$;
- $\mathcal{A}^{s,q}_{p,q}(\mathcal{O}, w; X) \subset D(\mathcal{E})$ with $\mathcal{E} \in \mathcal{B}(\mathcal{A}^{s,q}_{p,q}(\mathcal{O}, w; X), \mathcal{A}^{s,q}_{p,q}(\mathbb{R}^n, w; X))$ whenever $p \in [1, \infty)$, $q \in [1, \infty]$ and $w \in A_{\infty}(\mathbb{R}^n)$. In particular, $\mathcal{S}(\mathcal{O}; X) \subset D(\mathcal{E})$ with $\mathcal{E} \in \mathcal{B}(\mathcal{S}(\mathcal{O}; X), BC^{\infty}(\mathbb{R}^n_+, X))$.

**Proof** The existence of such an operator for the unweighted scalar-valued variant was obtained in [83, Theorem 4.1]. However, the proof given there extends to the weighted Banach space-valued setting. □
Let $\partial$ be either $\mathbb{R}^n_+$ or a $C^N$-domain in $\mathbb{R}^n$ with a compact boundary $\partial \partial$, where $N \in \mathbb{N}$. Let $X$ be Banach space, $p \in [1, \infty)$, $q \in [1, \infty)$, $\gamma \in (-1, \infty)$ and $s \in \mathbb{R}$. It will be convenient to define
\[
\partial B_{p,q}^s(\partial \partial; X) := B_{p,q}^{\frac{1+s-\gamma}{p}}(\partial \partial; X) \quad \text{and} \quad \partial F_{p,q}^s(\partial \partial; X) := F_{p,q}^{\frac{1+s-\gamma}{p}}(\partial \partial; X).
\]
If $A \in \{B, F\}$, $s > \frac{1+s-\gamma}{p}$ and $s > \max \{s, \left(\frac{1+s-\gamma}{p} - 1\right)_+, 1-s\}$, then we have retractions
\[
\text{tr}_{\partial \partial} : A_{p,q}^s(\mathbb{R}^n, w_\partial^\gamma; X) \rightarrow \partial A_{p,q}^s(\partial \partial; X)
\]
and
\[
\text{Tr}_{\partial \partial} : A_{p,q}^s(\partial \partial; X) \rightarrow \partial A_{p,q}^s(\partial \partial; X)
\]
that are related by $\text{tr}_{\partial \partial} = \text{Tr}_{\partial \partial} \circ \partial \partial$, where $\partial \partial$ is any choice of Rychkov’s extension operator (from Theorem 2.9). There is compatibility for both of the trace operators $\text{tr}_{\partial \partial}$ and $\text{Tr}_{\partial \partial}$ on the different function spaces that are allowed above.

Let us now introduce reflexive Banach space-valued versions of the $B$- and $F$-scales, the scales dual to the $B$- and $F$-scales, respectively, as considered in [62]. Let $X$ be a reflexive Banach space, $p, q \in (1, \infty)$, $w \in [A_\infty]'(\mathbb{R}^n)$ and $s \in \mathbb{R}$. Recall that $w_p \in A_\infty$ by definition of $[A_\infty]'(\mathbb{R}^n)$. For $A \in \{B, F\}$, $A_{p,q}^s(\mathbb{R}^n, w_p; X^*)$ is a reflexive Banach space with
\[
S(\mathbb{R}^d; X) \overset{d}{\leftrightarrow} A_{p,q}^{s-\gamma}(\mathbb{R}^n, w_p', X^*) \leftrightarrow S'(\mathbb{R}^n; X),
\]
so that
\[
S(\mathbb{R}^n; X) \overset{d}{\leftrightarrow} [A_{p,q}^{s-\gamma}(\mathbb{R}^n, w_p', X^*)]^* \leftrightarrow S'(\mathbb{R}^n; X)
\]
under the natural identifications. We define
\[
B_{p,q}^s(\mathbb{R}^n, w; X) := [B_{p,q}^{-s}(\mathbb{R}^n, w_p', X^*)]^* \quad \text{and} \quad F_{p,q}^s(\mathbb{R}^n, w; X) := [F_{p,q}^{-s}(\mathbb{R}^n, w_p', X^*)]^*.
\]
For $w \in A_p$, we have
\[
B_{p,q}^s(\mathbb{R}^n, w; X) = B_{p,q}^s(\mathbb{R}^n, w; X) \quad \text{and} \quad F_{p,q}^s(\mathbb{R}^n, w; X) = F_{p,q}^s(\mathbb{R}^n, w; X). \ (2.28)
\]

Notationally it will be convenient to define
\[
\{B, F, B, F\} \rightarrow \{B, F, B, F\}, \ A \mapsto A^* = \begin{cases} B, & A = B, \\ F, & A = F, \\ B, & A = B, \\ F, & A = F. \end{cases}
\]

Let $X$ be a reflexive Banach space, $p, q \in (1, \infty)$, $\gamma \in (-\infty, p-1)$ and $s \in \mathbb{R}$. We put
\[
\partial B_{p,q}^s(\partial \partial; X) := B_{p,q}^{\frac{1+s-\gamma}{p}}(\partial \partial; X) \quad \text{and} \quad \partial F_{p,q}^s(\partial \partial; X) := F_{p,q}^{\frac{1+s-\gamma}{p}}(\partial \partial; X).
\]

Parameter-dependent spaces We now present an extension to the reflexive Banach space-valued setting of the parameter-dependent function spaces discussed in [62, Section 6], which was in turn partly based on [40]. As the theory presented in [62, Section 6] carries over verbatim to this setting, we only state results without proofs. The reflexivity condition comes from duality arguments involving the dual scales that are needed outside the $A_p$-range. Although for the $B$- and $F$-scales duality is only used in Corollary 2.11, for simplicity we restrict ourselves to the setting of reflexive Banach spaces from the start.

For $\sigma \in \mathbb{R}$ and $\mu \in [0, \infty)$ we define $Z^{\sigma}_\mu \in L(S(\mathbb{R}^n; X)) \cap L(S'(\mathbb{R}^n; X))$ by
\[
Z^{\sigma}_\mu f := \mathcal{F}^{-1}[(\cdot, \mu)^{\sigma} \hat{f}], \quad f \in S'(\mathbb{R}^n; X),
\]
where \((\xi, \mu) = (1 + |\xi|^2 + \mu^2)^{1/2}\).

Let \(X\) be a reflexive Banach space and let either

(i) \(p \in [1, \infty), q \in [1, \infty], w \in A_\infty(\mathbb{R}^n)\) and \(\mathcal{A} \in \{B, F\}\); or

(ii) \(p, q \in (1, \infty), w \in [A_\infty]^p(\mathbb{R}^n)\) and \(\mathcal{A} \in \{B, F\}\).

For \(s, s_0 \in \mathbb{R}\) and \(\mu \in [0, \infty)\) we define

\[
\|f\|_{\mathcal{A}^s_{\mu, s_0}(\mathbb{R}^n, w; X)} := \|\nabla f\|_{\mathcal{A}^s_{\mu, s_0}(\mathbb{R}^n, w; X)}, \quad f \in S'(\mathbb{R}^n; X)
\]

and denote by \(\mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)\) the space \(\{f \in S'(\mathbb{R}^n; X) : \|f\|_{\mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)} < \infty\}\) equipped with this norm. For the Bessel-potential scale we proceed in a similar way. Suppose that \(X\) is a UMD Banach space and let \(p \in (1, \infty)\) and \(w \in A_p(\mathbb{R}^n)\). We define

\[
\|f\|_{H^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)} := \|\nabla f\|_{H^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)}
\]

and write \(H^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)\) for the space \(\{f \in S'(\mathbb{R}^n; X) : \|f\|_{H^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)} < \infty\}\) endowed with this norm.

It trivially holds that

\[
\mathcal{A}^s_{\mu, s_0}(\mathbb{R}^n, w; X) \hookrightarrow \mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X), \quad \text{isometrically.}
\]

\[
\mathcal{A}^s_{\mu, s_0}(\mathbb{R}^n, w; X) \hookrightarrow \mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X), \quad \text{uniformly in } \mu \in [0, \infty).
\]

It furthermore holds that \(\mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X) = \mathcal{A}^{2}_{p, q}(\mathbb{R}^n, w; X)\) as well as \(H^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X) = H^s_{p, q}(\mathbb{R}^n, w; X)\), but with an equivalence of norms that is \(\mu\)-dependent. If \(s, s_0 \in \mathbb{R}\) with \(s_0 \leq s_0\), then

\[
\mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X) \hookrightarrow \mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X), \quad \text{uniformly in } \mu \in [0, \infty),
\]

\[
H^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X) \hookrightarrow H^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X), \quad \text{uniformly in } \mu \in [0, \infty).
\]

For an open subset \(U \subset \mathbb{R}^n\) we put

\[
\mathcal{A}^{s, \mu, s_0}_{p, q}(U, w; X) := [\mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)](U), \quad H^{s, \mu, s_0}_{p, q}(U, w; X) := [H^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)](U).
\]

If \(s \geq s_0\) and \(\mathcal{O}\) is either \(\mathbb{R}^n, \mathbb{R}^n_+\) or a Lipschitz domain in \(\mathbb{R}^n\) with a compact boundary \(\partial \mathcal{O}\), then it holds that

\[
\|f\|_{\mathcal{A}^{s, \mu, s_0}_{p, q}(\mathcal{O}, w; X)} \leq \|f\|_{\mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)} + \langle \mu \rangle^{s-s_0}\|f\|_{\mathcal{A}^{s_0, \mu, s_0}_{p, q}(\mathcal{O}, w; X)},
\]

\[
\|f\|_{H^{s, \mu, s_0}_{p, q}(\mathcal{O}, w; X)} \leq \|f\|_{H^s_{p, q}(\mathcal{O}, w; X)} + \langle \mu \rangle^{s-s_0}\|f\|_{H^{s_0}_{p, q}(\mathcal{O}, w; X)},
\]

\[
f \in S'(\mathbb{R}^n), \quad \mu \in [0, \infty).
\]

Let \(X\) be a reflexive Banach space, \(p, q \in (1, \infty), (w, \mathcal{A}) \in A_\infty(\mathbb{R}^n) \times \{B, F\} \cup [A_\infty]^p(\mathbb{R}^n) \times \{B, F\}\) and \(\mathcal{A} = \mathcal{A}^\bullet\). For \(s, s_0\) it holds that

\[
[\mathcal{A}^{s, \mu, s_0}_{p, q}(\mathbb{R}^n, w; X)]^\bullet = \mathcal{A}^{s, \mu, s_0}_{p', q'}(\mathbb{R}^n, w'; X^\bullet), \quad \text{uniformly in } \mu \in [0, \infty).
\]

Next we consider a vector-valued version of the parameter-dependent Besov spaces as introduced in [40], but in the notation of [62, Section 6]. Let \(X\) be a reflexive Banach space, \(p \in [1, \infty), q \in [1, \infty)\) and \(s \in \mathbb{R}\). For each \(\mu \in [0, \infty)\) the norm \(\| \cdot \|_{B^{s, \mu}_{p, q}(\mathbb{R}^n; X)}\) is defined by:

\[
\|f\|_{B^{s, \mu}_{p, q}(\mathbb{R}^n; X)} := \langle \mu \rangle^{s-d/p} \| M_\mu f \|_{B^{s}_{p, q}(\mathbb{R}^n; X)}, \quad f \in S'(\mathbb{R}^n; X),
\]
where $M_\mu \in \mathcal{L}(S(\mathbb{R}^n; X)) \cap \mathcal{L}(S'(\mathbb{R}^n; X))$ denotes the operator of dilation by $(\mu)^{-1}$. We furthermore write $\mathbb{B}_{p,q}^{s,\mu} (\mathbb{R}^n; X)$ for the space $\{ f \in S'(\mathbb{R}^n; X) : \| f \|_{\mathbb{B}_{p,q}^{s,\mu} (\mathbb{R}^n; X)} < \infty \}$ equipped with this norm. Then

$$\mathcal{S}_\mu : \mathbb{B}_{p,q}^{s,\mu} (\mathbb{R}^n; X) \xrightarrow{\sim} \mathbb{B}_{p,q}^{s-\frac{p}{p},\mu} (\mathbb{R}^n; X), \quad \text{uniformly in } \mu. \quad (2-31)$$

If $s > 0$, then it holds that

$$\| f \|_{\mathbb{B}_{p,q}^{s,\mu} (\mathbb{R}^n; X)} \approx \| f \|_{\mathbb{B}_{p,q}^1 (\mathbb{R}^n; X)} + (\mu)^s \| f \|_{L_p (\mathbb{R}^n; X)}, \quad f \in S'(\mathbb{R}^n; X), \mu \in [0, \infty). \quad (2-32)$$

If $p \in (1, \infty)$ and $q \in [1, \infty)$, then

$$[\mathbb{B}_{p,q}^{s,\mu} (\mathbb{R}^n; X)]^n = \mathbb{B}_{p,q}^{-s,\mu} (\mathbb{R}^n; X^n) \quad \text{uniformly in } \mu \in [0, \infty). \quad (2-33)$$

For a compact smooth manifold $M$ we define $\mathbb{B}_{p,q}^{s,\mu}(M)$ in terms of $\mathbb{B}_{p,q}^{s,\mu} (\mathbb{R}^n)$ in the standard way. Then the analogues of Eqs. 2-32 and 2-33 for $\mathbb{B}_{p,q}^{s,\mu}(M)$ are valid.

It will be convenient to write

$$\partial H_{p,q,\gamma}^{s,\mu} (\partial \mathcal{O}; X) := \begin{cases} \mathbb{B}_{p,q}^{s-\frac{p}{p},\mu} (\partial \mathcal{O}; X), & \mathcal{A} \in [B, B], \\ \mathbb{B}_{p,p}^{s-\frac{p}{p},\mu} (\partial \mathcal{O}; X), & \mathcal{A} \in [F, F] \end{cases}$$

as well as

$$\partial H_{p,q,\gamma}^{s,\mu} (\partial \mathcal{O}; X) := \mathbb{B}_{p,p}^{s-\frac{p}{p},\mu} (\partial \mathcal{O}; X).$$

**Proposition 2.10** Let $X$ be a reflexive Banach space, let $\mathcal{O}$ be either $\mathbb{R}^n$ or a $C^N$-domain in $\mathbb{R}^n$ with a compact boundary $\partial \mathcal{O}$, where $N \in \mathbb{N}$, let $U \in \{ \mathbb{R}^n, \mathcal{O} \}$, let either

(i) $p \in [1, \infty), q \in [1, \infty), \gamma \in (-1, \infty)$ and $\mathcal{A} \in \{ B, F \}$; or
(ii) $p, q \in (1, \infty), \gamma \in (-\infty, p-1)$ and $\mathcal{A} \in \{ B, F \}$,

and let $s \in (\frac{1}{1+p} - \gamma, \infty)$ and $s_0 \in (-\infty, \frac{1}{1+p} - \gamma)$. Assume that

$$N > \begin{cases} \max \left\{ s, \left( \frac{1+p}{p} - 1 \right) + 1 - s_0 \right\}, & \text{in case (2.10)}, \\ \max \left\{ -s_0, - \left( \frac{1+p}{p} \right) - 1 + s \right\}, & \text{in case (2.10)}. \end{cases}$$

Then

$$\text{tr}_\partial \mathcal{A} : \mathcal{A}_{p,q,\gamma}^{s,\mu,\nu_0} (U, w^\partial ; X) \rightarrow \partial \mathcal{A}_{p,q,\gamma}^{s,\mu,\nu} (\partial \mathcal{O}; X) \quad \text{uniformly in } \mu \in [0, \infty),$$

that is,

$$\| \text{tr}_\partial f \|_{\partial \mathcal{A}_{p,q,\gamma}^{s,\mu,\nu} (\partial \mathcal{O}; X)} \lesssim \| f \|_{\mathcal{A}_{p,q,\gamma}^{s,\mu,\nu_0} (U, w^\partial ; X)}, \quad f \in \mathcal{A}_{p,q,\gamma}^{s,\mu,\nu_0} (U, w^\partial \mathcal{O}; X), \mu \in [0, \infty).$$

The respective assertion also holds for the Bessel potential scale if $X$ is a UMD Banach space and if $\gamma \in (-1, p-1)$ and $N > \max \{ s, -s_0 \}$.

**Corollary 2.11** Let $X$ be a reflexive Banach space, $p, q \in (1, \infty), (\gamma, \mathcal{A}) \in (-1, \infty) \times \{ B, F \} \cup (-\infty, p-1) \times \{ B, F \}$, $s \in (-\infty, \frac{1+p}{p} - 1)$ and $s_0 \in (\frac{1+p}{p} - 1, \infty)$. Then

$$\| \delta_0 \otimes f \|_{\mathcal{A}_{p,q,\gamma}^{s,\mu,\nu_0} (\mathbb{R}^n, w^\gamma; X)} \lesssim \| f \|_{\partial \mathcal{A}_{p,q,\gamma}^{s+1,\mu,\nu} (\mathbb{R}^{d-1}; X)}, \quad f \in \partial \mathcal{A}_{p,q,\gamma}^{s+1,\mu,\nu} (\mathbb{R}^{d-1}; X), \mu \in [0, \infty).$$
2.5 Differential Boundary Value Systems

2.5.1 The Equations

Here we introduce some of the notation and terminology that will be used in Sections 5 and 6 on parabolic and elliptic boundary value problems.

Let $X$ be a Banach space, $\mathcal{O} \subset \mathbb{R}^n$ a $C^\infty$-domain with a compact boundary $\partial \mathcal{O}$ and $J \subset \mathbb{R}$ an interval. Let $m \in \mathbb{N}_1$ and let $m_1, \ldots, m_m \in \mathbb{N}$ satisfy $m_i \leq 2m - 1$ for each $i \in \{1, \ldots, m\}$.

**Systems on $\mathcal{O}$:** Consider

$$A(D) = \sum_{|\alpha| \leq 2m} a_\alpha D^\alpha,$$

$$B_i(D) = \sum_{|\beta| \leq m_i} b_{i,\beta} tr_{\partial \mathcal{O}} D^\beta, \quad i = 1, \ldots, m,$$

with variable $B(X)$-valued coefficients $a_\alpha$ on $\mathcal{O}$ and $b_{i,\beta}$ on $\partial \mathcal{O}$ which we are going to specify later in Section 6. For the moment we just assume the top order coefficients $a_\alpha$, $|\alpha| = 2m$, and $b_{i,\beta}$, $|\beta| = m_i$, to be bounded and uniformly continuous. We call $\left(\mathcal{A}(D), B_1(D), \ldots, B_m(D)\right)$ a $B(X)$-valued boundary value system (of order $2m$) on $\mathcal{O}$.

**Systems on $\mathcal{O} \times J$:** Consider

$$A(D) = \sum_{|\alpha| \leq 2m} a_\alpha D^\alpha,$$

$$B_i(D) = \sum_{|\beta| \leq m_i} b_{i,\beta} tr_{\partial \mathcal{O} \times J} D^\beta, \quad i = 1, \ldots, n,$$

with variable $B(X)$-valued coefficients $a_\alpha$ on $\mathcal{O} \times J$ and $b_{i,\beta}$ on $\partial \mathcal{O} \times J$ which we are going to specify later in Section 5. We call $(\mathcal{A}(D), B_1(D), \ldots, B_m(D))$ a $B(X)$-valued boundary value system (of order $2m$) on $\mathcal{O} \times J$.

2.5.2 Ellipticity and Lopatinskii-Shapiro Conditions

Let us now turn to the two structural assumptions on $\mathcal{A}, B_1, \ldots, B_m$. For each $\varphi \in [0, \pi)$ we introduce the conditions $(E)_\varphi$ and $(LS)_\varphi$.

The condition $(E)_\varphi$ is parameter ellipticity. In order to state it, we denote by the subscript $\#$ the principal part of a differential operator: given a differential operator $P(D) = \sum_{|\gamma| \leq k} p_\gamma D^\gamma$ of order $k \in \mathbb{N}$, $P_\#(D) = \sum_{|\gamma| = k} p_\gamma D^\gamma$.

$(E)_\varphi$ For all $t \in J$, $x \in \overline{\mathcal{O}}$ and $|\xi| = 1$ it holds that $\sigma(\mathcal{A}_\#(x, \xi, t)) \subset \Sigma_\varphi$. If $\mathcal{O}$ is unbounded, then it in addition holds that $\sigma(\mathcal{A}_\#(\infty, \xi, t)) \subset \mathbb{C}_+$ for all $t \in T$ and $|\xi| = 1$.

By $\mathcal{A}_\#(\infty, \xi, t)$ we mean that the limit $\lim_{|x| \to \infty} \mathcal{A}_\#(x, \xi, t)$ exists for all $t \in T$ and all $|\xi| = 1$ and that $\mathcal{A}_\#(\infty, \xi, t)$ is defined as this limit.

The condition $(LS)_\varphi$ is a condition of Lopatinskii-Shapiro type. Before we can state it, we need to introduce some notation. For each $x \in \partial \mathcal{O}$ we fix an orthogonal matrix $O_{v(x)}$ that rotates the outer unit normal $v(x)$ of $\partial \mathcal{O}$ at $x$ to $(0, \ldots, 0, -1) \in \mathbb{R}^n$, and define the rotated operators $(\mathcal{A}^v, B^v)$ by

$$\mathcal{A}^v(x, D, t) := \mathcal{A}(x, O_{v(x)}^T D, t), \quad B^v(x, D, t) := \mathcal{B}(x, O_{v(x)}^T D, t).$$
Elliptic and Parabolic Boundary Value Problems in Weighted...

For each $t \in J, x \in \partial \mathcal{O}, \lambda \in \Sigma_{\pi - \phi}$ and $\xi' \in \mathbb{R}^{n-1}$ with $(\lambda, \xi') \neq 0$ and all $h \in X^m$, the ordinary initial value problem

$$
\begin{align*}
\lambda w(y) + A^v_{\#}(x, \xi', D_y, t)w(y) &= 0, \quad y > 0, \\
B^v_j(x, \xi', D_y, t)w(y)|_{y=0} &= h_j, \quad j = 1, \ldots, m.
\end{align*}
$$

has a unique solution $w \in C^\infty([0, \infty); X)$ with $\lim_{y \to \infty} w(y) = 0$.

In the scalar-valued case, there are several equivalent characterizations for the Lopatinskii-Shapiro condition. It is a common approach to consider the polynomial

$$
A^v_{\#}(x, \xi, \tau, t) := m \prod_{j=1}^m (\tau - \tau_j(x, \xi', t))
$$

where $\tau_1(x, \xi', t), \ldots, \tau_m(x, \xi', t)$ are the roots of the polynomial $A^v_{\#}(x, \xi', \cdot, t)$ with positive imaginary part. If we write $\overline{B}^v_{j, \#}(x, \xi', \tau, t)$ for the equivalence classes of $B^v_j(x, \xi', \tau, t)$ in $\mathbb{C}[\tau]/(A^v_{\#}(x, \xi, \tau, t))$, then we can formulate the following result:

**Proposition 2.12** The Lopatinskii-Shapiro condition is satisfied if and only if $\overline{B}^v_{j, \#}(x, \xi', \tau, t)$ are linearly independent in $\mathbb{C}[\tau]/(A^v_{\#}(x, \xi, \tau, t))$.

This condition is sometimes called covering condition. A proof for this statement can for example be found in Chapter 3.2 of [81]. A similar condition can be formulated using the so-called Lopatinskii matrix. If $\tilde{B}^v_{j, \#}(x, \xi', \tau, t)$ are the representatives of $\overline{B}^v_{j, \#}(x, \xi', \tau, t)$ with minimal degree, then their degree is smaller than $m$. Hence, there is a unique matrix $L(x, \xi', t) \in \mathbb{C}^{m \times m}$ such that

$$
\begin{pmatrix}
\tilde{B}^v_{1, \#}(x, \xi', \tau, t) \\
\vdots \\
\tilde{B}^v_{m, \#}(x, \xi', \tau, t)
\end{pmatrix} = L(x, \xi', t) \begin{pmatrix}
t^0 \\
\vdots \\
t^{m-1}
\end{pmatrix}
$$

This matrix $L(x, \xi', t)$ is called Lopatinskii matrix. From Proposition 2.1.2 one can easily derive the following result:

**Proposition 2.13** The Lopatinskii-Shapiro condition is satisfied if and only if the Lopatinskii matrix $L(x, \xi', t)$ is invertible.

Using Proposition 2.13 one can easily see that if $B_j(x, \xi', \tau, t) = \tau^{j-1}$, then the Lopatinskii-Shapiro condition is satisfied for all elliptic operators. In particular, this includes the usual Dirichlet boundary conditions for second order equations. Also Neumann boundary conditions satisfy the Lopatinskii-Shapiro condition. For further examples we refer to Section 11.2 in [91].

3 Embedding and Trace Results for Mixed-norm Anisotropic Spaces

3.1 Embedding Results

**Proposition 3.1** Let $X$ be a Banach space, $p, \tilde{p} \in (1, \infty)^l$, $q, \tilde{q} \in [1, \infty]$, $s, \tilde{s} \in \mathbb{R}$, $a \in (0, \infty)^l$, and $w, \tilde{w} \in \prod_{j=1}^l A_\infty(\mathbb{R}^d_j)$. Suppose that
• $p_j \leq \tilde{p}_j$, $p_j = \tilde{p}_j$ and $w_j = \tilde{w}_j$ for $j \in \{2, \ldots, l\}$;

• $w_1(x_1) = |x_1|^{\gamma_1}$ and $\tilde{w}_1(x_1) = |x_1|^{\tilde{\gamma}_1}$ for some $\gamma_1, \tilde{\gamma}_1 \in (-d_1, \infty)$ satisfying

$$\frac{\tilde{\gamma}_1}{\tilde{p}_1} \leq \frac{\gamma_1}{p_1} \text{ and } \frac{d_1 + \tilde{\gamma}_1}{\tilde{p}_1} < \frac{d_1 + \gamma_1}{p_1}.$$ 

If $s - a_1 \frac{d_1 + \gamma_1}{p_1} \geq \tilde{s} - a_1 \frac{d_1 + \tilde{\gamma}_1}{p_1}$, then

$$F^{\tilde{s},a}_{\tilde{p},q,d}(\mathbb{R}^n, w; X) \hookrightarrow F^{s,a}_{p,q,d}(\mathbb{R}^n, \tilde{w}; X).$$

**Remark 3.2** Proposition 3.1 is a partial extension of [69, Theorem 1.2] to the mixed-norm anisotropic setting. In the scalar-valued setting, there also is a generalization of [69, Theorem 1.2] to the general $A_\infty$ case, see [70, Theorem 1.2]. It would be nice to have a similar extension also in the Banach space-valued anisotropic mixed-norm setting. This would also remove the restriction that $p, \tilde{p} \in [1, \infty)^l \setminus (1, \infty)^l$ is not allowed in Proposition 3.1.

**Remark 3.3** In this paper we only apply Proposition 3.1 in the case that $p = \tilde{p}$. In this case the embedding result takes the form: if $\gamma_1 > \tilde{\gamma}_1$ and $s \geq \tilde{s} + a_1 \frac{\gamma_1 - \tilde{\gamma}_1}{p_1}$, then

$$F^{s,a}_{p,q,d}(\mathbb{R}^n, w; X) \hookrightarrow F^{s,a}_{p,q,d}(\mathbb{R}^n, \tilde{w}; X).$$

One of the nice things about this embedding, which has already turned out to be a powerful technical tool in the isotropic case (see e.g. [59, 62, 65, 71]), is the (inner) trace space invariance in the sharp case $s = \tilde{s} + a_1 \frac{\gamma_1 - \tilde{\gamma}_1}{p_1}$, see Proposition 3.7 below. In the two other embedding results in this section, Lemmas 3.4 and 3.5 below, there also is such an invariance.

**Proof of Proposition 3.1** The embedding can be proved in the same way as [69, Theorem 1.2 (2)⇒(1)], as follows. It suffices to consider the case $\tilde{q} = 1$ and $s - a_1 \frac{\gamma_1 - \tilde{\gamma}_1}{p_1} = \tilde{s} - a_1 \frac{d_1 + \tilde{\gamma}_1}{\tilde{p}_1}$. Furthermore, in order to prove the norm estimate corresponding to the embedding we may restrict ourselves to $f \in S(\mathbb{R}^n; X)$. Let $\theta \in (0, 1)$ be such that

$$v := \frac{\tilde{\gamma}_1}{\tilde{p}_1} - (1 - \theta)\frac{\gamma_1}{p_1} > -\frac{d_1}{p_1},$$

let $r$ be defined by $\frac{1}{p_1} = \frac{1-\theta}{p_1} + \frac{\theta}{r}$ and let $t$ be defined by $t - a_1 \frac{d_1 + v}{r} = \tilde{s} - a_1 \frac{d_1 + \tilde{\gamma}_1}{\tilde{p}_1}$.

Note that $r \in (\tilde{p}_1, \infty)$, $t \in (-\infty, s)$, $\tilde{s} = \theta t + (1 - \theta)s$ and $\frac{\theta}{\tilde{p}_1} r^{-1} v + \frac{(1 - \theta)}{\tilde{p}_1} \gamma_1 = \tilde{\gamma}_1$. Therefore, as [69, Proposition 5.1] directly extends to the setting of mixed-norm anisotropic Triebel-Lizorkin spaces,

$$\norm{f}_{F^{s,a}_{p,q,d}(\mathbb{R}^n, w; X)} \lesssim \norm{f}_{\mathcal{L}_{(r,p),r,d}(\mathbb{R}^n, \cdot; \cdot; X)} \cdot (3-1)$$

Furthermore, as a consequence of [69, Proposition 4.1], since

$$\frac{\tilde{\gamma}_1}{\tilde{p}_1} - v \frac{r}{r} = \frac{1 - \theta}{\theta} \left( \frac{\gamma_1}{p_1} - \frac{\tilde{\gamma}_1}{\tilde{p}_1} \right) \geq 0, \quad \text{(3.1)}$$
we obtain that
\[
\|f\|_{L^p_{\rho,q}((\mathbb{R}^d,|\cdot|^\rho,\tilde{w});X)} = \left\| (2^{tk}S_k^{(d,a)}f)_{k\in\mathbb{Z}} \right\|_{L^p_{\rho,q}((\mathbb{R}^d,|\cdot|^\rho,\tilde{w});|\cdot|^\rho;X)} \lesssim \left\| (2^{tk}S_k^{(d,a)}f)_{k\in\mathbb{Z}} \right\|_{L^p_{\rho,q}((\mathbb{R}^d,|\cdot|^\rho,\tilde{w});|\cdot|^\rho;X)}
\]
\[
= \left\| f \right\|_{L^p_{\rho,q}((\mathbb{R}^d,\tilde{w});X)}.
\]

Indeed, here we apply [69, Proposition 4.1] to \(S_k^{(d,a)}f(\cdot,\gamma')\) for each \(\gamma' \in \mathbb{R}^{d-d_1}\), which is a Schwartz function with Fourier support in \([-c2^{k_1}, c2^{k_1}]\), (with \(c\) independent of \(f\) and \(n\)), to obtain
\[
\left\| S_k^{(d,a)}f(\cdot,\gamma') \right\|_{L^p((\mathbb{R}^{d-d_1},|\cdot|^\rho;X)} \lesssim (2^{k_1})^{\frac{d_1+v}{r} - \frac{d_1+p_1}{\gamma}} \left\| S_k^{(d,a)}f(\cdot,\gamma') \right\|_{L^p((\mathbb{R}^{d-d_1},|\cdot|^\rho;X)} \quad (3-2)
\]
from which ‘\(\lesssim\)’ in Eq. 3-2 follows. A combination of Eqs. 3-1 and 3-2 gives the desired estimate
\[
\| f \|_{L^p_{\rho,q}((\mathbb{R}^d,\tilde{w});X)} \lesssim \| f \|_{L^p_{\rho,q}((\mathbb{R}^d,\tilde{w});X)}.
\]

Lemma 3.4 Let \(X\) be a UMD Banach space, \(q, p, r \in (1, \infty), v \in A_q(\mathbb{R}), \gamma \in (-1, \infty), s \in \mathbb{R}\) and \(\rho \in (0, \infty)\). Let \(\gamma \in (0, \infty)\) with \(\tilde{\gamma} \geq s\), \(\tilde{\gamma} := \gamma + (\tilde{\gamma} - s)p + \sigma := \frac{\tilde{\gamma}}{\rho} + 1\). Let \(\delta \in (0, \infty)\) be such that \(\gamma - \delta p \in (-1, -1)\) and put \(\eta := \frac{1}{\sigma - 1}\). Then
\[
F^{(\sigma+\frac{\gamma}{\rho}+\frac{1}{\sigma-1})}_{(p,q),1}((\mathbb{R}^n,\mathbb{R},(w_\gamma+\eta p),v);X) \subseteq W^1_q(\mathbb{R},v;F^{\sigma+\frac{\gamma}{\rho}}_{p,q}(\mathbb{R}^n,\mathbb{R},w_\gamma);X) \quad (3-3)
\]

Proof This can be shown as the scalar-valued case in [59, (27)]. Note that the duality arguments therein remain valid as \(X\) is a UMD space and therefore reflexive.

Lemma 3.5 Let \(X\) be a UMD Banach space, \(q, p \in (1, \infty), v \in A_q(\mathbb{R}), \gamma \in (-1, \infty), s \in \mathbb{R}\) and \(\rho \in (0, \infty)\). If \(\theta \in [0, 1]\) satisfies \(s+\theta \rho \in (0, \infty)\) and \((\frac{1+\gamma}{p} - 1, \frac{1+\gamma}{p})\), then
\[
W^1_q(\mathbb{R},v;F^{s+\rho}_{p,\infty}(\mathbb{R}^n,\mathbb{R},w_\gamma);X) \cap L_q(\mathbb{R},v;F^{s+\rho}_{p,\infty}(\mathbb{R}^n,\mathbb{R},w_\gamma);X) \subseteq \text{H}^1_q(\mathbb{R},v;L_p(\mathbb{R}^n,\mathbb{R},w_\gamma-(s+\theta \rho)p);X) \cap L_q(\mathbb{R},v;\text{H}^1_q(\mathbb{R}^n,\mathbb{R},w_\gamma-(s+\theta \rho)p);X).
\]

Note that \(s+\theta \rho \in (\frac{1+\gamma}{p} - 1, \frac{1+\gamma}{p})\) is equivalent to \(\gamma - (s+\theta \rho)p \in (-1, -1)\), which is in turn equivalent to \(w_\gamma-(s+\theta \rho)p \in A_p\).

Proof The proof given in [59, Lemma 3.4] on the scalar-valued case carries over verbatim.

3.2 Trace Results

Proposition 3.1 with \(p = \overline{p}\) (see Remark 3.3) enables us to give an alternative proof of the trace theorem [60, Theorem 4.6] for anisotropic weighted mixed-norm Triebel-Lizorkin spaces. The special case \(d_1 = 1\) in Proposition 3.7 actually yields [60, Theorem 4.6], which is the only case that is used in this paper.
For the statement of Proposition 3.7 we need some notation and terminology that we first introduce.

### 3.2.1 Some notation

We slightly modify the notation from [60, Sections 4.3.1 & 4.3.2] to our setting.

**The working definition of the trace** Let \( \varphi \in \Phi^{d,a}(\mathbb{R}^n) \) with associated family of convolution operators \((S_k)_{k \in \mathbb{N}} \subset \mathcal{L}(S'(\mathbb{R}^n; X))\) be fixed. In order to motivate the definition to be given in a moment, let us first recall that \( f = \sum_{k=0}^{\infty} S_k f \) in \( S(\mathbb{R}^n; X) \) (respectively in \( S'(\mathbb{R}^n; X) \)) whenever \( f \in S(\mathbb{R}^n; X) \) (respectively \( f \in S'(\mathbb{R}^n; X) \)), from which it is easy to see that

\[
    f_{|[0,d_1] \times \mathbb{R}^{n-d_1}} = \sum_{k=0}^{\infty} (S_k f)_{|[0,d_1] \times \mathbb{R}^{n-d_1}} \text{ in } S(\mathbb{R}^n-d_1; X), \quad f \in S(\mathbb{R}^n; X).
\]

Furthermore, given a general tempered distribution \( f \in S'(\mathbb{R}^n; X) \), recall that \( S_k f \in \mathcal{D}'(\mathbb{R}^n; X) \). In particular, each \( S_k f \) has a well-defined classical trace with respect to \( [0,d_1] \times \mathbb{R}^{n-d_1} \). This suggests to define the trace operator \( \tau = \tau^\varphi : \mathcal{D}(\gamma^\varphi) \subset S'(\mathbb{R}^n; X) \longrightarrow S'(\mathbb{R}^{n-d_1}; X) \) by

\[
    \tau^\varphi f := \sum_{k=0}^{\infty} (S_k f)_{|[0,d_1] \times \mathbb{R}^{n-d_1}} \tag{3-5}
\]

on the domain \( \mathcal{D}(\tau^\varphi) \) consisting of all \( f \in S'(\mathbb{R}^n; X) \) for which this defining series converges in \( S'(\mathbb{R}^{n-d_1}; X) \). Note that \( \mathcal{F}^{-1} \mathcal{E}'(\mathbb{R}^n; X) \) is a subspace of \( \mathcal{D}(\tau^\varphi) \) on which \( \tau^\varphi \) coincides with the classical trace of continuous functions with respect to \( [0,d_1] \times \mathbb{R}^{n-d_1} \); of course, for an \( f \) belonging to \( \mathcal{F}^{-1} \mathcal{E}'(\mathbb{R}^n; X) \) there are only finitely many \( S_k f \) non-zero.

**The distributional trace operator** Let us now introduce the concept of distributional trace operator. The motivation for introducing it comes from Lemma 3.6.

The distributional trace operator \( r \) (with respect to the plane \( [0,d_1] \times \mathbb{R}^{n-d_1} \)) is defined as follows. Viewing \( C(\mathbb{R}^{d_1}; \mathcal{D}'(\mathbb{R}^{n-d_1}; X)) \) as subspace of \( \mathcal{D}'(\mathbb{R}^n; X) = \mathcal{D}'(\mathbb{R}^{d_1} \times \mathbb{R}^{n-d_1}; X) \) via the canonical identification \( \mathcal{D}'(\mathbb{R}^{d_1}; \mathcal{D}'(\mathbb{R}^{n-d_1}; X)) = \mathcal{D}'(\mathbb{R}^{d_1} \times \mathbb{R}^{n-d_1}; X) \) (arising from the Schwartz kernel theorem),

\[
    C(\mathbb{R}^{d_1}; \mathcal{D}'(\mathbb{R}^{n-d_1}; X)) \hookrightarrow \mathcal{D}'(\mathbb{R}^{d_1}; \mathcal{D}'(\mathbb{R}^{n-d_1}; X)) = \mathcal{D}'(\mathbb{R}^{d_1} \times \mathbb{R}^{n-d_1}; X),
\]

we define \( r \in \mathcal{L}(C(\mathbb{R}^{d_1}; \mathcal{D}'(\mathbb{R}^{n-d_1}; X)), \mathcal{D}'(\mathbb{R}^{n-d_1}; X)) \) as the ‘evaluation in 0 map’

\[
    r : C(\mathbb{R}^{d_1}; \mathcal{D}'(\mathbb{R}^{n-d_1}; X)) \longrightarrow \mathcal{D}'(\mathbb{R}^{n-d_1}; X), \quad f \mapsto \text{ev}_0 f.
\]

Then, in view of

\[
    C(\mathbb{R}^n; X) = C(\mathbb{R}^{d_1} \times \mathbb{R}^{n-d_1}; X) = C(\mathbb{R}^{d_1}; C(\mathbb{R}^{n-d_1}; X)) \hookrightarrow C(\mathbb{R}^{d_1}; \mathcal{D}'(\mathbb{R}^{n-d_1}; X)),
\]

we have that the distributional trace operator \( r \) coincides on \( C(\mathbb{R}^n; X) \) with the classical trace operator with respect to the plane \( [0,d_1] \times \mathbb{R}^{n-d_1} \), i.e.,

\[
    r : C(\mathbb{R}^n; X) \longrightarrow C(\mathbb{R}^{n-d_1}; X), \quad f \mapsto f_{|[0,d_1] \times \mathbb{R}^{n-d_1}}.
\]

The following lemma can be established as in [49, Section 4.2.1].
Lemma 3.6 Let $\rho \in S(\mathbb{R}^d)$ such that $\rho(0) = 1$ and $\text{supp} \hat{\rho} \subset [1, 2]^d$, $a_1 \in \mathbb{R}^d$, $\tilde{a} \in \mathbb{N}_1^{d-d_i}$ with $d = (d_1, \tilde{a})$, $\tilde{a} \in (0, \infty)^{d-d_i}$, and $(\phi_n)_{n \in \mathbb{N}} \in \Phi_{\tilde{a}} \Phi^d_a(\mathbb{R}^{d-d_i})$. Then, for each $g \in S'(\mathbb{R}^{d-d_i}; X)$,

$$\text{ext } g := \sum_{k=0}^{\infty} \rho(2^k a_1 \cdot) \otimes [\phi_k * g]$$

(3-6)

defines a convergent series in $S'(\mathbb{R}^d; X)$ with

$$\text{supp } \mathcal{F} \rho(2^k a_1 \cdot) \otimes [\phi_k * g] \subset \{ |\xi| \leq c \}$$

(3-7)

for some constant $c > 0$ independent of $g$. Moreover, the operator $\text{ext}$ defined via this formula is a linear operator

$$\text{ext} : S'(\mathbb{R}^{d-d_i}; X) \rightarrow C_b(\mathbb{R}^d ; S'(\mathbb{R}^{d-d_i}; X))$$

which acts as a right inverse of $r : C(\mathbb{R}^d ; S'(\mathbb{R}^{d-d_i}; X)) \rightarrow S'(\mathbb{R}^{d-d_i}; X)$.

3.2.2 The results

We will use the following notation. We write $d' = (d_2, \ldots, d_i)$. Similarly, given $a \in (0, \infty)^I$, $\rho \in [1, \infty)^I$, $q \in [1, \infty]$, $\gamma \in (-d_i, \infty)$ and $s > \frac{a_1}{p_1}(d_1 + \gamma)$. Let $\mathbf{w} \in \prod_{j=1}^l A_{\infty}(\mathbb{R}^{d_j})$ be such that $w_1(x_1) = \|x_1\|_\gamma$ and $\mathbf{w}' \in \prod_{j=2}^l A_{\rho_j}(\mathbb{R}^{d_j})$ for some $\mathbf{r}' = (r_2, \ldots, r_l) \in (0, 1)^l$ satisfying $s > \frac{a_1}{p_1}(d_1 + \gamma) > \sum_{j=2}^l a_j d_j(1 + \gamma_j)$. Then the trace operator $\tau = \tau^\mathbf{w}$ (3-5) is well-defined on $F_{\rho, q, d}^{s, a}(\mathbb{R}^n, \mathbf{w}; X)$, where it is independent of $\mathbf{w}$, and restricts to a retraction

$$\tau : F_{\rho, q, d}^{s, a}(\mathbb{R}^n, \mathbf{w}; X) \rightarrow F_{\rho', p_1, d'}^{s-a_1(1+\gamma), a'}(\mathbb{R}^{n-d_i}, \mathbf{w}'; X)$$

(3-8)

for which the extension operator $\text{ext}$ from Lemma 3.6 (with $\tilde{d} = d'$ and $\tilde{a} = a'$) restricts to a corresponding coretraction.

Proof Using the Sobolev embedding from Proposition 3.1 with $p = \tilde{p}$ (see Remark 3.3) in combination with the invariance of the space on the right-hand side of Eq. 3-8 under this embedding, we may without loss of generality assume that $p_1 = q$. So

$$L_p(\mathbb{R}^n, \mathbf{w})[\ell_q(\mathbb{N})] = L_p(\mathbb{R}^{n-d_i}, \mathbf{w}')[\ell_q(\mathbb{N})[L_{p_1}(\mathbb{R}^{d_i}, | \cdot |^\gamma)]]$$

Now the proof goes analogously to the proof of [58, Theorem 5.2.52].

Corollary 3.8 Let $X$ be a Banach space, $a \in (0, \infty)^I$, $\rho \in (1, \infty)^I$, $\gamma \in (-d_i, d_1(p_1 - 1))$ and $s > \frac{a_1}{p_1}(d_1 + \gamma)$. Let $\mathbf{w} \in \prod_{j=1}^l A_{p_j}(\mathbb{R}^{d_j})$ be such that $w_1(x_1) = \|x_1\|_\gamma$. Suppose that either

- $E = W_{p, d}^n(\mathbb{R}^n, \mathbf{w}; X)$, $n \in (\mathbb{Z}_\geq 1)^I$, $n = sa^{-1}$; or
- $E = H_{p_1, d}^n(\mathbb{R}^n, \mathbf{w}; X)$; or

2This technical condition on $\mathbf{w}'$ is in particular satisfied when $\mathbf{w}' \in \prod_{j=2}^l A_{p_j}(\mathbb{R}^{d_j})$.  

\[ \odot \] Springer
bounded linear operator

Let \( \theta \in [0, 1] \) be such that \( s + \theta \rho \in (0, \infty) \cap (\frac{1+\gamma}{p} - 1, \frac{1+\gamma}{p}) \). Such a \( \theta \) exists because \( s < \frac{1+\gamma}{p} \) and \( s + \rho \geq s + \rho - |\beta| > \frac{1+\gamma}{p} \). Using Lemma 3.6 together with

\[
H_{(p,q)}^{1-\theta, \frac{1}{\rho}, (\frac{1}{p}, 1)}(\mathbb{R}_+^n \times \mathbb{R}, (w_\gamma, v); X) \cap L_q(\mathbb{R}, v; H_{(p,q)}^{(1-\theta)\rho}(\mathbb{R}_+^n, w_{\gamma -(s+\theta\rho)p}); X) = H_{(p,q)}^{1-\theta - \frac{1}{\rho}|\beta|, (\frac{1}{p}, 1)}(\mathbb{R}_+^n \times \mathbb{R}, (w_{\gamma -(s+\theta\rho)p}, v); X),
\]

we find that \( D^\beta \) is a bounded linear operator from

\[
W_q^1(\mathbb{R}, v; F_{p,\infty}(\mathbb{R}_+^n, w_\gamma; X)) \cap L_q(\mathbb{R}, v; F_{p,\infty}(\mathbb{R}_+^n, w_\gamma; X))
\]

to

\[
H_{(p,q)}^{1-\theta - \frac{1}{\rho}|\beta|, (\frac{1}{p}, 1)}(\mathbb{R}_+^n \times \mathbb{R}, (w_{\gamma -(s+\theta\rho)p}, v); X).
\]

The desired result now follows from Corollary 3.8/[60, Corollary 4.9] and the observation that

\[
\frac{1}{\rho}(s + \rho - |\beta| \cdot \frac{1+\gamma}{p}) = (1 - \theta - \frac{1}{\rho}|\beta|) - \frac{1}{p}[\gamma - (s + \theta\rho)p]. \quad \square
\]

Combined with the elementary embedding (2-24), the above corollary immediately leads to:

**Corollary 3.10** Let \( X \) be a UMD Banach space, \( q, p \in (1, \infty), v \in A_q(\mathbb{R}), \gamma \in (-1, p - 1), s \in (-\infty, \frac{1+\gamma}{p}), \rho \in (0, \infty) \) and \( \beta \in \mathbb{N}^n \). If \( s + \rho - |\beta| > \frac{1+\gamma}{p} \), then \( \text{tr}_{\mathbb{R}_+^n} \circ D^\beta \) is a bounded linear operator

\[
W_q^1(\mathbb{R}, v; H_{p,\infty}(\mathbb{R}_+^n, w_\gamma; X)) \cap L_q(\mathbb{R}, v; H_{p,\infty}(\mathbb{R}_+^n, w_\gamma; X))
\]

to

\[
F_{(p,q),p}^{\frac{1}{\rho}(s + \rho - |\beta| \cdot \frac{1+\gamma}{p}), (\frac{1}{p}, 1)}(\mathbb{R}^{n-1} \times \mathbb{R}, (1, v); X).
\]

The following lemma allows us to derive a Besov space variant of Corollary 3.9 by real interpolation.
Lemma 3.11 Let $X$ be a UMD Banach space, $q, p \in (1, \infty)$, $r \in (1, \infty)$, $v \in A_q(\mathbb{R})$, $w \in A_\infty(\mathbb{R}^n)$, $s \in \mathbb{R}$ and $\rho \in (0, \infty)$. Let $\mathcal{G}$ be either $\mathbb{R}^n$ or as in Theorem 2.9. Let $s_0, s_1 \in \mathbb{R}$ and $\theta \in (0, 1)$ be such that $s = s_0(1 - \theta) + s_1\theta$. Then

\[
\begin{align*}
&\left(W_1^1(\mathbb{R}, v; F_{s_0}^{s_0} (\mathcal{G}, w; X)) \cap L_q(\mathbb{R}, v; F_{s_1}^{s_1+\rho} (\mathcal{G}, w; X)),
W_1^1(\mathbb{R}, v; F_{s_1}^{s_1} (\mathcal{G}, w; X)) \cap L_q(\mathbb{R}, v; F_{s_1}^{s_1+\rho} (\mathcal{G}, w; X))\right)_{\theta, q} \\
&= W_1^1(\mathbb{R}, v; B_{s, q}^{s} (\mathcal{G}, w; X)) \cap L_q(\mathbb{R}, v; B_{s, q}^{s+\rho} (\mathcal{G}, w; X))
\end{align*}
\]

Proof Thanks to Theorem 2.9 we may restrict ourselves to the case $\mathcal{G} = \mathbb{R}^n$. The result now follows from Eq. 2.11 with $E = L_q(\mathbb{R}, v; F_{p,r}^{s_0} (\mathbb{R}^n, w; X))$ and $F = L_q(\mathbb{R}, v; F_{p,r}^{s_1} (\mathbb{R}^n, w; X))$. Indeed, $E$ and $F$ are $(d, a)$-admissible with $d = (n, 1)$ and $a = (\frac{1}{p}, 1)$,

\[
W_1^1(\mathbb{R}, v; F_{p,r}^{s_0} (\mathbb{R}^n, w; X)) \cap L_q(\mathbb{R}, v; F_{p,r}^{s_1+\rho} (\mathbb{R}^n, w; X)) = H_{(n, 1)}^{(\rho, 1)}[E] \equiv H_{(n, 1)}^{(\frac{1}{p}, 1)}[E],
\]

\[
W_1^1(\mathbb{R}, v; F_{p,r}^{s_1} (\mathbb{R}^n, w; X)) \cap L_q(\mathbb{R}, v; F_{p,r}^{s_1+\rho} (\mathbb{R}^n, w; X)) = H_{(n, 1)}^{(\rho, 1)}[F] \equiv H_{(n, 1)}^{(\frac{1}{p}, 1)}[F],
\]

\[(E, F)_{\theta, q} = L_q(\mathbb{R}, v; (F_{p,r}^{s_0} (\mathbb{R}^n, w; X), F_{p,r}^{s_1} (\mathbb{R}^n, w; X))_{\theta, q})
\]

\[(2.16) = L_q(\mathbb{R}, v; B_{p,q}^{s} (\mathbb{R}^n, w; X)),
\]

where we used [47, Theorem 2.2.10] for the real interpolation of $L_q$-Bochner spaces, and

\[
H_{(n, 1)}^{(\frac{1}{p}, 1)}[(E, F)_{\theta, q}] = H_{(n, 1)}^{(\rho, 1)}[(E, F)_{\theta, q}]
\]

\[(2.18) = W_1^1(\mathbb{R}, v; B_{p,q}^{s} (\mathbb{R}^n, w; X)) \cap L_q(\mathbb{R}, v; B_{p,q}^{s+\rho} (\mathbb{R}^n, w; X)).
\]

\[\square\]

Corollary 3.12 Let $X$ be a UMD Banach space, $q, p \in (1, \infty)$, $v \in A_q(\mathbb{R})$, $\gamma \in (-1, \infty)$, $s \in (-\infty, \frac{1+\gamma}{p})$, $\rho \in (0, \infty)$ and $\beta \in \mathbb{N}^n$. If $s + \rho - |\beta| > \frac{1+\gamma}{p}$, then $\text{tr}_{\mathbb{R}^n_+} D^\beta$ is a bounded linear operator

\[
W_1^1(\mathbb{R}, v; B_{p,q}^{s} (\mathbb{R}^n, w_\gamma; X)) \cap L_q(\mathbb{R}, v; B_{p,q}^{s+\rho} (\mathbb{R}^n, w_\gamma; X))
\]

\[
\rightarrow B_{(p,q),q}^{s+\rho-|\beta|+\frac{1+\gamma}{p}}(\mathbb{R}^{n-1} \times \mathbb{R}, (1, v); X).
\]

Proof This follows immediately from Corollary 3.9 by the real interpolation results from Lemma 3.11 and Eq. 2.16. \[\square\]

4 Poisson Operators

4.1 Symbol Classes

In this subsection we give the definition and derive some properties of the symbol classes we want to work with. We will restrict ourselves to symbols with constant coefficients and infinite regularity in the parameter-dependent case. For the main results of this paper, treating the general symbol classes which are usually considered in the framework of the Boutet de Monvel calculus is not necessary. Nonetheless we will treat them in a forthcoming paper.
for the discussion of pseudo-differential boundary value problems. Our symbol classes are variants of the classical symbol classes considered in \cite{38} and the other references we gave in the introduction.

In this section, our parameter-dependent symbols usually depend on a complex variable. If we say that the symbol is differentiable with respect to that variable, we interpret this complex variable as an element of \( \mathbb{R}^2 \) and mean that the symbol is differentiable in the real sense. Likewise, if there is a complex variable appearing in the Bessel potential, we treat it as a variable in \( \mathbb{R}^2 \).

In the whole section, we use the notation and conventions of Section 2.3. So let \( l \in \mathbb{N} \) and \( d \in \mathbb{N}_1^l \) such that \(|d| = n\).

**Definition 4.1** Let \( Z \) be a Banach space, \( d \in \mathbb{R} \) and \( \Sigma \subset \mathbb{C} \) open. Let further \( a = (a_1, \ldots, a_l) \in (0, \infty)^l \).

(a) The parameter-independent Hörmander class of order \( d \) with constant coefficients denoted by \( S^d(\mathbb{R}^n; Z) \) is the space of all smooth functions \( p \in C^\infty(\mathbb{R}^n; Z) \) with

\[
\| p \|_{k}^{(d)} := \sup_{\xi \in \mathbb{R}^n} \langle \xi \rangle^{-(d-|\alpha|)} \left\| D_\xi^{\alpha} p(\xi) \right\|_Z < \infty
\]

for all \( k \in \mathbb{N} \). Here, as usual the Bessel potential is defined by \( \langle \xi \rangle := (1 + |\xi|^2)^{1/2} \).

(b) The anisotropic parameter-independent Hörmander class of order \( d \) with constant coefficients denoted by \( S^d_{\alpha}(\mathbb{R}^n; Z) \) is the space of all smooth functions \( p \in C^\infty(\mathbb{R}^n; Z) \) with

\[
\| p \|_{d,\alpha,k}^{(d)} := \sup_{\xi \in \mathbb{R}^n} \langle \xi \rangle_{d,\alpha}^{-(d-\alpha \cdot \alpha)} \left\| D_\xi^{\alpha} p(\xi) \right\|_Z < \infty
\]

for all \( k \in \mathbb{N} \). Here, the anisotropic Bessel potential is defined by

\[
\langle \xi \rangle_{d,\alpha} := (1 + |\xi|_1^{2/a_1} + \ldots + |\xi|_l^{2/a_l})^{1/2}.
\]

**Definition 4.2** Let \( Z \) be a Banach space, \( d \in \mathbb{R} \) and \( \Sigma \subset \mathbb{C} \) open. Let further \( a = (a', a_{l+1}) = (a_1, \ldots, a_{l+1}) \in (0, \infty)^l \times (0, \infty) \).

(a) The isotropic parameter-dependent Hörmander class of order \( d \) and regularity \( \infty \) with constant coefficients denoted by \( S^{d,\infty}(\mathbb{R}^n \times \Sigma; Z) \) is the space of all smooth functions \( p \in C^\infty(\mathbb{R}^n \times \Sigma; Z) \) with

\[
\| p \|_{k}^{(d,\infty)} := \sup_{(\xi, \mu) \in \mathbb{R}^n \times \Sigma} \langle \xi, \mu \rangle^{-(d-|\alpha|-|j|)} \left\| D_\xi^{\alpha} D_\mu^{j} p(\xi, \mu) \right\|_Z < \infty
\]

for all \( k \in \mathbb{N} \). Here, the parameter-dependent Bessel potential is defined by

\[
\langle \xi, \mu \rangle := (1 + |\xi|^2 + |\mu|^2)^{1/2}.
\]

(b) The anisotropic parameter-dependent Hörmander class of order \( d \) and regularity \( \infty \) with constant coefficients denoted by \( S^{d,\infty}_{\alpha}(\mathbb{R}^n \times \Sigma; Z) \) is the space of all smooth functions \( p \in C^\infty(\mathbb{R}^n \times \Sigma; Z) \) with

\[
\| p \|_{d,\alpha,k}^{(d,\infty)} := \sup_{(\xi, \lambda) \in \mathbb{R}^n \times \Sigma} \langle \xi, \lambda \rangle_{d,\alpha}^{-(d-\alpha' - a_{l+1} |j|)} \left\| D_\xi^{\alpha} D_\lambda^{j} p(\xi, \lambda) \right\|_Z < \infty
\]
for all \( k \in \mathbb{N} \). Here, the anisotropic Bessel potential is defined by

\[
\langle \xi, \lambda \rangle_{d,a} := (1 + |\xi_1|^{2/a_1} + \ldots + |\xi_l|^{2/a_l} + |\lambda|^{2/(a_{l+1})})^{1/2}.
\]

In the special case \( l = 1 \) we also omit \( d \) in the notation and write \( S^d_{a,\infty}(\mathbb{R}^n \times \Sigma; Z) \) and \( \|p\|_{d,\infty} \) instead.

**Definition 4.3** Let \( Z \) be a Banach space, \( d \in \mathbb{R} \) and \( 1 \leq p \leq \infty \). Let further \( d_1 = 1 \) and \( a = (a_1, \ldots, a_l) \in (0, \infty) \times (0, \infty)^{l-1} \).

(a) By \( S^d(\mathbb{R}^{n-1}; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)) \) we denote the space of all smooth functions

\[
\tilde{k}: \mathbb{R}_+ \times \mathbb{R}^{n-1} \to Z, \quad (x_1, \xi') \mapsto \tilde{k}(x_1, \xi')
\]

satisfying

\[
\|\tilde{k}\|_{S^d(\mathbb{R}^{n-1}; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)), a,m,m'} := \sup_{\xi' \in \mathbb{R}^{n-1}} \langle \xi' \rangle_{d',a}' - (d-m'-|a'|+1/p-1) \|x_1 \mapsto x_1^m D_{x_1}^m D_{\xi'}^{\alpha'} \tilde{k}(x_1, \xi')\|_{L^p(\mathbb{R}_+; Z)} < \infty
\]

for all \( \alpha' \in \mathbb{N}^{n-1} \) and all \( m, m' \in \mathbb{N} \). The elements of \( S^d(\mathbb{R}^{n-1}; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)) \) will be called parameter-independent Poisson symbol-kernels of order \( d + 1 \) or degree \( d \).

(b) We denote by \( S^d_{a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)) \) the space of all smooth functions

\[
\tilde{k}: \mathbb{R}_+ \times \mathbb{R}^{n-1} \to Z, \quad (x_1, \xi') \mapsto \tilde{k}(x_1, \xi')
\]

satisfying

\[
\|\tilde{k}\|_{S^d_{a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)), a,m,m'} := \sup_{\xi' \in \mathbb{R}^{n-1}} \langle \xi' \rangle_{d',a}' - (d-m'-|a'|+a_1(1/p-1)) \|x_1 \mapsto x_1^m D_{x_1}^m D_{\xi'}^{\alpha'} \tilde{k}(x_1, \xi')\|_{L^p(\mathbb{R}_+; Z)} < \infty
\]

for every \( \alpha' \in \mathbb{N}^{n-1} \) an all \( m, m' \in \mathbb{N} \). The elements of \( S^d_{a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)) \) will be called anisotropic parameter-independent Poisson symbol-kernels of order \( d + a_1 \) or degree \( d \). In the special case \( a_1 = \ldots = a_l \) we omit \( d \) in the notation and write \( S^d_{a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)) \) and \( \|\tilde{k}\|_{S^d_{a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)), a,m,m'} \) instead.

**Definition 4.4** Let \( Z \) be a Banach space, \( \Sigma \subset \mathbb{C} \) open, \( d \in \mathbb{R} \) and \( 1 \leq p \leq \infty \). Let further \( d_1 = 1 \) and \( a = (a_1, \hat{a}, a_{l+1}) \in (0, \infty) \times (0, \infty)^{l-1} \times (0, \infty) \).

(a) By \( S^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)) \) we denote the space of all smooth functions

\[
\tilde{k}: \mathbb{R}_+ \times \mathbb{R}^{n-1} \times \Sigma \to Z, \quad (x_1, \xi', \mu) \mapsto \tilde{k}(x_1, \xi', \mu)
\]

satisfying

\[
\|\tilde{k}\|_{S^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{S}_{L_p}(\mathbb{R}^n; Z)), a',m,m',\gamma} := \sup_{(\xi',\mu) \in \mathbb{R}^{n-1} \times \Sigma} \langle \xi', \mu \rangle^{-d+m-|a'|+|\gamma|+1/p-1} \|x_1 \mapsto x_1^m D_{x_1}^m D_{\xi'}^{\alpha'} D_{\mu}^{\beta'} \tilde{k}(x_1, \xi', \mu)\|_{L^p(\mathbb{R}_+; Z)} < \infty
\]

\( \Box \)
for all \( \alpha' \in \mathbb{N}^{n-1}, \gamma \in \mathbb{N}^{2} \) and all \( m, m' \in \mathbb{N} \). The elements of \( S^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; S_{L_p}(\mathbb{R}^{+}; Z)) \) will be called parameter-dependent Poisson symbol-kernels of order \( d + 1 \) or degree \( d \) and regularity \( \infty \).

(b) We denote by \( S^{d,\infty}_{d,a}(\mathbb{R}^{n-1} \times \Sigma; S_{L_p}(\mathbb{R}^{+}; Z)) \) the space of all smooth functions

\[
\tilde{k} : \mathbb{R}^{+} \times \mathbb{R}^{n-1} \times \Sigma \rightarrow Z, \ (x_1, \xi', \lambda) \mapsto \tilde{k}(x_1, \xi', \lambda)
\]

satisfying

\[
\left\| \tilde{k} \right\|_{S^{d,\infty}_{d,a}(S_{L_p}(\mathbb{R}^{+}; Z)), \alpha', m, m', \gamma} := \sup_{(\xi', \lambda) \in \mathbb{R}^{n-1} \times \Sigma} \left\langle x_1^m D_x^m D^{m'}_{\xi} D^{\gamma}_{\lambda} \tilde{k}(x_1, \xi', \lambda) \right\|_{L_p(\mathbb{R}^{+}; Z)} < \infty
\]

for every \( \alpha' \in \mathbb{N}^{n-1}, m, m' \in \mathbb{N} \) and \( \gamma \in \mathbb{N}^{2} \). The elements of \( S^{d,\infty}_{d,a}(\mathbb{R}^{n-1} \times \Sigma; S_{L_p}(\mathbb{R}^{+}; Z)) \) will be called anisotropic parameter-dependent Poisson symbol-kernels of order \( d + 1 \) or degree \( d \) and regularity \( \infty \). In the special case \( a_1 = \ldots = a_l \) we omit \( d \) in the notation and write \( S^{d,\infty}_{d,a}(\mathbb{R}^{n-1} \times \Sigma; S_{L_p}(\mathbb{R}^{+}; Z)) \) and \( \left\| \tilde{k} \right\|_{S^{d,\infty}_{d,a}(S_{L_p}(\mathbb{R}^{+}; Z)), \alpha', m, m', \gamma} \) instead.

**Lemma 4.5** Let \( X \) be a Banach space. For \( p \in [1, \infty) \), \( m, m' \in \mathbb{N} \) let

\[
\left\| f \right\|_{S_{L_p}(\mathbb{R}^{+}; X), m, m'} := \left\| x \mapsto x^m D_x^m f(x) \right\|_{L_p(\mathbb{R}^{+}; X)} \quad (f \in S(\mathbb{R}^{+}; X)).
\]

We write \( S_{L_p}(\mathbb{R}^{+}; X) \) if we endow \( S(\mathbb{R}^{+}; X) \) with the topology generated by \( \{ \left\| \cdot \right\|_{S_{L_p}(\mathbb{R}^{+}; X), m, m'} \mid m, m' \in \mathbb{N} \} \).

(a) The topology on \( S(\mathbb{R}^{+}; X) \) generated by the family \( \{ \left\| \cdot \right\|_{S_{L_p}(\mathbb{R}^{+}; X), m, m'} \mid m, m' \in \mathbb{N} \} \) is independent of \( p \).

(b) The symbol-kernel class \( S^{d,\infty}_{d,a}(\mathbb{R}^{n-1} \times \Sigma; S_{L_p}(\mathbb{R}^{+}; Z)) \) is independent of \( p \). The respective assertion also holds in the isotropic or parameter-independent case.

**Proof** Equation 4.5: We simply show that \( S_{L_p}(\mathbb{R}^{+}; X) \hookrightarrow S_{L_q}(\mathbb{R}^{+}; X) \) for all choices of \( p, q \in [1, \infty] \). If \( q < p \) we can use Hölder’s inequality. Let \( m, m' \in \mathbb{N}, r \in [1, \infty] \) such that \( 1/q = 1/r + 1/p \). Then, we have

\[
\left\| x \mapsto x^m D_x^m f(x) \right\|_{L_p(\mathbb{R}^{+}; X)} \leq \left\| x \mapsto \langle x \rangle^{-2} \right\|_{L_p(\mathbb{R}^{+}; X)} \left\| x \mapsto \langle x \rangle^2 x^m D_x^m f(x) \right\|_{L_p(\mathbb{R}^{+}; X)} \leq \max\left\{ \left\| x \mapsto x^m D_x^m f(x) \right\|_{L_p(\mathbb{R}^{+}; X)}, \left\| x \mapsto x^{m+2} D_x^m f(x) \right\|_{L_p(\mathbb{R}^{+}; X)} \right\}
\]

If \( q \geq p \) we use the embedding \( W^1_p(\mathbb{R}^{+}; X) \hookrightarrow L_q(\mathbb{R}^{+}; X) \) (cf. Proposition 3.12 in combination with Proposition 7.2 in [69]). This embedding yields

\[
\left\| x \mapsto x^m D_x^m f(x) \right\|_{L_q(\mathbb{R}^{+}; X)} \leq \left\| x \mapsto x^m D_x^m f(x) \right\|_{W^1_p(\mathbb{R}^{+}; X)} \leq \max\left\{ \left\| x \mapsto x^m D_x^m f(x) \right\|_{L_p(\mathbb{R}^{+}; X)}, \left\| x \mapsto x^{m+1} D_x^m f(x) \right\|_{L_p(\mathbb{R}^{+}; X)}, \left\| x \mapsto x^{m-1} D_x^m f(x) \right\|_{L_p(\mathbb{R}^{+}; X)} \right\}
\]

for all \( m, m' \in \mathbb{N} \). Altogether, we obtain the assertion.
Equation 4.5: We will derive this from Eq. 4.5 by a scaling argument. For simplicity of notation we restrict ourselves to the isotropic parameter-dependent case. Consider a smooth function

\[
\widetilde{k} : \mathbb{R}_+ \times \mathbb{R}^{n-1} \times \Sigma \to Z, \quad (x_1, \xi', \mu) \mapsto \widetilde{k}(x_1, \xi', \mu).
\]

Let \( \alpha' \in \mathbb{N}^{n-1}, \gamma \in \mathbb{N}^2 \) and put \( \tilde{k}_{\alpha', \gamma}(x_1, \xi', \mu) := D_{\xi}^{\alpha'} D_{\mu}^{\gamma} \tilde{k}(x_1, \xi', \mu) \) and \( \tilde{h}_{\alpha', \gamma}(t_1, \xi', \mu) := \tilde{k}_{\alpha', \gamma}((\xi', \mu)^{-1}t_1, \xi', \mu) \). Then

\[
\| (\xi', \mu)^{1/p} \tilde{\tilde{k}}_{\alpha', \gamma} (\cdot, \xi', \mu) \|_{S_{L^p, m, m'}} = \| \tilde{h}_{\alpha', \gamma} (\cdot, \xi', \mu) \|_{S_{L^p, m, m'}}, \quad m, m' \in \mathbb{N}, p \in [1, \infty].
\]

Applying the seminorm estimates associated with Eq. 4.5 to \( \tilde{h}_{\alpha', \gamma}(\cdot, \xi', \mu) \) the desired result follows.

\[\square\]

Remark 4.6

(a) Occasionally, we will need the estimates in the definitions of the Poisson symbol-kernel classes with \( m \) being a non-negative real number instead of a natural number. But the respective estimates follow by using Young’s inequality. Indeed, for example in the anisotropic parameter-dependent case we have for all \( \theta \in [0, 1] \) that

\[
\langle \xi', \lambda \rangle^{(m+\theta)a_1} x_1^{p(m+\theta)} = \langle \xi', \lambda \rangle^{m(1-\theta)a_1} x_1^{p(1-\theta)} (\xi', \lambda) \langle (m+1)\theta a_1 \rangle x_1^{p(m+1)} \\
\leq (1-\theta) \langle \xi', \lambda \rangle^{m a_1} x_1^{p m} + \theta \langle \xi', \lambda \rangle^{(m+1)a_1} x_1^{p(m+1)}.
\]

Using the triangle inequality for the \( L_p(\mathbb{R}_+; Z) \)-norm yields the desired estimate.

(b) Let \( q > 0 \). Then we have that \( S_{d,a}^{d,\infty} = S_{d,qa}^{d,\infty} \) for all the anisotropic symbol classes, since

\[
\langle \xi', \lambda \rangle_{d,a}^{(m+\theta)a_1} x_1^{p(m+\theta)} = (1 + |\xi_2|^{2/a_2} + \ldots + |\xi_l|^{2/a_l} + |\lambda|^{2/a_{l+1}})^{1/2} \\
\approx (1 + |\xi_2|^{2/q a_2} + \ldots + |\xi|^{2/q a_l} + |\lambda|^{2/q a_{l+1}})^{q/2} = \langle \xi', \lambda \rangle_{d,qa}^{q}.
\]

(c) Let \( m, m' \in \mathbb{N}, \gamma \in \mathbb{N}^2 \) as well as \( \alpha' \in \mathbb{N}^{n-1} \). Then, it follows from the definition of the symbol-kernels that \( \hat{k} \mapsto x_1^m D_{\xi}^{\alpha'} D_{\mu}^{\gamma} \hat{k} \) is a continuous mapping

\[
S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; S_{L^p}(\mathbb{R}_+; Z)) \to S_{d,a}^{d,\infty}((\mathbb{R}^{n-1} \times \Sigma; S_{L^p}(\mathbb{R}_+; Z)).
\]

The respective assertion also holds for the other symbol-kernel classes as well as for the Hörmander symbols.

(d) Let \( d_1, d_2 \in \mathbb{R} \) and suppose that we have a continuous bilinear mapping \( Z_1 \times Z_2 \to Z \) for the Banach spaces \( Z_1, Z_2 \) and \( Z \). Then, the bilinear mapping

\[
S_{d,a}^{d_1,\infty}(\mathbb{R}^n \times \Sigma, Z_1) \times S_{d,a}^{d_2,\infty}(\mathbb{R}^n \times \Sigma; Z_2) \to S_{d,a}^{d_1+d_2,\infty}(\mathbb{R}^n \times \Sigma; Z), \quad (p_1, p_2) \mapsto p \cdot p
\]

is continuous. The respective assertions also hold for the other classes of Hörmander symbols.

Remark 4.7

Consider the situation of Definition 4.4. Suppose that \( \Sigma = \Sigma_\varphi \) is a sector with opening angle \( \varphi > \pi/2 \). Let further \( \tilde{k} \in S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; S_{L^p}(\mathbb{R}_+; Z)) \) and \( \eta \geq 0 \). Then \( \tilde{k}(\cdot, \xi', \theta) \mapsto \tilde{k}(x_1, \xi', 1 + \eta + i\theta) \) is an anisotropic parameter-independent Poisson
symbol kernel in $S^d_{(d,1),a}(\mathbb{R}^n; S_{L_p}(\mathbb{R}^+; Z))$ in the sense of Definition 4.3. Moreover, for all $\alpha' \in \mathbb{N}^{n-1}$, $m, m' \in \mathbb{N}$ and $\gamma' \in \mathbb{N}^2$ we have that
\[
\|k(\eta)\|_{S^d_{(d,1),a}(\mathbb{R}^n; S_{L_p}(\mathbb{R}^+; Z)), \alpha', m, m', \gamma'} 
\leq_{\alpha', m, m', \gamma'} (1 + \eta)^{d(m-m')\alpha_1 - \tilde{\alpha}, \gamma}/|\gamma|\eta_{\alpha_1-\gamma}(\frac{1}{p}-1)\|k\|_{S^d_{(d,1),a}(\mathbb{R}^n; S_{L_p}(\mathbb{R}^+; Z)), \alpha', m, m', \gamma'}.
\]

**Proposition 4.8** Let $Z$ be a Banach space and $d \in \mathbb{R}$. Let further $d_1 = 1$ and $a = (a_1, \hat{a}, a_{1+1}) \in (0, \infty) \times (0, \infty)^{1-1} \times (0, \infty)$. Let $q \in \mathbb{N}$ and $Q_q := \{z^q : z \in \Sigma\}$ for some open $\Sigma \subset \mathbb{C}$. Let $\tilde{k} \in S^{d,\infty}_{d,a}(\mathbb{R}^{n-1} \times Q_q; S_{L_1}(\mathbb{R}^+, Z))$ be an anisotropic symbol. Then, the transformation $\lambda = \mu^q$ leads to a symbol in $S^{d,\infty}_{d,a_q}(\mathbb{R}^{n-1} \times Q_q; S_{L_1}(\mathbb{R}^+, Z))$ where $a_q := (qa_1, \ldots, qa_1, a_{1+1})$, i.e. we have that
\[
[(x_1, \xi', \mu) \mapsto \tilde{k}(x_1, \xi', \mu^q)] \in S^{d,\infty}_{d,a_q}(\mathbb{R}^{n-1} \times Q_q; S_{L_1}(\mathbb{R}^+, Z)).
\]

**Proof** First, we note that
\[
\mu^q = (\mu_1 + i\mu_2)^q = \sum_{q=0}^{\infty} \left(\frac{q}{\sqrt{d}}\right) \mu_1^q(i\mu_2)^{q-q}.\]

We show by induction on $|\gamma|$ that $\partial^\gamma_\xi \partial^\gamma_\mu \tilde{k}(x_1, \xi', \mu^q)$ is a linear combination of terms of the form $\mu_1^{j-i} f(x_1, \xi', \mu^q)$ where $j, i \in \mathbb{N}^2$ such that $j - i \in \mathbb{N}^2$ and $\frac{|j|}{q-1} + |i| = |\gamma|$ as well as $f \in S^{d,a}(\mathbb{R}^{n-1} \times Q_q; S_{L_1}(\mathbb{R}^+, Z))$. Obviously, this is true for $\gamma = 0$. So let $\partial^\gamma_\xi \partial^\gamma_\mu \tilde{k}(x_1, \xi', \mu^q)$ be a sum of terms of the form $\mu_1^{j-i} f(x_1, \xi', \mu^q)$ where $j, i \in \mathbb{N}^2$ such that $j - i \in \mathbb{N}^2$ and $\frac{|j|}{q-1} + |i| = |\gamma|$ as well as $f \in S^{d,a}(\mathbb{R}^{n-1} \times Q_q; S_{L_1}(\mathbb{R}^+, Z))$. We consider the summands separately. Then, we have
\[
\partial^\gamma_\mu \mu_1^{j-i} f(x_1, \xi', \mu^q) = [j_1-i_1]+ j^{j-i} f(x_1, \xi', \mu^q) + \mu_1^{j-i} \left(\sum_{q=1}^{\infty} \tilde{q} \left(\mu_1^{q-1}(i\mu_2)^{q-q}\right) \partial^\gamma_\mu f(x_1, \xi', \mu^q).\right)
\]

A similar computations holds for $\partial^\gamma_\mu \mu_1^{j-i} f(x_1, \xi', \mu^q)$. Hence, by Remark 4.6 (4.6) the induction is finished. Estimating such terms, we obtain
\[
\|x \mapsto x^m D^m_{\xi_1} \mu_1^{j-i} f(x_1, \xi', \mu^q)\|_{L_1} \leq |\mu_1^{j-i}| |\xi'|, \mu^q|\|f\|_{d,a} \|
\approx |\mu_1^{j-i}| |\xi'|, \mu^q|\|f\|_{d,a} \|
\leq |\xi'|, \mu^q|\|f\|_{d,a} \|
\leq |\xi'|, \mu^q|\|f\|_{d,a} \|
\]

This proves the assertion. \qed

**Definition 4.9** (a) Given a Hörmander symbol with constant coefficients $p$ or $p_\mu := p(\cdot, \mu)$ in the parameter-dependent case, we define the associated operator $P f := \mathcal{OP}(p) f = \mathcal{F}^{-1} p \mathcal{F} f$ ($f \in \mathcal{S}'(\mathbb{R}^n; X)$).
or
\[ P_\mu f := \text{OP}(p_\mu)f = \mathcal{F}^{-1}p_\mu \mathcal{F} f \quad (f \in \mathcal{S}'(\mathbb{R}^n; X)). \]
respectively.

(b) Given a Poisson symbol-kernel \( k \) or \( k_\mu := k(\cdot, \cdot, \mu) \) in the parameter-dependent case, we define the associated operator
\[
K := \text{OPK}(\tilde{k})g(x)
\]
\[
:= (2\pi)^{-n} \int_{\mathbb{R}^n} e^{ix\cdot\xi'} \tilde{k}(x_1, \xi') \hat{g}(\xi') d\xi' \quad (x \in \mathbb{R}^n_+, \ \ g \in \mathcal{S}(\mathbb{R}^n-1; X)).
\]

or
\[
K_\mu := \text{OPK}(\tilde{k}_\mu)g(x)
\]
\[
:= (2\pi)^{-n} \int_{\mathbb{R}^n} e^{ix\cdot\xi'} \tilde{k}(x_1, \xi', \mu) \hat{g}(\xi') d\xi' \quad (x \in \mathbb{R}^n_+, \ \ g \in \mathcal{S}(\mathbb{R}^n-1; X)),
\]
respectively.

**Definition 4.10** Let \( Z \) be a Banach space, \( d \in \mathbb{R} \). Let further \( d_1 = 1 \) and \( a = (a_1, \ldots, a_l) \in (0, \infty)^l \).

1. We denote by \( S^d(\mathbb{R}^{n-1}; \mathcal{L}_\infty(\mathbb{R}; Z)) \) the space of all smooth functions
\[
p : \mathbb{R} \times \mathbb{R}^n \rightarrow Z, \quad (\xi, \xi') \mapsto p(\xi, \xi')
\]
satisfying
\[
\|p\|_{S^d(\mathcal{L}_\infty(\mathbb{R}; Z)), \alpha', m, m'} := \sup_{\xi \in \mathbb{R}^n} \|\xi|^{-(d+m-m' - |\alpha'|)}\|\xi_1^m D_{\xi_1}^m D_{\xi'}^{\alpha'} p(\xi, \xi')\|_Z < \infty
\]
for every \( \alpha' \in \mathbb{N}^{n-1} \) and \( m, m' \in \mathbb{N} \).

2. We denote by \( S^d_{d,a}(\mathbb{R}^{n-1}; \mathcal{L}_\infty(\mathbb{R}; Z)) \) the space of all smooth functions
\[
p : \mathbb{R} \times \mathbb{R}^n \rightarrow Z, \quad (\xi, \xi') \mapsto p(\xi, \xi')
\]
satisfying
\[
\|p\|_{S^d_{d,a}(\mathcal{L}_\infty(\mathbb{R}; Z)), \alpha', m, m'} := \sup_{\xi \in \mathbb{R}^n} \|\xi|^{-(d+m-m' - |\alpha'|)}\|\xi_1^m D_{\xi_1}^m D_{\xi'}^{\alpha'} p(\xi, \xi')\|_Z < \infty
\]
for every \( \alpha' \in \mathbb{N}^{n-1} \) and \( m, m' \in \mathbb{N} \).

**Definition 4.11** Let \( Z \) be a Banach space, \( \Sigma \subset \mathbb{C} \) open, \( d \in \mathbb{R} \) and \( 1 \leq p \leq \infty \). Let further \( d_1 = 1 \) and \( a = (a_1, \ldots, a_{l+1}) \in (0, \infty) \times (0, \infty)^{l-1} \times (0, \infty) \).

(a) We denote by \( S^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{L}_\infty(\mathbb{R}; Z)) \) the space of all smooth functions
\[
p : \mathbb{R} \times \mathbb{R}^n \times \Sigma \rightarrow Z, \quad (\xi, \xi', \mu) \mapsto p(\xi, \xi', \mu)
\]
satisfying
\[
\|p\|_{S^{d,\infty}(\mathcal{L}_\infty(\mathbb{R}; Z)), \alpha', m, m', \gamma} := \sup_{\xi \in \mathbb{R}^n, \mu \in \Sigma} \|\xi|^{-(d+m-m' - |\alpha'| - |\gamma|)}\|\xi_1^m D_{\xi_1}^m D_{\xi'}^{\alpha'} D_{\mu}^{\gamma} p(\xi, \xi', \mu)\|_Z < \infty
\]
for every \( \alpha' \in \mathbb{N}^{n-1} \), \( m, m' \in \mathbb{N} \) and \( \gamma \in \mathbb{N}^2 \).
(b) We denote by \( S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{L}_\infty(\mathbb{R}; Z)) \) the space of all smooth functions
\[ p : \mathbb{R} \times \mathbb{R}^{n-1} \times \Sigma \rightarrow Z, \ (\xi, \xi', \lambda) \mapsto p(\xi, \xi', \lambda) \]
satisfying
\[
\| p \|_{S_{d,a}^{d,\infty}(\mathcal{L}_\infty(\mathbb{R}; Z), \alpha', \alpha, \alpha)} := \sup_{(\xi, \lambda) \in \mathbb{R} \times \Sigma} \langle \xi, \lambda \rangle^{-(d-a' \cdot \alpha - a_{i+1})} \| \partial_\xi^{\alpha} \partial_\lambda^{\alpha'} p(\xi, \lambda) \|_Z
\]
for every \( \alpha' \in \mathbb{N}^{n-1}, m, m' \in \mathbb{N} \) and \( \gamma \in \mathbb{N}^2 \).

**Lemma 4.12** Consider the situation of Definition 4.11. We have the continuous embedding
\[
S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{L}_\infty(\mathbb{R}; Z)) \hookrightarrow S_{d,a}^{d,\infty}(\mathbb{R}^n \times \Sigma; Z).
\]
The respective assertion holds within the isotropic or parameter-independent classes.

**Proof** We only prove the result for the anisotropic and parameter-dependent case, as the other cases can be proven in the exact same way. For given \( \alpha \in \mathbb{N}^n \) and \( \gamma \in \mathbb{N}^2 \) we obtain
\[
\| p \|_{S_{d,a}^{d,\infty}(\mathcal{L}_\infty(\mathbb{R}; Z), \alpha', \alpha, \alpha)} \leq \sup_{(\xi, \lambda) \in \mathbb{R} \times \Sigma} \langle \xi, \lambda \rangle^{-(d-a' \cdot \alpha - a_{i+1})} \| \partial_\xi^{\alpha} \partial_\lambda^{\alpha'} p(\xi, \lambda) \|_Z
\]
\[
+ \sup_{(\xi, \lambda) \in \mathbb{R} \times \Sigma} \langle \xi, \lambda \rangle^{-(d-a' \cdot \alpha - a_{i+1})} \| \partial_\xi^{\alpha} \partial_\lambda^{\alpha'} p(\xi, \lambda) \|_Z
\]
\[
< \infty.
\]
Here we used the first part of Remark 4.6.

Note that Lemma 4.12 shows us that we can define an operator to a symbol in
\[
S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{L}_\infty(\mathbb{R}; Z))
\]
by the means of Definition 4.9.

**Lemma 4.13** Let \( X, Y \) be a Banach spaces and \( d \in \mathbb{R} \). Let further \( d_1 = 1 \) and \( a = (a_1, \ldots, a_{i+1}) \in (0, \infty)^{i+1} \). There is a continuous linear mapping
\[
S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; S_{L_1}(\mathbb{R}_+; \mathcal{B}(X, Y))) \rightarrow S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{L}_\infty(\mathbb{R}; \mathcal{B}(X, Y))),
\]
which assigns to each \( k \) a \( p \) such that \( r_+ \text{ OP}[p](\delta_0 \otimes \cdot) = \text{ OP}[k] \). More explicitly, the mapping \( k \mapsto p \) can be defined by means of the diagram
\[
\begin{align*}
S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; S_{L_1}(\mathbb{R}_+; \mathcal{B}(X, Y))) & \xrightarrow{E} S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; S_{L_1}(\mathbb{R}; \mathcal{B}(X, Y))) \\
& \xrightarrow{\mathcal{L}_{l_1}} S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{L}_\infty(\mathbb{R}; \mathcal{B}(X, Y)))
\end{align*}
\]
where \( E \) denotes the Seeley extension as in [86] and the space \( S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; S_{L_1}(\mathbb{R}; \mathcal{B}(X, Y))) \) is defined analogously to \( S_{d,a}^{d,\infty}(\mathbb{R}^{n-1} \times \Sigma; S_{L_1}(\mathbb{R}_+; \mathcal{B}(X, Y))) \). The respective assertions also hold within the isotropic or parameter-independent classes.
Proof Before we give the proof we should note that our approach here is strongly influenced by [48, Proposition 4.1] where the Poisson symbol-kernel was also mapped to the corresponding Hörmander symbol (cf. [37, 38]).

We only prove the result for the anisotropic and parameter-dependent case, as the other cases can be proven in the exact same way. The proof consists of three steps:

(i) We show that the Seeley extension is bounded from $S_{d,a}^{d,\infty} (\mathbb{R}^{n-1} \times \Sigma; S_{L_1} (\mathbb{R}^d; \mathcal{B}(X, Y)))$ to $S_{d,a}^{d,\infty} (\mathbb{R}^{n-1} \times \Sigma; S_{L_1} (\mathbb{R}^d; \mathcal{B}(X, Y)))$.

(ii) We show that $\mathcal{F}_{x_1 \mapsto \xi_1}$ is bounded from $S_{d,a}^{d,\infty} (\mathbb{R}^{n-1} \times \Sigma; S_{L_1} (\mathbb{R}^d; \mathcal{B}(X, Y)))$ to $S_{d,a}^{d,\infty} (\mathbb{R}^{n-1} \times \Sigma; S_{L_\infty} (\mathbb{R}^d; \mathcal{B}(X, Y)))$.

(iii) We show that $\text{OP} [\mathcal{F}_{x_1 \mapsto \xi_1} \tilde{E}_k (\delta_0 \otimes \cdot)] = \text{OP} [\tilde{k}]$.

So let us prove the three steps one by one:

(i) For the Seeley extension we fix two sequences $(a_k)_{k \in \mathbb{N}}, (b_k)_{k \in \mathbb{N}} \subset \mathbb{R}$ such that

(i) $b_k < 0$ for all $k \in \mathbb{N}$,

(ii) $\sum_{k=1}^{\infty} |a_k| |b_k|^j < \infty$ for all $j \in \mathbb{N}$,

(iii) $\sum_{k=1}^{\infty} a_k b_k^j = 1$ for all $j \in \mathbb{N}$,

(iv) $b_k \to -\infty$ as $k \to \infty$.

It was proven in [86] that such sequences indeed exist. Moreover, we take a function $\phi \in C^\infty (\mathbb{R}_+)$ with $\phi(t) = 1$ for $0 \leq t \leq 1$ and $\phi(t) = 0$ for $t \geq 2$. Then, the Seeley extension for a function $f \in S_{d,a}^{d,\infty} (\mathbb{R}^{n-1} \times \Sigma; S_{L_p} (\mathbb{R}^d; Z))$ is defined by

$$(Ef)(t, \xi', \lambda) = \sum_{k=1}^{\infty} a_k \phi(b_k t) f(b_k t, \xi', \lambda) \quad (t < 0).$$

The assertion regarding the smoothness has already been proved by Seeley in [86]. Hence, we only have to show that the estimates of the symbol classed are preserved under the Seeley extension. But they indeed hold as

$$\| x_1 \mapsto x_1^m D_{x_1}^m D_{\xi'}^q D_{\lambda}^q \tilde{E}_k (x_1, \xi', \lambda) \|_{L_1 (\mathbb{R}_{x_1}; \mathcal{B}(X, Y))}$$

$$= \| x_1 \mapsto x_1^m D_{x_1}^m D_{\xi'}^q D_{\lambda}^q \sum_{k=1}^{\infty} a_k \phi(b_k x_1) \tilde{k} (b_k x_1, \xi', \lambda) \|_{L_1 (\mathbb{R}_{x_1}; \mathcal{B}(X, Y))}$$

$$= \| x_1 \mapsto x_1^m D_{\xi'}^q D_{\lambda}^q \sum_{k=1}^{\infty} a_k \sum_{q=0}^{m} \binom{m}{q} b_k^m (D_{x_1}^q \phi)(b_k x_1) (D_{x_1}^m - q \tilde{k})$$

$$\| (b_k x_1, \xi', \lambda) \|_{L_1 (\mathbb{R}_{x_1}; \mathcal{B}(X, Y))} \leq \sum_{k=1}^{\infty} a_k b_k^m \sum_{q=0}^{m} \binom{m}{q} \| x_1 \mapsto x_1^m D_{\xi'}^q D_{\lambda}^q (D_{x_1}^q \phi)(b_k x_1) (D_{x_1}^m - q \tilde{k})$$

$$\| (b_k x_1, \xi', \lambda) \|_{L_1 (\mathbb{R}_{x_1}; \mathcal{B}(X, Y))} \leq \sum_{k=1}^{\infty} a_k b_k^m \sum_{q=0}^{m} \binom{m}{q} \| x_1 \mapsto x_1^m D_{\xi'}^q D_{\lambda}^q (D_{x_1}^q \phi)(b_k x_1) (D_{x_1}^m - q \tilde{k})$$

$$\| (b_k x_1, \xi', \lambda) \|_{L_1 (\mathbb{R}_{x_1}; \mathcal{B}(X, Y))}.$$
\[ \sum_{k=1}^{\infty} a_k b_k^{m'-m-1} \sum_{q=0}^{m'} \left( \frac{m'}{q} \right) ||y_1||_{L_1(\mathbb{R}^+; \mathcal{B}(X,Y))} \leq \sum_{k=1}^{\infty} a_k b_k^{m'-m-1} \sum_{q=0}^{m'} \left( \frac{m'}{q} \right) \left\| D_{y_1}^q \Phi \right\|_{L_\infty(\mathbb{R}^+)} \rightarrow y_1^{m} D_{\xi}^{\alpha'} D_{\lambda}^{\gamma'} (D_{y_1}^q \phi) (y_1) \]

\[ (D_{y_1}^m \tilde{k})(y_1, \xi', \lambda) \rightarrow L_1(\mathbb{R}^+; \mathcal{B}(X,Y)) \]

\[ \leq \sum_{k=1}^{\infty} \sum_{q=0}^{m'} \left( \frac{m'}{q} \right) \left\| D_{y_1}^q \Phi \right\|_{L_\infty(\mathbb{R}^+)} \rightarrow y_1^{m} D_{\xi}^{\alpha'} D_{\lambda}^{\gamma'} (D_{y_1}^m \tilde{k}) \]

\[ (y_1, \xi', \lambda) \rightarrow L_1(\mathbb{R}^+; \mathcal{B}(X,Y)) \]

\[ \leq \sum_{k=1}^{\infty} a_k b_k^{m'-m-1} \sum_{q=0}^{m'} \left( \frac{m'}{q} \right) \left\| D_{y_1}^q \Phi \right\|_{L_\infty(\mathbb{R}^+)} C_{\alpha, m, m' - q, |\gamma|} \]

\[ \leq C \left\langle \xi', \lambda \right\rangle_{d', a'}^{d-(m-m')a_1 - a'a' - |\gamma|a_{1+1}} \]

(ii) This follows directly from the above computation together with the definition of the symbol classes and the fact that \( \mathcal{F}_{x_1 \rightarrow \xi} \) maps \( L_1(\mathbb{R}; \mathcal{B}(X,Y)) \) continuously into \( L_\infty(\mathbb{R}; \mathcal{B}(X,Y)) \).

(iii) For all \( g \in \mathcal{S}(\mathbb{R}^{n-1}) \) and all \( x \in \mathbb{R}_+^n \) we have that

\[ \text{OP}(\mathcal{F}_{x_1 \rightarrow \xi} \tilde{k}) (\delta_0 \otimes g)(x) = (2\pi)^{-n} \int_{\mathbb{R}^n} e^{ix\xi} [\mathcal{F}_{x_1 \rightarrow \xi} \tilde{k}(\xi_1, \xi', \mu)] \mathcal{F}_{x_1 \rightarrow \xi} (\delta_0 \otimes g) d\xi \]

\[ = (2\pi)^{-n} \int_{\mathbb{R}^n} e^{ix\xi} [\mathcal{F}_{x_1 \rightarrow \xi} \tilde{k}(\xi_1, \xi', \mu)] (\xi_1) \mathcal{F}_{x_1 \rightarrow \xi} g(\xi') d\xi \]

\[ = (2\pi)^{1-n} \int_{\mathbb{R}^n} e^{ix\xi'} \tilde{k}(x_1, \xi', \mu) \tilde{g}(\xi') d\xi' \]

\[ = (2\pi)^{1-n} \int_{\mathbb{R}^n} e^{ix\xi'} \tilde{k}(x_1, \xi', \mu) \tilde{g}(\xi') d\xi' \]

\[ = \text{OP}(\tilde{k}) \tilde{g}(x). \]

This finishes the proof. \( \square \)

**Remark 4.14** Note that in Lemma 4.13 we can also apply \( r_+ \text{OP}[p](\delta_0 \otimes \cdot) \) to elements of \( \mathcal{S}'(\mathbb{R}^{n-1}; X) \), cf. Section 2.4.1.

**Lemma 4.15** Let \( Z, Z_1, Z_2, Z_3 \) be Banach spaces and \( d_1, d_2, d_3 \in \mathbb{R} \). Let further \( d_1 = 1 \) and \( a = (a_1, \hat{a}, a_{1+1}) = (a_1, \ldots, a_{1+1}) \in (0, \infty) \times (0, \infty)^{d-1} \times (0, \infty) \). A continuous trilinear mapping \( Z_1 \times Z_2 \times Z_3 \rightarrow Z \) induces by pointwise multiplication a continuous trilinear mapping

\[ S_{d_1, a}^{d_1, \infty}(\mathbb{R}^n \times \Sigma; Z_1) \times S_{d_2, a}^{d_2, \infty}(\mathbb{R}^{n-1} \times \Sigma; \mathcal{F}_{L_\infty}(\mathbb{R}; Z_2)) \rightarrow S_{d, a}^{d_1 + d_2 + d_3, \infty}(\mathbb{R}^n \times \Sigma; \mathcal{F}_{L_\infty}(\mathbb{R}; Z_3)), \]

Springer
where \((p_1, p_2, p_3) \mapsto p\) is given by
\[
p(\xi_1, \xi', \mu) = p_1(\xi, \mu)p_2(\xi, \mu)p_3(\xi', \mu).
\]
It also holds that
\[
\text{OP}[p] = \text{OP}[p_1] \circ \text{OP}[p_2] \circ \text{OP}[p_3].
\]
Again, the respective assertions also hold within the isotropic or parameter-independent classes.

**Proof** In order to keep notations shorter, we first show the assertion for constant \(p_3\). Hence, we omit it in the notation and estimate the term
\[
\|\xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_1}(\xi_1, \xi', \lambda)p_2(\xi_1, \xi', \lambda)\|_Z.
\]
By the product rule and the triangle inequality, it suffices to estimate expressions of the form
\[
\|D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_1}(\xi_1, \xi', \lambda), \xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_2}(\xi_1, \xi', \lambda)\|_Z,
\]
where \(|\alpha'| + |\alpha'| = |\alpha'|, \, |j| + |\bar{j}| = |j| \text{ and } m' + \tilde{m}' = m'. But for such an expression, we obtain
\[
\|D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_1}(\xi_1, \xi', \lambda), \xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_2}(\xi_1, \xi', \lambda)\|_Z \\
\lesssim \langle \xi, \lambda \rangle_{d_1, a} \|\xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_1}(\xi_1, \xi', \lambda)\|_Z \\
\lesssim \langle \xi', \lambda \rangle_{d_1, a'} \|D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_2}(\xi_1, \xi', \lambda)\|_Z \\
\lesssim \langle \xi, \lambda \rangle_{d_1, a} \|\xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_1}(\xi_1, \xi', \lambda)\|_Z \\
+ |d_1 - \tilde{m}' a_1 - \tilde{a} \cdot \alpha' - |j|a_{t+1}| + \|\xi_1^{m + 1}a_1\|_Z \\
\lesssim \langle \xi, \lambda \rangle_{d_1, a} \|\xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_2}(\xi_1, \xi', \lambda)\|_Z \\
+ |d_1 - \tilde{m}' a_1 - \tilde{a} \cdot \alpha' - |j|a_{t+1}| + \langle \xi, \lambda \rangle_{d_1, a} \|\xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_2}(\xi_1, \xi', \lambda)\|_Z \\
\lesssim \langle \xi, \lambda \rangle_{d_1, a} \|\xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_2}(\xi_1, \xi', \lambda)\|_Z \\
+ |d_1 - \tilde{m}' a_1 - \tilde{a} \cdot \alpha' - |j|a_{t+1}| + \langle \xi, \lambda \rangle_{d_1, a} \|\xi_1^m D^{m'}_{\xi_1} D^{\xi'}_{\xi_1} D^j_{p_2}(\xi_1, \xi', \lambda)\|_Z
\]
A similar computation shows the respective assertion for the case that \(p_1\) is constant and \(p_3\) is arbitrary. The formula for the operators is trivial. □

**4.2 Solution Operators for Model Problems**

In this subsection we consider the boundary value model problems
\[
\begin{cases}
(1 + \lambda)v + A(D)v = 0, & \text{on } \mathbb{R}^n_+,

B_j(D)v = g_j, & \text{on } \mathbb{R}^{n-1}, \ j = 1, \ldots, m.
\end{cases}
\tag{4-1}
\]
and
\[
\begin{cases}
\partial_t u + (1 + \eta + A(D))u = 0 & \text{on } \mathbb{R}_+^n \times \mathbb{R},

B_j(D)u = g_j, & \text{on } \mathbb{R}^{n-1} \times \mathbb{R}, \ j = 1, \ldots, m,
\end{cases}
\tag{4-2}
\]
for \(\eta \geq 0\). Here, \(A(D), B_1(D), \ldots, B_m(D)\) is a constant coefficient homogeneous \(B(X)\)-valued differential boundary value system on \(\mathbb{R}^n_+\) as considered in Section 2.5. In this subsection we restrict ourselves to \(g_1, \ldots, g_m \in \mathcal{S}(\mathbb{R}^{n-1}, X)\) so that we can later extend the solution by density to the desired spaces.
The following proposition and its corollary are the main results of this subsection. They (together with the mapping properties that will be obtained in Section 4.3) show that the Poisson operators introduced in Section 4.1 provide the right classes of operators for solving (4-1) and (4-2).

**Proposition 4.16** Let $X$ be a Banach space and assume that $(A, B_1, \ldots, B_m)$ satisfies (E) and (LS) for some $\phi \in (0, \pi)$. Then there exist $\tilde{k}_j \in S^{-m_j}_{\phi} \{-2m/1, 2m/1\}$ satisfying (4-2), and $\kappa_j(x, t, \rho)$ such that for each $\lambda \in \Sigma_{\pi-\phi}$,

$$K_{\lambda} : \mathcal{S}(\mathbb{R}^{n-1}; X)^m \rightarrow \mathcal{S}(\mathbb{R}_+^n; X), (g_1, \ldots, g_m) \mapsto \sum_{j=1}^m \text{OPK}(\tilde{k}_j, \lambda) g_j,$$

is a solution operator for the elliptic differential boundary value problem (4-1). Moreover, there is uniqueness of solutions in $\mathcal{S}(\mathbb{R}_+^n; X)$: if $u \in \mathcal{S}(\mathbb{R}_+^n; X)$ is a solution of Eq. 4-1, then $u = K_{\lambda}(g_1, \ldots, g_m)$.

**Remark 4.17** Proposition 4.16 together with Proposition 4.8 shows that $\tilde{k}_j$ belongs to $S^{-m_j}_{\phi} \{-2m/1, 2m/1\}$ after the substitution $\lambda = \mu^{2m}$. To be more precise:

$$\tilde{k}_j^{[2m]} := [(x_1, \xi', \mu) \mapsto \tilde{k}_j(x_1, \xi', \mu^{2m})] \in S^{-m_j}_{\phi} \{-2m/1, 2m/1\},$$

is a solution operator for the parabolic differential boundary value problem (4-2). The semi-norms of the symbol-kernels admit polynomial bounds in $\eta$ as described in Remark 4.7. Moreover, there is uniqueness of solutions in $\mathcal{S}(\mathbb{R}_+^n; X)$: if $u \in \mathcal{S}(\mathbb{R}_+^n; X)$ is a solution of Eq. 4-2, then $u = K_{\lambda}(g_1, \ldots, g_m)$.

**Corollary 4.18** Let $X$ be a Banach space and assume that $(A, B_1, \ldots, B_m)$ satisfies (E) and (LS) for some $\phi \in (0, \pi)$. Then there exist $\tilde{k}_j^{(n)} \in S^{-m_j}_{\phi} \{-2m/1, 2m/1\}$ satisfying (4-2), and $\kappa_j^{(n)}(x, t, \rho)$ such that

$$K^{(n)}_{\lambda} : \mathcal{S}(\mathbb{R}^{n-1} \times \mathbb{R}; X)^m \rightarrow \mathcal{S}(\mathbb{R}_+^n \times \mathbb{R}; X), (g_1, \ldots, g_m) \mapsto \sum_{j=1}^m \text{OPK}(\tilde{k}_j^{(n)}, \lambda) g_j,$$

is a solution operator for the parabolic differential boundary value problem (4-2). The semi-norms of the symbol-kernels admit polynomial bounds in $\eta$ as described in Remark 4.7. Moreover, there is uniqueness of solutions in $\mathcal{S}(\mathbb{R}_+^n \times \mathbb{R}; X)$: if $u \in \mathcal{S}(\mathbb{R}_+^n \times \mathbb{R}; X)$ is a solution of Eq. 4-2, then $u = K^{(n)}(g_1, \ldots, g_m)$.

**Proof** Under Fourier transformation in time, Eq. 4-2 turns into

$$\begin{cases}
(1 + \eta + i \tau) \mathcal{F}_{t \rightarrow \tau} u + A(D) \mathcal{F}_{t \rightarrow \tau} u = 0, \\
B_j(D) \mathcal{F}_{t \rightarrow \tau} u = \mathcal{F}_{t \rightarrow \tau} \tilde{g}_j, \quad j = 1, \ldots, m.
\end{cases}$$

The result thus follows from Proposition 4.16 through a substitution as in Remark 4.7. $\square$

In order to prove Proposition 4.16, we use a certain solution formula to Eq. 4-1. Following the considerations in [20, Proposition 6.2] we can represent the solution in the Fourier image as

$$\hat{u}(x_1, \xi', \lambda) = e^{i \rho A_0(b, \sigma)x_1} M(b, \sigma) \tilde{g}_\rho(\xi')$$

where

- $A_0$ is some smooth function with values in $\mathcal{B}(X_{2m}^2, X_{2m}^2)$ that one obtains from $\lambda - A(D_{x_1}, \xi')$ after some reduction to a first-order system.
• $M$ is some smooth function with values in $\mathcal{B}(X^m, X^{2m})$ which maps the values of the boundary operator applied to the stable solution to the vector containing all normal derivatives of this solution up to order $2m - 1$,
• $\rho$ is a positive parameter that can be chosen in different ways and in dependence of $\xi'$ and $\lambda$,
• $b = \xi'/\rho$, $\sigma = (1 + \lambda)/\rho^{2m}$ and $\hat{g}_\rho = (\hat{g}_1/\rho^{m_1}, \ldots, \hat{g}_m/\rho^{m_m})^T$.

Another operator that we will use later is the spectral projection $\mathcal{P}_-$ of the matrix $A_0$ to the part of the spectrum that lies above the real line. This spectral projection has the property that $\mathcal{P}_-(\sigma) M(\sigma) = M(\sigma)$.

For our purposes, we will rewrite the above representation in the following way: For $j = 1, \ldots, m$ we write

\[ M_{\rho,j}(\sigma) \hat{g}_j := M(\sigma) \hat{g}_j \otimes e_j/\rho^{m_j} \]

so that we obtain

\[ \hat{u} = e^{i\rho A_0(\sigma)x} M(\sigma) \hat{g}_\rho = \sum_{j=1}^m e^{i\rho A_0(\sigma)x_1} M_{\rho,j}(\sigma) \hat{g}_j. \quad (4-3) \]

The functions $(\xi', \lambda) \mapsto e^{i\rho A_0(\sigma)x_1} M_{\rho,j}(\sigma)$ (note that $\rho, b$ and $\sigma$ depend on $(\xi, \lambda)$) where we oppress the dependence in the notation for the sake of readability) are exactly the Poisson symbol-kernels $\tilde{k}_j$ in Proposition 4.16. In the following, we will show that they satisfy the symbol-kernel estimates in order to prove Proposition 4.16.

**Lemma 4.19** Let $N \in \mathbb{N}$ and let $\Sigma_1, \ldots, \Sigma_N \subset \mathbb{C}$ be some sectors (or lines) in the complex plane. Let further $m: \prod_{i=1}^N \Sigma_i \setminus \{0\} \rightarrow \mathbb{C}$ be differentiable and homogeneous in the sense that there are numbers $\alpha_1, \ldots, \alpha_N, \alpha \in \mathbb{R}$ such that

\[ m(r_1^{\alpha_1}x_1, \ldots, r_N^{\alpha_N}x_N) = r^{\alpha}m(x_1, \ldots, x_N) \quad (r > 0, x_i \in \Sigma_i, i = 1, \ldots, N). \]

Then, we have

\[ (\partial_j m)(r_1^{\alpha_1}x_1, \ldots, r_N^{\alpha_N}x_N) = r^{\alpha-\alpha_j} \partial_j m(x_1, \ldots, x_N) \quad (r \geq 0, x_i \in \Sigma_i, i, j = 1, \ldots, N). \]

**Proof** For the sake of simpler notation, we only consider the case $\Sigma_1 = \ldots = \Sigma_N = \mathbb{R}$. In the other cases, one only has to consider derivatives in more directions, but the proof remains the same. Let $r > 0$ and $x_i \in \Sigma_i$ for $i = 1, \ldots, N$. Define $x = (x_1, \ldots, x_N)$ and $x(r) := (r^{a_1}x_1, \ldots, r^{a_N}x_N)$. Let further $e_j$ be the $j$-th unit normal vector. Then we have

\[ (\partial_j m)(x(r)) = \lim_{h \to 0} \frac{m(x(r) + he_j)}{h} = \lim_{h \to 0} r^{\alpha} \frac{m(x + he_j)}{h} = \lim_{h \to 0} r^{\alpha-\alpha_j} \frac{m(x + he_j)}{h} = r^{\alpha-\alpha_j} (\partial_j m)(x). \]

**Proposition 4.20** Let $a_1, a_2 > 0$ such that $\frac{1}{a_1}, \frac{1}{a_2} \in \mathbb{N}$. Then the function $(\xi, \lambda) \mapsto \left( \frac{\xi}{(\xi, \lambda)_a^{a_1}}, \frac{\lambda}{(\xi, \lambda)_a^{a_2}} \right)$ is a symbol in $S_0^{0,\infty}(\mathbb{R}^n \times \Sigma, \mathbb{C}^{a_1+1})$.

**Proof** The function

\[ m: \mathbb{R} \times \mathbb{R}^n \times \Sigma \setminus \{0\}: (x, \xi, \lambda) \mapsto \frac{x + \lambda}{(x^2/a_2 + |\xi|^2/a_1 + |\lambda|^2/a_2)a_2/2} \]
is homogeneous in the sense that

\[ m(r^{a_2} x, r^{a_1} \xi, r^{a_2} \lambda) = m(x, \xi, \lambda). \]

Moreover, since \( \frac{1}{a_1}, \frac{1}{a_2} \in \mathbb{N} \) we also have that \( m \in C^\infty(\mathbb{R} \times \mathbb{R}^n \times \Sigma \setminus \{0\}, \mathbb{C}) \). In particular, for all \( \alpha \in \mathbb{N}^n \) and \( k \in \mathbb{N}^2 \) we have that \( \partial^\alpha \xi \partial^k \lambda m \) is bounded on the set

\[ S_a := \{(x, \xi, \lambda) \mid x^2 + |\xi|^{2/a_1} + |\lambda|^{2/a_2} = 1\} \]

and satisfies

\[
(\partial^\alpha \xi \partial^k \lambda m)(r^{a_2} x, r^{a_1} \xi, r^{a_2} \lambda) = r^{-a_1|\alpha| - a_2|k|}(\partial^\alpha \xi \partial^k \lambda m)(x, \xi, \lambda).
\]

Thus, we have the estimate

\[
\sup_{(\xi, \lambda) \in \mathbb{R}^n \times \Sigma} (\xi, \lambda)^{a_1|\alpha| + a_2|k|}|\partial^\alpha \xi \partial^k \lambda m| \leq \sup_{(x, \xi, \lambda) \in \mathbb{R}^n \times \Sigma \setminus \{0\}} (x^2 + |\xi|^{2/a_1} + |\lambda|^{2/a_2})^{-a_1|\alpha|/2 - a_2|k|/2} |\partial^\alpha \xi \partial^k \lambda m|(x, \xi, \lambda)
\]

so that we obtain that \((\xi, \lambda) \mapsto \frac{1 + \lambda}{(\xi, \lambda)^{a_2}}\) is a symbol in \( S_a^{0, \infty}(\mathbb{R}^n \times \Sigma, \mathbb{C}) \). A similar approach also shows the desired estimates for the other components. \(\square\)

For the rest of this section, in Eq. 4.3 we fix

\[ \rho(\xi', \lambda) := (\xi', \lambda)^{a_1}_{\bar{a}} \]

\[ b(\xi', \lambda) := \frac{\xi'}{(\xi', \lambda)^{a_1}_{\bar{a}}} \quad \text{and} \quad \sigma(\xi', \lambda) := \frac{1 + \lambda}{(\xi', \lambda)^{a_2}_{\bar{a}}}. \]

In particular, if we choose \( a = (a_1, a_2) = (\frac{1}{2m}, 1) \) then we obtain

\[ b(\xi', \lambda) := \frac{\xi'}{(\xi', \lambda)^{a_1}_{\bar{a}}} \quad \text{and} \quad \sigma(\xi', \lambda) := \frac{1 + \lambda}{(\xi', \lambda)^{a_2}_{\bar{a}}}. \]

so that \((b, \sigma)\) coincides with the function in Proposition 4.20.

**Proposition 4.21** Let again \( a_1, a_2 > 0 \) such that \( \frac{1}{a_1}, \frac{1}{a_2} \in \mathbb{N} \) and let \( A \) be smooth with values in some Banach space \( Z \). We further assume that \( A \) and all its derivatives are bounded on the range of \((b, \sigma)\). Then, we have that

\[ A \circ (b, \sigma) \in S_a^{0, \infty}(\mathbb{R}^{n-1} \times \Sigma, Z). \]

**Proof** We show by induction on \(|\alpha'| + |\gamma|\) that \( D_{\xi'}^{\alpha'} D_{\lambda}^{\gamma}(A \circ (b, \sigma)) \) is a linear combination of terms of the form \( (D_{\xi}^{\alpha'} D_{\lambda}^{\gamma} A) \circ (b, \sigma) \cdot f \) with \( f \in S_{a_1}^{-a_1|\alpha'| - a_2|\gamma|, \infty}(\mathbb{R}^{n-1} \times \Sigma), \tilde{\alpha}' \in \mathbb{N}^{n-1} \) and \( \tilde{\gamma} \in \mathbb{N}^2 \). Obviously, this is true for \(|\alpha'| + |\gamma| = 0\). So let \( j \in \{1, \ldots, n-1\} \). By induction hypothesis, we have that \( D_{\xi}^{\alpha'} D_{\lambda}^{\gamma} A \circ (b, \sigma) \) is a linear combination of terms of the form \( (D_{\xi}^{\alpha'} D_{\lambda}^{\gamma} A) \circ (b, \sigma) \cdot f \) with \( f \in S_{a_1}^{-a_1|\alpha'| - a_2|\gamma|, \infty}(\mathbb{R}^{n-1} \times \Sigma), \tilde{\alpha}' \in \mathbb{N}^{n-1} \) and
\( \gamma \in \mathbb{N}^2 \). Hence, for \( D_\xi \overrightarrow{D}_\xi \alpha D_\lambda \gamma A \circ (b, \sigma) \) it suffices to treat the summands separately, i.e. we consider \( D_\xi ((D_\xi^\alpha D_\lambda^\gamma A) \circ (b, \sigma) \cdot f) \). By the product rule and the chain rule, we have
\[
D_\xi ((D_\xi^\alpha D_\lambda^\gamma A) \circ (b, \sigma) \cdot f) = (D_\xi^\alpha D_\lambda^\gamma A) \circ (b, \sigma))(D_\xi f) + \left( \sum_{i=2}^n D_\xi \left( \frac{\xi_i}{\rho} \right) \cdot f \cdot [(D_\xi^\alpha D_\lambda^\gamma A) \circ (b, \sigma)] \right) + D_\xi \left( \frac{1+\lambda}{\rho m} \right) \cdot f \cdot [(D_\xi D_\xi^\alpha D_\lambda^\gamma A) \circ (b, \sigma)]
\]

By the induction hypothesis and Remark 4.6 (4.6) and (4.6) we have that
\[
(D_\xi f), (D_\xi \frac{\xi_i}{\rho} f), \ldots, (D_\xi \frac{\xi_{n-1}}{\rho} f), (D_\xi \frac{1+\lambda}{\rho m} f) \in S_{a_1(|a'|+1)-a_2|\gamma|, \infty}(\mathbb{R}^{n-1} \times \Sigma).
\]
The same computation for \( \partial_{\lambda_1} \) and \( \partial_{\lambda_2} \) instead of \( \partial_j \) also shows the desired behavior and hence, the induction is finished. Finally, the assertion follows now from Proposition 4.20 and Remark 4.6 (4.6) and (4.6).

**Lemma 4.22** Let \( n_1, n_2 \in \mathbb{N} \) and \( a = (a_1, a_2) = (\frac{1}{2m}, 1) \). Let further \( f_0 \in S_{a_1, \infty}(\mathbb{R}^{n-1} \times \Sigma, B(X, X^{2m})) \) and \( g_0 \in S_{a_2, \infty}(\mathbb{R}^{n-1} \times \Sigma, B(X, X^{2m})) \). Then, for all \( \alpha' \in \mathbb{N}^{n-1} \) and \( \gamma \in \mathbb{N}^2 \) we have that
\[
\partial_{\xi}^{\alpha'} \partial_{\lambda}^{\gamma} f_0 \exp(i \rho A_0(b, \sigma)x_1) \mathcal{P}_-(b, \sigma)g_0
\]
is a linear combination of terms of the form
\[
f \exp(i \rho A_0(b, \sigma)x_1) \mathcal{P}_-(b, \sigma)g_1 x_1^{p_1+p_2}
\]
where \( f \in S_{a_1-n_1|\alpha'|-a_2|\gamma|+(n_1-a_1-a_2)p_2, \infty}(\mathbb{R}^{n-1} \times \Sigma, B(X^{2m}, X^{2m})) \), \( g \in S_{a_2-n_2-1|\alpha'|-a_2|\gamma|, \infty}(\mathbb{R}^{n-1} \times \Sigma, B(X, X^{2m})) \), \( |\gamma| + |\gamma'| + p_2 = |\gamma| \) and \( |\alpha'| + |\alpha'| + p_1 = |\alpha'| \).

**Proof** We show the assertion by induction on \(|\alpha'| + |\gamma|\). Obviously, for \(|\alpha'| + |\gamma| = 0\) the assertion holds true. So let \( \alpha' \in \mathbb{N}^{n-1} \) and \( \gamma \in \mathbb{N}^2 \). Let further
\[
\partial_{\xi}^{\alpha'} \partial_{\lambda}^{\gamma} f_0 \exp(i \rho A_0(b, \sigma)x_1) \mathcal{P}_-(b, \sigma)g_0
\]
be a linear combination of terms of the form
\[
f \exp(i \rho A_0(b, \sigma)x_1) \mathcal{P}_-(b, \sigma)g_1 x_1^{p_1+p_2}
\]
where \( f \in S_{a_1-n_1|\alpha'|-a_2|\gamma|+(n_1-a_1-a_2)p_2, \infty}(\mathbb{R}^{n-1} \times \Sigma, B(X^{2m}, X^{2m})) \), \( g \in S_{a_2-n_2-1|\alpha'|-a_2|\gamma|, \infty}(\mathbb{R}^{n-1} \times \Sigma, B(X, X^{2m})) \), \( |\gamma| + |\gamma'| + p_2 = |\gamma| \) and \( |\alpha'| + |\alpha'| + p_1 = |\alpha'| \). We treat the summands separately. Then, for \( j = 1, \ldots, n-1 \) we have
\[
\partial_j \left[ f e^{i \rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma)g_1 x_1^{p_1+p_2} \right] = \partial_j \left[ f \mathcal{P}_-(b, \sigma)e^{i \rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma)g_1 x_1^{p_1+p_2} \right] = \left[ \partial_j f \right] \mathcal{P}_-(b, \sigma)e^{i \rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma)g_1 x_1^{p_1+p_2}
\]
\[
+ f \left[ \partial_j \mathcal{P}_-(b, \sigma) \right] e^{i \rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma)g_1 x_1^{p_1+p_2}
\]
\[
+ f e^{i \rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma) \left[ \partial_j e^{i \rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma) \right] g_1 x_1^{p_1+p_2+1}
\]
\[
+ f \mathcal{P}_-(b, \sigma) e^{i \rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma) \partial_j \left[ \mathcal{P}_-(b, \sigma) \right] g_1 x_1^{p_1+p_2}
\]
\[
+ f \mathcal{P}_-(b, \sigma) e^{i \rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma) \left[ \partial_j g_1 \right] x_1^{p_1+p_2}.
\]
Here, we used that the spectral projection $\mathcal{P}_-(b, \sigma)$ commutes with $e^{i\rho A_0(b, \sigma)x_1}$. Using Remark 4.6 (4.6) and (4.6) and Proposition 4.21 we obtain that in each summand, we have that either $|\bar{\alpha}'|, |\bar{\alpha}|$ or $p_1$ increases by 1. The same computation as above also yields the desired estimate for $\partial_{h_1}$ and $\partial_{h_2}$, where either $|\bar{\gamma}|, |\bar{\gamma}|$ or $p_2$ increases by 1. Hence, we obtain the assertion.

Proposition 4.23 Let again $a = (a_1, a_2) = (\frac{1}{2m}, 1)$. Then, we have the estimate

$$\|x_1^l D_{x_1}^k D_{x_1}^{\alpha'} D_{x_2}^{\beta'} e^{i\rho A_0(b, \sigma)x_1} M_{\rho,j}(b, \sigma)\|_{B(X, X^{2m})} \leq C \rho^{-k-m_j-|\alpha'|-\frac{a_j}{a_k}} e^{-\frac{c}{2} \rho_{x_1}}.$$ 

for all $r, k \in \mathbb{N}$, $\alpha' \in \mathbb{N}^{n-1}$ and $\gamma \in \mathbb{N}^2$.

Proof By Lemma 4.22, we have that $D_{x_1}^{\alpha'} D_{x_2}^{\beta'} e^{i\rho A_0(b, \sigma)x_1} M_{\rho,j}(b, \sigma)$ is a linear combination of terms of the form

$$f e^{i\rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma) g x_1^{p_1+p_2}$$

where $f \in S_a^{-a_1|\bar{\alpha}'| - a_2|\bar{\gamma}| + p_2(a_1 - a_2) \cdot \infty (\mathbb{R}^{n-1} \times \Sigma, \mathcal{B}(X^{2m}, X^{2m}))$, $g \in S_a^{-a_1m_j - a_1|\bar{\alpha}| - a_2|\bar{\gamma}| \cdot \infty (\mathbb{R}^{n-1} \times \Sigma, \mathcal{B}(X, X^{2m}))$, $|\bar{\gamma}| + |\bar{\gamma}| + p_2 = |\gamma|$ and $|\bar{\alpha}| + |\bar{\alpha}| + p_1 = |\alpha'|$. But for such a term, we have that

$$\|x_1^l D_{x_1}^k f(\xi', \mu) e^{i\rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma) g(\xi', \mu) x_1^{p_1+p_2} \|_{B(X, X^{2m})}$$

$$\leq C \rho \sum_{l=0}^{k} \| f(\xi', \mu) e^{i\rho A_0(b, \sigma)x_1} \mathcal{P}_-(b, \sigma)[i \rho A_0(b, \sigma)]^{k-l} g(\xi', \mu) x_1^{p_1+p_2} \|_{B(X, X^{2m})}$$

$$\leq C \rho \sum_{l=0}^{k} \rho^{k-m_j-|\alpha'|-|\alpha|} e^{-\frac{C}{2} \rho_{x_1}} x_1^{p_1+p_2}$$

This is the desired estimate.

Corollary 4.24 We have that

$$[(x_1, \xi', \lambda) \mapsto e^{i\rho A_0(b, \sigma)x_1} M_{\rho,j}(b, \sigma)] \in S_a^{-(1+m_j)/2m, \infty}(\mathbb{R}^{n-1} \times \Sigma; SL_1(\mathbb{R}^{n+1}, \mathcal{B}(X, X^{2m}))).$$

Proof This is obtained by computing the $L_1$-norms in Proposition 4.23.

Putting together the above gives Proposition 4.16:
**Proof of Proposition 4.16** A combination of the solution formula (4-3) and Corollary 4.24 gives the desired result, where the uniqueness statement is clear from the construction of the solution formula. \(\square\)

### 4.3 Mapping Properties

Recall the notation from Section 3.2.2.

**Theorem 4.25** Let \(X\) be a Banach space, \(d_1 = 1, \ p \in (1, \infty]^l, \ r \in \llbracket 1, \infty \rrbracket, \ y \in (-1, \infty), \ w' \in \prod_{j=2}^l A_\infty(\mathbb{R}^{d_j}), \ s \in \mathbb{R} \) and \(a \in (0, \infty)^l\). Then \((k, g) \mapsto \text{OPK}(k) g\) defines continuous bilinear operators

\[
S_{d,a}^{d-a_1} (\mathbb{R}^{n-1}; S_{L_1}(\mathbb{R}^+; \mathcal{B}(X))) \times F_{r',r_1,d'}^{s+d-a_1 \frac{1+\gamma}{r_1}} (\mathbb{R}^{n-1}, w'; X) \longrightarrow F_{r,r_1,d}^{s,a} (\mathbb{R}^n_+, (w_\gamma, w'); X)
\]

and

\[
S_{d,a}^{d-a_1} (\mathbb{R}^{n-1}; S_{L_1}(\mathbb{R}^+; \mathcal{B}(X))) \times B_{r',r_1,d'}^{s+d-a_1 \frac{1+\gamma}{r_1}} (\mathbb{R}^{n-1}, w'; X) \longrightarrow B_{r,r_1,d}^{s,a} (\mathbb{R}^n_+, (w_\gamma, w'); X).
\]

Note that Theorem 4.25 is an extension of the isotropic unweighted scalar-valued setting in [48, Theorem 4.3] in case of constant coefficients. But in contrast to [48, Theorem 4.3] we take \(p \in (1, \infty)^l\). Since we use Proposition 3.1 in the proof we do not allow \(p \in [1, \infty)^l\) in this formulation. However, it should be possible to remove this restriction, see Remark 3.2. The proof of Theorem 4.25, which adjusts the line of arguments in [48, Theorem 4.3] to our situation, will be given at the end of this section.

**Corollary 4.26** Let \(X\) be a UMD Banach space, \(q, p, r \in (1, \infty), \ v \in A_q(\mathbb{R}), \ y \in (-1, \infty), \ s \in \mathbb{R} \) and \(\rho \in (0, \infty)\). Let \(d = (1, n-1, 1)\) and \(a = (\frac{1}{p}, \frac{1}{\rho}, 1)\). Then \((\tilde{k}, g) \mapsto \text{OPK}(\tilde{k}) g\) defines a continuous bilinear operator

\[
S_{d,a}^{d-\frac{1}{\rho}} (\mathbb{R}^n; S_{L_1}(\mathbb{R}^+; \mathcal{B}(X))) \times F_{(p,q),p}^{\frac{1}{p}(-\frac{1+\gamma}{p})+d, (\frac{1}{p}, 1)} (\mathbb{R}^{n-1} \times \mathbb{R}, (1, v); X) \longrightarrow W_q^1 (\mathbb{R}, v; F_{p,r}^{s,a}(\mathbb{R}^n_+, w_\gamma; X)) \cap L_q (\mathbb{R}, v; F_{p,r}^{s+\rho}(\mathbb{R}^n_+, w_\gamma; X)).
\]

**Proof** Let \(\tilde{x}, \tilde{y}, \sigma \) and \(\eta\) be as in Lemma 3.4. Then note that we have the embedding (3-3) while

\[
\left( \sigma + \frac{\eta}{\rho} \right) + d - \frac{1}{\rho} \left( 1 + \frac{\tilde{y} + \eta p}{p} \right) = \frac{1}{\rho} (s - \frac{1+\gamma}{p}) + d.
\]

Observing that

\[
F_{(p,q),1}^{\sigma, \frac{\eta}{\rho}, (\frac{1}{p}, 1)} (\mathbb{R}^n_+ \times \mathbb{R}, (w_{\tilde{y}+\eta p}, v); X) = F_{(p,p,q),1}^{\sigma, \frac{\eta}{\rho}, (\frac{1}{p}, 1)} (\mathbb{R}^n_+ \times \mathbb{R}^{n-1} \times \mathbb{R}, (w_{\tilde{y}+\eta p}, 1, v); X),
\]

the result thus follows from Theorem 4.25. \(\square\)

Combined with the elementary embedding (2-23), (2-26), the above corollary (with \(r = 1\)) yields the following two results.
Corollary 4.27 Let $X$ be a UMD Banach space, $q, p \in (1, \infty)$, $v \in A_q(\mathbb{R})$, $\gamma \in (-1, p - 1)$, $s \in \mathbb{R}$ and $\rho \in (0, \infty)$. Let $d = (1, n - 1, 1)$ and $a = (\frac{1}{\rho}, \frac{1}{\rho}, 1)$. Then $(k, g) \mapsto \text{OPK}(k)g$ defines a continuous bilinear operator

$$S^{d-\frac{1}{\rho}}_d(a)(\mathbb{R}^n; S \mathcal{L}_1(\mathbb{R}^+; \mathcal{B}(X))) \times F_{(p,q),p}^{\frac{1}{\rho}(s-\frac{1}{\rho})+d,\frac{1}{\rho}}(\mathbb{R}^{-1} \times \mathbb{R}, (1, v); X) \rightarrow W^1_q(\mathbb{R}, v; H^s_p(\mathbb{R}^+; w^\gamma; X)) \cap L_q(\mathbb{R}, v; H^{s+\rho}_p(\mathbb{R}^+; w^\gamma; X)).$$

Corollary 4.28 Let $X$ be a UMD Banach space, $q, p \in (1, \infty)$, $v \in A_q(\mathbb{R})$, $\gamma \in (-1, \infty)$ and $k \in \mathbb{N}_1$. Let $d = (1, n - 1, 1)$ and $a = (\frac{1}{k}, \frac{1}{k}, 1)$. Then $(k, g) \mapsto \text{OPK}(k)g$ defines a continuous bilinear operator

$$S^{d-\frac{1}{k}}_d(a)(\mathbb{R}^n; S \mathcal{L}_1(\mathbb{R}^+; \mathcal{B}(X))) \times F_{(p,q),p}^{\frac{1}{k}(s+1)+d,\frac{1}{k}}(\mathbb{R}^{-1} \times \mathbb{R}, (1, v); X) \rightarrow W^1_q(\mathbb{R}, v; L_p(\mathbb{R}^+; w^\gamma; X)) \cap L_q(\mathbb{R}, v; W^k_p(\mathbb{R}^+; w^\gamma; X)).$$

Remark 4.29 Corollary 4.28 could also directly be derived from Theorem 4.25 using the elementary embedding ([64, Lemma 7.2])

$$F_{(p,q),1}^{1,\frac{1}{k}}(\mathbb{R}^n \times \mathbb{R}^{-1} \times \mathbb{R}, (w^\gamma, 1, v); X) = F_{(p,q),1}^{1,\frac{1}{k}}(\mathbb{R}^n \times \mathbb{R}, (w^\gamma, v); X) \hookrightarrow W^1_q(\mathbb{R}, v; L_p(\mathbb{R}^+; w^\gamma; X)) \cap L_q(\mathbb{R}, v; W^k_p(\mathbb{R}^+; w^\gamma; X)).$$

A combination of the real interpolation results Lemma 3.11 and Eq. 2-16 with Corollary 4.26 yields the following:

Corollary 4.30 Let $X$ be a UMD Banach space, $q, p \in (1, \infty)$, $v \in A_q(\mathbb{R})$, $\gamma \in (-1, \infty)$, $s \in \mathbb{R}$ and $\rho \in (0, \infty)$. Let $d = (1, n - 1, 1)$ and $a = (\frac{1}{\rho}, \frac{1}{\rho}, 1)$. Then $(k, g) \mapsto \text{OPK}(k)g$ defines a continuous bilinear operator

$$S^{d-\frac{1}{\rho}}_d(a)(\mathbb{R}^n; S \mathcal{L}_1(\mathbb{R}^+; \mathcal{B}(X))) \times B_{(p,q),q}^{\frac{1}{\rho}(s+1)+d,\frac{1}{\rho}}(\mathbb{R}^{-1} \times \mathbb{R}, (1, v); X) \rightarrow W^1_q(\mathbb{R}, v; B^{s,\rho}_{p,q}(\mathbb{R}^+; w^\gamma; X)) \cap L_q(\mathbb{R}, v; B^{s+\rho}_{p,q}(\mathbb{R}^+; w^\gamma; X)).$$

Theorem 4.31 Let $X$ be a reflexive Banach space, $\Sigma \subseteq \mathbb{C}$ open, $d \in \mathbb{R}$ and $p, q \in (1, \infty)$. Let further $(\mathcal{A}, \gamma) \subseteq \{B, F\} \times (-1, \infty) \cup \{B, F\} \times (-\infty, p - 1)$, $s \in \mathbb{R}$ and $s_0 \in (\frac{1}{\gamma} - 1, \infty)$. Then $(k, g) \mapsto \text{OPK}(k)g$ defines a continuous bilinear operator

$$S^{d-\infty}(\mathbb{R}^n \times \Sigma; S \mathcal{L}_1(\mathbb{R}^+; \mathcal{B}(X))) \times (\mathcal{A}, \gamma)(\mathbb{R}^+; X) \rightarrow S^{d,\mu,\xi\gamma}_{p,q}(\mathbb{R}^n; X)$$

uniformly in $\mu$.

We should refer the reader to [40] where related results have been obtained in the unweighted isotropic finite-dimensional $L_p$-setting over manifolds. The proof of Theorem 4.31, which is again inspired by [48, Theorem 4.3], will be given at the end of this section.
We also obtain the same assertion for the Bessel potential scale by the elementary embedding
\( F^{s-d,|\mu|,\sigma_0}_{p,1,\gamma}(\mathbb{R}^n_+; X) \hookrightarrow H^{s-d,|\mu|,\sigma_0}_{p,\gamma}(\mathbb{R}^n_+; X) \) for \( \gamma \in (-1, p-1) \). Hence, the following corollary holds:

**Corollary 4.32** Let \( X \) be a reflexive Banach space, \( \Sigma \subset \mathbb{C} \) open, \( d \in \mathbb{R} \) and \( p \in (1, \infty) \). Let further \( \gamma \in (-1, p-1), s \in \mathbb{R} \) and \( s_0 \in (\frac{1+\gamma}{p} - 1, \infty) \). Then \((k_\mu, g) \mapsto \text{OPK}(\tilde{k}_\mu)g \) defines a continuous bilinear operator
\[
S^{d-1,\infty}_d(\mathbb{R}^{n-1} \times \Sigma; \mathcal{S}_{L_1}(\mathbb{R}_+; \mathcal{B}(X))) \times \partial H^{s,|\mu|}_{p,\gamma}(\mathbb{R}^n_+; X) \rightarrow H^{s-d,|\mu|,\sigma_0}_p(\mathbb{R}^n_+; X)
\]
uniformly in \( \mu \).

**Lemma 4.33** Let \( X \) be a Banach space, \( a \in (0, \infty)^l \), \( p \in [1, \infty)^l \), \( q \in [1, \infty) \), \( \gamma \in (-d_1, \infty) \) and \( s \in (-\infty, a_1 \left[ \frac{d_1 + \gamma}{p_1} - d_1 \right] ) \). Let \( w \in \prod_{j=1}^l A_\infty(\mathbb{R}^{d_j}) \) be such that \( w_1(x_1) = |x_1|^\gamma \). The linear operator
\[
T : S'(\mathbb{R}^{n-d_1}; X) \rightarrow S'(\mathbb{R}^n; X), \ f \mapsto \delta_0 \otimes f.
\]
restricts to bounded linear operators from \( B^{s+a_1 \left( d_1 - \frac{d_1 + \gamma}{p_1} \right), a'}_{p', q, d'}(\mathbb{R}^{n-d_1}; w; X) \) to \( B^{s, a}_{p, q, d}(\mathbb{R}^n, w; X) \) and from \( F^{s+a_1 \left( d_1 - \frac{d_1 + \gamma}{p_1} \right), a'}_{p', q, d'}(\mathbb{R}^{n-d_1}; w; X) \) to \( F^{s, a}_{p, q, d}(\mathbb{R}^n, w; X) \).

**Proof** The Besov case is contained in [60, Lemma 4.14]. So let us consider the Triebel-Lizorkin case. Using the Sobolev embedding from Proposition 3.1, we may without loss of generality assume that \( p_1 = q \), so that
\[
L_{p,d}(\mathbb{R}^n, w)[\ell_q(\mathbb{N})] = L_{p',d'}(\mathbb{R}^{n-d}, w')[\ell_q(\mathbb{N})] \cdot \| \cdot \|^\gamma \).
\]
Now the desired estimate can be obtained as in the proof of [60, Lemma 4.14(i)].

**Lemma 4.34** Let \( X \) be a Banach space, \( a \in (0, \infty)^l \), \( s \in \mathbb{R} \), \( p \in [1, \infty)^l \), \( q \in [1, \infty) \) and \( d \in \mathbb{R} \). Then \((f, p) \mapsto \text{OP}(p)f \) defines continuous bilinear mappings
\[
S^{d,a}_d(\mathbb{R}^n; \mathcal{B}(X)) \times F^{s,a}_{p,q,d}(\mathbb{R}^n, w; X) \rightarrow F^{s-d,a}_{p,q,d}(\mathbb{R}^n, w; X)
\]
and
\[
S^{d,a}_d(\mathbb{R}^n; \mathcal{B}(X)) \times B^{s,a}_{p,q,d}(\mathbb{R}^n, w; X) \rightarrow B^{s-d,a}_{p,q,d}(\mathbb{R}^n, w; X).
\]

**Proof** This follows directly from the fact that \( F^{s,a}_{p,q,d}(\mathbb{R}^n, w; X) \) and \( B^{s,a}_{p,q,d}(\mathbb{R}^n, w; X) \) are \((d, a)\)-admissible Banach spaces of tempered distributions with Eq. 2.18.

**Proof of Theorem 4.25** Let \( \tilde{k} \in S^{\sigma-a_1}_{d,a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_1}(\mathbb{R}_+; \mathcal{B}(X))) \). Let \( p \in S^{\sigma-a_1}_{d,a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_\infty}(\mathbb{R}_+; \mathcal{B}(X))) \) be as in Lemma 4.13 for this given \( \tilde{k} \); so \( \text{OPK}(\tilde{k}) = r_+ \text{OP}(p)(\delta_0 \otimes \cdot) \). Then, for every \( \sigma \in \mathbb{R} \),
\[
\text{OPK}(\tilde{k}) = r_+ \text{OP}(p)[\mathcal{J}_{\sigma}^{d,a'}(\delta_0 \otimes \cdot)] \mathcal{J}_{\sigma}^{d,a'} = r_+ \text{OP}(p\sigma)(\delta_0 \otimes \cdot) \mathcal{J}_{\sigma}^{d,a'},
\]
where \( p\sigma(\xi) := p(\xi) \mathcal{J}_{\sigma}^{d,a'}(\xi') \). By Lemmas 4.12 and 4.15, \( p \mapsto p\sigma \) defines a continuous linear mapping
\[
S^{d-a_1}_{d,a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_\infty}(\mathbb{R}_+; \mathcal{B}(X))) \xrightarrow{p \mapsto p\sigma} S^{d-a_1-\sigma}_{d,a}(\mathbb{R}^{n-1}; \mathcal{S}_{L_\infty}(\mathbb{R}_+; \mathcal{B}(X))) \rightarrow S^{d-a_1-\sigma}_{d,a}(\mathbb{R}^n; \mathcal{B}(X)).
\]
Choosing $\sigma \in \mathbb{R}$ such that $s - \sigma < a_1(\frac{1 + \gamma}{p_1} - 1)$, a combination of Eqs. 4-4 and 4-5, Lemma 4.33, Lemma 4.34 and the lifting property of weighted mixed-norm anisotropic $B$- and $F$-spaces (see Eq. 2-18) gives the desired result. Indeed, we obtain the commutative diagram:

\[
\begin{array}{ccc}
F_{p',p_1,d'}^{s+\sigma} (\mathbb{R}^{n-1}, w'; X) & \xrightarrow{\mathcal{F}^{s',a'}} & F_{p',p_1,d'}^{s+\sigma-a_1+\frac{1+\gamma}{p_1}a'} (\mathbb{R}^{n-1}, w'; X) \\
\downarrow_{\text{OPK}(\tilde{k})} & & \downarrow_{(\delta_0 \otimes \cdot)} \\
F_{p,r,d}^{s,a} (\mathbb{R}^n, (w, w'; X)) & \xrightarrow{r_+} & F_{p,r,d}^{s,a} (\mathbb{R}^n, (w, w'; X))
\end{array}
\]

**Proof of Theorem 4.31** We take $p$ as defined in Lemma 4.13 so that we have the identity

\[ r_+ \text{ OP}(p)(\delta_0 \otimes g) = \text{OPK}(\tilde{k})g. \]

Now, for $\sigma \in \mathbb{R}$ we define

\[ p^\sigma (\xi, \mu) := \langle \xi, \mu \rangle^{s-s_0-d} p(\xi, \mu) \langle \xi, \mu \rangle^{-s-s_0+\sigma+1} \langle \xi', \mu \rangle^{-\sigma} \]

so that we obtain

\[ \text{OPK}(\tilde{k}_\mu) = r_+ \text{ OP}(p_\mu)(\delta_0 \otimes \cdot) = r_+ \mathbb{E}^{d+s_0-s_0}[\delta_0 \otimes \cdot] \mathbb{E}_\mu. \]

By Lemma 4.15 and Lemma 4.12 we obtain that

\[ S^{s-1, \infty} (\mathbb{R}^{n-1} \times \Sigma; \mathcal{S}_{L_1}(\mathbb{R}^n, \mathcal{B}(X))) \rightarrow S^{0, \infty} (\mathbb{R}^n \times \Sigma), \tilde{k} \mapsto p^\sigma \]

is continuous. We even obtain that $(p^\sigma (\cdot, \mu))_{\mu \in \Sigma}$ defines a bounded family in $S^0(\mathbb{R}^n)$. Taking $\sigma > s - \frac{1+\gamma}{p}$ in combination with Corollary 2.11 yields the desired result as can be seen in the following commutative diagram:

\[
\begin{array}{ccc}
\partial \mathcal{A}_{p,q,\gamma}^{s,|\mu|} (\mathbb{R}^n, X) & \xrightarrow{\mathbb{E}_\mu} & \partial \mathcal{A}_{p,q,\gamma}^{s-\sigma,|\mu|} (\mathbb{R}^n, X) \\
\downarrow_{\text{OPK}(\tilde{k}_\mu)} & & \downarrow_{(\delta_0 \otimes \cdot)} \\
\mathcal{A}_{p,q,\gamma}^{s-1-\sigma,|\mu|,s_0} (\mathbb{R}^n, w, w'; X) & \xrightarrow{r_+} & \mathcal{A}_{p,q,\gamma}^{s,|\mu|,s_0} (\mathbb{R}^n, w, w'; X)
\end{array}
\]

5 Parabolic Problems

In this section we consider the linear vector-valued parabolic initial-boundary value problem (1-2). As the main result of the paper, we solve the $L_{q,\mu} - H_{p,\gamma}^s$-maximal regularity problem,
the $L_{q,\mu}^{-F_{p,r,\gamma}^s}$-maximal regularity problem and the $L_{q,\mu}^{-B_{p,q,\gamma}^s}$-maximal regularity problem for Eq. 1-2 in Theorem 5.3. This simultaneously generalizes [60, Theorem 3.4] and [59, Theorem 4.2].

Before we can state Theorem 5.3, we first need to introduce some notation.

5.1 Some notation and assumptions

Let $O$ be either $\mathbb{R}^n_+$ or a $C^N$-domain in $\mathbb{R}^n$ with a compact boundary $\partial O$, where $N \in \mathbb{N}$ is specified below, and $J = (0, T)$ with $T \in (0, \infty)$. Let $X$ be a Banach space and let $\mathcal{A}(D), \mathcal{B}_1(D), \ldots, \mathcal{B}_m(D)$ be a $\mathcal{B}(X)$-valued differential boundary value system on $O \times J$ as considered in Section 2.5 where the coefficients satisfy certain smoothness conditions which we are going to introduce later. Put $m^* := \max\{m_1, \ldots, m_m\}$ and $m_* := \min\{m_1, \ldots, m_m\}$.

Let $q \in (1, \infty)$ and $\mu \in (-1, q - 1)$. Let $\mathcal{E}$ and $\mathcal{E}^{2m}$ be given as either

(a) $\mathcal{E} = H^{s+2m}_{p,q,\gamma}(O; X)$ and $\mathcal{E}^{2m} = H^{s+4m}_{p,q,\gamma}(O; X)$ with $p \in (1, \infty)$, $\gamma \in (-1, p - 1)$ and $s \in \left(\frac{1}{p}, m^* - 2m, \frac{1}{p} + m_*\right)$ (the Bessel potential case); or

(b) $\mathcal{E} = F^{s}_{p,r,\gamma}(O; X)$ and $\mathcal{E}^{2m} = F^{s+2m}_{p,r,\gamma}(O; X)$ with $p, r \in (1, \infty)$, $\gamma \in (-1, \infty)$ and $s \in \left(\frac{1}{p}, m^* - 2m, \frac{1}{p} + m_*\right)$ (the Triebel-Lizorkin case),

(c) $\mathcal{E} = B^{s}_{p,q,\gamma}(O; X)$ and $\mathcal{E}^{2m} = B^{s+2m}_{p,q,\gamma}(O; X)$ with $p \in (1, \infty)$, $\gamma \in (-1, \infty)$ and $s \in \left(\frac{1}{p}, m^* - 2m, \frac{1}{p} + m_*\right)$ (the Besov case),

and set

$$\kappa_{j,\mathcal{E}} = \kappa_{j, p, q, s} := \frac{s + 2m - m_j}{2m} - \frac{1 + \gamma}{2mp} \in (0, 1), \quad j = 1, \ldots, m$$

as well as

$$\mathcal{E}^{\sigma} := \left[\mathcal{E}, \mathcal{E}^{2m}\right]_{\sigma/2m} = \begin{cases} H^{s+\sigma}_{p,q,\gamma}(O; X) & \text{in case (a)}, \\ F^{s+\sigma}_{p,r,\gamma}(O; X) & \text{in case (b)}, \\ B^{s+\sigma}_{p,q,\gamma}(O; X) & \text{in case (c)}, \end{cases}$$

for $\sigma \in [0, 2m]$. Consider the following assumptions on $O$ and $\mathcal{A}(D), \mathcal{B}_1(D), \ldots, \mathcal{B}_m(D)$:

(SO) Case (a) $O$ is $C^N$ with $N \geq \max\{s + 2m, -s\}$.

Case (b) and (c) $O$ is $C^N$ with $N > \max\{s + 2m, \left(\frac{1}{p} + m_*\right) + 1 - s\}$.

(SAP) Case (a) with $s = 0$ For $|\alpha| = 2m$ we have $a_\alpha \in BUC(O \times J; \mathcal{B}(X))$. If $O$ is unbounded, the limits $a_\alpha(\infty, t) := \lim_{|x| \to \infty} a_\alpha(x, t)$ exist uniformly with respect to $t \in J, |\alpha| = 2m$.

Case (a) with $s \neq 0$ Let $\sigma > |s|$. For $|\alpha| = 2m$ we have $a_\alpha \in BUC(J; BUC^\sigma(O; \mathcal{B}(X)))$ such that for all $\varepsilon > 0$ there is a $\delta > 0$ such that for all $x_0 \in O$ and all $t \in J$ it holds that

$$\mathcal{R}(|a_\alpha(x, t) - a_\alpha(x_0, t)| : x \in B(x_0, \delta) \cap O) < \varepsilon.$$ 

If $O$ is unbounded, then for all $|\alpha| = 2m$ the limits $a_\alpha(\infty, t) := \lim_{|x| \to \infty} a_\alpha(x, t)$ exist uniformly with respect to $t \in J$ and for all $\varepsilon > 0$ there is an $R > 0$ such that

$$\mathcal{R}(|a_\alpha(x, t) - a_\alpha(\infty, t)| : x \in O, |x| \geq R) < \varepsilon.$$
Case (b) and (c) For \(|\alpha| = 2m\) we have \(a_\alpha \in BUC(J; BUC^\sigma(\partial; B(X)))\) where 
\(\sigma > \sigma_{s,p,\gamma}\). If \(\partial\) is unbounded, the limits \(a_\alpha(\infty, t) := \lim_{|x| \to \infty} a_\alpha(x, t)\) exist uniformly with respect to \(t \in J, |\alpha| = 2m\).

(SAL) For the lower order parts of \(A\) we only need \(a_\alpha D^\alpha, |\alpha| < 2m\) to act as lower order perturbations in the sense that there exists \(\sigma \in (2m - 1, 2m)\) such that \(a_\alpha D^\alpha\) is bounded from

\[
H^m_\sigma(J, v_\mu; E) \cap L_q(J, v_\mu; E^\sigma)
\]

to \(L_q(J, v_\mu; E)\).

(SBP) For each \(j \in \{1, \ldots, m\}\) and \(|\beta| = m_j\) there exist \(sj,\beta \in [q, \infty)\) and \(r_j,\beta \in [p, \infty)\) with

\[
k_j,\varepsilon > \frac{1}{sj,\beta} + \frac{n - 1}{2mr_j,\beta} \quad \text{and} \quad \mu > \frac{q}{sj,\beta} - 1
\]

such that

\[
b_{j,\beta} \in \begin{cases} 
F^k_{sj,\beta,p}(J; L_{r_j,\beta}(\partial; B(X))) \cap L_{sj,\beta}(J; B^m_{sj,\beta,p}(\partial; B(X))) & \text{in cases (a) and (b)}, \\
F^k_{j,\beta,q}(J; L_{r_j,\beta}(\partial; B(X))) \cap L_{sj,\beta}(J; B^m_{j,\beta,q}(\partial; B(X))) & \text{in case (c)}.
\end{cases}
\]

If \(\partial = \mathbb{R}^n_+\), the limits \(b_{j,\beta}(\infty, t) := \lim_{|x'| \to \infty} b_{j,\beta}(x', t)\) exist uniformly with respect to \(t \in J, j \in \{1, \ldots, m\}, |\beta| = m_j\).

(SBL) There is a \(\sigma \in (2m - 1, 2m)\) such that \(b_{j,\beta} \in BUC(J; E)\) is bounded from

\[
H^m_\sigma(J; E) \cap L_q(J; E^\sigma)
\]

to

\[
\begin{cases} 
F^k_{q,\beta,p}(J; L_p(\partial; X)) \cap L_{q,\beta}(J; B^m_{q,\beta,p}(\partial; X)) & \text{in cases (a) and (b)}, \\
B^m_{q,\beta,q}(J; L_p(\partial; X)) \cap L_{q,\beta}(J; B^m_{q,\beta,q}(\partial; X)) & \text{in case (c)}
\end{cases}
\]

(5-1)

Example 5.1 Now we give some examples regarding the conditions on the coefficients.

(i) In the Hilbert space case, both \(R\)-boundedness conditions can be dropped as \(R\)-boundedness and uniform boundedness are equivalent.

(ii) The condition on the \(R\)-boundedness in case (a) of assumption (SAP) with \(s \neq 0\) is satisfied if \(\sigma \in (0, 1)\) is large enough and if \(\partial\) is bounded and smooth. We refer the reader to [47, Theorem 8.5.21]. Therein, \(R\)-boundedness of the range of functions with fractional smoothness depending on the type and cotype of the involved Banach spaces and the geometry of the underlying domain is derived.

(iii) Condition (SAL) in case (a) with \(s \neq 0\), case (b) and case (c) is for example satisfied for \(a_\alpha \in L_\infty(J; B^m_{\infty,1}(\partial; B(X)))\) with \(k_\alpha > \sigma_{s+2m-|\alpha|,s,p,\gamma}\) \((|\alpha| < 2m)\), see Proposition B.6. In case (a) with \(s = 0\) it is satisfied for \(a_\alpha \in L_\infty(\partial \times J; B(X))\).

(iv) Condition (SBL) is for example satisfied for

\[
b_{j,\beta} \in \begin{cases} 
F^k_{sj,\beta,p}(J; L_{r_j,\beta}(\partial; B(X))) \cap L_{sj,\beta}(J; B^m_{r_j,\beta,p}(\partial; B(X))) & \text{in cases (a) and (b)}, \\
F^k_{j,\beta,q}(J; L_{r_j,\beta}(\partial; B(X))) \cap L_{sj,\beta}(J; B^m_{j,\beta,q}(\partial; B(X))) & \text{in case (c)}
\end{cases}
\]

where

\[
k_j,\varepsilon > \frac{1}{sj,\beta} + \frac{n - 1}{2mr_j,\beta} + \frac{|\beta| - m_j}{2m} \quad \text{and} \quad \mu > \frac{q}{sj,\beta} - 1
\]

for some \(sj,\beta \in [q, \infty)\) and \(r_j,\beta \in [p, \infty)\).
In the \(L_{q,\mu} - \mathbb{E}\)-maximal regularity approach in Theorem 5.3 we look for solutions
\[
    u \in W_{q}^{1}(J, \nu_{\mu}; \mathbb{E}) \cap L_{q}(J, \nu_{\mu}; \mathbb{E}^{2m})
\]
of the problem
\[
    \begin{align*}
        \partial_{t}u + A(D)u &= f, \quad \text{on } \partial \times J, \\
        B_{j}(D)u &= g_{j}, \quad \text{on } \partial \times J, \quad j = 1, \ldots, m, \\
        u(0) &= u_{0}, \quad \text{on } \partial.
    \end{align*}
\]
and characterize the data \(f, g = (g_{1}, \ldots, g_{m})\) and \(u_{0}\) for which this actually can be solved.

Let us now introduce some notation for the function spaces appearing in this problem. For an open interval \(I \subset \mathbb{R}\) and \(v \in A_{q}(\mathbb{R})\), we put
\[
    \begin{align*}
        \mathbb{D}_{q,v}(I; \mathbb{E}) &:= L_{q}(I, v; \mathbb{E}), \\
        \mathbb{M}_{q,v}(I; \mathbb{E}) &:= W_{q}^{1}(I, v; \mathbb{E}) \cap L_{q}(I, v; \mathbb{E}^{2m}), \\
        \mathbb{I}_{q,v,j}(I; \mathbb{E}) &:= \bigoplus_{j=1}^{m} \mathbb{B}_{q,v,j}(I; \mathbb{E}).
    \end{align*}
\]
For the power weight \(v = v_{\mu}\), with \(\mu \in (-1, q - 1)\), we simply replace \(v\) by \(\mu\) in the subscripts: \(\mathbb{D}_{q,\mu}(I; \mathbb{E}) := \mathbb{D}_{q,v_{\mu}}(I; \mathbb{E})\), \(\mathbb{M}_{q,\mu}(I; \mathbb{E}) := \mathbb{M}_{q,v_{\mu}}(I; \mathbb{E})\), \(\mathbb{B}_{q,\mu,j}(I; \mathbb{E}) := \mathbb{B}_{q,v_{\mu,j}}(I; \mathbb{E})\) and \(\mathbb{I}_{q,\mu}(I; \mathbb{E}) := \mathbb{I}_{q,v_{\mu}}(I; \mathbb{E})\). In this case we furthermore define
\[
    \mathbb{I}_{q,\mu}(I; \mathbb{E}) := B_{p,q,\gamma}^{x+2m(1-\frac{1+\mu}{q})}(\partial; X).
\]
In Theorem 5.3 we will in particularly see that
\[
    \mathbb{M}_{q,\mu}(J; \mathbb{E}) \longrightarrow \mathbb{B}_{q,\mu}(J; \mathbb{E}) \oplus \mathbb{I}_{q,\mu}(J; \mathbb{E}), \quad u \mapsto (B(D)u, u_{0}),
\]
which basically just is a trace theory part of the problem. In view of the commutativity of taking traces, \(\text{tr}_{\partial} \circ \text{tr}_{s=0} = \text{tr}_{s=0} \circ \text{tr}_{\partial}\), when well-defined, we also have to impose a compatibility condition on \(g\) and \(u_{0}\) in Eq. 5.2. In order to formulate this precisely, let us define
\[
    B_{j}^{0}(D) := \sum_{|\beta| \leq m_{j}} b_{j,\beta}(0, \cdot) \text{tr}_{\partial} D^{\beta}, \quad j = 1, \ldots, m,
\]
and
\[
    \mathbb{I}_{q,\mu}(I; \mathbb{E}) := \left\{ (g, u_{0}) \in \mathbb{B}_{q,\mu}(I; \mathbb{E}) \oplus \mathbb{I}_{q,\mu}(I; \mathbb{E}) : \text{tr}_{s=0}g_{j} - B_{j}^{0}(D)u_{0} = 0 \quad \text{when } \kappa_{j,\mathbb{E}} > \frac{1+\mu}{q} \right\}
\]
where \(I \in \{J, \mathbb{R}_{+}\}\).

Remark 5.2 Let \(I \in \{J, \mathbb{R}_{+}\}\). Regarding the compatibility condition
\[
    \text{tr}_{s=0}g_{j} - B_{j}^{0}(D)u_{0} = 0 \quad \text{when } \kappa_{j,\mathbb{E}} > \frac{1+\mu}{q}
\]
in the definition of \(\mathbb{I}_{q,\mu}(I; \mathbb{E})\), let us remark the following. For simplicity of notation we restrict ourselves to cases (a) and (b), case (c) being analogous. Suppose \(\kappa_{j,\mathbb{E}} > \frac{1+\mu}{q}\). Then
(g_j,u_0) \mapsto \text{tr}_{t=0}g_j - \mathcal{B}_{j}^{t=0}(D)u_0 \text{ is a well-defined bounded linear operator } \mathbb{B}_{q,\mu}(I;E) \oplus \mathbb{I}_{q,\mu}(I;E) \rightarrow L_p(\partial \mathcal{O};X) \text{ as}

\mathbb{B}_{q,\mu}(I;E) \hookrightarrow F_{q,p}^{s}(I, v_\mu; L_p(\partial \mathcal{O};X))

and

\mathcal{D}^\mu : \mathbb{I}_{q,\mu}(I;E) \rightarrow \mathcal{B}_{p,q,\gamma}^{s+2m(\frac{1+\mu}{q})-m_j}(\mathcal{O};X), \quad |\beta| \leq m_j,

with

s + 2m(1 - \frac{1+\mu}{q}) - m_j = 2m\left(\kappa_{j,E} - \frac{1+\mu}{q} + \frac{1+\gamma}{2mp}\right) > \frac{1+\gamma}{p}.

5.2 Statement of the Main Result

Theorem 5.3 Let the notations be as in Section 5.1 with \( v = v_\mu, \mu \in (-1,q-1) \). Suppose that \( X \) is a UMD space, that \( \mathcal{O} \) satisfies the smoothness condition (SO), that \( A(D), B_1(D), \ldots, B_m(D) \) satisfies the smoothness conditions (SAP), (SAL), (SBP) and (SBL) as well as the conditions (E)_\phi, (LS)_\phi for some \( \phi \in (0,\frac{\pi}{2}) \), and that \( \kappa_{j,E} \neq \frac{1+\mu}{q} \) for all \( j \in \{1,\ldots,m\} \). Then the problem (1-2) enjoys the property of maximal \( L_{q,\mu}^{-}\gamma\)-regularity with \( \mathbb{I}_{q,\mu}(J;E) \) as the optimal space of initial-boundary data, i.e.

\[ \mathbb{M}_{q,\mu}(J;E) \rightarrow \mathbb{D}_{q,\mu}(J;E) \oplus \mathbb{I}_{q,\mu}(J;E), \quad u \mapsto (\partial_t u + A(D)u, B(D)u, u_0) \]

defines an isomorphism of Banach spaces. In particular, the problem (5-2) admits a unique solution \( u \in \mathbb{M}_{q,\mu}(J;E) \) if and only if \( (f, g, u_0) \in \mathbb{D}_{q,\mu}(J;E) \oplus \mathbb{I}_{q,\mu}(J;E) \).

Remark 5.4 In the \( L_{q,\mu}^{-}\gamma\)-case the proof simplifies a bit on the function space theoretic side of the problem, yielding a simpler proof than the previous ones ([21] (\( \mu = 0, \gamma = 0 \)), [68] (\( q = p, \mu \in [0,p-1], \gamma = 0 \)) and [60]).

Remark 5.5 In case (c) of Theorem 5.3 we have only allowed the special case that the microscopic parameter of the Besov space coincides with the temporal integrability parameter.

On a technical level this restriction comes from a real interpolation argument. It is unclear to us what the correct space of boundary data should be in the general Besov case.

Analogously to [59, Section 4.3], we obtain the following smoothing result as a corollary to Theorem 5.3. It basically says that, in the case of smooth coefficients, there is \( C^\infty \)-regularity in the spatial variable with some quantitative blow-up near the boundary for the solution \( u \) when \( f = 0 \) and \( u_0 = 0 \) (see the discussion after [59, Corollary 1.3]).

Corollary 5.6 Let the notations and assumptions be as in Theorem 5.3. Assume that, in addition, we are in cases (a) or (b) and that \( a_\alpha \in BC^\infty(\mathcal{O}; B(X)) \) for each \( |\alpha| \leq 2m \). Then

\[ \{u \in \mathbb{M}_{q,\mu}(J;E) : \partial_t u + A(D)u = 0, u_0 = 0\} \]

\[ \hookrightarrow \bigcap_{\nu > -1} \left[ W_{1,q,\mu}^{s+\frac{\nu-\gamma}{p}}(\mathcal{O};X) \cap L_{q,\mu}(J;F_{p,1,v}^{s+\frac{\nu-\gamma}{p}+2m}(\mathcal{O};X)) \right] \]

\[ \hookrightarrow \bigcap_{k \in \mathbb{N}} \left[ W_{1,q,\mu}^{k}(J;W_{p,\nu}^{s+\frac{\nu-\gamma}{p}(k-s)}(\mathcal{O};X)) \cap L_{\mu}(J;W_{p}^{k+2m}(\mathcal{O}, w_{\gamma^{(k-s)}p};X)) \right]. \]
5.3 The Proof of Theorem 5.3

For the proof of Theorem 5.3 we will first look at model problems on $\mathcal{O} = \mathbb{R}_+^n$, from which the general case can be derived by means of a localization procedure.

**Proposition 5.7** Let $X$ be a UMD Banach space and assume that $(\mathcal{A}, \mathcal{B}_1, \ldots, \mathcal{B}_m)$ is homogeneous with constant-coefficients on $\mathcal{O} = \mathbb{R}_+^n$ and satisfies $(E)_\phi$ and $(LS)_\phi$ for some $\phi \in (0, \frac{\pi}{2})$. Let $q \in (1, \infty)$ and $v \in A_q(\mathbb{R})$. Let $\mathcal{E}$ and $\mathcal{E}^{2m}$ be given as in either (a), (b) or (c) (with $\mathcal{O} = \mathbb{R}_+^n$). Assume that $k_{j,E} \neq \frac{1+q}{q}$ for all $j \in \{1, \ldots, n\}$. Then $u \mapsto (\partial_t u + (1 + \eta + \mathcal{A}(D))u, \mathcal{B}(D)u)$ defines an isomorphism of Banach spaces

\[
\mathcal{M}_{q,v}(\mathbb{R}; \mathcal{E}) \rightarrow \mathcal{D}_{q,v}(\mathbb{R}; \mathcal{E}) \oplus \mathcal{B}_{q,v}(\mathbb{R}; \mathcal{E}),
\]

where $\mathcal{M}_{q,v}(\mathbb{R}; \mathcal{E})$, $\mathcal{D}_{q,v}(\mathbb{R}; \mathcal{E})$, $\mathcal{B}_{q,v}(\mathbb{R}; \mathcal{E})$ are as in Section 5.1. Moreover, the norm of the solution operator can be estimated by a bound which is polynomial in $\eta$.

**Proposition 5.8** Let $X$ be a UMD Banach space and assume that $(\mathcal{A}, \mathcal{B}_1, \ldots, \mathcal{B}_m)$ is homogeneous with constant-coefficients on $\mathcal{O} = \mathbb{R}_+^n$ and satisfies $(E)_\phi$ and $(LS)_\phi$ for some $\phi \in (0, \frac{\pi}{2})$. Let $I \in \{J, \mathbb{R}_+\}$. Let $q \in (1, \infty)$ and $\mu = (-1, q - 1)$. Let $\mathcal{E}$ and $\mathcal{E}^{2m}$ be given as in either (a), (b) or (c) (with $\mathcal{O} = \mathbb{R}_+^n$). Then $u \mapsto (\partial_t u + (1 + \mathcal{A}(D))u, \mathcal{B}(D)u, u(0))$ defines an isomorphism of Banach spaces

\[
\mathcal{M}_{q,\mu}(I; \mathcal{E}) \rightarrow \mathcal{D}_{q,\mu}(I; \mathcal{E}) \oplus \mathcal{B}_{q,\mu}(I; \mathcal{E}),
\]

where $\mathcal{M}_{q,\mu}(I; \mathcal{E})$, $\mathcal{D}_{q,\mu}(I; \mathcal{E})$, $\mathcal{B}_{q,\mu}(I; \mathcal{E})$ are as in the beginning of this section.

**Lemma 5.9** Let $X$ be a UMD Banach space and assume that $(\mathcal{A}, \mathcal{B}_1, \ldots, \mathcal{B}_m)$ is homogeneous with constant-coefficients on $\mathcal{O} = \mathbb{R}_+^n$ and satisfies $(E)_\phi$ and $(LS)_\phi$ for some $\phi \in (0, \frac{\pi}{2})$. Let $q \in (1, \infty)$ and $v \in A_q(\mathbb{R})$. Let $\mathcal{E}$ and $\mathcal{E}^{2m}$ be given as in either (a), (b) or (c) (with $\mathcal{O} = \mathbb{R}_+^n$). Then

\[
\mathcal{B}(D) : \mathcal{M}_{q,v}(\mathbb{R}; \mathcal{E}) \rightarrow \mathcal{B}_{q,v}(\mathbb{R}; \mathcal{E}), \quad u \mapsto (\mathcal{B}_1(D)u, \ldots, \mathcal{B}_m u),
\]

is a well-defined bounded linear operator and the differential parabolic boundary value problem

\[
\begin{cases}
\partial_t u + (1 + \eta + \mathcal{A}(D))u = 0, \\
\mathcal{B}_j(D)u = g_j, \quad j = 1, \ldots, m,
\end{cases}
\]

admits a bounded linear solution operator

\[
\mathcal{J}^{(n)} : \mathcal{B}_{q,v}(\mathbb{R}; \mathcal{E}) \rightarrow \mathcal{M}_{q,v}(\mathbb{R}; \mathcal{E}), \quad (g_1, \ldots, g_m) \mapsto u,
\]

for all $\eta \geq 0$ where $\mathcal{M}_{q,v}(\mathbb{R}; \mathcal{E})$, $\mathcal{B}_{q,v}(\mathbb{R}; \mathcal{E})$ are as in the beginning of this section. The norm of $\mathcal{J}^{(n)}$ can be estimated by a polynomial bound in $\eta$. Moreover, there is uniqueness of solutions in $\mathcal{M}_{q,v}(\mathbb{R}; \mathcal{E})$: if $u \in \mathcal{M}_{q,v}(\mathbb{R}; \mathcal{E})$ and $g = (g_1, \ldots, g_m) \in \mathcal{B}_{q,v}(\mathbb{R}; \mathcal{E})$ satisfy (5-4), then $u = \mathcal{J}^{(n)} g$.

**Proof** That Eq. 5-3 is a well-defined bounded linear operator follows from Corollaries 3.9, 3.10 and 3.12. So we just need to establish the existence of a bounded linear solution operator $\mathcal{J}^{(n)} : (\mathcal{S}(\mathbb{R}^n \times \mathbb{R}; X)^m, \| \cdot \|_B) \rightarrow \mathcal{M}$. But the existence of such a solution operator as well as the polynomial bounds in $\eta$ follow from a combination of Corollary 4.18 with Corollary 4.26, 4.27 or 4.30.

Finally, let us prove the uniqueness of solutions. For this it suffices to show that $\mathcal{S}(\mathbb{R}_+^n \times \mathbb{R}; X)$ is dense in $\mathcal{M}$. Indeed, using this density, the uniqueness statement follows from a
Obviously, we have that we obtain $\phi$ where $\phi$ is parameter-elliptic with angle of ellipticity $(s$ for all $(x, \xi, \lambda)$. But since $\sum_{m} a_m D^m$ is parameter-elliptic with angle of ellipticity $\phi > \phi_1$. Then, for all $s = (s_1, s_2, s_3) \in \mathbb{R}^3$ we have that

\[ \kappa_\alpha := \mathcal{R}\{ |x|^\alpha D_x^\alpha (s_1 + s_2 + s_3 |\xi|^2)(1 + \lambda + A(\xi))^{-1} : \lambda \in \Sigma_{\pi - \phi}, \xi \in \mathbb{R}^n \} \]

\[ < \infty \quad \text{in} \quad \mathcal{B}(X) \quad (5-5) \]

for all $\alpha \in \mathbb{N}^n$.

**Proof** In order to establish (5-5), we define

\[ f : \mathbb{R} \times \mathbb{R}^n \times \Sigma_{\pi - \phi'} \to \mathcal{B}(X), (x, \xi, \lambda) \mapsto (s_1 x^{2m} + s_2 + s_3 |\xi|^2 + m)(x^{2m} + \lambda + A(\xi))^{-1}, \]

where $\phi > \phi_1$. Hence, by geometric considerations, we obtain that

\[ x^2 + |\xi|^2 \leq \frac{1}{\cos \left( \frac{\pi}{2} - \max \{ \frac{\pi}{2}, \phi' \} \right)} \]

for all $(x, \xi, \lambda) \in \mathbb{R} \times \mathbb{R}^n \times \Sigma_{\pi - \phi'}$. Hence, Kahane’s contraction principle yields

\[ \kappa_\alpha = \mathcal{R}\{ f_\alpha (1, \xi, \lambda) : \lambda \in \Sigma_{\pi - \phi}, \xi \in \mathbb{R}^n \} \]

\[ \lesssim \mathcal{R}\{ f_\alpha (1, \xi, \lambda) : \lambda \in \Sigma_{\pi - \phi}, \xi \in \mathbb{R}^n \text{ such that } |\lambda| \leq |\xi|^2 \text{ or } |\lambda| \leq 1 \} \]

\[ + \mathcal{R}\{ g_\alpha (1, \xi, \lambda) : \lambda \in \Sigma_{\pi - \phi}, \xi \in \mathbb{R}^n \text{ such that } |\lambda| \geq |\xi|^2 \text{ and } |\lambda| \geq 1 \}. \]

Obviously, we have that $f(cx, c\xi, c^{2m}\lambda) = f(x, \xi, \lambda)$ for all $c > 0$. Lemma 4.19 shows that the same holds for $f_\alpha$ and $g_\alpha$. Hence, by choosing $c = \left( 1 + |\xi|^2 + |\lambda|^{1/2} \right)^{1/2}$ and defining

\[ D_1 := \text{cl}\left\{ \left( \frac{1}{c}, \frac{\xi}{c^2}, \frac{\lambda}{c^{2m}} \right) : \lambda \in \Sigma_{\pi - \phi}, \xi \in \mathbb{R}^n \text{ such that } |\lambda| \leq |\xi|^2 \text{ or } |\lambda| \leq 1 \} \right\} \]

\[ D_2 := \text{cl}\left\{ \left( \frac{1}{c}, \frac{\xi}{c^2}, \frac{\lambda}{c^{2m}} \right) : \lambda \in \Sigma_{\pi - \phi}, \xi \in \mathbb{R}^n \text{ such that } |\lambda| \geq |\xi|^2 \text{ and } |\lambda| \geq 1 \} \right\} \]

we obtain

\[ \kappa_\alpha \lesssim \mathcal{R}(f(D_1)) + \mathcal{R}(f(D_2)). \]

But since $f_\alpha$ is holomorphic on

\[ \mathbb{R} \times \mathbb{R}^n \times \Sigma_{\pi - \phi'} \backslash \{(0, 0, c_3) : c_3 \in \Sigma_{\pi - \phi'} \} \supset D_1 \]
and since \( g_\alpha \) is holomorphic on
\[
\mathbb{R} \times \mathbb{R}^n \times \Sigma_{\pi - \phi} \setminus \{ (c_1, c_2, 0) : c_1 \in \mathbb{R}, c_2 \in \mathbb{R}^n \} \supset D_2
\]
we obtain that [20, Proposition 3.10] implies
\[
\kappa_\alpha \lesssim \mathcal{R}\{ f_\alpha(D_1) \} + \mathcal{R}\{ g_\alpha(D_2) \} < \infty.
\]
by the compactness of \( D_1 \) and \( D_2 \).

**Lemma 5.11** Let \( X \) be a Banach space, \( p, r \in [1, \infty), \) \( w \in A_\infty(\mathbb{R}^n) \), \( \mathcal{A} \in \{ B, F \} \) and \( s \in \mathbb{R} \). Suppose \( \mathcal{A}(D) = \sum_{|\alpha| = 2m} a_\alpha D^\alpha \) with \( a_\alpha \in \mathcal{B}(X) \) is parameter-elliptic with angle of ellipticity \( \phi_\mathcal{A} \). Let \( A \) be the realization of \( \mathcal{A}(D) \) in \( \mathcal{A}_s^{p,r}(\mathbb{R}^n, w; X) \) with domain \( D(A) = \mathcal{A}_s^{p,r+2m}(\mathbb{R}^n, w; X) \). Then \( 0 \in \rho(1+A) \) and \( 1+A \) is \( R \)-sectorial with angle \( \omega_R(1+A) \leq \phi_\mathcal{A} \).

**Proof** By Lemma 5.10 with \( s = (0, 1, 0) \) and Lemma 2.4, we have
\[
\mathcal{R}\{ \lambda(1 + \lambda + A)^{-1} : \lambda \in \Sigma_{\pi - \phi} \} < \infty \tag{5-6}
\]
where \( \phi > \phi_\mathcal{A} \). This shows the \( \mathcal{R} \)-sectoriality of \( 1+A \). Hence, it only remains to show that \( D(A) = \mathcal{A}_s^{p,r+2m}(\mathbb{R}^n, w; X) \). But choosing \((s_1, s_2, s_3) = (1, 0, 1)\) in Eq. 5-5

\[
\kappa_\alpha := \mathcal{R}\left\{ (\xi)^{|\alpha|} D^\alpha(1 + |\xi|^{2m})(1 + \lambda + A(\xi))^{-1} : \lambda \in \Sigma_{\pi - \phi}, \xi \in \mathbb{R}^n \right\} < \infty \quad \text{in } \mathcal{B}(X), \quad \alpha \in \mathbb{N}^n.
\]

Using Eq. 2-17 together with Eq. 2-18, we obtain that \( (1 + \lambda + A)^{-1} \) maps \( \mathcal{A}_s^{p,r}(\mathbb{R}^n, w; X) \) into \( \mathcal{A}_s^{p,r+2m}(\mathbb{R}^n, w; X) \). This shows that \( D(A) = \mathcal{A}_s^{p,r+2m}(\mathbb{R}^n, w; X) \).

**Proof of Proposition 5.7** We first show that the differential parabolic boundary value problem
\[
\partial_t u + (1 + \eta + A(D))u = f, \quad \mathcal{B}_j(D)u = g_j, \ j = 1, \ldots, m, \tag{5-7}
\]
admits a bounded linear solution operator
\[
\mathcal{F} : L_q(\mathbb{R}, v; \mathcal{E}) \oplus \mathcal{B} \longrightarrow \mathcal{M}, \ (f, g_1, \ldots, g_m) \mapsto u.
\]

To this end, for \( k \in \{0, 2m\} \) let
\[
\mathcal{E}^k := \begin{cases} H^k_p(\mathbb{R}^n, w_\gamma; X), & \text{in case (5.1),} \\ F^{k+1}_p(\mathbb{R}^n, w_\gamma; X), & \text{in case (5.1),} \\ B^{k+1}_{p,q}(\mathbb{R}^n, w_\gamma; X), & \text{in case (5.1),}
\end{cases}
\]
and put \( \mathcal{M} := W_q^1(\mathbb{R}, v; \mathcal{E}) \cap L_q(\mathbb{R}, v; \mathcal{E}^{2m}) \). The realization of \( 1 + A(D) \) in \( \mathcal{E} \) with domain \( \mathcal{E}^{2m} \) has 0 in its resolvent and is \( R \)-sectorial with angle \( < \frac{\pi}{2} \), which in the cases (b) and (c) is contained in Lemma 5.11 and which in case (a) can be derived as in [20, Corollary 5.6] using the operator-valued Mikhlin theorem for \( H^s_p(\mathbb{R}^n, w_\gamma; X) \) (see Proposition 2.7). As a consequence (see Section 2.2), the parabolic problem
\[
\partial_t \bar{u} + (1 + \eta + A(D))\bar{u} = \bar{f} \quad \text{on } \mathbb{R}^n \times \mathbb{R}
\]
admits a bounded linear solution operator
\[
\mathcal{R} : L_q(\mathbb{R}, v; \mathcal{E}) \longrightarrow \mathcal{M}, \quad \bar{f} \mapsto \bar{u}.
\]
Choosing an extension operator
\[ E \in \mathcal{B}\left(L_q(\mathbb{R}, v; \mathbb{E}), L_q(\mathbb{R}, v; \mathbb{E})\right), \]
recalling (5-3), denoting by \( r_+ \in \mathcal{B}(\mathbb{M}, \mathbb{M}) \) the operator of restriction from \( \mathbb{R}^n \times \mathbb{R} \) to \( \mathbb{R}^n_+ \times \mathbb{R} \) and denoting by \( \mathcal{I} \) the solution operator from Lemma 5.9, we find that
\[ \mathcal{I}(f, g_1, \ldots, g_m) := r_+ \mathcal{R}E f - \mathcal{I} \mathcal{B}(D) r_+ \mathcal{R}E f + \mathcal{I}(g_1, \ldots, g_m) \]
defines a solution operator as desired.

Finally, the uniqueness follows from the uniqueness obtained in Lemma 5.9.

\[ \square \]

**Lemma 5.12** Let \( X \) be a UMD Banach space and assume that \((\mathcal{A}, \mathcal{B}_1, \ldots, \mathcal{B}_m)\) is homogeneous with constant-coefficients on \( \mathcal{O} = \mathbb{R}^n_+ \) and satisfies \((E)_{\phi}\) and \((LS)_{\phi}\) for some \( \phi \in (0, \frac{q}{2}) \). Let \( q \in (1, \infty) \) and \( v \in A_q(\mathbb{R}). \) Let \( \mathcal{E} \) and \( \mathbb{E}^{2m} \) be given as in either (a), (b) or (c) (with \( \mathcal{O} = \mathbb{R}^n_+ \)). Let \( A_B \) be the realization of \( \mathcal{A}(D) \) in \( \mathcal{E} \) with domain \( D(A_B) = \{ u \in \mathbb{E}^{2m} : \mathcal{B}(D) u = 0 \} \). Then there is an equivalence of norms in \( D(A_B) = \{ u \in \mathbb{E}^{2m} : \mathcal{B}(D) u = 0 \} \), \( -1 + A_B \) is the generator of an exponentially stable analytic semigroup on \( \mathcal{E} \) and \( 1 + A_B \) enjoys the property of \( L_q(\mathbb{R}_+, v_{\mu}) \)-maximal regularity.

**Proof** As a consequence of Proposition 5.7, \( 1 + \eta + A_B \) satisfies the conditions of Lemma 2.1 with \( ||| \cdot ||| = || \cdot ||_{\mathbb{E}^{2m}} \). Therefore, there is an equivalence of norms in \( D(1 + \eta + A_B) = D(A_B) = \{ u \in \mathbb{E}^{2m} : \mathcal{B}(D) u = 0 \} \) and \( 1 + \eta + A_B \) is a closed linear operator on \( \mathcal{E} \) enjoying the property of \( L_q(\mathbb{R}, v) \)-maximal regularity. Moreover, it follows from the polynomial bounds in Proposition 5.7 and Lemma 2.1 that \( \mathbb{C} \subset \mathcal{q}(1 + A_B) \) and that \( \eta \mapsto (\eta + 1 + A_B)^{-1} \) is polynomially bounded. Thus, \( 1 + A_B \) satisfies the conditions of Lemma 2.2 and the desired result follows.

\[ \square \]

**Lemma 5.13** Let the notations be as in Section 5.1 with \( v = v_{\mu}, \mu \in (-1, q - 1) \), and suppose that \( X \) is a UMD space. Then \( Tr_{t=0} : u \mapsto u(0) \) is a retraction
\[ Tr_{t=0} : M_{q, \mu}(J; \mathcal{E}) \rightarrow I_{q, \mu}(J; \mathcal{E}). \]

**Proof** This can be derived from [71, Theorem 1.1]/[76, Theorem 3.4.8], see [60, Section 6.1] and [59, Lemma 4.8].

**Proof of Proposition 5.8** That \( u \mapsto (u' + (1 + \mathcal{A}(D))u, \mathcal{B}(D)u, u(0)) \) is a bounded operator
\[ M_{q, \mu}(\mathbb{R}_+; \mathcal{E}) \rightarrow D_{q, \mu}(\mathbb{R}_+; \mathcal{E}) \oplus B_{q, \mu}(\mathbb{R}_+; \mathcal{E}) \oplus I_{q, \mu}(\mathcal{E}) \]
follows from a combination of Proposition 5.7 (choosing an extension operator \( M_{q, \mu}(\mathbb{R}_+; \mathcal{E}) \rightarrow M_{q, \mu}(\mathbb{R}; \mathcal{E}) \)) and Lemma 5.13. That it maps to \( D_{q, \mu}(\mathbb{R}_+; \mathcal{E}) \oplus B_{q, \mu}(\mathbb{R}_+; \mathcal{E}) \oplus I_{q, \mu}(\mathcal{E}) \) can be seen as follows: we only need to show that
\[ Tr_{t=0} B_j(D) u = B_j(D) Tr_{t=0} u, \quad u \in M_{q, \mu}(\mathbb{R}_+; \mathcal{E}), \quad (5-8) \]
when \( \kappa_j, \mathcal{E} > \frac{1+\mu}{q} \) (also see Remark 5.2), which simply follows from
\[ W_{q, \mu}^{1}(\mathbb{R}_+; \mathcal{E}^{2m}) \overset{d}{\rightarrow} M_{q, \mu}(\mathbb{R}_+; \mathcal{E}). \]
Here this density follows from a standard convolution argument (in the time variable) in combination with an extension/restriction argument.
Let $A_B$ be as in Lemma 5.12. Then there is an equivalence of norms in $D(A_B) = \{u \in \mathbb{E}^{2m} : \mathcal{B}(D)u = 0\}$, \(-(1 + A_B)\) is the generator of an exponentially stable analytic semigroup on $\mathbb{E}$ and $1 + A_B$ enjoys the property of $L_q(\mathbb{R}_+, v_{\mu})$-maximal regularity. Now the desired result can be derived from Proposition 5.7 as in [64, Theorem 7.16].

Proof of Theorem 5.3 This can be derived from the model problem case considered in Proposition 5.8 by a standard localization procedure, see Appendix C.

6 Elliptic Problems

6.1 Smoothness Assumptions on the Coefficients

Let $\mathcal{O}$ be either $\mathbb{R}^n_+$ or a $CN$-domain in $\mathbb{R}^n$ with a compact boundary $\partial \mathcal{O}$, where $N \in \mathbb{N}$ is specified below. Let further $X$ be a reflexive Banach space and let $\mathcal{A}(D), \mathcal{B}_1(D), \ldots, \mathcal{B}_m(D)$ be a $\mathcal{B}(X)$-valued differential boundary value system on $\mathcal{O}$ as considered in Section 2.5, where the coefficients satisfy certain smoothness conditions which we are going to introduce later. Put $m^* := \max\{m_1, \ldots, m_m\}$ and $m_* := \min\{m_1, \ldots, m_m\}$. Let $p, q \in (1, \infty)$. For $s \in \mathbb{R}$ let $\mathcal{E}^s$ and $\partial \mathcal{E}^s$ be given as either

(A) $\mathcal{E}^s := \mathcal{H}^{s,\gamma}(\mathcal{O}, X)$ and $\partial \mathcal{E}^s := \partial \mathcal{H}^{s,\gamma}(\partial \mathcal{O}, X)$ where $\gamma \in (-1, p - 1)$ and $X$ is a UMD space.

(B) $\mathcal{E}^s := \mathcal{A}^{s,\gamma}(\mathcal{O}, X)$ and $\partial \mathcal{E}^s := \partial \mathcal{A}^{s,\gamma}(\partial \mathcal{O}, X)$ where $(\gamma, \mathcal{A}) \in (-1, \infty) \times \{B, F\} \cup (-\infty, p - 1) \times \{B, F\}$. 

In the following, we use the notation

\[
\vartheta_{j,s} := s + 2m - mj - \frac{1 + \gamma}{p} \quad j = 1, \ldots, m.
\]

Consider the following assumptions on $\mathcal{O}$ and $\mathcal{A}(D), \mathcal{B}_1(D), \ldots, \mathcal{B}_m(D)$:

(SO)$_s$ Case (A) $\mathcal{O}$ is $CN$ with $N \geq \max\{s + 2m, -s\}$.

Case (B) with $(\gamma, \mathcal{A}) \in (-1, \infty) \times \{B, F\}$ $\mathcal{O}$ is $CN$ with $N > \max\{s + 2m, \left(\frac{1 + \gamma}{p} - 1\right)_+ + 1 - s\}$.

Case (B) with $(\gamma, \mathcal{A}) \in (-\infty, p - 1) \times \{B, F\}$ $\mathcal{O}$ is $CN$ with $N > \max\{-s, -\left(\frac{1 + \gamma}{p}\right)_- + 1 + s + 2m\}$.

(SAP)$_s$ Case (A) with $s = 0$ For $|\alpha| = 2m$ we have $a_\alpha \in BUC(\mathcal{O}; \mathcal{B}(X))$. If $\mathcal{O}$ is unbounded, the limits $a_\alpha(\infty) := \lim_{|\alpha| \to \infty} a_\alpha(x)$ ($|\alpha| = 2m$) exist.

Case (A) with $s \neq 0$ Let $\sigma > |s|$. For $|\alpha| = 2m$ we have $a_\alpha \in BUC^\sigma(\mathcal{O}; \mathcal{B}(X))$ such that for all $\varepsilon > 0$ there is a $\delta > 0$ such that for all $x_0 \in \mathcal{O}$ it holds that

\[
\mathcal{R}(\{a_\alpha(x) - a_\alpha(x_0) : x \in B(x_0, \delta) \cap \mathcal{O}) < \varepsilon.
\]

If $\mathcal{O}$ is unbounded, then for all $|\alpha| = 2m$ the limits $a_\alpha(\infty) := \lim_{|\alpha| \to \infty} a_\alpha(x)$ exist and for all $\varepsilon > 0$ there is an $R > 0$ such that

\[
\mathcal{R}(\{a_\alpha(x) - a_\alpha(\infty) : x \in \mathcal{O}, |x| \geq R\}) < \varepsilon.
\]

Case (B) For $|\alpha| = 2m$ we have $a_\alpha \in BUC^\sigma(\mathcal{O}; \mathcal{B}(X))$ where $\sigma > \sigma_{s, p, \gamma}$. If $\mathcal{O}$ is unbounded, the limits $a_\alpha(\infty) := \lim_{|\alpha| \to \infty} a_\alpha(x)$ ($|\alpha| = 2m$) exist.
There exists \( \sigma \in [2m - 1, 2m) \) such that \( a_\alpha \partial^\alpha \) is bounded from \( \mathbb{F}^{s+\sigma} \) to \( \mathbb{F}^s \).

For each \( j \in \{1, \ldots, m\} \) and \( |\beta| = m_j \) there exists \( r_{j, \beta} \in [p, \infty) \) with \( \theta_{j,s} > n - 1 \) such that \( b_{j, \beta} \in B^r_{\partial^j \theta; \mathbb{F}(\mathcal{O}; \mathcal{B}(X))} \). If \( \mathcal{O} = \mathbb{R}^n \), the limits \( b_{j, \beta}(\infty) := \lim_{|x'| \to \infty} b_{j, \beta}(x') \) exists for all \( j \in \{1, \ldots, m\} \) and \( |\beta| = m_j \).

There is a \( \sigma \in [2m - 1, 2m) \) such that \( b_{j, \beta} \theta_{\partial \mathcal{O}; \mathcal{B}^2} \) is bounded from \( \mathbb{F}^{s+\sigma} \) to \( \mathbb{F}^s \).

**Example 6.1** 1. Regarding the \( R \)-boundedness condition in case (A) of (SAP)\(_s\) with \( s \neq 0 \), the same as in Example 5.1 applies.

2. Condition (SAL)\(_s\) in case (A) with \( s \neq 0 \) and case (B) is for example satisfied for \( a_\alpha \in B^{\kappa_\alpha}_{\mathbb{R}_+, \mathcal{B}(X)} \) with \( \kappa_\alpha > \sigma_{s+2m-|\alpha|, s, p, \gamma} \) \((|\alpha| < 2m)\), see Proposition B.6. In case (A) with \( s = 0 \) it is satisfied for \( a_\alpha \in L^\infty(\mathcal{O}; \mathcal{B}(X)) \).

3. Condition (SBL)\(_s\) in case (A) with \( s \neq 0 \) and case (B) is for example satisfied for \( b_{j, \beta} \in B^{\kappa_{\beta, j}}_{\mathbb{R}_+, \mathcal{B}(X)} \) with \( \kappa_{\beta, j} > \sigma_{s_0, s_1, p, \gamma} \) \((|\beta| < m_j)\) where \( s_0 = s + 2m - |\beta| - 1 + \frac{1}{p} \) and \( s_1 = s + 2m - m_j - 1 + \frac{1}{p} \), see Proposition B.6. Note that with this choice of parameters we have \( \sigma_{s_0, s_1, p, \gamma} \geq s_1 > 0 \).

### 6.2 Parameter-dependent Estimates

**Theorem 6.2** Let the notations be as in Section 6.1. Let further \( s_0 \in (-1, 1+\frac{1}{p} + m_s) \) and \( s_1 \in [s_0, \infty) \) and assume that the smoothness conditions (SO)\(_t\), (SAP)\(_t\), (SAL)\(_t\), (SBP)\(_t\) and (SBL)\(_t\) are satisfied for all \( t \in [s_0, s_1] \). Suppose that also (E)\(_t\) and (LS)\(_t\) are satisfied for some \( \phi \in (0, \pi) \). Then, there is a \( \lambda_\phi > 0 \) such that for all \( \lambda \in \Sigma_{\pi-\phi}, t \in [s_0, s_1] \) and all

\[
(f, g_1, \ldots, g_m) \in \mathbb{F}^t \oplus \bigoplus_{j=1}^m \partial \mathbb{F}^{t+2m-m_j}
\]

there exists a unique solution \( u \in \mathbb{F}^{t+2m, m} \) of the problem

\[
\begin{align*}
(\lambda + \lambda_\phi + \mathcal{A}(\cdot, D))u &= f \quad \text{on } \mathcal{O}, \\
\partial_j(D)u &= g_j \quad \text{on } \partial \mathcal{O}, \quad j = 1, \ldots, m.
\end{align*}
\]

Moreover, for this solution there are the parameter-dependent estimates (independent of \( t \))

\[
\|u\|_{\mathbb{F}^{t+2m}} + |\lambda| \frac{t+2m-s_0}{2m} \|u\|_{\mathbb{F}^{s_0}} \lessapprox \|f\|_{\mathbb{F}^t} + |\lambda| \frac{t-s_0}{2m} \|f\|_{\mathbb{F}^{s_0}} + \sum_{j=1}^m \left( \|g_j\|_{\partial \mathbb{F}^{t+2m-m_j}} + |\lambda| \frac{t+2m-m_j-1+\frac{1}{p}}{2m} \|g_j\|_{L^p(\partial \mathcal{O}; X)} \right).
\]

**Remark 6.3** Parameter-dependent estimates as in Theorem 6.2 have been obtained in an unweighted \( L_p \)-setting with \( s_0 = 0 \) in [23, 40], also see the references given therein. To the best of our knowledge the case \( s_0 \neq 0 \) has not been treated before, except for [62] where estimates as in Theorem 6.2 have been obtained for second order elliptic boundary value problems subject to Dirichlet boundary value problems. The main additional tool compared to [23, 40] is that we allow parameter-dependent function spaces with base spaces that are different from just \( L_p \). By real interpolation we could even derive parameter-dependent estimates for Besov spaces with Triebel-Lizorkin spaces or Bessel potential spaces as base spaces. This also includes the cases treated in [23, 40] with \( L_p \) as a base space.

In the proof of the above theorem we will use the following lemmas.
Lemma 6.4 Let $X$ be a reflexive Banach space, $p, q \in (1, \infty)$, $(w, \mathcal{A}) \in A_\infty(\mathbb{R}^n) \times \{B, F\} \cup \{A_\infty\}_p(\mathbb{R}^n) \times \mathcal{B}(\mathcal{F})$ and $s_0, t \in \mathbb{R}$ with $t \geq s_0$. Let $\mathcal{A}(D)$ be a differential operator of order $2m$ with constant $\mathcal{B}(X)$-valued coefficients satisfying $(E)_\phi$ for some $\phi \in (0, \pi]$. Given $f \in \mathcal{A}_{p,q}^0(\mathbb{R}^n, w; X)$ let $u := (\lambda + \mathcal{A}(D))^{-1} f$. Then, for all $\lambda_0 > 0$ we have the estimate
\[
\|u\|_{\mathcal{A}_{p,q}^{t+2m, \mu, s_0}(\mathbb{R}^n, w, X)} + |\lambda|^{\frac{2m+t-s_0}{2m}} \|u\|_{\mathcal{A}_{p,q}^{t-s_0}(\mathbb{R}^n, w, X)} \lesssim_{\lambda_0} \|f\|_{\mathcal{A}_{p,q}^{s_0}(\mathbb{R}^n, w, X)}.
\]

Proof We substitute $\lambda = \mu^{2m}$ so that $(\xi, \mu) \mapsto (\mu^{2m} + \mathcal{A}(\xi))^{-1}$ is a parameter-dependent Hörmander symbol of order $-2m$ and regularity $\infty$. Hence, if we define $p_2m(\xi, \mu) := \langle \xi, \mu \rangle^{2m} \mu^{2m} + \mathcal{A}(\xi))^{-1} = \langle \xi, \mu \rangle^{t+2m-s_0} (\mu^{2m} + \mathcal{A}(\xi))^{-1} \langle \xi, \mu \rangle^{s_0-t}$, then $(p(\cdot, \mu))_{\mu \in \Sigma_\phi/2m}$ and $(p(\cdot, \mu))^{-1}_{\mu \in \Sigma_\phi/2m}$ are bounded families in the parameter-independent Hörmander symbols $\mathcal{S}^0(\mathbb{R}^n, \mathcal{B}(X))$ of order $0$. In particular, by Eq. 2.17 together with a duality argument for the dual scales, we have that
\[
\|u\|_{\mathcal{A}_{p,q}^{t+2m, \mu, s_0}(\mathbb{R}^n, w, X)} = \| (\mu^{2m} + \mathcal{A}(D))^{-1} f \|_{\mathcal{A}_{p,q}^{s_0}(\mathbb{R}^n, w, X)}
\]
\[
= \| \Sigma_{\mu}^{t+2m} \mathcal{O}(p_{2m}(\cdot, \mu)) \Sigma_{\mu}^{s_0} f \|_{\mathcal{A}_{p,q}^{s_0}(\mathbb{R}^n, w, X)}
\]
\[
\lesssim \| \Sigma_{\mu}^{t-s_0} f \|_{\mathcal{A}_{p,q}^{s_0}(\mathbb{R}^n, w, X)}
\]
\[
= \| f \|_{\mathcal{A}_{p,q}^{t+2m, \mu, s_0}(\mathbb{R}^n, w, X)}.
\]

Using the equivalence (2.30) we obtain
\[
\|u\|_{\mathcal{A}_{p,q}^{t+2m, \mu, s_0}(\mathbb{R}^n, w, X)} + \langle \mu \rangle^{t+2m-s_0} \|u\|_{\mathcal{A}_{p,q}^{s_0}(\mathbb{R}^n, w, X)} \lesssim \|f\|_{\mathcal{A}_{p,q}^{s_0}(\mathbb{R}^n, w, X)}.
\]

Replacing $\mu^{2m}$ by $\lambda$ again yields the assertion. $\square$

Lemma 6.5 Let $X$ be a UMD Banach space, $p, q \in (1, \infty)$, and $w \in A_p(\mathbb{R}^n)$, $s_0, t \in \mathbb{R}$ with $t \geq s_0$. Suppose that $\mathcal{A}(D)$ is a homogeneous differential operator of order $2m$ with constant coefficients in $\mathcal{B}(X)$ satisfying $(E)_\phi$ for some $\phi \in (0, \pi]$. Given $f \in H_p^0(\mathbb{R}^n, w; X)$ let $u := (\lambda + \mathcal{A}(D))^{-1} f$. Then, for all $\lambda_0 > 0$ we have the estimate
\[
\|u\|_{H_p^{t+2m}(\mathbb{R}^n, w, X)} + |\lambda|^{\frac{2m+t-s_0}{2m}} \|u\|_{H_p^{s_0}(\mathbb{R}^n, w, X)} \lesssim_{\lambda_0} \|f\|_{H_p^{s_0}(\mathbb{R}^n, w, X)}
\]
\[
+ |\lambda|^{\frac{t-s_0}{2m}} \|f\|_{H_p^{s_0}(\mathbb{R}^n, w, X)} \quad (\lambda \in (\lambda_0 + \Sigma_\phi)).
\]

Proof The proof is almost the same as the one of Lemma 6.4. But instead of Eq. 2.17 we use Proposition 2.7 together with Lemma 5.10. $\square$

Proof of Theorem 6.2 First, we consider case (B). By localization, we only have to treat the case of a homogeneous system with constant $\mathcal{B}(X)$-valued coefficients on $\sigma = \mathbb{R}_+^n$, see the
comments in Appendix C. Taking Rychkov’s extension operator $E$ (see Theorem 2.9), we can represent the solution as

$$u = r_+(\lambda - A(D))^{-1}_{R^n}E f + \sum_{j=1}^{m} \text{OPK}(\tilde{k}_{j,\lambda})(g_j - B_j(D)(\lambda + A(D)))^{-1}_{R^n}E f.$$  

Here, $(\lambda - A(D))^{-1}_{R^n}$ denotes the resolvent in the whole space as in Lemma 6.4 and $\tilde{k}_{j,\lambda}$ are the Poisson symbol kernels as in Proposition 4.16. For the estimate, we treat the summands separately. We write

$$u_1 := r_+(\lambda - A(D))^{-1}_{R^n}E f,$$

$$u_{2,j} := \text{OPK}(\tilde{k}_{j,\lambda})B_j(D)(\lambda + A(D))^{-1}_{R^n}E f,$$

$$u_{3,j} := \text{OPK}(\tilde{k}_{j,\lambda})g_j.$$

First, by Theorem 2.9 and Lemma 6.4 we have that

$$\|u_1\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) + |\lambda|^{-\frac{r+2m-m_0}{2m}} \|u_1\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \approx \|E f\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) + |\lambda|^{-\frac{r+2m-m_0}{2m}} \|E f\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \quad (6-2)$$

For $u_2$ we substitute $\lambda = \mu^{2m}$ again. Then, Theorem 4.31, Proposition 2.10, Lemma 6.4 and Theorem 2.9 yield

$$\|u_{2,j}\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|B_j(D)(\lambda + A(D))^{-1}_{R^n}E f\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|\lambda + A(D))^{-1}_{R^n}E f\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|f\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|f\|_{\mathcal{A}^{t}}(\mathbb{R}^n_+;X) + \langle \mu \rangle^{t-2m} \|f\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|f\|_{\mathcal{A}^{t}}(\mathbb{R}^n_+;X) + \langle \mu \rangle^{t-2m} \|f\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X).$$

Substituting $\lambda = \mu^{2m}$ again yields

$$\|u_{2,j}\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|\lambda|^{-\frac{r+2m-m_0}{2m}} \|u_{2,j}\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \lambda_0 \|f\|_{\mathcal{A}^{t}}(\mathbb{R}^n_+;X) + |\lambda|^{-\frac{r+2m-m_0}{2m}} \|u_{2,j}\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \lambda_0 \|f\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X).$$

Finally, it follows from Theorem 4.31 that

$$\|u_{3,j}\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|g_j\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|g_j\|_{\mathcal{A}^{t+2m}}(\mathbb{R}^n_+;X) \lesssim \|g_j\|_{L_p(\partial \mathcal{G};X)} + |\lambda|^{-\frac{r+2m-m_0}{2m}} \|g_j\|_{L_p(\partial \mathcal{G};X)}.$$
Summing up \( u = u_1 \sum_{j=1}^{m} u_{2,j} + u_{3,j} \) yields
\[
\| u \|_{s,p,q,(\mathbb{R}^n_+, X)} + |\lambda|^{\frac{r+2m-s_0}{2m}} \| u \|_{s,p,q,\gamma,(\mathbb{R}^n_+, X)} \\
\lesssim \| f \|_{s,p,q,\gamma,(\mathbb{R}^n_+, X)} + |\lambda|^{\frac{r-s_0}{2m}} \| f \|_{s,p,q,\gamma,(\mathbb{R}^n_+, X)} \\
+ \sum_{j=1}^{m} \left( \| g_j \|_{s,p,q,\gamma,(\partial\mathbb{R}^n_+, X)} + |\lambda|^{\frac{r+2m-s-m_j-1+\gamma}{2m}} \| g_j \|_{L_p(\partial\mathbb{R}^n_+, X)} \right).
\]
The inverse estimate follows from Proposition 2.10 together with the estimate
\[
\| (\lambda + \mathcal{A}(D))u \|_{s,p,q,\gamma,(\mathbb{R}^n_+, X)} \lesssim \| u \|_{s,p,q,\gamma,0,(\mathbb{R}^n_+, X)}.
\]
Case (A) can be carried out in almost the exact same way. One just has to use the extension operator from Proposition 2.8 instead of Rychkov’s extension operator, use Lemma 6.5 instead of Lemma 6.4 and use the elementary embedding \( F_{p,1,Y}^s(\mathbb{R}^n, X) \hookrightarrow H_{p,\gamma}^s(\mathbb{R}^n, E) \) for the Poisson operator estimates.

### 6.3 Operator Theoretic Results

The \( L_q \)-maximal regularity established in Theorem 5.3 for the special case of homogeneous initial-boundary data gives \( L_q \)-maximal regularity and thus \( R \)-sectoriality for the realizations of the corresponding elliptic differential operators:

**Corollary 6.6** Let \( \partial \) be either \( \mathbb{R}^n_+ \) or a \( C^N \)-domain in \( \mathbb{R}^n \) with a compact boundary \( \partial \), where \( N \in \mathbb{N} \). Let \( X \) be a UMD Banach space and let \( (A(D), B_1(D), \ldots, B_m(D)) \) be a \( B(X) \)-valued differential boundary value system on \( \partial \) as considered in Section 2.5 and put \( m^* := \max\{m_1, \ldots, m_m\} \). Let \( \mathbb{E} \) and \( \mathbb{E}^{2m} \) be given as in Case (a), Case (b) or Case (c) as in Section 5.1. Let \( (A(D), B_1(D), \ldots, B_m(D)) \) be a \( B(X) \)-valued differential boundary value system of order \( 2m \) on \( \partial \) that satisfies the conditions \( (SO)_\phi \), \( (SA)_\phi \), \( (SAL)_\phi \), \( (SBP)_\phi \), and \( (SBL)_\phi \) from Section 6.1.\(^3\) Let \( A_B \) be the realization of \( A(D) \) in \( \mathbb{E} \) with domain \( D(A_B) = \{u \in \mathbb{E}^{2m} : B(D)u = 0\} \). For every \( \theta \in (\phi, \frac{\pi}{2}) \) there exists \( \mu_\theta > 0 \) such that \( \mu_\theta + A \) is \( R \)-sectorial with angle \( \omega_R(\mu_\theta + A) \leq \theta \).

**Proof** This is a direct consequence of Theorem 5.3 and Proposition 2.3. Indeed, if we write \( A(x, D) = \sum_{|\alpha| \leq 2m} a_\alpha(x) D^\alpha \) and \( B_j(x, D) = \sum_{|\beta| \leq m_j} b_{j,\beta}(x) D^\beta \), then it follows from our assumption that \( \tilde{a}_\alpha := a_\alpha \otimes 1_f \) and \( \tilde{b}_{j,\beta} := b_{j,\beta} \otimes 1_f \) satisfy the conditions \( (SA) \), \( (SAL) \), \( (SBP) \) and \( (SBL) \) from Section 5.1.

The following result is an immediate corollary to Theorem 6.2.

**Corollary 6.7** Consider the situation of Theorem 6.2 with \( s = s_0 = s_1 \). Let \( A_B \) be the realization of \( A(D) \) in \( \mathbb{E}^s \) with domain \( D(A_B) = \{u \in \mathbb{E}^{s+2m} : B(D)u = 0\} \). For every \( \theta \in (\phi, \pi) \) there exists \( \mu_\theta > 0 \) such that \( \mu_\theta + A_B \) is sectorial with angle \( \phi_{\mu_\theta + A} \leq \theta \).

\(^3\)Here, we identify Case (a), Case (b) and Case (c) from Section 5.1 with Case (A), the Triebel-Lizorkin version of Case (B) and the Besov version of Case (B) from Section 6.1, respectively.
Remark 6.8 From the $R$-sectoriality and sectoriality in Corollary 6.6 and Corollary 6.7, respectively, one could derive boundedness of the $H^\infty$-functional calculus using interpolation techniques from [27, 50]; [50, Corollary 7.8] and [27, Theorem 3.1] give a bounded $H^\infty$-calculus of the part of $A_g$ in the Rademacher interpolation space $(\mathbb{E}, D(A))_\theta$ and in the real interpolation space $(\mathbb{E}, D(A))_{\theta,q}$, respectively. In this way one could improve the $R$-sectoriality to a bounded $H^\infty$-functional calculus in Corollary 6.6 and the sectoriality to a bounded $H^\infty$-functional calculus in the $B$- and $B$-cases in Corollary 6.7. We expect that this way, one should be able to obtain a bounded $H^\infty$-calculus in the $B$- and $B$-cases, as there are results on interpolation with boundary conditions also in the vector-valued case, see [4, Chapter VIII.2, Theorem 2.4.4]. If they extend to the weighted setting, then the boundedness of the $H^\infty$-calculus in the $B$- and $B$-cases can be derived.

Remark 6.9 The scales of weighted $B$- and $F$-spaces, the dual scales to the scales of weighted $B$- and $F$-spaces, naturally appear in duality theory. In [62] they were used to describe the adjoint operators for realizations of second order elliptic operators subject to the Dirichlet boundary condition in weighted $B$- and $F$-spaces (see [62, Remark 9.13]), which was an important ingredient in the application to the heat equation with multiplicative noise of Dirichlet type at the boundary in weighted $L^p$-spaces in [65] through the so-called Dirichlet map (see [62, Theorem 1.2]). The incorporation of the scales of weighted $B$- and $F$-spaces in Theorem 6.2 and Corollary 6.7 would allow us similarly to describe the adjoint of the operator $AB$ from Corollary 6.6, which could then be used to extend [65] to more general parabolic boundary value problems with multiplicative noise at the boundary.

Appendix A: A Weighted Version of a Theorem due to Clémence and Prüß

The following theorem is a weighted version of a result from [17] (see [46, Theorem 5.3.15]). For its statement we need some notation that we first introduce.

Let $X$ be a Banach space. We write $\hat{C}_c^\infty (\mathbb{R}^n; X) := \mathcal{F}^{-1} C_c^\infty (\mathbb{R}^n; X)$ and $\hat{L}^1 (\mathbb{R}^n; X) := \mathcal{F}^{-1} L^1 (\mathbb{R}^n; X)$. Then

$$L_{1,1,\text{loc}} (\mathbb{R}^n; B(X)) \times \hat{C}_c^\infty (\mathbb{R}^n; X) \rightarrow \hat{L}^1 (\mathbb{R}^n; X), (m, f) \mapsto \mathcal{F}^{-1} [m \hat{f}] =: T_m f.$$ 

For $p \in (1, \infty)$ and $w \in A_p (\mathbb{R}^n)$ we define $\mathcal{M} L^1_p (\mathbb{R}^n; w; X)$ as the space of all $m \in L_{1,1,\text{loc}} (\mathbb{R}^n; B(X))$ for which $T_m$ extends to a bounded linear operator on $L^p (\mathbb{R}^n; w; X)$, equipped with the norm

$$\| m \|_{\mathcal{M} L^1_p (\mathbb{R}^n; w; X)} := \| T_m \|_{B(L^p (\mathbb{R}^n; w; X))}.$$

Theorem A.1 Let $X$ be a Banach space, $p \in (1, \infty)$ and $w \in A_p (\mathbb{R}^n)$. For all $m \in \mathcal{M} L^1_p (\mathbb{R}^n; w; X)$ it holds that

$$\{ m(\xi) : \xi \text{ is a Lebesgue point of } m \}$$

is $R$-bounded with

$$\| m \|_{L^\infty (\mathbb{R}^n; B(X))} \leq \mathcal{R}^p_p (\{ m(\xi) : \xi \text{ is a Lebesgue point of } m \}) \lesssim_{p,w} \| m \|_{\mathcal{M} L^1_p (\mathbb{R}^n; w; X)}.$$
Proof This can be shown as in [46, Theorem 5.3.15]. Let us comment on some modifications that have to be made for the second estimate. Modifying the Hölder argument given there according to Eq. 2-2, the implicit constant $C_{p,w}$ of interest can be estimated by

$$C_{p,w} \leq \liminf_{\epsilon \to 0} \epsilon^{d} \| \phi(\epsilon \cdot) \|_{L_p([\mathbb{R}^n, w])} \| \psi(\epsilon \cdot) \|_{L'_p([\mathbb{R}^n, w'])},$$

where $\phi, \psi \in \mathcal{S}(\mathbb{R}^n)$ are such that $\hat{\phi}, \hat{\psi}$ are compactly supported with the property that $\int \hat{\phi} \hat{\psi} d\xi = 1$. By a change of variable,

$$\epsilon^d \| \phi(\epsilon \cdot) \|_{L_p([\mathbb{R}^n, w])} \| \psi(\epsilon \cdot) \|_{L'_p([\mathbb{R}^n, w'])} = \| \phi \|_{L_p([\mathbb{R}^n, w(\epsilon \cdot)])} \| \psi \|_{L'_p([\mathbb{R}^n, w'(\epsilon \cdot)])}.$$

Since $\mathcal{S}(\mathbb{R}^n) \hookrightarrow L_p([\mathbb{R}^n, w])$ with norm estimate only depending on $n, p$ and $[w]_{A_p}$ (as a consequence of [69, Lemma 4.5]) and since the $A_p$-characteristic is invariant under scaling, the desired result follows. \qed

Appendix B: Pointwise Multiplication

Lemma B.1 Let $\mathcal{O}$ be either $[\mathbb{R}^d_+]$ or a $C^\infty$-domain in $\mathbb{R}^d$ with a compact boundary $\partial \mathcal{O}$, let $X$ be a Banach space, $U \in ([\mathbb{R}^d, \mathcal{O}])$ and let either

(i) $p \in [1, \infty)$, $q \in [1, \infty]$, $\gamma \in (-\infty, \infty)$ and $\mathcal{A} \in \{B, F\};$

(ii) $X$ be reflexive, $p, q \in (1, \infty)$, $\gamma \in (-\infty, p-1)$ and $\mathcal{A} \in \{B, F\}$.

Let $s_0, s_1 \in \mathbb{R}$ and $\sigma \in \mathbb{R}$ satisfy $\sigma > \sigma_{s_0,s_1,p,\gamma}$. Then for all $m \in B^\sigma_{\infty,1}(U; \mathcal{B}(X))$ and $f \in \mathcal{A}^{s_0,s_1}_p(U, w_\sigma; X)$ there is the estimate

$$\|mf\|_{\mathcal{A}^{s_1}_p(U, w_\sigma; X)} \lesssim \|m\|_{L_\infty(U; \mathcal{B}(X))} + \|f\|_{\mathcal{A}^{s_0}_p(U, w_\sigma; X)} \|f\|_{\mathcal{A}^{s_1}_p(U, w_\sigma; X)}.$$

(B-1)

Proof The proof of [62, Lemma 3.1] carries over verbatim to the $X$-valued setting. \qed

Remark B.2 In connection to the above lemma, note that

$$L_\infty(U; \mathcal{B}(X)) + B^{-s_0,s_1}_\infty(U; \mathcal{B}(X)) = \begin{cases} L_\infty(U; \mathcal{B}(X)), & s_1 \geq s_0, \\ B^{-s_0,s_1}_\infty(U; \mathcal{B}(X)), & s_1 < s_0, \end{cases}$$

(B-2)

as a consequence of $B^0_{\infty,1} \hookrightarrow L_\infty \hookrightarrow B^0_{\infty,\infty}$ and $B^{s}_\infty \hookrightarrow B^{s-\varepsilon}_\infty$, $s \in \mathbb{R}, \varepsilon > 0$. Furthermore,

$$B^\sigma_{\infty,1}(U; \mathcal{B}(X)) \hookrightarrow L_\infty(U; \mathcal{B}(X)) + B^{-s_0,s_1}_\infty(U; \mathcal{B}(X))$$

(B-3)

as $\sigma > s_1 - s_0 \geq -(s_0 - s_1)_+.$

Remark B.3 Lemma B.1 has a version for more general weights: $A_\infty$-weights in case (i) and $[A_\infty]'_p$-weights in case (ii). The condition $\sigma > \sigma_{s_0,s_1,p,\gamma}$ then has to be replaced by

$$\sigma > \max \left\{ \left( \frac{1}{\rho_{w,p}} - 1 \right)_+ - s_0, \left( \frac{1}{\rho_{w_0,p}} - 1 \right)_+ + s_1, s_1 - s_0 \right\},$$

where $\rho_{w,p} := \sup\{r \in (0, 1) : w \in A_{p/r} \}$ with the convention that $\sup \emptyset = \infty$ and $\frac{1}{\infty} = 0$. \qed
Definition B.4 Let $(S, \mathcal{A}, \mu)$ be a measure space and $X$ a Banach space. Then we define the space $\mathcal{R}L_\infty(S; \mathcal{B}(X))$ as the space of all strongly measurable functions $f: S \to \mathcal{B}(X)$ such that
\[ \|f\|_{\mathcal{R}L_\infty(S; \mathcal{B}(X))} := \inf_g \mathcal{R}\{g(\omega) : \omega \in S\} < \infty \]
where the infimum is taken over all strongly measurable $g: S \to \mathcal{B}(X)$ such that $f = g$ almost everywhere.

Lemma B.5 Let $\partial$ be either $\mathbb{R}_+^d$ or a $C^\infty$-domain in $\mathbb{R}^d$ with a compact boundary $\partial \partial$, let $X$ be a UMD Banach space, $U \in ([\mathbb{R}^d, \partial], p \in (1, \infty)$ and $w \in A_p(\mathbb{R}^d)$. Let further $s_0, s_1 \in \mathbb{R}$ and $\sigma \in \mathbb{R}$ satisfy $\sigma > \max\{-s_0, s_1, s_1 - s_0\}$. Then for all $m \in B^\sigma_{\infty,1}(U; \mathcal{B}(X))$ and $f \in H^1_{p,\infty}(U, w; X)$ there is the estimate
\[ \|mf\|_{H^1_{p} (U, w; X)} \lesssim \|m\|_{\mathcal{R}L_\infty(U; \mathcal{B}(X))} \|f\|_{H^1_{p} (U, w; X)} + \|m\|_{B^\sigma_{\infty,1}(U; \mathcal{B}(X))} \|f\|_{H^0_{p} (U, w; X)}. \]  
(B-4)

Proof It suffices to consider the case $U = \mathbb{R}^d$. We use paraproducts as in [82, Section 4.4] and [72, Section 4.2].

By [72, Lemma 4.4], the paraproduct $\Pi_1 : (m, f) \mapsto \Pi_1(m, f)$ gives rise to bounded bilinear mapping
\[ \Pi_1 : \mathcal{R}L_\infty(\mathbb{R}^d; \mathcal{B}(X)) \times H^1_{p} (\mathbb{R}^d, w; X) \mapsto H^1_{p} (\mathbb{R}^d, w; X). \]

By a slight modification of [72, Lemma 4.6] (see [62, Lemma 3.1]), for $i \in \{2, 3\}$, the paraproduct $\Pi_i : (m, f) \mapsto \Pi_i(m, f)$ gives rise to bounded bilinear mapping
\[ \Pi_i : B^\sigma_{\infty,1}(\mathbb{R}^d; \mathcal{B}(X)) \times F^0_{p,\infty}(\mathbb{R}^d, w; X) \mapsto F^{s_1}_{p,1}(\mathbb{R}^d, w; X) \]
and thus a bounded bilinear mapping
\[ \Pi_i : B^\sigma_{\infty,1}(\mathbb{R}^d; \mathcal{B}(X)) \times H^0_{p} (\mathbb{R}^d, w; X) \mapsto H^{s_1}_{p} (\mathbb{R}^d, w; X). \]  \[ \square \]

Proposition B.6 Under the conditions of Lemma B.1 with $s_0 \geq s_1$, we have the continuous bilinear mapping
\[ B^\sigma_{\infty,1}(U; \mathcal{B}(X)) \times \mathcal{A}^0_{p,q}(U, w, \partial \partial; X) \mapsto \mathcal{A}^{s_1}_{p,q}(U, w, \partial \partial; X), (m, f) \mapsto mf. \]  \[ (B-5) \]
Under the conditions of Lemma B.5 with $s_0 \geq s_1$, we have the continuous bilinear mapping
\[ B^\sigma_{\infty,1}(U; \mathcal{B}(X)) \times H^0_{p} (U, w; X) \mapsto H^{s_1}_{p} (U, w, X), (m, f) \mapsto mf. \]  \[ (B-6) \]

Proof Equation B-5 is a direct consequence of Lemma B.1. The case $s = 0$ in Eq. B-6 follows from [72, Proposition 3.8]. The case $s_0 > s_1$ in Eq. B-6 follows from the $A_p$-version of Eq. B-5 (see Remark B.3) as $\sigma > \sigma_{s_0-\varepsilon,s_1+\varepsilon,p,w}$ for sufficiently small $\varepsilon > 0$. \[ \square \]

Appendix C: Comments on the Localization and Perturbation Procedure

The localization and perturbation arguments are quite technical but standard, let us just say the following. The localization in Theorem 5.3 can be carried out as in [67, Sections 2.3 & 2.4] and [60, Appendix B], where we need to use some of the pointwise estimates from Appendix B as well some of the localization and rectification results for weighted Besov and
Triebel-Lizorkin spaces from [62, Section 4] (which extend to the vector-valued situation) in order to perform all the arguments. Furthermore, the localization in Theorem 6.2 can be carried out as in [62, Theorem 9.2]. The results in [62, Section 4] are a generalization of results on the invariance of Besov- and Triebel-Lizorkin spaces under diffeomorphic transformations such as [84, Theorem 4.16] to the weighted anisotropic mixed-norm setting. They lead to the conditions (SO) in Section 5 and (SO)$_s$ in Section 6.

We would also like to mention [24] and [25], where the authors treat maximal $L^q$-$L^p$-regularity for parabolic boundary value problems on the half-space in which the elliptic operators have top order coefficients in the VMO class in both time and space variables. In their proofs, they do not use localization for the results on VMO coefficients, but they extend some techniques by Krylov as well as Dong and Kim.

While the geometric steps of the localization procedure in our setting are the same as in the standard $L^p$-setting, there are some differences in what kind of perturbation results we need. The main difference lies in the treatment of the top order perturbation of the differential operator on the domain. More precisely, the following lemma is a useful tool in the localization procedure for our setting.

**Lemma C.1** Let $E$ be a Banach space and $A : E \supset D(A) \to E$ a closed linear operator. Suppose that there is a constant $C > 0$ such that for all $\lambda > 0$ and all $u \in D(A)$ it holds that

$$\|u\|_{D(A)} + \lambda \|u\|_E \leq C\|\lambda + A\|u\|_E.$$  \hfill (C-1)

Let $||| \cdot ||| : E \to [0, \infty)$ a mapping and $\theta \in (0, 1)$ such that

$$|||u||| \leq \|u\|_E^{-\theta} \|u\|^\theta_{D(A)}$$  \hfill (C-2)

holds for all $u \in D(A)$. Let further $P : D(A) \to E$ and suppose that there are constants $\delta, C' \in (0, \infty)$ such that

$$\|P(u)\|_E \leq \delta \|u\|_{D(A)} + C' |||u|||$$  \hfill (C-3)

for all $u \in D(A)$. Then there is $\lambda_0 \in (0, \infty)$ only depending on $\delta, C'$ and $\theta$ such that for all $\lambda \geq \lambda_0$ and all $u \in D(A)$ we have the estimate

$$\|P(u)\|_E \leq 2\delta C\|\lambda + A\|u\|_E.$$  \hfill (C-4)

**Proof** For $u \in D(A)$ we have that

$$\|P(u)\|_E \leq \delta \|u\|_{D(A)} + C' |||u||| \leq \delta \|u\|_{D(A)} + C' \|u\|_{D(A)}^{1-\theta} \|u\|_E^{\theta}$$

$$\leq 2\delta \|u\|_{D(A)} + \delta C_\delta \|u\|_E$$

with $C_\delta := \left(\frac{\delta}{C'\theta}\right)^{\theta/(1-\theta)}(1-\theta)$. Here, we used Young’s inequality with the Peter-Paul trick. Using Eq. C-1 with $\lambda \geq C_\delta/2$, we can further estimate

$$\|P(u)\|_E \leq 2\delta C\|\lambda + A\|u\|_E$$

so that $\lambda_0 = C_\delta/2$ is the asserted parameter. \hfill \square

If one wants to apply Lemma C.1 for a localization procedure, then one can treat the top order perturbation as follows: Suppose that the differential operator has the form $1 + \sum_{|\alpha|=2m}(a_\alpha + p_\alpha(x))D^\alpha$ with $p_\alpha$ being small in a certain norm. The mapping $P$ in Lemma C.1 can be chosen to be $P(u)(x) = \sum_{|\alpha|=2m} p_\alpha(x) D^\alpha u(x)$ and $A$ can be chosen to be the realization of $1 + \sum_{|\alpha|=2m} a_\alpha D^\alpha$ in $E$ with vanishing boundary conditions. Now one can use Lemma B.1 in combination with Remark B.2 in the Besov-Triebel-Lizorkin...
In order to do this for example in the parabolic case, one chooses $\varepsilon \in (0, 2m)$ such that $\sigma > \sigma_{s,p,\gamma} + \varepsilon \geq \sigma_{s-\varepsilon, p, \gamma}$. Then one chooses $s_0 = s - \varepsilon$ and $s_1 = s$. These choices lead to the estimate

$$\| p_\alpha D^\alpha u \|_{E} \lesssim \| p_\alpha \|_{L_\infty} \| u \|_{E^{2m}} + \| p_\alpha \|_{BUC_{\theta}} \| u \|_{E^{2m-\varepsilon}} \quad (|\alpha| = 2m)$$

in the Besov and Triebel-Lizorkin cases and

$$\| p_\alpha D^\alpha u \|_{E} \lesssim \| p_\alpha \|_{R_{L_\infty}} \| u \|_{E^{2m}} + \| p_\alpha \|_{BUC_{\theta}} \| u \|_{E^{2m-\varepsilon}} \quad (|\alpha| = 2m)$$

in the Bessel potential case. It holds that $\| \cdot \|_{D(A)} \sim \| \cdot \|_{E^{2m}}$ on $D(A) \subset E^{2m}$.

Note that Eq. C-1 follows from the sectoriality of $A$. Therefore, if $p_\alpha$ is small in $L_\infty$ or $R_{L_\infty}$-norm, respectively, then Lemma C.1 shows that $P$ is just a small perturbation of a suitable shift of the operator $A$.
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