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A B S T R A C T

The uncertainty associated with renewable energies creates challenges in the operation of distribution grids.
One way for Distribution System Operators to deal with this is the computation of probabilistic forecasts of
the full state of the grid. Recently, probabilistic forecasts have seen increased interest for quantifying the
uncertainty of renewable generation and load. However, individual probabilistic forecasts of the state defining
variables do not allow the prediction of the probability of joint events, for instance, the probability of two
line flows exceeding their limits simultaneously. To overcome the issue of estimating the probability of joint
events, we present an approach that combines data-driven probabilistic forecasts (obtained more specifically
with quantile regressions) and probabilistic power flow. Moreover, we test the presented method using data
from a real-world distribution grid that is part of the Energy Lab 2.0 of the Karlsruhe Institute of Technology
and we implement it within a state-of-the-art computational framework.
1. Introduction

The number of distributed energy resources currently being in-
stalled in distribution grids is constantly growing [1]. This is par-
ticularly true for distributed generation systems based on renewable
energy resources (ress). While these systems increase the sustainability
of the overall energy grid, they also complicate the operational duties of
Distribution System Operators (dsos). In particular, dsos have to manage
unprecedented bidirectional uncertain power flows, which are caused
by the growing correlation between electric generation/consumption
and uncertain phenomena, such as weather conditions. Traditional
operation based on an ‘‘install-and-forget’’ strategy with low levels of
monitoring may not be sufficient to guarantee a safe and reliable opera-
tion of the distribution grid: overvoltages can arise due to photovoltaic
overgeneration at some nodes [2], the transient stability of the grid
might be affected by the intermittent nature of some ress [3], etc.
Thankfully, distributed energy resources and energy storage systems
may allow dsos to more actively manage the distribution grid. For
instance, they could use inverters and electric vehicles to regulate re-
active power and active power injections, respectively [4,5]. However,
in order to make use of these new tools in an efficient manner, dsos
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need to know the grid state. In this context, the dsos’ operational tasks
will profit from reliable estimates of the future state of the grid and
the uncertainty margins around them. To be more specific, this means
giving dsos a probabilistic forecast of all the variables that define the
state of a distribution grid; i.e. the current at every branch, and the
voltage and active/reactive power injections at every node. The dsos
can then use this information to forecast operations close to the grid
limits, which will allow them to act accordingly in order to avoid
critical situations.

In the past couple of years, probabilistic forecasts [6] have been
deemed useful at describing the uncertainty of both future load and re-
newable generation. Probabilistic forecasts are generally divided in two
main categories; namely, parametric and non-parametric forecasts [7].
The first type assumes that future values follow a given parametric
distribution, while the second type does not require this assumption.
The absence of this critical assumption has driven non-parametric
probabilistic forecasts to popularity, as shown, for instance, during the
Global Energy Forecasting Competition of 2014 [8,9].
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Unfortunately, the mere calculation of individual probabilistic fore-
casts of the state variables does not allow the estimation of the prob-
ability of joint events, such as the line flows surpassing their limit
at the same time. This is due to the fact that these forecasts do not
provide information about the correlation/dependence of the variables.
In principle, one could solve this issue by using a copula function [10]
to estimate the joint probability distribution of the forecast values.
However, doing this is not trivial. For instance, parametric copulas
require us to assume a copula type and to estimate some parameters,
while empirical copulas are more time consuming to calculate [11].
Therefore, we propose in the present paper a new alternative that is
not only able to obtain probabilistic forecasts of the grid state, but
also allows the estimation of joint event probabilities, without using
a joint probability distribution. This new alternative will allow dsos to
forecast operations close to grid limits more easily, which in turn can
help them avoid future critical situations (such as an overload of the
grid’s branches).

The new method we present combines non-parametric probabilistic
forecasts of the active power injection of all nodes with probabilistic
power flow (ppf) [12]. We compute non-parametric probabilistic fore-
asts of the active power at each node using quantile regressions [13]
btained via the method described in [14]. Afterwards, we propagate
he power uncertainty to the remaining variables by solving the ppf

problem. Interested readers are referred to the review articles found
in [15–17] for more information on probabilistic power flow and
to [18,19] for examples of how quantile regressions have been used to
forecast energy related values. Note that non-parametric probabilistic
forecasts may lead to arbitrary probability distributions. Thus, the
scheme used to solve the ppf problem has to be able to cope with
general and time-varying distributions. Sampling-based approaches are
straightforward methods to tackle this challenge—with the Monte Carlo
Simulation being one of the most widely used, as in [20–22]. However,
sampling-based approaches can be computationally demanding. There-
fore, for the sake of computational tractability, we solve the ppf problem
via the analytic approach described in [23]. This method is chosen
since it allows for generic probability distributions without resorting
to sampling. Finally, it is important to mention that the presented
method can easily be expanded to include probabilistic forecasts of
the reactive and active power as input for solving the ppf. This would
only require a description of the correlation between the active and
the reactive power, yet the workflow of the presented method would
remain unchanged.

The main difference between the present article and other works
that also apply ppf to grids with renewable energies (such as [24–28])
is not only that the presented method combines quantile regressions
with an analytic approach for solving ppf, but also the description of
a workflow that goes from data collection to the visualization of the
results. To the best of the authors’ knowledge, a work such as the
one presented is not to be found in literature. To be more specific,
the main contributions of the present article are twofold. First, we
describe a novel algorithm to obtain probabilistic forecasts of the state
of a distribution grid starting from a set of available data (e.g., past
realizations of the active power injections, weather forecasts, etc.) and a
model of the distribution grid (topology and line parameters). A crucial
aspect of the algorithm is the data processing that is necessary to obtain
the parameters of the tractable ppf problem from the outputs of the non-
parametric probabilistic forecasting models. Second, we implement the
presented method using data from the distribution grid at the Karlsruhe
Institute of Technology (which forms part of the Energy Lab 2.0 [29])
and a state-of-the-art computational framework. This real-world use
case not only allows the validation of the presented method and its
implementation, but it also provides a benchmark for future works.

The remainder of the article is divided as follows: Section 2 de-
scribes the presented method and its implementation in more detail.
Section 3 presents a validation experiment, while Section 4 shows
and discusses the results. Finally, Section 5 offers the conclusion and
2

outlook of the present work. m
2. Method

2.1. Outline

As mentioned in the introduction, the goal is to estimate the future
state of a distribution grid in a probabilistic manner. In other words,
we want to compute probabilistic forecasts of:

1. the injected/adsorbed active and reactive power at each node;
2. the absolute value of the voltage at every node; and
3. the absolute value of the current at every branch.

Note that we model all previous values as random variables, as we con-
sider them uncertain. In the present article, we use a sans-serif notation
to distinguish between a (complex/real-valued) random variable 𝗒 and
its (complex/real) realization 𝑦.

To achieve our goal, the article presents an approach that combines
data-driven non-parametric probabilistic forecasts of the active power
injections of all nodes with probabilistic power flow. Compared to
other uncertainty estimation approaches (such as interval forecasts),
this method has two main advantages: (i) it estimates the cumulative
distribution function (cdf) of the state defining variables instead of in-
tervals, quantiles, etc. and (ii) it enables us to calculate the probability
of joint events – for instance, the probability of the voltage of different
nodes surpassing a certain value at the same time – without having
to compute a joint probability distribution. Note that the presented
method is based on the following assumptions:

1. historical measurements of the nodes’ active power need to be
available;

2. the network must be radial1 (as in [30]) and its topology and
line parameters must be known; and

3. the independence of the injected power values, but not of the
electrical currents and voltages.

The third assumption stems from the fact that calculating the joint
distribution of all injected power values would be out of the scope of
the present article, as it is a non-trivial task. Nevertheless, an advantage
of the proposed approach is that removing this assumption would not
drastically change it, as the method would only require the dependence
structure of the injected power values as additional information.

In the remainder of Section 2, the general requirements and steps
of the proposed approach are presented. For the sake of clarity, Fig. 1
depicts the implemented workflow. This workflow includes not only
the presented method, but also additional steps that are necessary for
the collection of the input data and for the visualization of the results.
Furthermore, every step of the presented approach is implemented
within a computational framework [31] that simplifies automation and
guarantees scalability. Note that in this paper, the obtainment of active
power forecasts is considered the first step of the presented method.
Nevertheless, the presented approach can easily be expanded to include
the calculation of reactive power forecasts within the first step. Doing
this would only require small changes within the individual steps
(for instance within the compatibility step) and a description of the
correlation between the active and reactive power, yet the workflow
shown in Fig. 1 would, for the most part, remain unchanged.

Fig. 1 shows that the first step in the presented workflow consists of
collecting all the necessary information that the presented method uses
as input: active power measurements, weather data, etc. To collect this
data we use the easimov framework [32]. More information on the data
collection step can be found in Section 2.2.

Afterwards, the collected data is propagated to the presented
method, which is divided into three steps, see Fig. 1. The first step uses
the collected data to obtain probabilistic forecasts of the future active

1 ppf can also be applied to meshed networks; the idea of the presented
ethod is not affected.
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Fig. 1. Depiction of the workflow used to obtain probabilistic forecasts of the grid state showing the input and output of every step of the new method; ppf: probabilistic power
flow; pce: polynomial chaos expansion.
power at each node. These forecasts are obtained using a data-driven
approach based on quantile regression and a method described in [14].
The second step ensures that the first and the last step of the presented
method are compatible. This is important, since the output of the first
step is not the input that the third step requires. Finally, the third step
solves the probabilistic power flow (ppf) problem using the output of the
second step, the network topology, and the approach described in [23].
The result of all of these steps is the desired probabilistic forecast of
the full state of the distribution grid. Readers interested in the initial
probabilistic forecasts and in the method for solving the ppf problem are
referred to Sections 2.3 and 2.4, respectively. Furthermore, Section 2.5
offers the specifics on how the compatibility between the first and last
step of the presented method is achieved.

As Fig. 1 shows, the grid state forecasts are propagated to a further
step that allows for their visualization. The easimov framework is again
used in this step. More information on the visualization can be found
in Section 2.6.

Finally, Fig. 1 also shows the complexity of the workflow, as it
consists of a combination of sequential steps that need to be automated
and that are implemented using different software tools. Therefore, it
is important for us to implement the workflow using a computational
framework that not only simplifies its automation, but also helps in
ensuring its scalability. The use of such a computational framework is
also depicted in Fig. 1. Furthermore, readers are referred to Section 2.7
for more information on the computational framework used.

2.2. Data collection

As mentioned in Section 2.1, the easimov framework [32] is used to
collect and access the necessary input data. To be more specific, the
data can be extracted in the form of power consumption/generation
time series through the framework’s epowweb module. This module
preprocesses the data to increase its quality and makes it accessible at
various aggregation levels and time periods through a service featuring
a REST interface.
3

2.3. Probabilistic forecasts

As discussed in the introduction, non-parametric probabilistic fore-
casts have become quite popular in the literature, since they avoid
assumptions about the future value’s distribution. Within the existing
methods, quantile regression [13,18,19] is one of the most preferred
and the one used in the present article. As the name suggests, quantile
regression estimates a quantile of its output value given the regression’s
input [33]. A quantile regression can, for instance, be described as
follows:
𝑦̂𝜏 = 𝑓 (𝑥) with,
Pr(𝗒 ≤ 𝑦𝜏 |𝑥) = 𝜏;

(1)

where 𝗒 is the desired output described as a random variable, 𝑦𝜏 is its
𝜏−quantile, 𝜏 ∈ (0, 1) is a probability value, 𝑦̂𝜏 is the estimate given by
the regression model, and 𝑥 is the model’s input.

This type of regression can be used to create probabilistic forecasts
by considering 𝗒 as a representation of a future value of interest (for
instance, load, renewable power, demand response load, etc.). Then,
quantile regression models can be combined to estimate intervals with
a probability of the future value lying within or to estimate the cdf of
𝗒 [34].

In the present article, we use quantile regression to forecast the
quantiles of the active power that is injected on every node.

2.4. Probabilistic power flow

Solving the power flow problem means to compute all nodal volt-
ages and all branch currents given the complex power injections at each
node and the characteristics of the grid (i.e. topology and line parame-
ters). The relation among these variables is governed by the well-known
power flow equations [35]. Probabilistic power flow extends the tra-
ditional power flow to the case in which the power injections are
modeled as random variables. Thus, solving the probabilistic power
flow problem means finding all nodal voltages and all branch currents
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in terms of random variables such that the power flow equations are
satisfied for each realization of the random variables. Solving the ppf
poses two major challenges:

1. rendering the problem computationally tractable, and
2. solving the (deterministic) power flow equations—which in gen-

eral do not have a closed analytic form.

In order to solve the ppf problem, the present article uses the method
described in [23]. This method is a deterministic reformulation of the
stochastic problem that can cope with non-Gaussian random variables
under the condition of having a radial grid. The method utilizes poly-
nomial chaos expansion (pce) [36] to render the problem deterministic,
and it employs the backward–forward-sweep (bfs) [37] scheme to solve
the power flow equations.

Polynomial chaos is a Hilbert space method used in the field of
uncertainty quantification [36]. It is to a random variable what a
Fourier series is to a periodic signal: a method that allows to char-
acterize a random variable by a finite number of Fourier coefficients.
Mathematically, this reads

𝗑 =
𝐿
∑

𝓁=0
𝑥𝓁𝜙𝓁 , (2)

where 𝜙𝓁 denotes the 𝓁th basis function, which is both a polynomial
function and a random variable.2 The main assumption of pce is that all
random variables are required to have a finite variance—a fairly mild
assumption. The main advantages of using pce in probabilistic power
flow are:

1. applicability to Gaussian and/or non-Gaussian random variables
or combinations thereof (e.g., mixed Gaussian distributions);

2. efficient uncertainty propagation through model equations by
means of Galerkin projection; and

3. computation of moments of random variables without having to
sample.

It is important to mention that Galerkin projection is only one of
multiple methods to propagate uncertainties, other approaches such as
non-intrusive methods are applicable too [36]. Using pce, the proba-
bilistic power flow problem can be redefined as follows: determine all
pce coefficients of all random variables such that the power flow equations
are satisfied in terms of random variables.

bfs is an iterative method that exploits the networks’ tree structure
to obtain a solution of the power flow equations [37]. The bfs consists
of the recursive application of Kirchhoff’s voltage and current laws. As
the name suggests, the approach is divided in a backward and a forward
step. The backward step computes the nodal currents – starting from the
power injections and the nodal admittance – using values of the nodal
voltages from a previous iteration. Afterwards, the branch currents
are calculated using the network’s topology and branch parameters.
In turn, the forward step uses the currents and admittance of a given
branch to compute its voltage drop. Given the fixed and known voltage
at the root node and the radial topology, the nodal voltages can be
calculated from these voltage drops. These nodal voltages are then used
to update the values of the nodal voltages which will be used in the next
iteration. The algorithm is repeated until convergence is achieved up to
a prescribed numerical tolerance3. The main advantage of this method
is that, contrary to the Newton–Raphson method, it does not require
the inversion of the power-flow equations’ Jacobian, which may pose
computational issues [38].

The algorithm to solve the probabilistic power flow combining the
polynomial chaos expansion approach with a backward–forward-sweep
scheme is summarized in Fig. 2. Just as with the deterministic bfs, each

2 For Fourier series, the 𝓁th basis function would be exp(j𝓁𝑡).
3 More information on the convergence of bfs can be found in [30].
4

Fig. 2. Backward–forward-sweep-algorithm used to solve the probabilistic power flow
(ppf).

iteration begins with a backward step for the calculation of the branch
currents. However, this backward step is subdivided in two: a first step
for calculating the pce coefficients of the (random) current injections
at each node and a second one to compute all pce coefficients of the
(random) branch currents. Afterwards, the forward step is applied.

Note that this algorithm requires the following inputs to work:

• the characteristics of the analyzed grid (network topology and
line parameters);

• a pce basis {𝜙0,…𝜙𝐿}; and
• the pce coefficients for the random power injections (i.e. active

and reactive power).

As depicted in Fig. 1, the characteristics of the analyzed grid are one
of the initial inputs of the forecasting scheme, while the remaining
inputs have to be deduced from the outputs of the forecasting models
discussed in Section 2.3. To this end, some data processing is required,
which is detailed in the next section.

2.5. Compatibility step

As mentioned in the previous sections, the output of the data-driven
forecasting models are quantiles of the active power at every node,
while the input of the ppf step are the pce basis and the pce coefficients
of the power injections (i.e. active and reactive) at all nodes. Therefore,
we propose an intermediate step (cf. Fig. 1) that renders the data-driven
forecasts compatible with the ppf method. For the sake of clarity, Fig. 3
shows how the pce basis and coefficients are obtained from the active
power probabilistic forecasts.

As Fig. 3 shows, the compatibility step consists of four main ele-
ments: First, we estimate the analytic cdf of the future active power of
every node. As depicted in Fig. 4a, the output of the 𝑛th node’s quantile
regressions can be used as a point-wise estimate of its active power
cdf. Therefore, the analytic description of the cdf can be obtained by
fitting that initial estimate to an analytic function. For example, Fig. 4b
shows an analytic cdf based on the sum of two logistic functions fitted
via a numerically solved least squares method. The sum of two logistic
functions has been shown to deliver good estimates of the cdf [39] and
thus is one of the functions we use herein. To be more specific, we fit
the sum of two logistic functions, as well as a single logistic function
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Fig. 3. Calculation of pce basis and coefficients from the active power probabilistic forecasts.
Fig. 4. Example of fitting the outputs of quantile regressions to an analytic cumulative distribution function (cdf).
Fig. 5. Visualization of the probabilistic power flow results using epowvis. The histograms are formed using values sampled from the distributions obtained via the presented
method.
to the quantiles and choose the best fit as the analytic cdf. The cdf
described as a single logistic function is given as

F(𝗒|𝑥) =
𝜃1

1 + 𝑒−𝜃2(𝗒−𝜃3)
, (3)

while the cdf described as the sum of two logistic functions can be
written as

F(𝗒|𝑥) =
𝜃1

1 + 𝑒−𝜃2(𝗒−𝜃3)
+

𝜃4
1 + 𝑒−𝜃5(𝗒−𝜃6)

. (4)

In the previous equations, the values 𝜃𝑖 are the parameters that we fit
via the least squares method, while F(𝗒|𝑥) is the analytic cdf of the fore-
cast value 𝑦 (i.e. a node’s active power), given the forecasting models
input 𝑥. In addition, the algorithm models a variable as deterministic
if it considers the spread of its cdf to be too small. To be more specific,
5

if the difference between a variable’s 0.95 and 0.05-quantile is smaller
than 15%4 of its median, the forecast uncertainty is ignored and the
median becomes that variable’s point (i.e. deterministic) forecast.

It is important to mention that estimating the analytic cdf does not
require that we assume a specific parametric distribution (for instance,
a normal distribution). This means that we retain the main advantage
of using non-parametric probabilistic forecasts: no specific type of
distribution (with finite variance) is assumed.

Based on an analytical expression of the cdf of the active power
for each node, the next step is to compute an orthogonal polynomial
basis—this is required for the pce approach we employ to solve ppf.

4 The 15% is chosen based on numerical studies.
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There exist stable numerical routines to construct polynomials that
are orthogonal to any given probability density function (which is the
derivative of the cdf). The Julia package PolyChaos.jl provides
exactly this functionality and is hence used [40]. PolyChaos.jl
also facilitates to obtain the numerical values of the pce coefficients (a
crucial step in the presented method). After estimating the active power
pce coefficients using PolyChaos.jl, we calculate the coefficients
of the reactive power by taking the active power coefficients and
multiplying them with a scaling factor based on the power triangle.

2.6. Visualization

Similarly to the data collection step, the visualization step also
makes use of one of the modules of the easimov framework [32], namely
the epowvis module. This module is able to provide an interactive
web-based visualization of a distribution grid. Additionally, the mod-
ule also provides the possibility of clicking on the grid nodes and
branches to open a new window showing the corresponding results of
the probabilistic power flow step. For instance, Fig. 5 shows histograms
that represent the distribution of both the active and reactive power
at a given node. This histograms are obtained from values sampled
from the distributions estimated using the presented method. Note that
in this final step we can also implement transformations to go from
rectangular to polar descriptions.

It is important to mention that easimov offers additional visualization
options that can later be implemented within the presented method.
For instance, grid visualizations that can help with the analysis of
future grid states (including critical states). For the sake of illustration,
Fig. 6 shows a visualization of the grid used for the present article’s
experiment that depicts the absolute value of the nodes’ voltages.

Both Fig. 6a and b show the same grid state, but define the colors for
the voltages using different scales. Fig. 6a uses a scale that shows that
no voltage limit is being violated. At the same time, Fig. 6b is used
to show how a visualization of a future critical state might look like
and to demonstrate that easimov allows us to modify the color scaling
quite easily, which might simplify the analysis of differences between
the state defining variables no matter the magnitude of this differences.

2.7. Computational framework

The presented method is a complex workflow that consists of a
combination of steps that need to be conducted in a certain order and
that are implemented using a number of software tools.

The complexity of the workflow makes its execution tedious, time-
consuming, and error-prone; especially if the workflow has to be exe-
cuted repeatedly with different input data. Another argument against
the manual execution of the workflow is the fact that the output data
of one step typically needs to be modified, before it can be used by the
following step. For example, information of the grid topology needs to
be added to the measurement data that is coming from the database. As
mentioned previously, doing this type of data transformation manually
at each step is quite tedious and error-prone. Therefore, the computa-
tional framework described in [31] is used to automate the workflow,
presented herein.

The computational framework uses state-of-the-art technologies for
the run-time automation and coordination of sub-tasks, such as con-
tainer virtualization and distributed message oriented middleware. In
other words, it defines an architecture for distributed process execution
and coordination. The framework automatically distributes software
applications that perform different tasks to different nodes within a
cluster. These applications can access necessary data and communicate
with other components using the framework’s communication adaptors
and high-performance messaging channel infrastructure. Additionally,
the framework provides an easy-to-use web user interface based on
Apache nifi that allows users to create, run, and control workflows
6

Fig. 6. Example of a grid visualization showing the absolute value of the nodes’
voltages; Both images show the same grid state, but with different color scaling for the
voltages.

regardless of their understanding of the underlying computing infras-
tructure. For the sake of illustration, Fig. 7 shows how the method has
been implemented within the computational framework described in
the present paper.

Fig. 7 shows that the workflow implemented within the computa-
tional framework includes an additional step between the compatibility
and the ppf steps. This step has the task of waiting on the forecast of
several nodes to communicate them to the ppf step as a batch. This is
needed by the algorithm solving the ppf. Note that an advantage of the
framework used is that – through a simple configuration – certain tasks
can be executed in parallel. Hence, an optimal performance is achieved
when using a computing cluster. The parallelization is realized by
the framework’s coordination service, which allows for parallel data
processing and step execution using separate Docker containers with
different input values.

Readers interested in the technical details of the computational
framework are referred to [31].

3. Experiment

3.1. Test case

In the present article, we use a physically existing distribution grid
as a use case of the implementation described in Section 2. The grid
in question is the grid of the north campus of the Karlsruhe Institute
of Technology (kit), which is operated as a radial grid and thus fulfills
the assumptions of the proposed approach. The goal of this experiment
is to forecast the kit’s hourly grid state one, two, and three hours in
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Fig. 7. Implementation of the present article’s method within the computational framework used; ∗ Both the data collection and visualization steps are represented by the blocks
that connect to easimov to extract data or to save data for visualization.
advance at 12 PM (i.e. the grid state at 1 PM, 2 PM, and 3 PM) on three
different days. To be more specific, the days for which we conduct the
forecasts are: August 10th, 2017, September 10th, 2017, and October
10th, 2017.

The grid consists of 38 individual nodes that are divided in two
main groups: 11 nodes are classified as certain and 27 as uncertain. The
so-called certain nodes are loads without historical measurements, gen-
erators, and slack buses that are considered to have deterministic power
injections. In contrast, the so-called uncertain nodes are either loads or
renewable generators for which we need to obtain models that forecast
the uncertainty of their future active power. Note that these models are
trained using the nodes’ 2016 hourly active power measurements. We
use hourly measurements, because we want to obtain hourly forecasts.
However, the presented method is not limited to hourly forecasts, we
can change the resolution (if required for scheduling/control reasons)
without changing the structure of the method. The only thing we need
to do is to train the quantile regression models (cf. Section 2.3) using
data that matches the new desired resolution.

After inspecting the historical data of all uncertain nodes, we divide
them in two additional groups. The first contains 6 nodes with great
amounts of missing historical data, while the second contains 21 nodes
for which the historical data is sufficient to train quantile regressions
(cf. Section 2.3). Even though we do not train quantile regressions
for the 6 nodes of the first group we still quantify the uncertainty of
their hourly active power by calculating 99 empirical quantiles (𝜏 =
0.01, 0.02,… , 0.99) of their historical measurements. For instance, the
uncertainty of a node’s active power at 1 PM is represented by the
empirical quantiles of historical values measured at 1 PM. For the nodes
within the second group we train a series of quantile regressions that
estimate 99 different quantiles (𝜏 = 0.01, 0.02,… , 0.99) of the nodes’
active power one, two, and three hours in advance using as input the
active power measurements of the past two days. These regressions are
all polynomials of maximum degree two trained using the matlab open
source toolbox scixminer [41] and the method described in [14]. As pre-
viously mentioned, the ppf uses as input the pce coefficients and bases of
the future active and reactive power. Therefore, we use the approaches
described in Section 2.5 to transform the active power quantiles into the
input that is necessary to solve ppf. Note that the scaling factor used to
estimate the reactive power is 0.4843 (cf. Section 2.5).

After calculating the necessary input, the method for solving the
ppf can be applied. In the present article, we use the Julia package
PolyChaos.jl [40]. After solving the ppf, we obtain – in addition
to the injected power forecasts – probabilistic forecasts of the absolute
value of the voltage and current at every node and branch, respectively.
Since we are estimating these forecasts based on power values of the
next 3 h (i.e. the forecast horizons of the quantile regression models
used), the forecasts we obtain are a probabilistic description of the grid
state one, two, and three hours ahead.
7

3.2. Forecast evaluation

To visualize (as in Fig. 5) and evaluate the forecasts, we draw 200
random samples of the grid voltages, currents, and injected power val-
ues. The forecast evaluation is based on the commonly used pinball-loss
metric—a metric used to evaluate the accuracy of quantile forecasts.
To use this metric we calculate 99 quantiles (𝜏 = 0.01, 0.02,… , 0.99) of
the random samples of each value. Afterwards, we use the following
equation to calculate the pinball-loss:

𝑄𝜏 = 1
#{} 𝑁S

∑

𝑛∈

𝑁S
∑

𝑖=1

(𝑦𝑛𝑖 − 𝑦̂𝑛𝑖,𝜏 )
𝑓Norm,𝑛

(𝜏 − 𝐼(𝑦𝑛𝑖 < 𝑦̂𝑛𝑖,𝜏 )) , (5)

where 𝑁S is the number of days for which we obtain forecasts (i.e. 3)
and  is a set of the grid’s nodes when calculating the error for the
voltage and power forecasts or the set of branches when evaluating
the forecasts of the electrical current. At the same time, 𝑦𝑛𝑖 represents
the true power, voltage, or current, 𝑦̂𝑛𝑖,𝜏 is the values’ corresponding
𝜏-quantile forecast, #{⋅} is the cardinality operator, and 𝐼(⋅) is an indi-
cator function that equals 1 if its condition is fulfilled and 0 otherwise.
Finally, 𝑓Norm,𝑛 is a value used to make the errors of the different
buses and branches comparable. To explain why this value is important,
consider the following example. Imagine two nodes, one with power
always around 100 kW and another with power always around 20 kW.
If we forecast the power of both nodes and make a mistake of 10 kW,
the magnitude of the error – relative to their nominal power – will be
completely different for each node. Therefore, to evaluate the accuracy
of the grid state forecast, we need to re-scale the errors to make them
comparable. In the present article, we set 𝑓Norm,𝑛 for the active/reactive
power and current equal to the difference between the maximal and
minimal measurements of the values during the period used as training
data (i.e. 2016). Note that for the voltage 𝑓Norm,𝑛 is set equal to 1, as
all voltages are measured and forecast in per-unit values; values that in
our case are always around 1. For this reason, the errors of the nodes’
voltage forecasts are already comparable and thus do not need to be
re-scaled. The previous information, i.e. the values that the variables in
Eq. (5) take based on the forecasts being evaluated (i.e. power, voltage,
or current), is summarized in Table 1.

Note that the current, voltage, and reactive power values used
to evaluate the forecasts in Eq. (5) are not measurements. They are,
instead, values obtained using the active power measurements and a
grid simulation.

In addition, to compare the accuracy of the presented method to a
more classical approach (i.e. one that directly estimates the uncertainty
of the state defining variables), we train 99 quantile regressions (𝜏 =
0.01, 0.02,… , 0.99) that directly estimate the quantiles of the currents
one, two, and three hours in advance at every branch without taking
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Table 1
Definitions of the values used in Eq. (5) to evaluate the power, voltage, and current forecasts.
𝑦𝑛𝑖  𝑓Norm,𝑛

Voltage absolute value Grid nodes 1
Current absolute value Grid branches Difference between the maximal and minimal current of the

𝑛th branch in 2016
Active power Grid nodes Difference between the maximal and minimal active power

of the 𝑛th node in 2016
Reactive power Grid nodes Difference between the maximal and minimal reactive power

of the 𝑛th node in 2016
into consideration the variables’ correlation. Afterwards, we use these
regressions to forecast the quantiles of the current absolute values
for the same three days and hours on which we tested the presented
method. We then calculate the pinball-loss of the quantiles (cf. Eq. (5))
and compare the results to those obtained by the presented method’s
current absolute value forecasts. Note that these quantile regressions
have the same structure as the ones used for the power. They are
polynomials of maximal degree two that take the current measurements
of the past two days as input and that are trained using the matlab open
source toolbox scixminer [41] and the method described in [14].

The presented approach also allows us to obtain correlated sam-
ples of the state defining variables that we can then use to forecast
the probability of joint events, without having to estimate the joint
distribution. For this reason as a final part of the experiment, we
evaluate how likely it is that the current of two branches connected
to the same node surpass a given threshold in the next hour. To do
so, we calculate the probability of the two currents surpassing the 1 h
ahead 0.9 quantile (estimated from the currents’ random samples given
by the presented approach) when we consider the currents’ correla-
tion/dependence using the presented method, when we assume them to
be statistically independent, and when we assume ‘‘full dependence’’.
‘‘Full dependence’’ meaning in this context that if the current on one
branch surpasses the threshold, the other will too. This experiment is
conducted on two separate pairs of branches.

4. Results and discussion

The results of the one, two, and three hours ahead grid state
forecasts (cf. Section 3) are shown in Fig. 8. The pinball-loss is given in
percentages of the range of values observed in 2016. The only exception
is the voltage pinball-loss, which is depicted in per unit. As explained
above, this is due to the fact that the voltages in per unit are always
around 1 on every bus, thus making the comparison of the forecast
errors possible without the need of rescaling.

As we can observe, the errors of the active and reactive power are
all below the 3% mark. At the same time, the pinball-loss curves show
a form that is commonly observed, i.e. an inverted parabola that has is
maximum value around the 0.5 quantile. The curves for the three hour
ahead forecasts seem to be the only exception: they are shifted slightly
towards the right. This points at a slight underestimation of some of
the larger quantiles. Furthermore, as the reactive power is calculated
through a scaling of the active power (cf. Section 2.5), its pinball-loss
curves should be the same as the active power ones. However, this is
not completely the case as the active and reactive power curves show
small differences. The reason for this is that within the kit grid there
is a bus that represents a pv power plant that we assume always has a
reactive power of 0. Therefore, we remove this bus when calculating
the reactive power pinball-loss curves, causing the small differences
that we observe.

Moreover, Fig. 8 shows that the pinball-loss curves of the voltage
forecasts have a completely different behavior than all the others. To
be more specific, the maximum of the pinball-loss curves is completely
shifted to the left. This means that the distribution of the bus voltage
uncertainty is being overestimated. However, we can also observe
that the error is small, lower than 3 ⋅ 10−4 p.u. In other words, even
8

hough there seems to be a systematic difference between the true
voltage and its probabilistic forecasts, the difference is so small that
we can still consider the forecast to be acceptable. Still, this systematic
overestimation is something that needs to be addressed in future related
works.

Fig. 8 shows that the pinball-loss values of the current forecast are
always under 5%. At the same time we can also observe that the curves
are slightly shifted to the left, which is something that might be caused
by an overestimation of some of the lower quantiles. Regardless, the
results appear to be acceptable as the magnitude of the errors remains
small.

To summarize, the previous results show that the presented method
is able to provide acceptable probabilistic forecasts of the values that
define the grid state (i.e. active/reactive power and the absolute values
of the voltages and currents). Nevertheless, we can also observe aspects
that still need to be slightly improved in future related works, like
the overestimation of the current and voltage forecasts; with the latter
being the most extreme case.

Fig. 9 shows the comparison between the current absolute value
forecasts obtained with the presented method and those obtained by
quantile regressions that are trained to estimate the quantiles of the
current absolute values directly. Since these regressions do not take into
consideration the correlation between the currents, we refer to them as
independent forecasts.

As we can observe in Fig. 9, the independent forecasts are more
accurate than those obtained with our approach. The largest pinball-
loss of the independent forecasts is around 2.2%, while the largest
pinball-loss of the presented method is around 4.7%. This result is not
surprising considering that independent forecasts consist of quantile re-
gressions that are specifically trained to estimate the uncertainty of the
current absolute values directly, while the presented method estimates
that uncertainty indirectly by using the ppf to propagate the uncertainty
of the initial active power forecasts to all other state defining variables.
Nevertheless, the independent forecasts do not take into consideration
the correlation between the variables, in other words, they cannot be
used to estimate the probability of joint events, which is something that
the presented method can be used for. Therefore, though the presented
method delivers accurate forecasts it does show a trade-off between
forecast accuracy and the ability to estimate the probability of joint
events without the need of a joint distribution. If the latter is important
in a given use case, the presented method has a clear advantage over
independent forecasts. The ability to estimate the probability of joint
events is further discussed in the remainder of this section.

Fig. 10 shows the probability of the current of two branches surpass-
ing a threshold (i.e. the 0.9 quantile of the one hour ahead forecast) at
the same time when we consider their correlation/dependence using
the presented method, as well as when we assume their independence
or their ‘‘full dependence’’. Note that Fig. 10 shows two separate plots,
since we conduct this experiment on two separate pairs of branches.

Since we define the threshold as the currents’ 0.9 quantile, the prob-
ability of two currents surpassing the threshold is 1% if we consider
them to be independent and 10% if we assume ‘‘full dependence’’.
In contrast, we forecast a probability of 5 and 6% for the first and
second pair of branches, respectively, if we estimate the probability of
this joint event using the presented approach. This mean that when
we consider the variables’ correlation/dependence in our example, the
future joint events become more likely than when we assume statistical
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Fig. 8. Pinball-loss of the forecasts of the state defining variables, i.e.: active power; reactive power; voltage absolute value; current absolute value.
Fig. 9. Pinball-loss of the forecasts of the current absolute values that are obtained by the presented method and by the independent forecasts (i.e. quantile regressions that
irectly estimate the quantiles of the current absolute values).
Fig. 10. Probability of pairs of branches surpassing the 0.9 quantile threshold of their one hour ahead current forecast at the same time; (a) pair 1; (b) pair 2.
independence. Being able to correctly estimate the probability of these
joint events is of great importance in cases in which those events are
critical situations within the grid. For instance, if the current’s threshold
of the above example represents an overload of the corresponding
branches. At the same time, the presented method estimates joint event
probabilities that are lower than those of the ‘‘full dependence’’ case. In
9

other words, we are able to obtain (in our example) less conservative
estimates of the probability of possible critical situations.

To summarize, the previous results show that the presented method
offers information that will allow the dsos to estimate more accurately
the future behavior of the grid. At the same time, this will allow the
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dsos to avoid critical situations, as they will be able forecast operations
lose to the grid limits more accurately.

. Conclusion and outlook

We present a novel approach for obtaining probabilistic forecasts
f the state of a distribution grid. The presented method is able to
orecast the uncertainty of the active/reactive power at every bus, as
ell as absolute values of the voltage and current at every bus and
ranch, respectively. This is a non-trivial task as the values might be
orrelated and thus the forecast of their uncertainty might require
he estimation of a multivariate distribution. In order to avoid this,
e estimate the full state of the grid using the combination of data-
riven probabilistic forecasts of the active power at all buses and an
pproach for solving the probabilistic power flow problem. Since the
resented method considers the correlation/dependence of the state
efining variables, it allows an estimation of the probability of joint
vents, such as the current of two branches surpassing a given value
t the same time. In addition, we present an implementation of the
resented method using data from the distribution grid of the Karlsruhe
nstitute of Technology and an experiment to validate the forecasts.
he results show that the presented method is able to obtain accurate
robabilistic forecasts of the grid state. All computations have been
un within a state-of-the-art computational framework. Currently, the
resented method is being implemented within the Energy Lab 2.0.

In the future, additional studies to further improve and evaluate the
resented method shall be conducted, for instance: (i) a test on real-
ime data of the grid of the Karlsruhe Institute of Technology; (ii) the
esearch of models with greater forecast horizons and of methods able
o remove the slight overestimation of the voltages; (iii) the study of
he economic and technical impact that the forecasting errors have on
he dsos and the distribution grid; and (iv) the investigation on how

the results of the presented method can be used within a power system
planning context. Additionally, since the power generated by renewable
sources might show correlation within a given region, an analysis with-
out the assumption of the injected power being independent must also
be undertaken. Moreover, the possibility of visualizing future critical
states must be implemented within the presented method. Finally, the
use of the presented method to forecast the uncertainty in high voltage
grids (for instance, to estimate critical situations in northern Germany,
due to offshore wind power) shall also be investigated in future related
works.
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