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A B S T R A C T   

Study region: The study region is Germany and two sub-regions in Germany, i.e. the state of 
Rhineland-Palatinate and the city of Reutlingen. 

Study focus: Opportunistic rainfall sensors, namely personal weather stations and commercial 
microwave links, together with rain gauge data from the German Weather Service, were used in 
different combinations to derive rainfall maps with a geostatistical interpolation framework for 
Germany. This kriging type framework considered the uncertainty of opportunistic sensors and 
the line structure of commercial microwave links. The resulting rainfall maps were compared to 
two gauge-adjusted radar products and evaluated to three reference gauge datasets in the 
respective study regions on both daily and hourly basis. 

New Hydrological Insights for the Region: The interpolated rainfall products from opportu
nistic sensors provided good agreement to the reference rain gauges. The dataset combinations 
including information from the opportunistic sensors performed best. The addition of rain gauges 
from the German Weather Service did not consistently lead to an improvement of the interpolated 
rainfall maps. On the country-wide, daily scale the interpolated rainfall maps performed well, but 
the gauge-adjusted radar products were closer to the reference. For the regional and local scale in 
Rhineland-Palatinate and Reutlingen with an hourly resolution, the interpolated rainfall maps 
outperformed the interpolated product from DWD rain gauges and showed a similar agreement to 
the reference as the radar products.   

1. Introduction 

Reliable rainfall measurement is crucial for monitoring and understanding the hydrologic cycle and climate variability. It delivers 
important information for water-resource management, agriculture, urban planning, as well as for weather, climate, and hydrological 
modelling. Several measurement devices for rainfall observations were developed in the past. While rain gauges of different types are 
used since the nineteenth century, weather radar observations are operated for the past decades. The spatial and temporal coverage of 
such measurement networks are unevenly distributed over the globe. Compared to other regions, the rain gauges and weather radars in 
Germany form a dense observation network (Lorenz and Kunstmann, 2012). Still, depending on the spatial and temporal scale of a 
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rainfall event, rainfall estimates can still be uncertain. For example, small convective events can be underestimated by weather radars 
or even missed completely by a network of rain gauges. The respective disadvantages of the individual measurement systems are the 
reason behind potentially uncertain estimates of the spatio-temporal distribution of rainfall (Cristiano et al., 2017). Quantitative 
precipitation estimates (QPE) from weather radars suffer from an uncertain Z–R relationship, beam blockage and ground clutter 
amongst others (Berne and Krajewski, 2013). Rain gauges can underestimate rainfall due to wind but more importantly the spatial and 
temporal variability of rainfall is not fully captured by point observations (Pollock et al., 2018). 

New opportunities of measuring meteorological data are emerging with the increasing number and availability of opportunistic 
sensors in the last years (Zheng et al., 2018). Clark et al. (2018) used humidity, temperature and air pressure from personal weather 
stations (PWSs) to track the path of a hailstorm. The same variables from PWSs together with air pressure, temperature, and radiation 
from cell phones as well as rainfall estimates from commercial microwave links (CMLs) were used to examine a frontal system and the 
urban heat island effect over Amsterdam (de Vos et al., 2020). 

Various different opportunistic rainfall sensors have already been investigated: the attenuation along satellite TV link path due to 
rainfall was exploited (Barthés and Mallet, 2013; Mercier et al., 2015). Windshield wiper frequency regulated by the optical rainfall 
sensor of a car were used to derive binary rainfall information (Mahoney and O’Sullivan, 2013; Rabiei et al., 2013). Rainfall estimates 
were derived from camera footage of rain (Allamano et al., 2015; Jiang et al., 2019). With the emerging 5G network and the growing 
number of devices connected to the Internet of Things, the number of potential sensors will further increase (Balsamo et al., 2018; 
McCabe et al., 2017; Tauro et al., 2018). In this study we use rainfall data from PWSs and commercial microwave links (CMLs). 

The nearly linear relationship between rainfall and the attenuation of microwave link signals operating with frequencies between 
10 and 40 GHz is known for several decades (Atlas and Ulbrich, 1977). With the growth of modern telecommunication infrastructure, 
for which CMLs provide a large portion of the backhaul network, an increasing number of microwave links became available and CMLs 
were introduced as opportunistic rainfall sensor almost 15 years ago (Messer et al., 2006; Leijnse et al., 2007). Deriving rainfall es
timates from CMLs can be challenging because of several issues. Erratic signal behavior due to refraction, reflection, or multipath 
propagation as well as unknown relation to meteorologic variables cause fluctuation of the signal (Upton et al., 2005; van Leth et al., 
2018). Likewise, wet CML antennas can cause additional attenuation during and also after rainfall events until they are dry again 
(Fencl et al., 2019). Rainfall estimates from CMLs were derived for diverse regions in the world mainly in Europe (e.g. Andersson et al., 
2017; Fencl et al., 2017; Overeem et al., 2016b; Roversi et al., 2020; van de Beek et al., 2020), but also for other countries as for 
example Israel (Ostrometzky and Messer, 2018), Brasil (Rios Gaona et al., 2018), West Africa (Doumounia et al., 2014) and, China 
(Song et al., 2020). An overview of the background and challenges in rainfall estimation from CMLs was given by Chwala and 
Kunstmann (2019) and Uijlenhoet et al. (2018), respectively. Rainfall maps were derived from CMLs, often neglecting the 
path-integrated nature of the estimated rain rate but rather using the center of each CML as a theoretical point measurement (Graf 
et al., 2020; Overeem et al., 2016b). Some dedicated mapping algorithms were introduced but not analyzed on a larger scale (Liberman 
et al., 2014; Beek et al., 2020; Haese et al., 2017) 

The potential and challenges using rainfall data from PWSs were first shown by de Vos et al. (2017). PWSs also provide other 
meteorological information (Bell et al., 2013; Jenkins, 2014), but for our study, from here on, PWSs will only refer to personal weather 
stations measuring rainfall. PWSs are rain gauges which are set up by individual citizens. Data from PWSs are prone to numerous error 
sources ranging from calibration issues to poor maintenance and unfavourable positioning. Therefore, a thorough quality check of 
PWSs data is necessary. An intrinsic approach using information of neighboring PWSs was tested in the Netherlands (de Vos et al., 
2019). The Norwegian Meteorological Institute deployed an automatic data quality control for their meteorological station data which 
is supplemented by opportunistic data e.g. for temperature (Båserud et al., 2020). Another approach presented by Bárdossy et al. 
(2021) used data from a trustworthy primary network and a geostatistical method combined with rank statistics. This approach is also 
used in our study to remove and bias correct suspicious PWSs and CML data with modifications of the filtering approach to account for 
the line characteristic of the CML data. 

This study aims to provide (1) a large scale evaluation of rainfall estimates from two types of opportunistic rainfall sensors, (2) a 
geostatistical interpolation framework and (3) a related performance analysis of the derived rainfall maps using data from opportu
nistic sensors, official rain gauges and various combinations of these datasets. The performance analysis is carried out on different 
spatial and temporal scales. The interpolation framework takes the specific characteristics and uncertainties of the sensors into account 
and combines rainfall information from point and line sources with individual weights. These sensors are official rain gauges from the 
German Meteorological Service (DWD), PWSs data obtained from Netatmo, and CML data obtained from Ericsson, in Germany. The 
question we raise is, how accurate can opportunistic sensors measure rainfall on a country wide, regional, and local scale? Specifically: 
in Germany, the federal state of Rhineland-Palatinate, and the city of Reutlingen, respectively? 

2. Study region and data 

2.1. Study region 

The study region is Germany and our analysis was carried out on a national scale for the whole of Germany with 357,386 km2, on a 
regional scale for the state of Rhineland-Palatinate with 19,847 km2 and on a local scale for the city of Reutlingen with 87 km2. Rainfall 
in Germany is falling year-round with a peak during the summer months. The driest regions are located in the northeast with mean 
rainfall amounts of 450 mma− 1 year. Highest rainfall amounts occur in the Central German Uplands with over 1000 mma− 1 and in the 
Alps with up to 2000 mma− 1. Rainfall in the northern part of Germany is mostly influenced by synoptic driven processes while 
convective events become more frequent southwards. Rhineland-Palatinate is situated in the mid-west of Germany with yearly rainfall 
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amounts between 500 and 800 mm between the Rhine Valley and the low mountain ranges of Taunus and Hunsrück. The city of 
Reutlingen is located in the south-western state of Baden-Wuerttemberg approximately 30 km south of the state capital Stuttgart. 

The density of hydro-meteorologic measurements over Germany, and therefore also for Rhineland-Palatinate and Reutlingen, is 
high compared to most other parts of the world (Lorenz and Kunstmann, 2012). The German Weather Service (DWD) operates a 
weather radar network and roughly 2000 rain gauges with daily and hourly temporal resolution. Several state agencies and private 
companies additionally operate hundreds of rain gauges, which are partly used in rainfall products of the DWD. The continuous 
measurement of precipitation in Germany started more than a hundred of years ago with many gauge locations being sampled for 
multiple decades (Hellmann, 1907). Therefore, the measurement of precipitation with additional opportunistic sensors and the 
generation of interpolated products from these sensors would not seem to be of primary importance in Germany. 

Yet, the spatio-temporal variability of rainfall cannot be captured completely with common products derived from rain gauges and 
weather radars. This is especially the case for short duration and high intensity rainfall which can cause flash floods (Berne et al., 2004; 
Emmanuel et al., 2012; Ochoa-Rodriguez et al., 2015). A striking example is the devastating flash flood in the city of Braunsbach in 
2016. In a 10 km radius around Braunsbach, only one rain gauge with a daily resolution is located. Radar data underestimated the 
rainfall measured from the rain gauge by 30 percent, therefore it is uncertain whether the radar measurements of the peak rainfall 
several kilometers away from the gauge was estimated correctly (Bronstert et al., 2018). With the increasing density of opportunistic 
sensor networks, like the ones used in this study, the probability that such sensors detect small scale events and their variability is also 
increasing. We use the opportunity of having several independent rain gauge networks in Germany to evaluate the rainfall maps 
derived from opportunistic rainfall sensors with our mapping approach on three different scales: On the country-wide scale for the 
whole of Germany, on the regional scale for Rhineland-Palatinate and on the local scale for Reutlingen. We expect the higher network 
density of the opportunistic sensors to be beneficial especially on the regional and local scale. 

2.2. Opportunistic rainfall data 

We use two types of opportunistic rainfall data, namely PWS data from the Netatmo network (https://weathermap.netatmo.com) 
and CML data from Ericsson. Netatmo is a company selling PWSs among other smart-home devices. Their basic PWS system (which 
provides measurements of temperature, humidity, air pressure) can be extended with an unheated tipping bucket gauge for rainfall 
measurement. These rain gauges have a collecting area of 125 cm2 and a temporal resolution of five minutes. de Vos et al. (2019) gives 
further technical details to Netatmo PWSs. If the owner agrees, data from the PWSs is uploaded to Netatmo’s weather map. Data is then 
available via an API in temporal resolutions down to five minutes. The used dataset consists of all freely available PWSs data from 
Netatmo in Germany in 2018 and 2019. Fig. 1 shows their continuously growing number of up to 15,000 by the end of our study 
period. The reason for the decreasing numbers during winter was not investigated. A possible explanation could be battery failure due 
to cold temperatures. The spatial distribution of PWSs in Germany follows roughly the population density with most PWSs situated in 
urban areas as for example shown in the map in Fig. 4. 

CML data are typically not publicly available but need to be provided by telecommunication providers. We receive data from 3904 
CMLs from Ericsson in Germany via a near-real time data acquisition system (Chwala et al., 2016). The CML lengths range from 0.3 to 
30 km and their frequencies from 10 to 40 GHz. The spatial distribution of CMLs is highly unbalanced throughout Germany. We 
currently only have access to a subset of CMLs which is only a small part of the more than 100,000 CMLs installed in Germany 
(Bundesnetzagentur, 2017). The distribution of the CMLs in this subset is not representative for the general distribution of CMLs in 
Germany. More information on the characteristics of this CML dataset are available from Graf et al. (2020). 

The analyzed periods are the summer season from April to October 2018 and 2019 as shown in Fig. 1. For previous years, the 

Fig. 1. Availability of PWS and CML data for the years 2018 and 2019 before and after the processing and filtering.  
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availability of PWSs was significantly lower and our country-wide data acquisition for CMLs in Germany started in August 2017. We 
excluded months with high probability of snow, since performance for both sensors decreases in winter. PWSs are not heated and CML 
suffer from snow and ice on their antennas as well as from large uncertainties of the relation between attenuation and snow and 
melting snow. Melting sown for example causes a many times higher attenuation than rain resulting in large overestimation of the 
precipitation event. An overview of all used datasets and their respective usage is given in Table 1. 

2.3. Gauge and radar data 

We use two different gauge datasets operated by the DWD. The first gauge dataset consists of 968 automatic pluviometers. We use 
the hourly and quality checked data from these rain gauges (referred to as DWDauto from here onwards) in the interpolation framework 
(Section 3.3). The second gauge dataset (referred to as DWDman) consists of 1062 manual rain gauges with a daily resolution. The 
collection diameter is 200 cm2 and the gauges are heated. This dataset is used as a reference for the country-wide evaluation as it is 
independent of the DWDauto data. Both DWD gauge datasets have a density of roughly one gauge per 300 km2. A network of 169 hourly 
rain gauges in Rhineland-Palatinate is used for the evaluation on a higher temporal resolution. These gauges are operated by the State 
Agrometeorological Agency of Rhineland-Palatinate. This dataset has a spatial density of roughly one gauge per 100 km2. For the 
evaluation on the local scale we use hourly data from ten rain gauges situated in the city of Reutlingen. The OTT pluviometers form a 
dense network of one gauge per 9 km2. 

We use two radar datasets in this study, namely, RADOLAN-RW and RADKLIM-YW provided by the DWD. RADOLAN-RW is a near- 
real time product with an hourly resolution. It is updated with 30 minutes lag time. The gridded dataset covers Germany with 900 by 
900 grid cells with a 1 km resolution. It is a composite of 17 weather radars adjusted via a weighted combination of additive and 
multiplicative corrections from the DWDauto gauge network (Bartels et al., 2004; Winterrath et al., 2012). RADKLIM-YW is based on 
the same radar and gauge data as RADOLAN-RW but undergoes climatological adjustments, accounting for e.g. range-dependent 
underestimation and radar spokes due to beam blockage (Winterrath et al., 2018). The adjustments are carried out with hourly 
data (RADKLIM-RW), but are also applied to the 5-minute data (RADKLIM-YW) which we use here. The performance of radar and rain 
gauge products from the DWD were already analysed. While especially during winter and in small catchments the differences in daily, 
areal rainfall could exceed 50% (Kneis and Heistermann, 2009; Meissner et al., 2012), the mean yearly rainfall sums of DWD rain 
gauges and radar products compare well (Kreklow et al., 2019). 

3. Methods 

3.1. CML and PWS data preparation and processing 

CML data cannot be converted to a rainfall estimate directly. Several processing steps are required to obtain rain rates from raw 
CML attenuation data. We use the processing routine described in Graf et al. (2020) with the exception of the classification of wet and 
dry periods where we use an improved method presented by Polz et al. (2020): First, CMLs with erratic data (e.g. from drifts, jumps or 
high levels of noise) are removed from the dataset using two filters based on monthly statistics of the CML raw data. Data gaps shorter 
than 5 minutes are interpolated linearly. Then, wet and dry periods are classified by a convolutional neural network trained to that 
specific task. For each identified rain event the baseline of the signal is derived from the precedent dry period. Using this event-specific 
baseline, attenuation values are calculated which are then corrected for the additional attenuation caused by raindrops on the CML 
antennas. From the final rain-induced attenuation the rain rate can be calculated using the k − R relation, where k is the specific path 
attenuation (in dBkm− 1) and R is the rain rate (in mmh− 1). A detailed description of these steps as well as a large scale analysis can be 
found in Graf et al. (2020). We chose the new classification of wet and dry periods from Polz et al. (2020) because it reduces the 
false-positive rate (FPR) while keeping the false-negative rate (FNR) constant which is shown along with an evaluation of the com
bination of both methods for one month for the whole of Germany in Fig. 9 of Polz et al. (2020). All introduced CML processing 

Table 1 
Overview of used datasets: (a) input data for the interpolation framework, (b) radar datasets used for comparison, and (c) reference rain gauge 
datasets used for the evaluation.  

Name Number of sensors Resolution Operator 

a) Rain gauge and opportunistic data used in the interpolation framework 
DWDauto 968 hourly DWD 
(filtered) PWSs 10,500 – 16,200 hourly private/Netatmo 
(filtered) CMLs 3150 – 3600 hourly Ericsson 
b) Radar datasets used for comparison 
RADOLAN-RW 900 × 900 grid  hourly DWD 
RADKLIM-YW 1,100 × 900 grid  hourly DWD 
c) Reference gauge datasets 
DWDman 1062 daily DWD 
RLP 169 hourly State Agrometeorological    

Agency Rhineland-Palatinate 
RT 10 hourly City of Reutlingen  
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routines can be found in the software package pycomlink (2021). The resulting data consists of rain rates averaged along the CMLs path 
with one minute temporal resolution. This data is then aggregated to an hourly resolution except for hours with gaps longer than 5 
minutes which were not interpolated in the first step. 

The reason for the five-minute interpolation, besides rare connection problems of the data acquisition system, is the engineering 
requirements of the CML network. For each CML the combination of a given path length with a microwave frequency is chosen so that, 
on average, the path attenuation due to heavy rain leads to a complete signal loss at the receiver only for some minutes per year. 
Because the choice of the frequency and the path length are constrained - only certain frequency bands are available, high frequencies 
are desired to allow more bandwidth, and path length is determined by the locations of CML towers - the maximum rain rate before 
signal loss is different for all CMLs. It can be as low as 40 mmh− 1 but also above 150 mmh− 1 e.g. for very short CMLs (1 km or shorter) or 
for short CMLs (< 5 km) with low frequencies (< 20 GHz). Therefore, for heavy rainfalls some CMLs do not provide accurate rainfall 
information. 

The PWS data have been acquired via the Netatmo API in time steps of variable length of typically 5 minutes and aggregated to 
hourly resolution. Additional information regarding the Netatmo data acquisition can be found in de Vos et al. (2020). Compared to the 
hourly data of the Netatmo API, which accepts up to eleven missing five-minute values, we have removed all hours with more than one 
missing five minute value. 

3.2. Indicator correlation filter, event based filter and bias correction 

The filtering and bias correction approach introduced by Bárdossy et al. (2021) was the basis for filtering and bias correcting the 
PWS data in this study. The CML data was also treated with this approach even though they already were pre-processed with 
pycomlink which removed the worst performing CMLs from the dataset. Problems we still encountered in the CML derived rain rates 
were strong overestimation of melting snow (evident in April and October) and other false positive events caused by attenuation which 
was not induced by rain which the rather liberal filtering of pycomlink did not remove. 

The main assumption behind the indicator correlation filter is that the specific PWS or CML values might be wrong but their ranks 
are correct, especially for the most intense events. Using a reference network such as the DWDauto rain gauges, which are installed 
according to the WMO guidelines, the dependence between the nearest neighboring stations is investigated. For each location, the 
correlation value of the indicator series between the pairs of DWDauto-PWS or DWDauto-CML is compared to the values between the 
DWDauto stations for similar separation distances and time periods. Hereby, information on how precipitation varies in space is ac
quired and PWS or CML locations with unreliable observations for high precipitation intensities are identified. For the CML data we 
used an extended version of the indicator correlation filter to account for the geometric line structure of the CMLs which is described in 
Appendix B while the basic principle of the filter was unchanged. The indicator correlation filter is applied on a yearly basis for all 
hourly PWS and CML data. Fig. 2 shows the results for the year 2019. After applying the filter, around 92% of the PWSs and of the CMLs 
remained. The number of PWSs in Fig. 2 refers to the overall number of PWSs providing data during 2019 while Fig. 1 shows the 
availability of PWS measurements at each point in time which causes the different values. 

Even though the order of the values is assumed to be correct, the PWS and CML values remaining after the indicator correlation 
filter might have an unknown bias. The bias varies individually for each location and each observation. Therefore, the real precipi
tation amounts need to be estimated. This is done for the observed hourly data. For this purpose, the precipitation distribution 
functions of the DWDauto stations are used. For a target location and a given time step, using the observed quantiles (PWS or CML), the 

Fig. 2. Indicator correlations for 1h temporal resolution and a quantiles level of 0.99 between the PWS and CML networks and the nearest DWDauto 
(the reference network in this case) stations before (left) and after (right) applying the filter for the year 2019. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.) The orange dots refer to the indicator correlation between the 
DWDauto network stations. 
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corresponding DWDauto quantiles are derived and the corresponding precipitation amount is interpolated. Through this procedure the 
possible bias available at the PWS and CML locations is reduced. The resulting time series are used further on in this study. A more 
detailed description of both the indicator correlation filter and bias correction for the CML data can be found in Appendix B. 

While the indicator correlation filter removes opportunistic sensors for a whole year some remaining sensors can suffer from erratic 
measurements for individual events. Possible reasons can be low battery or clogged funnels for PWSs as well as outages in the data 
acquisition or attenuation induced by other sources than rain for CMLs. We applied an event based filter after the bias correction which 
uses the variogram of the next 30 DWDauto stations to cross-validate each sensor in order to remove faulty values. If a sensors’ rainfall 
value differs too much from the value estimated by the variogram of the 30 stations (here three times the kriging standard deviation) it 
was rejected. In order to preserve higher rainfall values and to focus more on discarding false zeros, this filter used the square root of 
the rainfall sum. This was the only modification of the event based filter which first was shown in Bárdossy et al. (2021). Overall, this 
filter removed around 0.6% of the PWS data and 1.5% of the CML data. 

3.3. Geostatistical interpolation framework 

We developed a geostatistical interpolation framework which allows a combination of different data sources and their specific 
features and geometric properties. Let {x1,…, xn} be the locations of the DWDauto observation points, {y1,…, ym} the locations of the 
PWSs (after filtering) and {L1,…, Lk} be the line segments of the CMLs (after filtering). The estimation of the precipitation amounts Z at 
a given location x∗ is done by a combined kriging approach in which both the increased uncertainty of the PWS and CML based 
precipitation is taken into account, and the CML’s line structure is considered by using a block kriging type approach. The estimation is 
obtained in the form 

Z(x∗) =
∑n

i=1
λiZ(xi) +

∑m

i=1
αiZ(yi) +

∑k

i=1
βiZ(Li) (1) 

With the additional condition of unbiasedness 

∑n

i=1
λi +

∑m

i=1
αi +

∑k

i=1
βi = 1 (2) 

The weights wT = (λ1,…, λn,α1,…, αm, β1,…, βk, μ) can be obtained by solving the linear equation system 

Aw = c (3) 

μ is the Lagrange multiplier introduced to ensure the fulfilment of the unbiasedness condition Eq. (2). 
The matrix A is 

A =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

γ(x1, x1) … γ(x1, xn) γ(x1, y1) … γ(x1, ym) γ(x1, L1) … γ(x1,Lk) 1
⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮

γ(xn, x1) … γ(xn, xn) γ(xn, y1) … γ(xn, ym) γ(xn, L1) … γ(xn,Lk) 1
γ(y1, x1) … γ(y1, xn) γ(y1, y1) + εy … γ(y1, ym) γ(y1, L1) … γ(y1,Lk) 1

⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮
γ(ym, x1) … γ(ym, xn) γ(ym, y1) … γ(ym, ym) + εy γ(ym, L1) … γ(ym, Lk) 1
γ(L1, x1) … γ(L1, xn) γ(L1, y1) … γ(L1, ym) γ(L1,L1) + εL … γ(L1,Lk) 1

⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮ ⋱ ⋮ ⋮
γ(Lk, x1) … γ(Lk, xn) γ(Lk, y1) … γ(Lk, ym) γ(Lk, L1) … γ(Lk,Lk) + εL 1

1 … 1 1 … 1 1 … 1 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(4)  

and the right hand side of the equation is 

cT = (γ(x∗, x1),…, γ(x∗, xn), γ(x∗, y1),…, γ(x∗, ym), γ(x∗,L1),…, γ(x∗,Lk), 1) (5) 

Here for any pair of points, γ(xi, yj) is the variogram value corresponding to the vector xi − yj. The combination of a point and a line 
segment requires a mean variogram value over the segment 

γ(xi,Lj) =
1
|Lj|

∫

Lj

γ(xi, u) du (6)  

and for the consideration of pairs of line segments Li and Lj one has to calculate the corresponding mean value: 

γ(Li,Lj) =
1

|Li||Lj|

∫

Li

∫

Lj

γ(u, v) du dv (7) 

The εy and the εL values in the diagonal of the matrix represent the uncertainty of measurements of the PWSs and the CMLs 
respectively. In our approach we selected a 10 % error. Experimental variograms were calculated for each one hour time step using the 
DWDauto only and the filtered bias corrected PWS data only. The variograms were subsequently normalized, and a k-means clustering 
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algorithm was used to divide them into 4 different groups. Theoretical variograms were fitted to each center of the cluster. The fitted 
variograms differed mainly in the range which was between 12.5 and 40.0 km. The variograms based on the DWDauto data showed no 
nugget effect, while the PWS based variograms had a nugget of about 10 %. This was the reason why the ε was selected as 10 % of the 
sill. The consideration of the length and orientation of the line segments is fully respected in this equation. If one would replace each 
line segment with its central point (as done e.g. in Overeem et al. (2016a)) the weights would be significantly different (see Fig. A1 for 
an example). All combinations of datasets and the respective interpolated products are given in Table 2. 

4. Results and Discussion 

4.1. Cross validation of the interpolated rainfall products 

A leave one out cross validation is used to compare the performance between the interpolated products among each other at the 
location of the DWDauto stations for temporal aggregations between one hour and 30 days. For the cross validation the target stations 
were removed for the whole procedure, the filtering, the assessment of the distribution function and for the interpolation of the 
precipitation amounts. This allows us to evaluate the performance of the different interpolation products at the location of each 
DWDauto independently. As diagnostic measures, the Pearson’s correlation coefficient (PCC), the coefficient of variation (CV) and the 
Kling-Gupta efficiency (KGE) as well as the false positive (FPR) and false negative rate (FPR) are used. Their definitions can be found in 

Table 2 
Interpolated rainfall products and their input data.  

Abbreviation Input data 

DWDint DWDauto 

PWSint PWS 
CMLint CML 
DWD_CMLint DWDauto, CML 
DWD_PWSint DWDauto, PWS 
PWS_CMLint PWS, CML 
DWD_PWS_CMLint DWDauto, PWS, CML  

Fig. 3. Performance measures of the cross validation from the interpolation framework for different temporal aggregations. (a) to (c) show PCC, CV 
and KGE for all country-wide DWDauto validation stations and (d) to (f) show PCC, CV and KGE for validation stations with more than 80 PWSs or 
CMLs in 20 km vicinity which have data available for the whole analysed period. Those are the 10 percent of the validation stations which are 
surrounded by the most opportunistic sensors. 
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Appendix C. Because DWDauto was also used in four of the seven interpolation products, the validation was carried out as a leave-one- 
out cross validation. The results are shown in Fig. 3 (a) to (c) for all DWDauto stations as validation stations and in (d) to (f) for a 
selection of ten percent of DWDauto stations defined by the density of opportunistic sensors in close vicinity which we call selected 
validation stations from here on. 

Two groups of interpolation products are visible for all measures and both selections of stations. This distinction was larger for the 
selected validation stations. One group contained PWSint and the other combinations with PWSs, whereas the other group contained 
DWDint, CMLint and their combination. PWSint and the other combinations with PWSs performed better for all three performance 
measures. The interpolated products with opportunistic sensors had higher performance measures for the selected validation stations. 
DWDint showed the worst performance for both all and selected validation stations. The performance of opportunistic sensors increased 
when only validations stations surrounded by many PWSs and CMLs were considered. We think that the heterogeneous distribution of 
opportunistic sensor networks of CMLs and PWSs shown in the map in Fig. 4 is the reason for this better performance. DWDauto with its 
more homogeneous distribution performed similar between both validation station sets. 

With increasing temporal aggregation the performance of all interpolated products increased. The difference between all and 
selected validation stations was highest at short aggregations of one to 12 hours for PCC and KGE. For the aggregations over days, they 
were similar. This emphasizes the influence of quality and amount of sampling points when interpolating rainfall on sub-daily tem
poral scales. 

Overall, the combinations with PWSs had the highest performance values while the interpolation product which used all three 
possible datasets (DWD_PWS_CMLint) was not the overall best performing one, even though it contained the highest number of 
sampling points. A potential explanation is that DWDint measurements are considered more reliable and hence have a higher weight in 
the block kriging, however their spatial density is the lowest on average. We conclude that the large number and the accuracy of the 
opportunistic sensors lead to a better interpolation. 

The block kriging approach in the interpolation framework accounts for the integral characteristic of the CMLs. The comparison to 
kriging with the center of each CML as point measurement (CML_pointint) done in the same manner as in Fig. 3 shows a higher PCC for 
the block kriging approach (see Fig. A2). For temporal aggregations, of one and two hours CML_pointint leads to higher KGE values. 
With the variance directly affecting KGE values, we assume that the reduced variance in CMLint of block kriging is the reason for the 
lower KGE values. 

4.2. Performance of interpolated rainfall products compared to gauge datasets on different scales 

The performance of the interpolated datasets is analyzed for the whole of Germany, a regional, and a local subset with different, 
independent reference datasets. Additionally, two radar datasets from the DWD are compared analogously to the reference data. 

4.2.1. Country-wide, daily scale for Germany 
For the country-wide scale we used data from manual rain gauges with a daily resolution from the DWD (DWDman). The inter

polated rainfall maps and radar product values for this evaluation are taken at the respective grid cell of the locations of DWDman 

Fig. 4. Map of Germany with DWDman gauges (reference), PWS locations and CML paths, boxplots of performance measures for the seven inter
polated products as well as RADOLAN-RW and RADKLIM-YW against the reference. The vertical dashed line separates the interpolated products 
which are based on a single data set from the combined products and the double dashed line separates the radar products. On the right, scatter 
density plots of daily PWS-CML and RADOLAN-RW rainfall sums are compared to the reference. 
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gauges. An overview of the DWDman gauges, PWSs locations and CMLs is given in the map of Fig. 4 together with results of the 
evaluation for this scale. 

In general, the radar products match the reference data better than the interpolated products. They have slightly higher PCC and 
KGE as well as a lower FPR. The comparison is not quite fair, though. The radar products are based on measurements directly at each 
reference station’s location while the interpolated rainfall fields have to rely on observations at a certain distance, a distance that varies 
from hundreds of meters to tens of kilometers in the north-eastern part of Germany. Nevertheless, the performance measures of the 
interpolated products are good. Looking at the two radar products, RADKLIM-YW outperformed RADOLAN-RW except for FPR. This 
leads to the assumption that the climatological adjustments of RADKLIM-YW, e.g. seasonal correction of range dependent underes
timation, improve this radar product not only for longer aggregations times, from which the climatological corrections are derived, but 
also on a daily scale. 

Among the interpolated products, the ones including PWSs compared better to the reference than the others. The worst perfor
mance was obtained by CMLint. These results are in accordance with the cross validation. The scatter density plots show all daily 
rainfall values for PWS_CMLint and RADOLAN-RW against DWDman. The number of missed rainy days (false negative rate: FNR) from 
the reference, visible along the x-axis in Fig. 4, was lower for the interpolated product than for the radar product. 

The performance of PWSint and the other combinations with PWSs is better compared to the DWDauto product. The reason for this is 
the high spatial density resulting from the high number of OS. This is true even though the OS are heterogeneously distributed in 
contrast to the more homogeneously distributed DWDman. This means that hydrological modeling studies, which often use data from 
rain gauge networks, can benefit from rainfall information derived from opportunistic sensors. Requirements for such applications are 
the availability of opportunists sensors, the acquisition of their data and a thorough quality control. 

Similar to the cross validation, the subset of DWDman surrounded by the densest opportunistic network were examined separately 
(see Fig. A3). The results differ only slightly from the country-wide analysis of Fig. 4. The range of the individual performance 
measures are more narrow and PWSint and CMLint have a small improvement, similar to what was observed for the daily aggregation 
results of the cross validation. This means that the density of opportunistic sensors is sufficient for rainfall mapping in almost all parts 
of Germany except for the north-eastern part of Germany. 

4.2.2. Regional, hourly scale for Rhineland-Palatinate 
As reference on a regional scale 169 rain gauges with an hourly resolution operated by the State Agrometeorological Agency of 

Rhineland-Palatinate (RLP) are used. An overview of the Rhineland-Palatinate gauges, PWS locations and CMLs is given in the map of 
Fig. 5 together with results of the evaluation for this scale. For the PCC all interpolated products with opportunistic sensors out
performed the DWDint product. PWSint and the other combinations with PWSs performed almost as good as the radar products. The 
combination PWS_CMLint reached marginally higher PCC values than PWSint. CMLint has the highest (negative) bias. This can be caused 
for example by the integral character of the CMLs underestimating the highest rainfall events and the heterogeneous distribution of the 
CMLs. The FPR (not shown in the plot for the evaluation at this scale) of all products is 5 times smaller than FNR, with the best 
performance for PWSint and PWS_CMLint. RADOLAN-RW shows more over- and underestimation of the highest hourly rainfall events 
which can be seen in the scatter plot. The PWS_CMLint product underestimates the highest rainfall events, which could be caused by a 
combination of the effect of the integral character of the CML measurement and the smoothing of the field caused by the 10 % nugget 

Fig. 5. Map of Rhineland-Palatinate and surroundings with Rhineland-Palatinate gauges (reference), PWS locations and CML paths, boxplots of 
performance measures for the seven interpolated products as well as RADOLAN-RW and RADKLIM-YW against the reference. Dashed lines are 
similar to Fig. 4. On the right, scatter density plots of hourly PWS_CMLint and RADOLAN-RW rain sums are compared to the reference. 
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that is used in Kriging to represent the uncertainty of the opportunistic sensors. Moreover, despite the thorough PWSs quality check, 
there could still be some stations that were not filtered and that recorded false zeros for the intense events affecting the performance of 
the interpolation products. 

The biggest difference to the country-wide DWDman reference evaluation is that the comparison to RLP is based on an hourly 
resolution. On this temporal resolution, rainfall shows more variability than on a daily scale. Hence, on the hourly scale all interpolated 
and radar products have lower values for PCC and KGE. Nevertheless, the agreement of the best performing interpolation products with 
the reference data is high. It can be assumed that for all regions with similar distribution and density of opportunistic sensors in 
Germany, similar results as for Rhineland-Palatinate could be achieved. That means, opportunistic sensors can provide rainfall esti
mates with a good quality for most parts of Germany, with the exception of north-eastern regions where their network density is low, 
on an hourly scale. 

4.2.3. Local, hourly scale for the city of Reutlingen 
Ten rain gauges operated by the city of Reutlingen (RT) are used to evaluate the performance of the interpolated products and radar 

datasets on a local scale with a temporal resolution of one hour. An overview of the RT gauges, PWS locations and CMLs is given in the 
map of Fig. 6 together with results of the evaluation for this scale. The network of 10 rain gauges in and around Reutlingen has a 
significantly higher density than the previous gauge datasets used as reference. On this small scale, the high number of PWSs in this 
urban area becomes apparent, with around thirty stations in Reutlingen. PWSint and the combinations with PWSs compared best to the 
reference with a high PCC. CMLint and combinations reproduce the reference rainfall values slightly better than DWDint. DWDint as well 
as the radar products show a positive bias. The reason could be the large distance of the next rain gauge which is also used to adjust the 
radar products. The next rain gauges on this local scale are more than 15 km away and not located in the area shown by Fig. 6. This 
could make a difference in the rather complex terrain at the border of the Swabian Alps. For the OS products the bias is almost zero. For 
the most intense events shown in the scatter plot of PWS_CMLint the opportunistic sensors are underestimated by the interpolated 
product. Upon closer inspection all reference rainfall points above 20 mm were from an event on the 12th of June 2018 lasting 3 hours. 
While some of the PWSs resembled the reference gauges rainfall almost perfectly, others underestimated this event by a factor of ten. 
The two CMLs also underestimated the peak rainfall due to a complete loss of signal for a total of 12 and 21 minutes, respectively. We 
currently do not interpolate or fill gaps of this size in our processing. The rainfall sum of the hour with this data gap is treated as missing 
value. Hence, the one hour with the peak rainfall sum is missing from the CML data. This rainfall event is an interesting opportunity to 
study the ability and required processing steps to measure intense events with PWSs and CMLs in the future. First steps in this direction 
could be the improvement of the event based filter for PWSs or filling CML outages caused by rain with the maximum of measurable 
rainfall at this CML. 

Apart from the city of Reutlingen, there are few cities which operate such a dense and high quality network of rain gauges. Only 
with such a dense network of conventional rain gauges, we were able to evaluate the performance of opportunistic sensors on such a 
small scale. The opportunistic sensors show very good results in estimating rainfall on this local scale, therefore we conclude that 
rainfall information from PWSs and CMLs are highly valuable for the rainfall estimation in other urban areas with few or no con
ventional rain gauges. This opens the possibility to use opportunistic rainfall sensors for applications in urban hydrology for all cities 
with a similar density of opportunistic sensors. 

Fig. 6. Map of Reutlingen with Reutlingen gauges (reference), PWS locations and CML paths, boxplots of performance measures for the seven 
interpolated products as well as RADOLAN-RW and RADKLIM-YW against the reference. Dashed lines are similar to Fig. 4. On the right, scatter 
density plots of hourly PWS_CMLint and RADOLAN-RW rain sums are compared to the reference. 
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4.3. Performance for high intensity rainfall 

We investigated the potential of opportunistic sensors in capturing the most intense rain events with the leave one out cross 
validation results. We performed the same analysis as in Section 4.1 but only considered rain events above the 0.99 quantile level of 
each aggregation interval. The results in Fig. 7 show PCC, Spearman’s rank correlation coefficient (SCC) and CV. The SCC defined in 
Appendix C is used here because it credits the skewed distribution of rainfall. For the PCC and CV the results are similar to the cross 
validation results for all rain events. PWSint and combinations with PWSs performed best, while the combination of PWSs and CMLs 
was the overall best. CMLint also outperformed DWDint for these two measures. Considering the SCC, the best results were obtained 
from PWSint without further combination. Both CML and DWD data could not add further information to increase the SCC. One reason 
for this might be the increased distance between CML and especially DWD sensors opposed by the high density of PWSs. For the SCC, 
DWD and CML performed similarly for one hour while DWD reaches higher values for aggregations between two and 120 hours. 

For an analysis of the performance of the interpolated products and radar datasets for high intensity rainfall for the regional and 
local scale we show the SCC for hourly rainfall sums in Fig. 8. The German-wide scale is not shown as it is only available with a daily 
temporal resolution and an hourly evaluation for the whole of Germany is already covered by Fig. 7. 

The three individual interpolated products show similar results, on both scales. As in Fig. 7, PWSint shows the overall highest SCC 
while DWDint reaches slightly higher values than CMLint. The combined interpolated products show a similar SCC as the radar products, 
except for DWD-CMLint. This again highlights the potential of exploiting dense opportunistic sensor networks on both regional and 
urban scales for hydrometeorologic purposes. For the radar products, the climatological adjustment seems to increase the SCC 
marginally. 

The lower SCC values for CMLint on both scales could be caused by several reasons. One reason for this is the engineering re
quirements of the CML network which allows an outage of the systems during the strongest rainfall events for some minutes. This 
results in a maximum rain rate before signal loss between 40 mmh− 1 and more than 150 mmh− 1, depending on the exact CML 
configuration (length, frequency, transmit power, antenna gain). Thus, for heavy rainfalls, CMLs do not always provide accurate 

Fig. 7. Performance measures of the cross validation for the 0.99 quantile of rain events for each temporal aggregation.  

Fig. 8. Spearman’s rank correlation coefficient of interpolated products and radar products against the hourly references of Rhineland-Palatinate 
(regional scale), and Reutlingen (local scale). 
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rainfall information. Consequently, the rank correlation for high rain intensities could be decreased for CMLs. Another reason is the 
integral character of the CML measurements which gives the path-averaged rain rate independently of the distribution of rain rates 
along the CMLs path. This leads to an underestimation of the highest rain rates along the path. Finally, the effect of the classification of 
rainy and dry periods in the CMLs processing has to be considered. Every wrong classification which can be caused by non-rain induced 
attenuation, multi-path propagation or others, will influence the FPR and FNR which ultimately have a large influence on the SCC. 
Considering all this, the hourly SCC of CMLint is still close to the one of the conventional rain gauge product DWDint. 

4.4. Rain event example in Rhineland-Palatinate 

To illustrate the interpolation framework results for the different datasets we show an example for several interpolated rainfall 
maps from different combinations and RADOLAN-RW in Rhineland-Palatinate in Fig. 9. On 12 July 2019 at 12:00 several rain cells are 
visible for all interpolation products and RADOLAN-RW. For some regions, the DWDauto network misses rainfall because the station 
density is too sparse. This can be seen in the map showing the opportunistic sensors and DWDauto stations locations. For DWDint the 
underlying structure of the network is clearly visible. In comparison, PWS_CMLint shows more variability in the rainfall field and with 
most features related to several opportunistic sensors. The opportunistic sensors miss the most intense feature measured by the 

Fig. 9. Rainfall example maps for one hour accumulated rainfall at 12.07.2019 12:00 CET for three different interpolation products, a radar product 
and their differences between each other. 
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DWDauto gauges in the north of Rhineland-Palatine, while PWSint has the highest intensities further south. We presume that the 
increased variability due to the larger number of measurements should be closer to the true spatio-temporal distribution of rainfall. 
Most features and structures detected by RADOLAN-RW are visible in PWS_CMLint, while the radar product produces higher rainfall 
values. It seems that more (opportunistic) sensors lead to higher spatial variability in the interpolated rainfall fields, which could 
potentially improve hydrological applications. 

5. Conclusion 

The study region of Germany with two sub-regions, namely the state of Rhineland-Palatinate and the city of Reutlingen, are 
hydrometeorologically well monitored compared to most locations in the world and therefore provide a suitable testing ground to 
evaluate opportunistic rainfall sensors. In this study, we demonstrate the use of two different types of such opportunistic sensors. We 
obtain rainfall fields using a geostatistic interpolation framework incorporating block kriging from point information of PWSs and line 
information of CMLs. Seven combinations of CML, PWS and official hourly rain gauge data from the DWD are evaluated for three 
different reference datasets in three study regions. Two radar products from the DWD were evaluated in the same manner as the 
interpolated datasets to further quantify the performance of the interpolated rainfall maps. 

Both PWS and CML data come with individual drawbacks, e.g. unfavorable locations of PWSs or erratic fluctuations in the raw CML 
data. After the respective data retrieval and the rainfall estimation for the CMLs, both datasets are filtered with an indicator correlation 
and event based method and are bias corrected. Only then, they are used in different combinations with and without hourly rain gauge 
data from the DWD for interpolation. While the presented indicator correlation filter approach relies on a primary station network, the 
data from this network could potentially come from another period as the rain rates are compared and adjusted only by their dis
tribution functions. Besides very high rainfall events, i.e. with return periods of several years, the rainfall distribution for individual 
years as used in this study might not change this distribution too much. Hence, this approach could be usable for opportunistic sensors 
in areas where the number of rain gauges was reduced over the last decades because only their distribution function is needed. 

To use the indicator correlation filter, event based filter and the bias correction for data with higher temporal resolution than one 
hour, upcoming issues like the increasing number of zero precipitation events and the filtering of small-scaled extreme events which 
were not observed by the primary network (i.e. DWD gauges), have to be addressed. Potential solutions could be the usage of advection 
vectors or the mutual filtering of PWS and CML, where one opportunistic sensor can serve as primary network for the other and vice 
versa. In this study, reliable CMLs were identified using the indicator correlation and event based filter and their values were corrected 
using the bias correction method. These methods accounted for the line characteristic of the CMLs measurement. 

A cross validation shows the ability of CMLs and especially PWSs for rainfall mapping. This is true for hourly as well as for multi-day 
aggregations. The opportunistic sensors are able to produce reasonable rainfall maps with increased spatial variability compared to 
rainfall maps derived from conventional rain gauge data. These rainfall maps were evaluated country-wide for Germany with inde
pendent daily gauge data as reference and for Rhineland-Palatinate and Reutlingen with hourly gauge data as reference. To set the results 
of the evaluation in a perspective we used the official gauge adjusted radar datasets RADOLAN-RW and RADKLIM-YW from the DWD. 

On the country-wide daily scale the radar products had a better agreement with the reference than the interpolated products. For 
the two sub-regions with an hourly resolution, the interpolated products performed similarly good as the radar products. The high 
number of opportunistic sensors might be the most import reason for this. Differences between the interpolated and radar products can 
be found especially for the highest rainfall amounts. Overall, interpolations incorporating PWS data performed best while the usage of 
CMLs resulted in better performance metrics as product from hourly DWD rain gauges. Similar results were found for the most intense 
rain events with the exception of CMLs which performed worse than the DWD product for temporal aggregations of several hours. 

The results show the accuracy and increased spatial variability of rainfall maps from opportunistic sensors, especially on smaller 
spatial and temporal scales. Numerous hydrometeorological applications can potentially benefit from this information. The almost 
instantanous data availability could be used to access real-time rainfall information. Applications in urban hydrology could therefore 
benefit both from the potential real-time accessibility and the often dense opportunistic sensor networks in this urban areas. Never
theless, some of the presented methods, e.g. the indicator correlation filter, cannot readily be used for real-time applications but rather 
provide a baseline for such developments. Another opportunity is the combination with traditional gauge or radar datasets to derive a 
further improved joint product that leverages the individual advantages of all individual traditional and opportunisitc sensors. 

Authors statement 

Maximilian Graf: Conceptualization, Methodology, Software, Writing – Original Draft, Writing – Review & Editing, Visualization. 
Abbas El Hachem: Methodology, Software, Writing – Original Draft, Writing – Review & Editing, Visualization. 
Micha Eisele: Methodology, Software, Data Curation, Writing – Original Draft, Writing – Review & Editing, Visualization. 
Jochen Seidel: Conceptualization, Writing – Original Draft, Writing – Review & Editing. 
Christian Chwala: Conceptualization, Data Curation, Writing – Original Draft, Writing – Review & Editing. 
Harald Kunstmann: Funding Acquisition, Conceptualization, Supervision. 
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Appendix A. Additional Figures 

Fig. A1 
Fig. A2 
Fig. A3 

Fig. A1. Different weights wT for points (pti) and line segments (cmli) depending on their length and orientation for estimating the precipitation 
amount at a given location u0. If the center of the CMLs in each of these four examples (a–d) were assumed to be point information, the weights of all 
points would be equal (here: 0.25). However, if the length and orientation of the CMLs are taken into account, different weights are obtained. 
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Appendix B. Consideration of the CML length for the indicator correlation filter and bias correction 

It is well known that the length, area or volume of an observation or measurement has an effect on the statistical properties of this 
observation. This so-called support effect has been intensively studied in geostatistics, mainly for mining applications. There are 
several approaches which can be used to calculate the change of variance as a function of the support size and the variogramm. Block 

Fig. A2. Performance measures of the cross validation results from the interpolation framework for different temporal aggregations. Here CMLint 
and CML_pointint are shown. For CML_pointint the points at the center of each CML were used as point information in the interpolation framework. 
(a) to (c) show PCC, CV and KGE for country-wide validation stations and (d) to (f) show PCC, CV and KGE for validation stations with more than 80 
PWSs or CMLs in 20 km vicinity. Those are the 10 percent of the validation station which are surrounded by the most opportunistic sensors. 

Fig. A3. Map of Germany with a subset of DWDman gauges (reference), PWS locations and CML paths, boxplots of performance measures for the 
seven interpolated products as well as RADOLAN-RW and RADKLIM-YW against the reference, and scatter density plots of daily PWS-CML and 
RADOLAN-RW rain sum compared to the reference. The subset of DWDman gauges compromises the 10 % of gauges which are surrounded by the 
most opportunistic sensors. 
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Kriging, as applied in this paper is also taking the support size into account. 
The different lengths of the CMLs have to be taken into account for the application of the indicator correlation filter and the bias 

correction. The classical geostatistical formulas cannot be used, as we consider the distribution of the values and not only their var
iances. Therefore, the following simulation based approach is considered. 

The indicator correlation between the CML and a primary station is partly influenced by the orientation and the length of the CML. 
As the indicator correlation is independent of the marginal distribution only the dependence structure is of importance. 

It is assumed that the spatial dependence of precipitation follows a normal copula. This is a frequent assumption, however not often 
stated explicitly. 

This means that precipitation Z(x, t) can be obtained from the realization of a spatially stationary normal process Y(x, t) by a 
transformation: 

Z(x, t) = F− 1
x (Φ(Y(x, t)))

where Fx() is the distribution function of precipitation for location x and Φ() is the distribution function of the standard normal 
distribution. 

Z(L, t) =
1
|L|

∫

L
Z(y, t) dy 

From the point observations the spatial correlation function of the indicators can be calculated. This can be transformed to a 
correlation function of a normal Y CY(h). With this correlation function realizations of Y can be simulated, and with the local dis
tributions Fy() realizations of Z(x, t) and Z(L, t) can be derived. Thereafter, the indicator correlations, and the distribution functions FL()

of Z(L, t) can be calculated. These distribution function can also be used for bias correction of the CMLs. 
For the indicator correlations a good approximation can be obtained by replacing the line L by a specific point u, such that: 

CI(x, L) = CI(x, u)

where 

d(x, u) = d(x, L) =
1
L

∫

L
d(x, y) dy 

This means that for the indicator correlation filter which for CMLs with a primary network the CMLs have to be considered as d(x, L)
and not as the central point along its path L. 

The same assumption can be used for the bias correction. To calculate the distribution of Z(L, t) as a first step the distribution 
functions of the precipitation observations at the primary observations are interpolated for each point y of the line L (in practice L is 
discretized to a few points). This is done the same way as for the PWSs. Using these simulations the line averages can be calculated as 
follows: 

Z(L, t) =
1
|L|

∫

L
Z(y, t) dy =

1
|L|

∫

L
F− 1

y (Φ(Y(y, t))) dy 

So a Monte Carlo simulation of Y can be used to obtain the distribution function of Z(L, t). Due to the averaging procedure this 
distribution is different from the point distributions. For example, the probability of high values is reduced. Fig. B1 shows the result of 

Fig. B1. Comparison of uncorrected and bias corrected hourly PWS and CML rain rates.  
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the bias correction for hourly rain rates. 

Appendix C. Diagnostic values considered in this study 

Here all used diagnostic values are described. The values which are evaluated (e.g. interpolated values from DWD_PWS_CMLint) are 
denoted as pred while the values from the references are denoted as ref. std refers to the standard deviation. 

Pearson’s correlation coefficient (PCC) 

PCC =

∑n
i=1(predi − pred)(refi − ref)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(predi − pred)2
(refi − ref)2

√

Coefficient of variation (CV) 

CV =
std

∑
(pred − ref)

ref  

Kling-Gupta efficiency (KGE) 

KGE = 1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(r − 1)2
+ (α − 1)2

) + (β − 1)2
√

where r = PCC(pre,ref) and 

α =
std(pred)
std(ref )

and 

β =
pred
ref  

Spearman’s rank correlation coefficient 

SCC = 1 −

6
∑n

i=1
d2

i

n(n2 − 1)

where 

di = rg(predi) − rg(refi)

and n is the number of considered time steps. 

Bias 

bias =
(pred − ref)

ref  

Appendix D. Supplementary Data 

Supplementary data associated with this article can be found, in the online version, at https://doi.org/10.1016/j.ejrh.2021. 
100883. 
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