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a b s t r a c t

The paper presents a new multivariable control concept for falling film evaporators (FFEs). Our concept
solves the major challenges encountered in modern FFE control: large transport delays, additional
control of the output mass flow, coupling of controlled variables, and disturbances due to time-varying
input dry matter content. The challenges are addressed together, for the first time, by the following
control design. Based on a dynamic nonlinear input–output model, we consider a linearizing output
transformation to enable application of classical linear control methods composed of feedforward
design, disturbance rejection, and a decoupling network. Due to these features, we are able to design
robust PID and PI controllers that substantially compensate plant-model mismatches. Connecting our
concept to a digital twin of the plant yields good performance, which encourages future application
of the design in the real-world process.

1. Introduction to the falling film evaporator process

Falling film evaporators (FFEs) have a wide range of applica-
tion in various industries. Especially, FFEs are very common in the
food industry as part of a production line with downstream spray
dryer to produce, e.g., milk or coffee powder. In this context, the
FFE’s main task consists in increasing the dry matter content of
the liquid. Due to hygienic constraints and to ensure high product
quality, FFEs are often built up of multiple passes enabling slow
and cautious evaporation of the liquid at low temperatures under
partial vacuum.

More precisely, we consider an FFE with four passes shown in
Fig. 1, which represents the application discussed in this paper.
At the input, liquid with mass flow ṁi and dry matter content
wi enters Plate 1, where it is distributed over the Tubes of the
first pass. Inside the Tubes, the liquid flows down as thin film and
partially evaporates as the outside of the Tubes is heated by the
vapor contained in the Heat Chamber. The process is initialized
by introducing the live steam mass flow ṁv,init into the Heat
Chamber. During stationary operation, evaporation of the liquid is
caused by the process-generated vapor. To this end, the Compres-
sor conveys the process-generated vapor from the suction side,
also called Effect, to the pressure side, i.e., into the Heat Chamber.
As the additional power PC is supplied to the Compressor and thus
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to the FFE process, the vapor mass flow ṁv,con leaves the Heat
Chamber. Thereby, the energy in Effect and Heat Chamber is kept
in balance and split-range control of the Effect temperature ϑE via
ṁv,init and ṁv,con is enabled [1]. By leaving the Tubes of the first
pass, the liquid falls into Reservoir 1, is pumped via Pipe 1 onto
the FFE’s top and enters Plate 2, from where the same procedure
as described for the first pass is repeated. The liquid exits the
FFE with dry matter content wo (higher than wi) and mass flow
ṁo (lower than ṁi). Although this FFE construction increases the
process’ energy efficiency and output product quality, there is a
demanding challenge for the control engineer, namely, large time
delays originating from the liquid transport through the Tubes
and Pipes. Hence, wo and ṁo, which should be controlled by
PC and ṁi, are remarkably delayed. In addition to that, wo and
ṁo are strongly coupled [3,4] leading to another control design
challenge. The main disturbances to the process are the temporal
variations in the input dry matter content wi due to imperfect
mixing in the feed tank and exchanges of the emptied tank for a
new one.

2. State of the art on control of falling film evaporators

PI controllers are still standard in the industry [5]. However,
it is commonly known that a PI controller is unable to ade-
quately cope with dominant time delays since it typically leads
to large-amplitude, long-lasting oscillations of wo. In particular,
Winchester et al. [4] conclude that pure single-loop PI control is
insufficient to reject disturbances due to wi.
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Fig. 1. Scheme of a falling film evaporator with four passes, cf. [1–3]. (For
interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

Therefore, in the last decades, more advanced methods have
been proposed and applied to enhance the wo-control loop. In [6,
7], a cascade controller based on a transfer function model is
designed, where wo is controlled via steam pressure. A similar
approach based on a nonlinear process model is studied in [8]
and an advanced triple loop cascade controller is developed in [9].
Moreover, Haasbroek et al. [10] design an LQR-controller with
Kalman state estimator and thereby evaluate the performance
of different kinds of models. Since measurements of the liquid’s
density, which essentially determines its dry matter content, and
mass flow are usually available only at the FFE’s input and output,
there exist further Kalman-based approaches to estimate states
between the FFE passes. In this line, Karimi et al. [11] use a linear
Kalman filter to estimate the dry matter content inside the FFE
(between two passes) and thus are able to design an inferential
cascade controller for wo. Another observer-based approach is
treated in [12], where the observer estimates nonmeasurable
disturbances, while ϑE and wo are controlled by a model pre-
dictive controller (MPC). Similarly, Stefanov et al. [13] present an
MPC strategy and compare it to PI control via a nonlinear partial
differential equation based process model, whereas Russel [14]
applies MPC to control ṁi and ϑE. A different approach is consid-
ered by Lahtinen [15], who develops a fuzzy controller. In [16],
existing techniques, namely PI, fuzzy, cascade, and LQR control
are compared w.r.t. disturbance rejection of wi-steps, where the
cascade controller revealed the best performance. Recently, Meng

et al. [17] proposed auto-tuning PID controllers to control the out-
put dry matter content of each pass. Such an approach requires
additional measurements, which are however rarely available in
most FFE plants due to cost restrictions [7].

All of the aforementioned studies consider either single-loop
control of wo or multiloop control of wo and ϑE. Nevertheless,
besides wo and ϑE, modern FFE plants should additionally enable
control of ṁo. Based on the results in [3,4], this task is chal-
lenging since wo and ṁo are strongly coupled, which requires
multivariable control design. To the best of our knowledge, the
only paper addressing this problem is [18], where an internal
model controller (IMC) is proposed based on the models in [19].
However, the design of the IMC is not explicitly discussed therein.
Furthermore, the challenge of decoupling wo and ṁo is only
solved implicitly by configuring the controller in such a way that
these control loops have different response speeds.

Although modern predictor-based control techniques for un-
certain time-delay systems [20–22] or systems with distributed
delay [23,24] have been developed, these methods are not suit-
able for our application. The reasons are of practical nature.
Firstly, implementation of such advanced techniques in digital
control systems may be hard to do correctly, reliably, and in-
expensively on the industrial level. Secondly, it is debatable if
those solutions acquire acceptance among the operators. Recall-
ing rather classical approaches such as the Smith predictor [25]
and its modifications, e.g. [26,27], these approaches often lack
robustness against variations of time delays [28,29]. Therefore,
we make use of the robustness property of classical PI controllers
excusing plant-model delay mismatches to a larger extent than
the Smith predictor [30].

More precisely, we design a multivariable concept to control
wo and ṁo based on a dynamic nonlinear input–output (i/o)
model. As recently shown in [3], the ϑE-control loop is decoupled
from the control loops for wo and ṁo, which allows to only
focus on these two loops. At first, an output transformation is
performed to enable control of a linear plant structure. Then, our
concept can essentially be represented by a control system with
two degrees of freedom (2DoF). The first DoF is the feedforward
structure which ensures decoupling of control loops, disturbance
rejection, and reference tracking. In this context, the method
of ‘‘splitting the inverse’’ [31] explicitly takes time delays into
account. The second DoF consists of a PID and a PI controller,
which basically compensate plant-model mismatches. Therefore,
an advantage of our concept is that it can be straightforwardly im-
plemented into standard digital control systems. In a simulation
study, we conclude that our concept is robust w.r.t. parametric
plant-model mismatches. Finally, based on a digital twin of the
plant, we validate our proposed automated ramp-up strategy
and show that our concept is additionally robust w.r.t. structural
plant-model mismatches.

The paper is organized as follows. In Section 3, we briefly
recall our control-oriented model [3]. Based on this model, we
derive our new control concept in Section 4. Besides considering
the parametric robustness of the concept, it is validated via a
digital twin of the plant [1] in Section 5. The main results are
summarized and concluded in Section 6.

3. Control-oriented model

Our control-oriented model was originally introduced in [3].
However, since this model is the basis for our control concept,
we recall relevant details of the derivation in this section. Sub-
sequently, we convert physical variables into control nomencla-
ture, i.e., define manipulated variables u, states x, disturbances z,
and outputs y. Thus, we specify the model’s state space repre-
sentation, which reveals linear state equations and a nonlinear
output equation. Finally, we transform the linear part of the state
space model into transfer functions such that the whole model
can be represented in a block diagram structure.



Fig. 2. Rearranged block diagram of the FFE process, cf. [3].

3.1. Derivation

Essentially, the control-oriented model originates from the
full plant FFE models presented in [1,32]. The modular structure
of these models offers us the opportunity to only focus on the
dynamics of those modules that are relevant to determine input–
output (i/o) relations for our controlled variables, namely wo and
ṁo. Another advantage is that we can aggregate the dynamics
of all passes into blocks representing Pipes, Tubes, as well as
Reservoirs and Plates. Since each of these blocks affects either
delaying or low-pass filtering of the input variables wi and ṁi, we
can interchange these blocks without manipulating the overall i/o
behavior. The rearranged block diagram is shown in Fig. 2. Note
that evaporation is part of the Tubes block and induced by the
power PC supplied to the Compressor. Based on [3], we recall all
relevant equations and explanations corresponding to the blocks
of Fig. 2 in the following sections. The nomenclature of symbols
and subscripts used in this paper is shown in Table 1.

3.1.1. Pipes
According to [1,32], the transport of liquid in Pipes is modeled

as feedthrough w.r.t. mass flow, i.e.,

ṁo,P(t) = ṁi(t) (1)

and approximated as constant delay of dry matter content such
that

wo,P(t) = wi(t − τP). (2)

3.1.2. Tubes
The input–output dynamics of FFE Tubes [6,19,32] are given

by

ṁo,T(t) = ṁi,T(t − τT) −
1
τT

∫ t

t−τT

ṁv(θ ) dθ (3)

for the mass flow and

wo,T(t) =
ṁi,T(t − τT)wi,T(t − τT)

ṁo,T(t)
(4)

for the dry matter content. Note that multiplication of (4) by
ṁo,T(t) yields

ṁo,T(t)wo,T(t) = ṁi,T(t − τT)wi,T(t − τT), (5)

which can physically be interpreted as dry matter flow bal-
ance over the Tubes. The stationary energy balance over the
Compressor with efficiency factor ηC leads to the relation

ṁv(t) = q̄PC(t), where q̄ =
ϱv,E ηC

pv,H − pv,E
. (6)

By considering the same vapor mass flow ṁv in (3) as in (6), we
assume that the vapor mass flow conveyed by the Compressor is
equal to the mass flow evaporating from the liquid. This assump-
tion is physically justified by the stationary mass balance of vapor
over the Effect.

Since a slew rate limiter prevents fast changes of ṁv, the
moving average filter term in (3) can be approximated by

1
τT

∫ t

t−τT

ṁv(θ ) dθ ≈ ṁv(t)
(6)
= q̄PC(t). (7)

To sum up, the advantage of modeling ṁv according to (6) is that
we have a linear relation between the vapor mass flow ṁv and
Compressor power PC. In contrast, the relation between ṁv and
the Compressor speed NC is nonlinear [1,4]. Hence, it is more
convenient to choose PC as a manipulated variable in place of NC.

Remark 1. In fact, the power PC supplied to the Compressor is
manipulated by the controller and therefore is not necessarily
slow. However, as shown in Appendix B, PC is converted into the
Compressor’s rotational speed NC via a variable frequency drive
and the rate of change of NC is then limited by a slew rate limiter.
The latter has the effect that the vapor mass flow ṁv is slowly
time-varying which justifies the approximation (7).

3.1.3. Reservoirs and plates
As detailed in [3], the dynamics of Reservoirs and Plates can be

aggregated via low-pass filters. Thus, low-pass filter are applied
to the dry matter flow such that
d
dt

(
ṁo(t)wo(t)

)
=

1
T1

(
ṁi,R(t)wi,R(t) − ṁo(t)wo(t)

)
(8)

and to the mass flow such that
d
dt

ṁo(t) =
1
T2

(
ṁi,R(t) − ṁo(t)

)
. (9)

Note that, in the derivation in [3], the low-pass filter with con-
stant T1 is applied to the dry matter content wo instead of dry
matter flow ṁowo, cf. (8). As being feasible from modeling per-
spective, the advantage of (8) is that the nonlinearity will appear
in the output equation wo = (ṁowo)/ṁo instead of the state equa-
tions. Therefore, the state equations are linear, see Section 3.3.

3.1.4. Input–output model
Next, we can combine (1)–(9) to obtain compact i/o relations

in terms of mass flow and dry matter flow. Plugging (2) into (5)
into (8) leads to
d
dt

(
ṁo(t)wo(t)

)
=

1
T1

(
ṁi(t − τT)wi(t − τT − τP) − ṁo(t)wo(t)

)
(10)

≈
1
T1

(
ṁi(t − τT − τP)wi(t − τT − τP) − ṁo(t)wo(t)

)
(11)

where the approximation (11) enables remarkable simplification
of the later control design while the induced model error is
comparatively small. At this point, the reader might remark that
the approximation
d
dt

(
ṁo(t)wo(t)

)
≈

1
T1

(
ṁi(t − τT)wi(t − τT) − ṁo(t)wo(t)

)
(12)

may also be feasible. However, we have observed in identification
experiments that considering (11) instead of (12) models the i/o
dynamics more accurately, cf. Fig. 3. Combining (1), (3), (7), and
(9) yields
d
dt

ṁo(t) =
1
T2

(
ṁi(t − τT) − q̄PC(t) − ṁo(t)

)
. (13)

To sum up, the i/o dynamics are composed of (11) and (13).

Remark 2. While the Pipe delay τP is of the ‘‘hydraulic type’’ [33],
the Tube delay τT is more complicated because the Tubes, un-
like Pipes, are not fully filled with liquid which may lead to



Table 1
Symbol and subscript nomenclature.
Symbol and description SI unit Subscript and description

Kv Flow factor kg s−1 0 Initial value
Kv,s Open valve flow factor kg s−1 d Desired
ṁ Mass flow kg s−1 C Compressor
N Rotational speed s−1 con Control
p Pressure Pa E Effect
P Power W f Filter
s Frequency variable s−1 H Heat Chamber
t Time s i Input
T Time constant s init Initialization
v Valve position – max Maximum
w dry matter content kg kg−1 o output
η Efficiency factor – P Pipes
ϑ Temperature K R Reservoirs and Plates
ϱ Density kgm−3 T Tubes
τ Time delay s v Vapor

V Valve

Fig. 3. Identification of the model (20) with real-world process data. Variables indicated by ˆ(·) are model outputs. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

wave formation, mixing of the flow, and other effects [34,35].
As recently shown in [2,36], the Tube delay can be modeled
by the concepts of Dynamic Plug Flow or Overtaking Particle
Flow. The latter represents a nonlinear distributed delay model
further complicated by evaporation. Additionally, there are other
advanced models to describe the behavior of evaporating liquid
film inside the Tubes based on coupled Navier–Stokes equations
for liquid and vapor phase [37,38]. In general, both of the delays,
τP and τT, depend on the liquid’s dry matter content and mass
flow [1,39] which both vary due to controller action. However,
in the present contribution, we assume constant τP and τT. In
practical considerations, we observe that controller action causes
changes of τT by at most ±20% and τP by at most ±10% w.r.t.
their nominal values. Moreover, in addition to other features,
we apply PID and PI controllers which are robust against delay

changes [30]. Due to these reasons, modeling constant delays is
justified for our purpose.

3.2. Control nomenclature

Before converting the physical variables of the model (11), (13)
into control nomenclature, we introduce the delays

τ1 := τT + τP, (14a)

τ2 := τT (14b)

for the sake of compact notation. The manipulated variables are[
u1(t)
u2(t)

]
:=

[
ṁi(t)
PC(t)

]
, (15)



Fig. 4. Block diagram representation of the plant for control design.

the measured disturbance is

z(t) := wi(t), (16)

the state variables are[
x1(t)
x2(t)

]
:=

[
ṁo(t)wo(t)

ṁo(t)

]
, (17)

and the outputs are[
y1(t)
y2(t)

]
:=

[
wo(t)
ṁo(t)

]
. (18)

Remark 3. Throughout the paper, we assume that measurements
of the dry matter content w or, more precisely, of z = wi and
y1 = wo are available. In fact, these variables are indirectly
measured via a well-identified static estimator, which is detailed
in Appendix A.

3.3. State space representation

To obtain a system of linear state equations, we additionally
introduce the pseudo-input

ũ1(t) := ṁi(t)wi(t) = u1(t)z(t). (19)

Then, with (11), (13), and the control nomenclature in Section 3.2,
we obtain[
ẋ1(t)
ẋ2(t)

]
=

[
−

1
T1

0
0 −

1
T2

][
x1(t)
x2(t)

]
+

[
0
1
T2

]
u1(t − τ2)

+

[ 1
T1
0

]
ũ1(t − τ1) +

[
0

−
q̄
T2

]
u2(t), (20a)[

y1(t)
y2(t)

]
=

[
x1(t) / x2(t)

x2(t)

]
. (20b)

Hence, (20a) is a linear state space model with nonlinear output
equation (20b).

Although being quite simple, the model (20) is well able to
map the real-world process as can be seen in Fig. 3. The deviations
between the measured output y2 and model output ŷ2 during
t ∈ [0, 2000] s are not of interest from control perspective since
in this time span, the FFE is flooded by water, which is obvious
from the plot of z in Fig. 3(a).

3.4. Block diagram representation

By applying the Laplace transformation to (20a) neglecting
initial values, we find the transfer functions

P11(s) =
X1(s)

Ũ1(s)
=

e−τ1s

T1s + 1
, (21a)

Fig. 5. Closed loop with output transformation Φ and controller C to be
designed in the sequel.

P21(s) =
X21(s)
U1(s)

=
e−τ2s

T2s + 1
, (21b)

P22(s) =
X22(s)
U2(s)

= −
q̄

T2s + 1
, (21c)

which lead to the block diagram in Fig. 4 representing (20).

4. New multivariable control concept

The design of our control concept is based on the Plant in Fig. 4
with transfer functions (21). In Section 4.1, a stepwise derivation
of the concept is given. To avoid operation beyond the actuators’
limits, we derive a domain of feasible setpoints in Section 4.2.

4.1. Derivation

All control features of the concept, such as feedforward or
decoupling compensators, are presented in the following sections,
where nonexact plant parameters indicated by ˆ(·) are explicitly
considered in the derivation.

4.1.1. Output transformation
Instead of directly controlling the nonlinear outputs y1, y2, see

(20b), we better design our controller based on the linear state
space Eqs. (20a). To this end, we introduce the following output
transformation:[
x1(t)
x2(t)

]
=

[
y1(t)y2(t)

y2(t)

]
:= Φ

(
y1(t), y2(t)

)
. (22)

Hence, as shown in Fig. 5, the controller C becomes a state-based
controller and will be designed in the sequel.

4.1.2. Decoupling network
In Fig. 4, we observe that y2 is affected by u1 via P21. The

latter may be interpreted as output disturbance to P22. Hence, we
can apply classical disturbance compensation for the purpose of
decoupling such that

Q21(s) P̂22(s) = P̂21(s), (23)

which yields the decoupling compensator

Q21(s) =
P̂21(s)

P̂22(s)
= −

e−τ̂2s

ˆ̄q
. (24)

The decoupling network is shown in Fig. 6, where the feedback
controllers C1 and C2 are designed in Section 4.1.4.

4.1.3. Feedforward design and disturbance rejection
At first, to achieve good reference tracking of x1,d, the feedfor-

ward is designed based on P11 according to (21a). Since P11 has
a delay, we cannot directly calculate its inverse as noncausal be-
havior would be the consequence; the latter not being realizable.
Instead, we apply an idea of Kreisselmeier et al. [31] and ‘‘split



Fig. 6. Closed loop with output transformation Φ , decoupling compensator Q21 , and controllers C1 and C2 .

the inverse’’ into a pre-filter W11 and a compensator Q11. To this
end, let us split P11 such that

P11(s) = P11,0(s) e−τ1s, (25)

where

P11,0(s) =
1

T1s + 1
(26)

is the delay-free part and e−τ1s is the delayed part.
Thus, the compensator Q11 is determined by the inverse of

P̂11,0 while the first-order low-pass filter F with time constant Tf
enables properness, i.e.,

Q11(s) = P̂−1
11,0(s)F (s) =

T̂1s + 1
Tfs + 1

. (27)

According to Fig. 4, the disturbance z couples into the plant via
multiplication in front of P11. Hence, we can easily reject this
disturbance by dividing the output of Q11 by z.

The pre-filter W11 is applied to x1,d and composed of the
delayed part e−τ̂1s of P̂11 as well as of the filter F , cf. [31], such
that

W11(s) = e−τ̂1sF (s) =
e−τ̂1s

Tfs + 1
. (28)

Thereby, we ensure that x1 being delayed by P11 and x1,d being
comparably delayed by W11 ‘‘meet at the right time’’. Conse-
quently, we do not control x1,d. Instead, we control x̃1,d, which
corresponds to x1,d delayed and filtered by W11. However, as we
are interested in setpoint control, the resulting shift between x̃1,d
and x1,d has no practical consequences.

To design the feedforward for P22, let us consider the closed-
loop system in Fig. 6. Due to the transformation Φ , changes of
y2,d affect both control loops, the first and second one. Hence, the
same filter W11 as applied to x1,d must also be applied to x2,d. This
issue needs to be considered for the design of the second loop’s
compensator Q22, which must then ensure that

X2(s) = W11(s)X2,d(s) (29)

holds, where neglecting C2, Q21, and P̂21 yields

X2(s) = Q22(s)P̂22(s)X2,d(s). (30)

Inserting (30) into (29) leads to

Q22(s) =
W11(s)

P̂22(s)
= −

e−τ̂1s

Tfs + 1
T̂2s + 1

ˆ̄q
. (31)

The complete control concept is shown in Fig. 7. Note that all
variables being filtered by W11 are marked by ˜(·).

4.1.4. Controllers
Let us reconsider the plant in Fig. 4 and recapitulate some

results from Section 4.1.1 to Section 4.1.3, namely that

• the nonlinearity (division) at the plant’s output is canceled
by the output transformation Φ ,

• the influence of u1 via P21 on y2 is canceled by the decou-
pling compensator Q21,

• the influence of z is canceled by the division in the feedfor-
ward path after Q11, see Fig. 7.

Thus, the design of C1 and C2 can be restricted to P11 and P22,
respectively.

From internal model control (IMC) theory [40], we know that
P11 representing ‘‘low-pass filter plus delay’’ should be controlled
via a PI controller with Smith predictor (PI-S). However, recalling
that the Smith predictor lacks robustness to plant-model mis-
matches [41], we will not implement PI-S. Indeed, as shown
in [2,36,39], the FFE process is well modeled as a system with
distributed delays such that our approximation as a system with
pointwise delays naturally leads to some model error requiring
robustness of the control concept. Therefore, we instead fol-
low the recommendation in [28], where it is argued that a PID
controller outperforms PI-S w.r.t. performance-robustness trade-
off. Moreover, according to [28], the derivative action of a PID
controller adds a similar effect as the Smith predictor part of PI-S.
Hence, we consider the PID controller

C1(s) = kp,1 +
ki,1
s

+ kd,1s (32)

with gains [28]

kp,1 =
2
(
3 T̂1 + τ̂1

)
9 τ̂1

, ki,1 =
2

3 τ̂1
, kd,1 =

2 T̂1
9

. (33)

Note that the PID controller gains (33) correspond to the ideal
representation (32). However, for realization purposes, the D-part
needs to be approximated by

kd,1 s ≈
kd,1β1s
s + β1

. (34)

By applying IMC to P22 representing a low-pass filter, the
PI controller

C2(s) = kp,2 +
ki,2
s

(35)

with gains

kp,2 = −
T̂2

ˆ̄q Tf,2
, ki,2 = −

1
ˆ̄q Tf,2

(36)

is obtained. According to [40], a good rule of thumb is to choose
the low-pass filter time constant Tf,2 two times faster than the
plant’s time constant T̂2, i.e., Tf,2 = T̂2/2.

Finally, the control concept is composed of Fig. 7 with (22),
(24), (27), (28), (31), (32), (34), and (35). Note that, particularly in
Section 5, we explicitly distinguish between ‘‘feedforward struc-
ture’’ and ‘‘controllers’’. Therefore, in the following, C1 and C2



Fig. 7. Complete control concept consisting of output tranformation Φ , decoupling compensator Q21 , feedforward compensators Q11 and Q22 , pre-filter W11 , disturbance
rejection, as well as controllers C1 and C2 .

are referenced as ‘‘controllers’’, while Fig. 7 without C1 and C2 is
referenced as ‘‘feedforward structure’’.

Remark 4. To sum up, our concept has the following advantages:

• Decoupling of controlled variables is explicitly achieved by
the feedforward structure. In contrast, the implicit solution
via different speeds of control loop responses presented
in [18] is insufficient for our FFE configuration. This insuf-
ficiency is manifested in closed-loop simulations with our
digital twin, where we observe large oscillations, especially
of ṁo, attributed to only implicit decoupling via controller
gains.

• The dominant time delays τP and τT are explicitly consid-
ered in the feedforward design by applying the method of
‘‘splitting the inverse" [31].

• Application of PID and PI controllers affects sufficient ro-
bustness w.r.t. delay changes due to controller action al-
though the delays are modeled constant. Thus, these simple
controllers are, in our case, superior to the Smith predictor
and certain modifications, which lack robustness [28,30].

• Since our control concept is built from standard blocks that
have well-known and tested implementations in the indus-
trial systems, it is simpler to implement and better accepted
by the operators than more modern approaches [20–22,24].

4.2. Feasible setpoint domain

Generally, the limits of the actuators should be taken into
account. As FFEs usually operate with constant setpoints for long
time spans, it is important to ensure that the actuators are kept
away from their limits during stationary process. Therefore, a
map of feasible setpoint pairs (y1,d, y2,d) is developed in this
section.

At first, we consider the stationary i/o equations

y1,d =
u1,dz̄
y2,d

, (37a)

y2,d = u1,d − q̄u2,d, (37b)

which follow from (20) with x1(t) := x1,d = const, x2(t) :=

x2,d = const, u1(t) := u1,d = const, u2(t) := u2,d = const,
z(t) := z̄ = const, y1(t) := y1,d = const, and y2(t) := y2,d = const.
By solving (37) w.r.t. u1,d, u2,d, we find that

u1,d =
y1,dy2,d

z̄
, (38a)

u2,d =
y2,d(y1,d − z̄)

q̄z̄
. (38b)

Fig. 8. Feasible (green) and unfeasible (red) setpoint domains. (For interpreta-
tion of the references to color in this figure legend, the reader is referred to the
web version of this article.)

The actuator limits affect that

u1,d ∈ [u1,d,min, u1,d,max] = [0, 6.6] kg s−1, (39a)

u2,d ∈ [u2,d,min, u2,d,max] = [60, 200] kW. (39b)

In this context, note that generally, the Compressor is able to
operate at lower power than 60 kW. However, in this case, there
would be operation below the critical point, which is not recom-
mended. Furthermore, the maximum value of u1,d corresponds to
the fully opened input mass flow control valve, i.e., v ≡ 1 in (B.2).

Observe that (38) and (39) yield a system of inequalities,
which can be solved analytically. In order to find pairs (y1,d, y2,d)
such that the actuator limits (39) are met, we combine (38), (39)
and find

y1,d ≤
u1,d,maxz̄

y2,d
, (40)

y1,d ≤
z̄(y2,d + q̄u2,d,max)

y2,d
, (41)

y1,d ≥
z̄(y2,d + q̄u2,d,min)

y2,d
. (42)

Based on (40), (42), the domain of admissible pairs (y1,d, y2,d) is
plotted in green for the interesting ranges of y1,d, y2,d in Fig. 8,
where z̄ = 0.35 kg kg−1 and q̄ = 0.024 kg kW−1 s−1. Note that,
in the ranges of y1,d, y2,d shown in Fig. 8, the inequality (41) is
inactive and can therefore be ignored. Hence, the following choice
of setpoints is feasible:

• Setpoint 1: y1,d = 0.51 kg kg−1, y2,d = 4.3 kg s−1,
• Setpoint 2: y1,d = 0.55 kg kg−1, y2,d = 3.8 kg s−1.



Table 2
Simulation parameters.
Symbol Value Unit

T1 (T̂1 = 1.4 T1) 70.36 (98.50) s
T2 (T̂2 = 0.6 T2) 154.1 (92.47) s
τ1 (τ̂1 = 1.4 τ1) 251.0 (351.4) s
τ2 (τ̂2 = 0.6 τ2) 185.0 (111.0) s
q̄ ( ˆ̄q = 1.4 q̄) 0.024 (0.034) kg kW−1 s−1

Tf 100 s
kp,1 0.41 –
ki,1 0.003 s−1

kd,1 15.64 s
β1 0.028 s−1

kp,2 −82.58 –
ki,2 −0.54 s−1

This choice is considered for the simulations in Section 5.

5. Simulation

In this section, the control concept presented in Section 4 is
tested w.r.t. parameter uncertainties, see Section 5.1, and vali-
dated via a digital plant twin in Section 5.2.

However, before the concept is simulated, we have to define a
suitable test signal for the disturbance z = wi. To this end, the fol-
lowing scenario is considered: The liquid fed into the FFE comes
from a feed tank, where the dry matter content at the bottom is
larger than at the top due to imperfect mixing and sedimentation.
Since the outlet is at the bottom, the input dry matter content wi
is initially higher than the average w̄i and then lowers until the
tank is empty. After approximately two hours, the feed tank is
empty and gets replaced by a new one so that wi increases fast.
In the sequel, this behavior is simulated as a sawtooth wave for
wi, which falls from 0.36 kg kg−1 to 0.34 kg kg−1 within two hours
and then steps back to 0.36 kg kg−1.

5.1. Robustness to parameter uncertainties

The simulation model investigated in this section is composed
of the plant in Fig. 4 and the control structure in Fig. 7. Addition-
ally, consider the parameters in Table 2, where the uncertainties
of the plant parameters are given in parentheses and indicated
by ˆ(·). Note that all plant parameters are identified via output
error based least squares using the digital twin being specified
in Section 5.2. However, as identification is not in the scope of
this paper, we will not further detail this topic.

Let us consider the following simulation scenario:

1. t = 0 s: Start from the stationary state.
2. t = 2000 s: Step from Setpoint 1 to Setpoint 2, see

Section 4.2.
3. t = 4600 s: Step from Setpoint 2 to Setpoint 1, see

Section 4.2.
4. t = 7200 s: Step of disturbance z due to feed tank

exchange.

All simulations are performed with ideal initial conditions. Fur-
thermore, actuator dynamics, see Appendix B, are neglected. The
corresponding results are shown in Fig. 9.

Observe that, in case of no plant-model mismatches, i.e., the
control structure’s ˆ(·)-parameters exactly match the plant’s pa-
rameters, y1, y2 overlap ỹ1,d, ỹ2,d, where the latter correspond
to y1,d, y2,d filtered by W11, see (28). Furthermore, in this case,
the closed-loop behavior is completely determined by the feed-
forward structure such that there is no contribution of the con-
trollers C1 and C2. If there are plant-model mismatches, i.e., the
control structure’s ˆ(·)-parameters are different from the plant’s

parameters as shown in Table 2, the tracking and disturbance re-
sponse of ŷ1, ŷ2 is still good although the parameter uncertainties
are ±40%. This fact emphasizes the apparent robustness of our
concept. Finally, note that u1 and û1 initially match exactly while
there is an initial mismatch between u2 and û2. The reason for
this behavior is that, û1 is only affected by the nonexact time
constant T̂1, see (27), which has no disturbing effects in case
of ideal initial conditions. However, û2 is additionally affected
by the nonexact parameter ˆ̄q leading to a gain mismatch in the
feedforward structure, see (24) and (31), and thus causes the
initial mismatch of u2 and û2.

5.2. Validation via digital twin

Next, the control structure in Fig. 7 is connected to the Plant
consisting of the digital twin [1]. More precisely, compared to [1],
the following modifications are implemented in the digital twin
of the present contribution:

1. Since the Effect model in [1] has numerical drawbacks due
to its discrete-time representation, it is replaced by the
Overtaking Particle Flow model with water-proportional
evaporation, see [36,39]. The latter has similar behavior as
the discrete-time model in [1] but has better numerical
stability due to its continuous-time nature.

2. The actuator dynamics described in Appendix B are addi-
tionally included in the digital twin.

The controller parameters correspond to the ones in Table 2,
where the exact parameters T1, T2, τ1, τ2, and q̄ are applied since
we investigate structural plant-model mismatches in this section.

Before the control structure is initialized, the FFE is flooded
by water for cleaning purposes during t ∈ [0, 2000) s. At t =

2000 s, the liquid to be concentrated (product) enters the FFE
which is recognized by a large step of z, see Fig. 10(a). To validate
our control concept, we consider the following scenario, which
implies a ramp-up strategy for the FFE process:

(a) t = 200 s: Ramp up the Compressor power by stepping
from its initial value u2,0 = 0 kW to u2,d calculated by (38b)
with z̄ = 0.35 kg kg−1 and y1,d, y2,d according to Setpoint
1, see Section 4.2.

(b) t = 460 s: Ramp up the input mass flow by stepping from
its initial value u1,0 = 2.7 kg s−1 to u1,d calculated by (38a)
with z̄ = 0.35 kg kg−1 and y1,d, y2,d according to Setpoint
1, see Section 4.2.

(c) t = 1000 s: Switch to u1, u2 calculated by the feedforward
structure some time before the product enters the FFE at
t = 2000 s.

(d) t = 2600 s: Additionally, switch on the controllers C1, C2
when y1, y2 are close to their operation points.

(e) t = 4000 s: Step from Setpoint 1 to Setpoint 2, see
Section 4.2.

(f) t = 7000 s: Step from Setpoint 2 to Setpoint 1, see
Section 4.2.

(g) t = 9200 s: Step of disturbance z due to feed tank
exchange.

The corresponding results are depicted in Fig. 10 and Fig. 11,
where Fig. 10 shows the ramp-up process and Fig. 11 the setpoint
changes as well as disturbance response.

Firstly, note that the background colors in Fig. 10 and Fig. 11
have the following meanings:

• The red area corresponds to ramp-up of Compressor power
and input mass flow, i.e., Items (a), (b).

• The blue area corresponds to control under pure feedfor-
ward structure, i.e., Item (c).



Fig. 9. Simulation results for exact parameters and nonexact ˆ(·)-parameters. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

Fig. 10. Ramp-up of the FFE process via digital plant twin. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)



Fig. 11. Tracking and disturbance response of the FFE process via digital plant twin. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

• The green area corresponds to control under feedforward
structure plus controllers, i.e., Items (d)–(g).

Secondly, note that the reference signals ỹ1,d, ỹ2,d correspond to
y1,d, y2,d filtered by W11, see (28).

In Fig. 10(a) and Fig. 10(c), it gets evident that the idea to
ramp-up the process via pure feedforward structure yields a well-
controlled transient behavior when product instead of water is
introduced into the FFE at t = 2000 s. Furthermore, in Fig. 11(a)
and Fig. 11(c), we observe that both tracking and disturbance
response have satisfying behavior. Thus, we consider our concept
to be validated.

6. Conclusions

In this paper, a new multivariable control concept for the
falling film evaporator process is developed. As single-loop con-
trol of only wo and manual ramp-up are common industrial
practice, our concept additionally enables control of ṁo and an
automated ramp-up process. Moreover, since our concept is rep-
resented in a block diagram structure, see Fig. 7, practical im-
plementation into digital control systems is simplified. Conse-
quently, it is readily accepted by plant operators and also cheaper
for the customer than, e.g., model predictive controllers. In simu-
lation studies, we show that our concept is robust to parametric
and structural plant-model mismatches. Furthermore, via our dig-
ital twin of the plant, we conclude that our automated ramp-up
strategy leads to smooth transient behavior during the criti-
cal process step when product instead of water enters the FFE.
Therefore, future work on implementation to the real-world FFE
process will be conducted.
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Appendix A. Measurement of dry matter content

Throughout the paper, we implicitly assume that dry matter
content wi at the FFE’s input and wo at its output are both mea-
sured. However, more precisely, the liquid’s dry matter content w

is indirectly measured based on the measurements of the liquid’s
density ϱ, temperature ϑ , and the static estimator

ŵ(ϱ, ϑ) =

(
1

Â

(
ϱ

Âw + B̂wϑ + Ĉwϑ2
− 1

))1/B̂

, (A.1)

where Âw = 629.5, B̂w = 2.64, Ĉw = −0.0047, Â = 0.369, and
B̂ = 0.138 are experimentally determined dimensionless fitting
coefficients being valid for milk as liquid. Note that (A.1) is a
quantity equation, i.e., all quantities are divided by their physical
units. In case of (A.1), there is ŵ in kg kg−1, ϱ in kgm−3, and ϑ



Fig. B.12. Closed-loop system with actuator dynamics.

in K. Hence, in our concept, we reject the disturbance z = wi and
control the output y1 = wo via indirect measurements of these
quantities.

Appendix B. Actuator dynamics

Although actuator dynamics were neglected during the con-
trol design in Section 4, they are part of the real-world plant.
Therefore, the actuator dynamics are modeled in this section
and are included in the digital plant twin used for validation in
Section 5.2. As observed in Section 4, the multivariable controller
outputs the input mass flow u1 = ṁi and the power u2 = PC
supplied to the Compressor. In fact, since direct actuation of ṁi
and PC is not possible due to physical reasons, the multivariable
controller outputs the corresponding desired values, i.e., ṁi,d and
PC,d. For the sake of clearer representation, we disregard the con-
trol nomenclature introduced in Section 3.2 and instead consider
all variables in physical nomenclature throughout this section.

In the first step, we clarify how ṁi,d is adjusted via a control
valve. Based on the deviation ṁi,d − ṁi, the PI controller

CV(s) = kp,V +
ki,V
s

(B.1)

calculates the desired valve position vd ∈ [0, 1], which is the
input to the Valve modeled by
d
dt

v(t) =
1
TV

(
vd(t) − v(t)

)
, (B.2a)

Kv(t) =

{
0, v(t) ∈ [0, 0.02),
Kv,s n1−v(t), v(t) ∈ [0.02, 1],

(B.2b)

ṁi(t) = Kv(t)
√
1000 ϱi(t)

(
pi,V(t) − po,V(t)

)
, (B.2c)

cf. [42]. The pressures pi,V, po,V, and input density ϱi are known
via measurements. The constants Kv,s and n determine the Valve’s
equal percentage characteristic curve whereas the time constant
TV is identified in preliminary experiments. Note that (B.2c) rep-
resents a quantity equation, i.e., all quantities in (B.2c) are divided
by their physical unity, where ṁi in kg h−1, Kv in kg h−1, ϱi in
kgm−3, pi,V and po,V in bar abs.

In the second step, we recall the Compressor model

PC(t) = PC
(
NC(t), ϑE(t), ϑH(t)

)
(B.3)

given in [1] and explain how the desired power PC,d is converted
into the rotational speed NC. From the practical perspective, the
programming of the Compressor’s actuator, a variable frequency
drive, needs to be adapted to manipulate PC instead of NC. As
detailed modeling of the variable frequency drive is out of the
paper’s scope, we instead use the estimator

d
dt

NC,d(t)

=

ṖC,d(t) −
∂PC
∂ϑE

(t)ϑ̇E(t) −
∂PC
∂ϑH

(t)ϑ̇H(t) − α
(
PC(t) − PC,d(t)

)
∂PC

∂NC,d
(t)

(B.4)

with α > 0 to determine the Compressor’s desired rotational
speed NC,d. Firstly, note that (B.4) is based on the method of
dynamic inversion [43] applied to (B.3) with NC := NC,d, i.e., (B.4)
is obtained from

d
dt

(
PC

(
NC,d(t), ϑE(t), ϑH(t)

)
− PC,d(t)

)
= −α

(
PC(t) − PC,d(t)

)
.

(B.5)

Secondly, note that in (B.4), derivatives ˙(·) w.r.t. time t are im-
plemented in combination with the corresponding filters to en-
able noise suppression. Downstream from the variable frequency
drive, the slew rate limiter

d
dt

NC(t) =

⎧⎨⎩
r, if d

dtNC,d(t) > r or NC,d(t) > NC(t),
−r, if d

dtNC,d(t) < −r or NC,d(t) < NC(t),
d
dtNC,d(t), otherwise

(B.6)

converts NC,d into the actual rotational speed NC, where the
constant r denotes the slew rate limit. Thus, the slew rate lim-
iter (B.6) ensures that the steps required by the controller are
converted into ramps. The closed-loop system with explicit dis-
tinction between plant and actuators is shown in Fig. B.12. In
the upper loop of Fig. B.12, we observe a serial cascade control
structure.
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