Ozone hole impacts on surface temperatures
under climate change

Zur Erlangung des akademischen Grades eines

DOKTORS DER NATURWISSENSCHAFTEN (Dr. rer. nat.)
von der KIT-Fakultit fiir Physik des
Karlsruher Instituts fiir Technologie (KIT)

genehmigte
DISSERTATION
von

M. Sc. Marleen Braun

aus Landau in der Pfalz

Tag der miindlichen Priifung: 02.07.2021
Referent: Prof. Dr. Peter Braesicke

Korreferent: PD Dr. Michael Hopfner






Abstract

The Antarctic ozone hole, caused by human releases of chlorofluorocarbons, plays a major role
in driving climate change in the southern hemisphere. Atmospheric temperatures and circulation
are affected by the severe ozone loss due to a coupling of atmospheric composition, radiation, and
dynamics. The ozone hole leads to a springtime stratospheric cooling and a prolonged persistence
of the stratospheric polar vortex. Further, it affects surface climate where changes are characterized
by a shift of the midlatitude jet towards higher latitudes that is commonly referred to as a shift
of the Southern Annular Mode (SAM) towards its positive phase. This shift is associated with
warming and cooling patterns in the southern hemisphere, particularly a cooling of large parts of
Antarctica and a warming of the Antarctic Peninsula and Patagonia.

With stratospheric ozone in the path to recovery, the climate impacts associated with the ozone
hole are expected to reverse in the future. The concentration of greenhouse gases will, however,
continue to increase. Similarly to the ozone hole, rising greenhouse gas concentrations are associ-
ated with a shift of the SAM towards its positive phase. Thus the effects of increased greenhouse
gases and ozone recovery are predicted to counteract in the future. For meaningful climate pro-
jections, a detailed characterization of ozone hole induced climate change signals is, therefore,
essential. However, a precise attribution of climate change signals to the Antarctic ozone hole is
complicated due to simultaneous atmospheric composition changes and natural climate variability.
In this thesis, idealized timeslice simulations were performed with the ICOsahedral Non-hydrosta-
tic model with Aerosols and Reactive Trace gases (ICON-ART) to investigate ozone hole induced
climate change signals isolated from other perturbations of the climate system. Further, the impact
of natural climate variability is assessed. Our model results show robust summertime near-surface
temperature changes caused by the ozone hole that are characterized by more complex warming
and cooling patterns than previous studies suggest. While those studies attributed a large fraction
of the detected signal to a shift in the SAM, the ICON-ART results indicate near-surface temper-
ature changes that are not entirely caused by changes of the SAM. The decreased impact of the
SAM in the ICON-ART model could result from a weaker, more realistic response of the SAM
to external forcing that is commonly overestimated in other chemistry-climate models. Analysis
of the SAMs variability shows more persistent SAM anomalies due to the ozone hole and a de-
creased persistence for future climate. As persistent stratospheric SAM anomalies have a potential
impact on tropospheric SAM characteristics and thus near surface meteorology, a prediction met-
ric was calculated to investigate the skill of SAM anomalies at different altitudes in predicting the
averaged near-surface SAM one month in advance. Our calculations show that there is a strong
decrease in stratospheric predictability for future simulations, regardless of the ozone recovery.
The decreased stratospheric influence on the tropospheric SAM will likely affect the quality of

extended range weather forecasts in the future.
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1 Introduction

Stratospheric ozone plays an important role in the Earth’s atmosphere. As a strong ab-
sorber of incoming solar radiation, it determines the thermal structure of the atmosphere
and shields the surface from ultraviolet radiation that is harmful to life on Earth. Since
the early 1980s, anthropogenic emissions of ozone-depleting substances have led to se-
vere ozone depletion in the Antarctic spring stratosphere - the Antarctic ozone hole. This
decrease in ozone concentrations results in an increase in ultraviolet radiation reaching
the surface and can affect human health and natural ecosystems (e.g. van der Leun et al.,
1998).

Additionally, changes in ozone interact with the climate system and influence atmospheric
temperatures and circulation (e.g. Braesicke et al., 2013). The reduced ozone concentra-
tions lead to a decreased temperatures in the springtime polar stratosphere, and thus a pro-
longed persistence of the polar vortex. The stratospheric circulation changes are coupled
to the troposphere and affect southern hemisphere tropospheric circulation and surface
climate as well (e.g. Previdi and Polvani, 2014). Circulation changes in the troposphere
are characterized by a poleward shift of the midlatitude jet, corresponding with a trend
towards the positive phase of the Southern Annular Mode (SAM), which is the leading
mode of variability of the SH extratropical circulation (Thompson and Wallace, 2000). It
is characterized by approximately zonally symmetric alterations of atmospheric pressure
between mid and high latitudes. The positive phase of the SAM is associated with char-
acteristic temperature anomalies for large parts of the southern hemisphere. Due to its
influence on the SAM, polar stratospheric ozone depletion plays a major role in driving
climate change in the southern hemisphere (Li et al., 2016).

Ozone-depleting substances are decreasing in the atmosphere, following the implementa-
tion of the Montreal protocol (Montreal Protocol, 1987). With this decrease, stratospheric
ozone is expected to recover until the mid-21% century (e.g. Karpechko et al., 2010). With
the recovery of stratospheric ozone, a reversal of its associated climate impacts is expected
(e.g. Son et al., 2009).

Atmospheric composition changes are not limited to the emission of ozone-depleting sub-
stances but are also strongly affected by anthropogenic emission of greenhouse gases
(e.g. Miiller, 2012). Increased greenhouse gases influence surface climate and, like polar
ozone depletion, are associated with a trend towards the positive phase of the SAM (e.g.

Karpechko et al., 2010). While the concentration of greenhouse gases in the atmosphere
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1 Introduction

will continue to increase in the future, stratospheric ozone is expected to recover until the
mid-21st century. Consequently, the effects of increased greenhouse gases and ozone re-
covery will be counteracting, with greenhouse gases continuing to shift the SAM towards
its positive phase and ozone recovery leading to negative SAM trends (e.g. Arblaster et al.,
2011). Therefore a detailed characterization of ozone hole induced climate change signals
is important for meaningful future climate projections.

Even though it is now widely accepted that the Antarctic ozone hole has influenced the
surface climate of the southern hemisphere, estimating the strength of the impact as well
as its seasonal evolution, particularly at the surface, remains challenging. Concentrations
of ozone-depleting substances and greenhouse gases change simultaneously, and thus ob-
served climate change signals cannot be attributed to the chemistry-climate interactions
of ozone depletion alone. Further, atmospheric circulation shows a natural year-to-year
variability that additionally complicates the isolation of ozone affected climate change
signals in observations (e.g. Shindell, 2004).

Chemistry-climate modeling offers the possibility to investigate the interaction of past and
future atmospheric composition changes with temperature and circulation changes and
their influence on surface climate. Idealized experimental setups further allow to isolate
ozone induced climate change signals from other perturbations of the climate system.
Further, to establish a causal link between stratospheric ozone changes and tropospheric
climate changes, large ensemble simulations are required to exclude the effects of internal
variability (Canziani et al., 2014).

A correct representation of the internal variability of the SAM in climate models is par-
ticularly important, as it can influence the model system’s response to external forcings
(e.g. Kim and Reichler, 2016). A shorter than observed persistence of the state of the
SAM could result in a weaker response of the system to ozone changes, while a longer
persistence could overestimate the climate feedbacks.

In this work, model experiments are designed and performed to investigate the ozone
hole induced climate change signals from the stratosphere to the troposphere, separated
from other perturbations of the climate system. The experimental design allows for a
detailed analysis of internal variability. This includes estimates of model uncertainties, the
robustness of climate change signals, and a detailed analysis of the model’s representation
of atmospheric variability patterns. In addition to the effects induced by ozone changes,
climate change signals caused by increasing greenhouse gases and the interactions of
greenhouse gas changes and ozone recovery are analyzed.

After providing the theoretical background of the thesis in Chapter 2, a description of the
ICON-ART model and the experimental setup is given in the following chapter. Chapter
4 introduces the methods used to analyze significance, uncertainties, and internal vari-
ability. In the following chapter, the model’s ability to represent climatological ozone

distributions is evaluated. Chapter 6 focuses on the analysis of southern hemispheric
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climate change signals induced by changes in GHGs and ozone depletion and recovery.
In chapter 7, the model’s representation of atmospheric variability patterns and their re-
sponse to climate change are investigated. Finally, in chapter 8, a summary and outlook

are provided.






2 Theoretical Background

2.1 Structure of the atmosphere

The Earth’s atmosphere can be divided into several vertical layers that are characterized

by the mean vertical temperature profile (Figure 2.1).
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Figure 2.1: Vertical layers of the atmosphere characterized by the temperature profile as a function
of pressure (left axis) and approximate altitude (right axis). (Mohanakumar, 2008).

The lowest layer, the troposphere, is characterized by decreasing temperature with alti-
tude. It accounts for about 85 % of the atmospheric mass. Further, virtually all atmo-
spheric water vapor is trapped in the troposphere. Therefore, weather and climate vari-
ability are largely governed by tropospheric processes and changes. However, changes in
the layer above, the stratosphere, can affect the troposphere by radiative and dynamical
interactions. The troposphere is separated from the stratosphere by the tropopause that is
typically located at altitudes between 10 and 16 km, depending on latitude and season.

The stratosphere reaches from the tropopause to about 50 km altitude. In this layer, tem-
peratures are increasing with height resulting in large static stability. This inversion in-
hibits vertical mixing with the troposphere. The stratospheric temperature emerges from

the abundance of ozone and its absorption of solar ultraviolet radiation.



2 Theoretical Background

Above the stratopause, in the mesosphere, the temperature decreases due to reduced solar
heating by ozone. In the thermosphere, an increase in temperature is visible that is caused
by the absorption of incoming solar radiation mainly by molecular oxygen.

The vertical temperature profiles differ with latitude and season. Therefore, the clima-
tological meridional distribution of zonal mean temperatures for southern hemispheric
winter is shown in Figure 2.2. The climatological meridional distribution of zonal mean
zonal wind for southern hemispheric winter is given in Figure 2.3. As this study fo-
cuses on the southern hemisphere, the designation of seasons in the following refers to

the southern hemisphere unless otherwise stated.
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Figure 2.2: Zonal mean temperature climatology (1979 -2019) for southern hemisphere winter
(June - August) derived from the ERAS reanalysis.
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Figure 2.3: Zonal mean zonal wind climatology (1979-2019) for southern hemisphere winter
(June - August) derived from the ERAS reanalysis.



2.2 Stratospheric ozone

At the tropical tropopause, a temperature minimum is present. A temperature maximum
is visible at the summer pole and the midlatitudes of the winter hemisphere in the lower
stratosphere. Further, a temperature minimum is observed at the winter pole resulting
from the absence of incoming solar radiation. In the upper stratosphere, above approxi-
mately 30 hPa, the temperature decreases from winter to the summer pole, consistent with
the radiative equilibrium.

The wind climatology is consistent with the observed temperature climatology according
to the thermal wind balance. The winter hemisphere is characterized by a strong westerly
jet in the stratosphere, referred to as polar night jet or polar vortex, and a weaker westerly
jet in the troposphere.

The vortex starts to develop in autumn with the beginning of the absence of sunlight and
strengthens throughout the winter. The absence of incoming solar radiation leads to a
thermal cooling of the air at high latitudes and results in very low temperatures in the
winter polar regions. As a result, an increased temperature gradient between the pole and
the equator is observed. Due to the temperature difference, strong westerly winds develop.
This dynamical structure inhibits mixing from the midlatitudes and isolates the air inside
the vortex. The polar vortex decays from late winter to spring when the temperature
gradients become less strong. In summer, weaker easterly winds are present.

Large differences can be observed between the Arctic and Antarctic polar vortex. The
Antarctic vortex is larger, stronger, and persists longer than the northern polar vortex.
These differences are caused by stronger wave activity in the northern hemisphere due to
differences in topography and land-sea distribution.

A more detailed description of the atmospheric structure and circulation is given by e.g.
Holton (2004) and Andrews et al. (1987).

2.2 Stratospheric ozone

The stratospheric ozone layer was first discovered in the 1920s. Its existence originates
mainly from photochemical reactions as proposed by Chapman (1930). The predominant
part of atmospheric ozone is situated in a layer between 15 and 30km altitude with a
maximum volume mixing ratio at about 25 km altitude (e.g. Dameris et al., 2007).

According to Chapman, atmospheric O, is photolyzed by sunlight with a wavelength less
than A < 240 nm resulting in two radicals. Those radicals are rapidly combining with O,

to form ozone [R1].

O,+hv — 20 (A<240 nm) [R 1a]
0+0,+M — O3+ M’ [R 1b]

where M is a third body.



2 Theoretical Background

The produced ozone molecules are photolyzed by lower-energy photons with wavelengths
less than A < 320 nm. The lower energy is sufficient as the bonds in the ozone molecule
are weaker than those in the oxygen molecule. The produced oxygen atoms react with

ozone resulting in a competing ozone loss [R2].

O3+hv — 0, +0 (A<320nm) [R 2a]
O3+O4’202 [R 2b]

Consequently, a photochemical steady-state develops between the ozone formation and
loss reactions of the Chapman cycle. This explains the observed vertical profile of ozone
concentration with a maximum at 25 km. Above 35 km, the formation of ozone is limited
by low O, concentrations. At altitudes below 20km, the number of photons that can
photolyze O is small. In addition to the photolytic destruction of ozone, the presence
of hydrogen oxides, nitrogen oxides, or halogens enables the destruction of ozone in
catalytic cycles. Especially catalytic cycles associated with halogens are very effective.
Here, chlorofluorocarbons (CFCs) are particularly important, as they are not soluble in
water and can solely be removed from the atmosphere by photolysis. The photolysis of

CFCs releases chlorine radicals that are potentially initiating catalytic cycles [R3].

Cl+ O3 — CIO + O, [R 3a]
ClO+0 — Cl1+0, [R 3b]
Net: 03+0 — 20, [R 3c]

Due to anthropogenic emissions and thus an increase in the concentration of CFCs, ozone
destruction was observed globally. Because of the long lifetimes of CFCs the ozone
loss will last for several decades. Molina and Rowland (1974) warned that a continuing

increase of CFCs could be a serious threat to the ozone layer.

Besides the globally observed ozone loss, Farman et al. (1985) discovered the so-called
ozone hole in 1985. They documented a strong springtime ozone loss limited to southern
polar latitudes that occurred in altitudes between 12 and 25 km. This ozone loss cannot be
explained by the processes described above. However, the strong ozone loss was found
to be connected to the occurrence of polar stratospheric clouds (PSCs) and regions with
highly enhanced CIO values (Solomon et al., 1986). As a consequence of the observed
strong ozone depletion, the production of ozone-depleting substances was regulated by
the Montreal Protocol (Montreal Protocol, 1987).
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2.2 Stratospheric ozone

Considering the observed high ClO concentration, additional catalytic cycles activating
chlorine and bromine reservoirs as proposed by Molina and Molina (1987) [R4] and

McElroy et al. (1986) [R 5] are effective and result in enhanced ozone losses.

ClIO+CIO+M — CLO, +M" [R 4a]
ClL,O, + hv. — CIOO + Cl [R 4b]
ClIOO+M — Cl+ 0, +M" [R 4c]

(2x)  Cl+0; — CIO + O, [R 4d]
Net: 20 — 30, [R 4e]
Cl+0; — ClO + O, [R 5a]

Br+ O; — BrO + O, [R 5b]

BrO + CIO —> Br+ Cl + O, [R 5c]
Net: 205 — 30, [R 5d]

However, the high ClO concentrations observed over Antarctica cannot be explained by
gas-phase chemistry alone but are associated with heterogeneous reactions on the surface
of PSCs.

The cold stratospheric temperatures (< 195 K) during polar night enable the formation
of PSCs. On the surface of those PSCs, heterogeneous processes occur that activate the
reservoir species HCl and CIONO, [R 6].

het

CIONO, + HCl Cl, + HNO; [R 6a]

These reactions result in the formation of chlorine molecules that are photolyzed once
sunlight returns, thus forming reactive CI. This increase in reactive chlorine then results
in increased ozone depletion.

In addition to the activation of chlorine reservoirs, PSCs can further influence ozone de-
pletion by the uptake of HNO;5 and the sedimentation of HNO; containing particles. Pho-
tolysis of gaseous HNOj5 can release nitrogen oxides that are involved in the formation of

chlorine reservoirs [R 7].

HNO; + hv — OH + NO, [R 7a]
NO, + CIO + M — CIONO, + M [R 7b]

Consequently, a low concentration of gaseous HNOj5 inhibits the formation of chlorine

reservoirs and thus results in stronger and prolonged ozone depletion.



2 Theoretical Background
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Figure 2.4: Temporal evolution of processes involved in the formation of the Antarctic ozone hole
(Tritscher et al., 2021).

An overview of the temporal evolution of the processes involved in the formation of the
ozone hole is given in Figure 2.4. A more detailed description of the processes involved

in stratospheric ozone depletion can be found in Solomon (1999).

2.3 Climate system response to ozone depletion and
recovery

Stratospheric ozone is a strong absorber of incoming solar radiation. Therefore, changes
in the abundance of ozone lead to changes in the local radiative balance and thus to
changes in temperatures and circulation in spring. Consequently, Antarctic ozone deple-
tion results in decreased temperatures in the polar stratosphere. This temperature decrease
changes the meridional temperature gradient in the stratosphere and leads to changes in
circulation. Those circulation changes are characterized by a strengthened and prolonged
stratospheric polar vortex, consistent with thermal wind balance. Further, circulation
changes are observed down to the surface, where they are characterized by a poleward
shift of the midlatitude jet. These tropospheric circulation changes are commonly re-
ferred to as a shift of the tropospheric SAM towards its positive phase (e.g. Thompson
etal., 2011).

10



2.3 Climate system response to ozone depletion and recovery

The SAM is the leading mode of variability of the southern hemisphere extratropical
circulation (Thompson and Wallace, 2000). It is characterized by approximately zonally
symmetric alterations of atmospheric pressure between mid and high latitudes and thus
describes a seesaw of atmospheric mass. The SAM can be described throughout the
atmosphere and can be used as a proxy for the variability of the jets. In the troposphere,
the positive phase of the SAM is associated with a poleward shift of the midlatitude jet. In
the stratosphere, the positive phase of the SAM is indicating a strengthening of the polar
night jet (e.g. Previdi and Polvani, 2014).

Stratospheric changes can influence the troposphere through radiative and dynamical in-
teractions. The stratospheric cooling leads to a reduction of downwelling longwave radi-
ation and thus cools the polar troposphere. This cooling increases the meridional temper-
ature gradient in the troposphere and therefore affects the tropospheric circulation (Grise
et al., 2009). Further, the stratosphere and troposphere are dynamically coupled. The
strengthening of the polar night jet changes the condition for the propagation of plan-
etary waves and thus the amplitude and location of wave-breaking in the stratosphere.
These changes influence atmospheric vertical motion that extend down to the surface.
The induced changes in vertical motion can then affect tropospheric temperature gradi-
ents through adiabatic expansion and compression. This mechanism is typically referred
to as "downward control" (e.g. Haynes et al., 1991; Song and Robinson, 2004). While
the tropospheric jet shift is commonly detected in observations and modeling studies, the
stratosphere-troposphere coupling mechanisms causing this behavior are not yet fully un-
derstood. A more detailed description of the mechanisms likely involved in the coupling
is given by Kidston et al. (2015) and Thompson et al. (2011).

The shift of the tropospheric midlatitude jet is resulting in surface temperature changes
as well. This shift of the jet is associated with an enhanced temperature gradient between
Antarctica and the midlatitudes, and thus, a cooling of Antarctica and a warming of its
surroundings (Previdi and Polvani, 2014). A positive SAM index is further associated
with a warming of southern South America (Holz et al., 2017), southern Africa (Manatsa
et al., 2013), and New Zealand (Renwick and Thompson, 2006) and a cooling of cen-
tral and eastern subtropical Australia (Hendon et al., 2007). A more detailed overview
of climate impacts associated with the positive phase of the SAM is given by Fogt and
Marshall (2020). Consequently, while Antarctic ozone depletion is limited to the polar
stratosphere, its associated climate impacts affect the entire southern hemisphere.
Stratospheric ozone is expected to recover during the next decades due to the decline in
ozone-depleting substances (ODSs). Thus, the climate change signals associated with po-
lar ozone depletion are likely to reverse in the future. Atmospheric composition changes
are highly influenced by an increase in GHGs that is cooling the stratosphere. Climate
change signals induced by GHG changes also include a shift of the tropospheric SAM to-

wards its positive polarity. Thus the effects of ozone recovery and increasing GHGs will
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2 Theoretical Background

be counteracting in the future. Therefore, it is essential to realistically capture the magni-
tude of the expected changes to provide meaningful climate projections, particularly for

the southern hemisphere.

12



3 Model and experimental setup

3.1 The ICON model

The ICOsahedral Non-hydrostatic (ICON) modeling framework is a modeling system de-
signed for unified, seamless modeling across scales and was jointly developed by the Ger-
man Weather Service and the Max-Planck-Institute for Meteorology. It is highly flexible
and allows for applications of large-eddy simulations (Dipankar et al., 2015), numerical
weather prediction (Zingl et al., 2015) and climate modeling (Giorgetta et al., 2018). This
flexibility is achieved by the development of a dynamical core based on non-hydrostatic
equations with local mass conservation (Zingl et al., 2015).

ICON operates on an unstructured horizontal grid, namely an icosahedral-triangular C
grid (e.g. Staniforth and Thuburn, 2012). This grid type is well suited for the simulation of
polar regions as it overcomes the singularity problem that arises when using e.g. latitude-
longitude-grids. The grid is based on an icosahedron consisting of 20 triangles that are
successively refined to obtain the desired grid resolution. In the first step, the root division
(Rn), the triangle edges are divided into n equal parts. New triangles are constructed by
the connection of the division points. The resulting triangles are refined by a bisection
division (Bk). The grid is additionally optimized by spring dynamics (Tomita et al., 2001)
to achieve an optimal configuration.

With this refinement technique, the total number of grid cells can be computed as follows.
ne = 20n*4* 3.1

The effective grid resolution Ax is defined as

T Te

Ax = Va, = 50k (3.2)

where a, is the average cell area and r, is the radius of the earth.

In this study, the R2B4 grid is used for all simulations. The characteristics of this grid are

summarized in Table 3.1.

Vertically, ICON uses the terrain following SLEVE (smooth level vertical) coordinate
system based on Schir et al. (2002) and Leuenberger et al. (2010). For the ICON climate

configuration used in this study, 47 vertical levels up to about 75 km are used. The altitude
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3 Model and experimental setup

Table 3.1: ICON horizontal grid characteristics
grid name Ny Ax [km] @ [km?]
R2B4 20480 157.82  24907.28

of the 30 lowest levels at a latitude of 72°S is depicted together with the horizontal R2B4

grid for the southern hemisphere in Fig. 3.1.
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Figure 3.1: Horizontal R2B4 grid for the southern hemisphere and altitude of the 30 lowest vertical

levels at a latitude of 72°S.

The dynamical core solves the fluid and thermodynamic equations and is based on

Gassmann and Herzog (2008). It consists of a non-hydrostatic formulation and Reynolds-

averaged Navier-Stokes equations. This set of basic equations reads as follows:

dv, JK, vy on
5, T, e vitw 0.~ by, +F(vn)
8_W + VvV + a_w [ 9 % _
8t \2) w Waz— de VaZ g
dp
Fy. —
o +V-(vp)=0
on R; &©
with 7 as Exner function:
R
7= (N pg)a
Poo

(3.3)
(3.4)
(3.5)

(3.6)

3.7

where ¢ is time, z is geometric height, p is the air density, 6, is the virtual potential

temperature, and § is the vertical vorticity component. v, denotes the horizontal wind
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3.2 The ART extension

perpendicular to the triangle edge, v; is the horizontal wind tangential to the triangle edge,
and w is used for the vertical wind. The index h indicates the horizontal component so
that K, denotes the horizontal Kinetic energy. ¢, and c,q are the specific heat capacities
for dry air for constant volume and pressure, respectively. R; is the gas constant of dry
air, g is the gravitational acceleration, f is the Coriolis parameter and pgg = 1000 hPa is a
reference pressure. F' and Q are the external source and sink terms that are subject to the
physics parameterization. F denotes the source and sink term for momentum, and Q is
the diabatic heating that is source and sink term for temperature. A detailed description
of the ICON dynamical core can be found in Zing] et al. (2015).

Even though the ICON model is highly flexible and can be used for various applications,
different model resolutions and time scales require different physics parameterizations.
While some processes are directly resolved for effective resolutions of Ax = 100 m, they
are not explicitly resolved for Ax = 100km and need to be parameterized completely.
Therefore different physics parameterizations can be chosen in ICON. In this study, we

work with the climate physics configuration described by Giorgetta et al. (2018).

3.2 The ART extension

The ICON model is complemented by the Aerosols and Reactive Trace gases (ART) mod-
ule, developed at the Karlsruhe Institute of Technology. The ART module is specifically
designed for the flexible modeling of the interaction between atmospheric chemistry, dy-
namics, and radiation (Rieger et al., 2015; Schroter et al., 2018). The combined ICON-
ART model is therefore well suited for the simulation of interactions between atmospheric
composition and circulation. The ART module offers the opportunity to work with differ-
ent chemistry modes depending on the desired application. In this study, a lifetime-based
chemistry where tracers are depleted by a constant lifetime (e.g. Rieger et al., 2015) is
used that is complemented by a linearized ozone scheme. Other options are a simplified
steady-state OH chemistry (Weimer et al., 2017) or gas-phase chemistry (Schréter et al.,
2018).

The simplified linearized ozone (Linoz) scheme used is based on McLinden et al. (2000).
Photochemical ozone tendencies are calculated by a first-order Taylor expansion con-
sidering local ozone mixing ratio, temperature, and the overhead ozone column density.
The expansion is performed over a set of climatological values available for each month
at 25 heights from 10 and 58 km and latitudes between 85°S and 85°N. Below 10km,
no climatological ozone values are available and a constant tropospheric lifetime is as-
sumed. According to Young et al. (2013) ozone has a tropospheric lifetime of 22.3 days,
while Ehhalt et al. (2001) identified a lifetime between 3.65 and 18.25 days. In this study,

a tropospheric lifetime of 20 days is implemented as the default lifetime. In addition,
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tropospheric lifetimes of 10 and 30 days were implemented to test the sensitivity of tro-

pospheric ozone.

The change of ozone concentration with time due to the local chemistry is given by:
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where (P — L) is the ozone tendency (production and loss term), & denotes the ozone
volume mixing ratio, T is the temperature and co, denotes the overhead ozone column.

nQOn

Climatological values are denoted by the superscript "". The subscript "o" denotes partial

derivatives with evaluation at the climatological value.

An additional loss term was added to the scheme to account for polar ozone chemistry.
Following Sinnhuber et al. (2003) a ten-day chemical lifetime of ozone (Tpgc) in the
presence of polar stratospheric clouds (T <195 K: threshold temperature for the forma-
tion of NAT particles) and the availability of sunlight (solar zenith angle ¥ < 90°) was
implemented. This solar zenith angle (SZA) threshold was determined as a result of a
sensitivity study, evaluating the optimal SZA threshold for a realistic representation of

the Antarctic ozone hole, which is described in section 5.1.
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with

10 days for ¥ <90° and T < 195K
Tpsc = (3.10)
oo days else

where ¥ denotes the solar zenith angle and T denotes temperature.

The calculation is performed at each time step at each grid point with climatological
values interpolated to the grid points’ latitude and altitude.

While the Linoz scheme allows for an interactive calculation of ozone, a few shortcom-
ings arise due to the simplicity of the tendency formulation, which should be kept in mind
when interpreting climate simulations. The Linoz scheme works with a climatology that
is used for linearization. This climatology is obtained from the atmospheric conditions for
the year 2000. Further, the polar ozone lifetime implemented in the model was optimized
for conditions of the year 2000 as well and represents ozone-depleting substance (ODS)

conditions for 2000. Thus, changes in ODS are not represented explicitly by the model,
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making transient climate change simulations difficult. However, a representation of dif-
ferent ODS conditions in the Linoz scheme could be achieved by updated background

climatologies and changes in Tpgc.

3.3 Ozone in model simulations

To investigate ozone hole-induced climate change signals, a realistic ozone representa-
tion in the model experiments is essential. The most realistic ozone representation used in
climate models is a comprehensive and fully interactive ozone calculation, thus enabling
direct interaction between ozone concentrations, radiation, and dynamics. However, mod-
eling all essential chemical reactions is computationally expensive. When performing
multi-decadal climate simulations, only a certain complexity is feasible concerning the
chosen grid resolution, model time-stepping, and the chemistry representation. In climate
modeling, ozone is therefore often prescribed with a monthly mean, zonal mean climatol-
ogy that is used to calculate radiative tendencies. Studies investigating the impact of an
interactive ozone calculation compared to zonally mean, monthly mean ozone climatolo-
gies, however, indicate a significant influence of the ozone representation on the model
climate.

Comparing simulations with prescribed and interactive ozone calculations, Sassi et al.
(2005) found colder stratospheric temperatures in the Antarctic lower stratosphere during
spring for the interactive simulations. This finding is confirmed by Waugh et al. (2009)
and results in an underestimation of Antarctic stratospheric springtime temperature trends
when prescribing zonal-mean ozone. Also, the influence of stratospheric ozone changes
on the tropospheric circulation is underestimated in those simulations. Further, Li et al.
(2016) suggested that the interactive representation of ozone is not only affecting the
southern atmosphere but also the Southern Ocean and Antarctic sea ice.

Crook et al. (2008) and Gillett et al. (2009) reported that the neglection of asymmetries
in the prescribed ozone climatology can result in biases in the models’ climate response,
while Neely et al. (2014) showed that rapid temporal changes in ozone concentrations are
not sufficiently represented in monthly mean climatologies. Those studies indicate that
prescribed ozone fields with a higher spatial and temporal resolution could improve the
model performance. Nevertheless, Nowack et al. (2015) and Haase and Matthes (2019)
presented indications for a smaller but still significant difference between a fully interac-
tive ozone representation and calculations with prescribed three-dimensional ozone fields.
The studies by Chiodo and Polvani (2017) and Nowack et al. (2015) investigated the
response of interactive ozone calculations to an external forcing of an abrupt 4 x CO,
increase. The results show a damping of surface climate change signals and the response

of the midlatitude jet of around 20 % when interactive ozone was included. Those studies
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underline the importance of an interactive flow-consistent ozone calculation for climate
simulations.

Using the Linoz scheme in our model experiments offers the possibility for interactive
simulations where ozone can feedback on temperature and circulation but is still compu-
tationally feasible for multi-decadal climate simulations. In chapter 5 the model’s per-
formance considering the realistic representation of ozone is investigated with a focus on

ozone hole characteristics.

3.4 Experimental design

In this study, we investigate the results of 5 different model experiments conducted with
the climate configuration of the ICON-ART modeling framework. Each experiment was
simulated in a timeslice setup for a total of 70 years. The first five years are regarded as a
spin-up period and are neglected in the analysis of the simulations. The experiments were
performed with a global R2B4 grid with a model timestep of 10 minutes for the physics
and chemistry calculations and 120 minutes for radiation. Output was written every three
days. Ozone is calculated interactively with the simplified Linoz scheme in the simulation

and is coupled back with the radiation scheme and can thus influence the circulation.
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Figure 3.2: Schematic drawing of the experimental timeslice design.

The timeslice setup implies a free-running simulation with yearly repeating boundary con-
ditions for sea surface temperatures (SST), sea ice cover (SIC), greenhouse gases (GHG),
solar irradiance, and natural and anthropogenic aerosols. A schematic drawing of the ex-
perimental design is shown in Figure 3.2. Each year of the timeslice simulation is forced
with the same boundary conditions and can thus be interpreted as one ensemble member.
This enables us to mimic an ensemble of atmospheric states for the given boundary condi-
tions and, therefore, gain information about the simulation’s internal variability. Internal
variability is associated with the natural year-to-year variability of the climate system
for fixed boundary conditions without changes in forcing and does not include naturally
forced changes in the climate system due to changes in e.g. solar irradiance. In the fol-

lowing, each year of a timeslice simulation is referred to as one ensemble member or one
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realization. The term "ensemble mean" refers to the mean calculated from the individual
realizations.

Five main model experiments have been performed:

1. "POC 2000": This experiment uses idealized boundary conditions for the year 2000
and includes polar ozone chemistry resulting in the formation of an Antarctic ozone
hole. Including polar ozone chemistry in the Linoz scheme is achieved by setting

the polar ozone lifetime Tpgc to following values:

10 days for ¥ <90° and T < 195K
Tpsc =
oo days else

where ¥ denotes the solar zenith angle and T denotes the temperature.

2. "noPOC 2000": This experiment uses idealized boundary conditions for the year
2000 and neglects polar ozone chemistry resulting in the absence of an Antarctic

ozone hole. Here, the polar ozone lifetime is set to:

Tpsc = oo days

3. "noPOC 1980": As experiment 2 for the year 1980.

4. "POC 2060": As experiment 1 for the year 2060 and boundary conditions according
to the RCP6.0 scenario (Masui et al., 2011).

5. "noPOC 2060": As experiment 2 for the year 2060 and boundary conditions ac-
cording to the RCP6.0 scenario (Masui et al., 2011).

An overview of the main model experiments is shown in Table 3.2. In addition, sensitivity
studies were performed to investigate the impact of changes in solar zenith angle and

tropospheric ozone lifetimes.

Table 3.2: Overview of the main model experiments

experiment  boundary conditions polar ozone chemistry

POC 2000 2000 included
noPOC 2000 2000 neglected
noPOC 1980 1980 neglected
POC 2060 2060 (RCP 6.0) included
noPOC 2060 2060 (RCP 6.0) neglected
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3 Model and experimental setup

Table 3.3: Boundary conditions

Variable Reference

Spectral solar irradiation Lean et al. (2005)

SST/SIC Taylor et al. (2000), Hardiman et al. (2017)
GHG (RCP 6.0) Masui et al. (2011)

Anthropogenic aerosol Stevens et al. (2017)

Natural aerosol Stenchikov et al. (1998, 2004, 2009)

Since the polar ozone lifetime of 10 days that is used in the Linoz scheme for the POC
simulation was optimized based on Arctic ozone measurements in 2000, it represents
ozone-depleting substance (ODS) conditions for 2000. Changes in ODS are not taken
into account with this lifetime-based approach. Therefore the POC 2060 simulation can
be interpreted as a "what if" scenario, while the noPOC 2060 is interpreted to be the
"realistic" scenario, based on the assumption that the ozone hole has recovered by 2060.
Further, the noPOC 1980 scenario is assumed to be a realistic representation of 1980. The
POC 2000 and noPOC 1980 experiments are evaluated in chapter 5 by comparison with
observational and reanalysis data to obtain insights about the model characteristics and

the implications for the other experiments and their interpretation.

The perpetually applied boundary conditions for a given year are part of the experimental
design of this study. This allows the investigation of the impact of the ozone changes
on climate separate from other perturbations of the climate system and assessing natural
variability. To remove a large impact of natural variability in the boundary conditions,
five-year averaged boundary conditions were obtained for SST/SIC, spectral solar irra-
diation, GHG, and anthropogenic aerosols. While slowly varying boundary conditions
(GHGs and natural and anthropogenic aerosols) are fixed, faster varying boundary condi-

tions (SST, SIC, and solar irradiance) are defined with an annual cycle.

For the simulations of the year 2000 (POC 2000 and noPOC 2000), the period between
1998 - 2002 was used to calculate mean boundary conditions based on observational data.
For natural aerosol, the conditions of the year 1999 were used. For the 1980 experiment,
the mean boundary conditions for 1978 - 1982 were used for SST/SIC, spectral solar irra-
diation, greenhouse gases, and anthropogenic aerosols. For natural aerosol, the conditions

of the year 1980 were used.

For the year 2060, boundary condition projections for spectral solar irradiation and green-
house gases according to the RCP 6.0 scenario were used. To ensure consistent SST and
SIC conditions, SST and SIC anomalies were obtained from simulations of the HadGEM
models (Hardiman et al., 2017; MOHC (Met Office Hadley Centre) Data, 2020-02-14)
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Ref-C2 simulation that was run with a coupled ocean and the RCP 6.0 scenario green-
house gas forcing. Anomalies were calculated between the mean conditions of the years
1998 -2002 and 1958 -2062. Those anomalies were then added to the mean boundary
conditions used for the year 2000 simulations.

Since the projection of aerosol concentrations is challenging and at least for volcanic
aerosols not feasible, the same aerosol boundary conditions were used for the 2000 and
2060 experiments. An overview of the references for the used boundary conditions is

given in Table 3.3.
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4 Methods

4.1 Significance calculations

The climate change signals obtained in this study are tested for significance. This implies
significance calculations at numerous locations arranged in the model grid. Significance
calculations of gridded data are often performed by individual significance tests at every
grid point. The resulting patterns of significance are often overinterpreted due to a neglect
of accounting for the problems that arise from multiple testing (Wilks, 2016; Livezey and
Chen, 1983).

When performing a single hypothesis test, a null hypothesis Hy is defined that will be
rejected if a sufficiently extreme test statistic is observed. A rejection at level o means
that the probability (called p-value) of observing this test statistic (or one even less fa-
vorable for the null hypothesis), if Hy is true, is no larger than ¢. This implies that any
true null hypothesis is rejected with a probability of ¢. Following that, a set of n hypoth-
esis tests with only true null hypotheses will show on average n-¢ erroneous rejections.
Even though this is the average number of erroneous rejections, for a large n, it is very
likely, that at least one true null hypothesis is rejected. Considering that the hypothesis
tests are not independent of each other, which will be the case for most multiple testing
problems of gridded data, the probability for higher numbers of erroneously rejected null
hypotheses will be even higher. This assumption is based on the prerequisite that all null
hypotheses are actually true. In reality, the analysis of the result of multiple hypothesis
tests is additionally complicated by the unknown ratio of true to false null hypotheses and
the possibility of false null hypotheses being classified as true (e.g. Wilks, 2016).

In order to account for the problems that arise from multiple testing of gridded data, we
use an approach called "Controlling the False discovery rate", which was first described
by Benjamini and Hochberg (1995).

A rejection of a local null hypothesis is called a "false discovery" if this hypothesis is
actually true. The false discovery rate (FDR) describes the statistically expected fraction
of those false discoveries. An upper limit for this rate can be controlled exactly for in-
dependent local tests regardless of the unknown fraction of true to false null hypotheses.
Wilks (2016) also shows that the FDR procedure is applicable to spatially correlated grid
points. However, if the correlation is high, the achieved FDR will be smaller (more strict)
than the given threshold.
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Controlling the false discovery rate is achieved by first collecting the resulting p-values
of all individual N significance tests p; with i = 1,...,N and sorting those p-values in
ascending order so that p(j) < pz) < ... < py). When applying the FDR procedure, a
null hypothesis is rejected if its corresponding p-value is no larger than a threshold prpg.
This threshold depends on the distribution of the sorted p-values and the chosen control
level appg. The threshold is calculated by finding the largest py;) that is no larger than the
fraction of agpg specified by i/N.

PFDR = max [Py iy < (i/N)orpr] 4.1
A more detailed description of the procedure can be found in Wilks (2016).

To avoid overinterpretation of the results in this study, a two-sided t-test (Student, 1908)
was performed at all individual points, and the FDR was controlled afterward with

oppr =0.1.

4.2 Ensemble based uncertainty quantification

In addition to identifying significant points, it is desirable to obtain uncertainty estimates
for the climate change signals detected in this study. The uncertainty of signals depends
critically on the models’ ability to cover internal variability sufficiently and thus on the
number of realizations. Consequently, a large number of ensemble members would be
desirable to minimize uncertainties. However, due to computational resources, only a
certain number of ensemble members is feasible. Thus, an estimate of how large the
uncertainties are compared to the detected signals’ strength is applied in this study for
near-surface temperature signals. An uncertainty estimate that is distinctly smaller than
the detected signal suggests a sufficient sample size. In contrast, uncertainties with the
same magnitude as the detected changes indicate an insufficient representation of the
internal variability. Therefore, the uncertainties of the climate change signals between
two simulations are quantified by the following procedure.

First, the two model experiments (that the climate change signals are calculated for) and
the subset size k (indicating the number of realizations used for the analysis) are chosen.
Now, k realizations are randomly drawn from the corresponding experiments, resulting in
two subsets of years with size k. In the next step, resampling is performed according to
the jackknife method (e.g. Efron and Gong, 1983): from each set, one realization is left
out. This is done for all possible combinations, thus resulting in k> combinations. The
mean surface temperature difference is then calculated for each of the k> combinations
and the complete sets of k chosen realizations. Following, minimum and maximum mean

surface temperature differences at each grid point are detected from the k? calculations.

24



4.3 Principal component analysis

[1) Select model experiments and realization size k }

[ POC 2000 (2005, 2006, ..., 2069) noPOC 2000 (2005, 2006, ..., 2069) k=3 J

—
[2) Randomly draw k realizations from selected experiments (two subsets with k realizations) }
—
[ POC 2000 (e.g. 2008,2022,2069) noPOC 2000 (e.g. 2016,2058,2034) J
—
[3) Calculate every possible mean temperature difference while leaving one year of each subset out (k?) }

(2008,2069) (2016,2058) (2008,2069) (2016,2034) (2008,2069) (2034,2058)

(2008,2022) (2016,2058) (2008,2022) (2016,2034) (2008,2022) (2034,2058)
(2069,2022) (2016,2058) (2069,2022) (2016,2034)  (2069,2022) (2034,2058)

[4) Find maximum and minimum mean surface temperature at each grid point (from 3) }
I
[5) Find largest deviation from mean surface temperature (from subsets selected in 2) }

Figure 4.1: Workflow of the ensemble based uncertainty calculation procedure

The uncertainty estimate is then given by the largest anomalies of the mean difference cal-
culated from the full sets of k chosen realizations. This approach quantifies the influence

of individual realizations on the overall result for a given sample size.

An example workflow for the POC 2000 and noPOC 2000 experiments with a realization
size of k=3 is shown in Figure 4.1. Here, from each experiment with 65 realizations,
three years are randomly chosen that are further analyzed. A realization size of k=3 was
chosen for a simplified explanation of the procedure. To analyze the actual uncertainties
between two model experiments, the full realization size of 65 years is chosen. To further
investigate the impact of the realization size, values between 20 and 65 have been chosen
for k. The results are discussed in section 6.2.2.

4.3 Principal component analysis

Variability in the climate system and the coupling between the stratosphere and the tropo-
sphere are analyzed based on the characteristics of the Southern Annular Mode (SAM).
The SAM is typically defined as the first empirical orthogonal function (EOF) of the
southern hemisphere. Therefore, in the next section, the principles of principal compo-
nent analysis (PCA) and its applications to climate data are introduced. This introduction
is mainly based on Wilks (2006) and Navarra and Simoncini (2010).
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PCA is used to calculate a new set of variables (principal components, PCs) from linear
combinations (empirical orthogonal functions, EOFs) of the original variables. The selec-
tion of linear combinations is driven by a redistribution of the total variance on the new
variables so that the first PCs explain the most variance any variables can explain while
the last variables explain the least variance any variables can explain. The redistribution
is subject to the condition that the resulting PCs are mutually uncorrelated. This leads to
a new set of variables that contain the same amount of information as the original data,

and the original dataset can be rebuild from those new variables.

Mathematically this is done by calculating the eigenvectors (that are equivalent to the

linear combination loadings) and eigenvalues of the dataset’s covariance matrix.

Consider a dataset organized in a two dimensional matrix X:

X111 X12 r Xln
X21 X222 ottt X2p

X = X c R"™" 4.2)
Xml Xm2 °° Xmn

where m is the number of variables and n is the number of observations.

In a first step, the dataset is centered to obtain an anomaly matrix X':

YU
X' = =x;— <= X erm 4.3)
n

The covariance matrix S is then calculated by:

1
S = njx’x” S € Rmxm (4.4)

Applying singular value decomposition, X’ can be formulated as:

X' =UAVT (4.5)
with
UcR™m yTy =1 (4.6)
A € R"™<" 4.7)
VeR> yly = (4.8)
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and I denotes the identity matrix. Following S can be rewritten as:

S =

1 1
UAVIVATUT = ——UAATUT (4.9)
n—1 n—1

This implies that the matrix U is equivalent to the matrix of eigenvectors of S, while AAT

corresponds to the eigenvalues of S:

U=le; e - ey eecR™! (4.10)
Af
AAT = AAT e Rmxm 4.11)

12

m

The data matrix X’ can then be rewritten as:

X' =Uy 4.12)
Y=[1 y2 - ym' yieR (4.13)
or alternatively:
yi=el X' (4.14)
ei=X'yl (4.15)

where e are the eigenvectors of S or empirical orthogonal functions (EOFs) and y are the
principal components.
The eigenvalues of S can be used to calculate the explained variance R? for every PC:

22

R = (4.16)
Y A2

Typically the EOFs and PCs are then sorted by the calculated explained variance with

PC1 corresponding to the highest explained variance.

4.3.1 Application of PCA to climate data

While PCA is generally often used for data compression, it is also widely used to analyze
the spatial and temporal structure of variations in atmospheric science. Climate data is
typically organized in time series of a given variable at various locations. When applying
PCA to this kind of data, the dimensions m and n from the previous sections correspond
to the number of locations and the time series’ length. This implies the possibility to

interpret the EOFs as geographic distribution of simultaneous data anomalies or modes of
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variability represented by the corresponding PCs. The PCs are corresponding to the time

series of the strength of the particular modes.

If PCA 1is applied to fields, the distribution of grid points needs to be taken into ac-
count. Depending on the chosen grid architecture, certain regions can be overrepresented
while others are underrepresented. This is the case for non-equal-area grids like a regu-
lar latitude-longitude-grid. In this case, a weighting with multiplication by ,/cos ¢ with
latitude ¢ is applied to balance the unequal distribution. This weighting is applied for the
calculation of PCA for ERAS5 data. The triangular ICON grid meets the requirements of

an equal-area grid, and therefore no weighting needs to be applied in this case.

The application of PCA in this study is used to calculate the Southern Annular Mode,
which is frequently used for climate data analysis. The Southern Annular Mode can be
calculated at every pressure level and is defined as the first EOF calculated from geopo-
tential anomalies of monthly data. As an example, the characteristics of the SAM at the
600 hPa level for the POC 2000 simulation are depicted in Fig. 4.2.

2000 POC 600hPa
EOF1 explained variance: 23.24 %

eopotential anomalies [m?2/s?]
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Figure 4.2: Characteristics of the SAM at the 600 hPa level for the POC 2000 simulation
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As mentioned previously, each EOF can be interpreted as geographical distribution of si-
multaneous data anomalies. The pattern for the 600 hPa SAM calculation of the POC 2000
simulation is characterized by negative anomalies south of 60°S and weaker positive
anomalies between 60°S and 40°S. In conclusion, positive SAM indices are associated
with a weaker than usual geopotential in the polar region and an increased geopotential
for the band between 60°S and 40°S, while a negative index results in stronger than usual
geopotential in the polar region and a decreased geopotential between 60°S and 40°S.
At 600 hPa, this is the leading mode of variability that accounts for 23.24 % of the vari-
ance. The corresponding principal component forms a time series indicating the observed
anomaly pattern’s strength at each month of the input dataset. Due to the timeslice ap-
proach explained in section 3.4, each year of the time series can be interpreted as one
possible realization of the year 2000. Therefore, the SAM indices’ statistical distribution
is of particular interest, as it indicates the climatological occurrence of high or low SAM
indices for the different ICON-ART simulations.

4.3.2 Deseasonalization of ICON-ART data

In order to apply PCA, anomalies of the datasets need to be generated. This is realized
by subtracting a mean annular cycle from the geopotential values at every grid point used
for the southern hemispheric PCA calculation. For monthly mean data, the mean annular
cycle is obtained by calculating the mean of all monthly means for the corresponding

month.

Generating a mean annular cycle is more difficult when working with the ICON-ART
output available every three days. Consequently, not every day of the year is represented
by every ensemble member. Further, certain days of the year are less often represented
than others. Therefore a mean annular cycle cannot just be obtained by averaging all years

but was obtained by a moving average approach.

In the first step, the mean value is calculated for every day of the year at every grid point.
Due to the output availability, a different number of years is used to calculate the mean of
different days of the year. Therefore, the number of days used for the mean calculation of

a given day is identified.

n;
k=1 Xik
n;

(4.17)

X =

with n; as the number of ensembles that contain day i.

The moving average was then calculated with a lag of 5 days:
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25.:7 X Mo
MAV57,'= J 55 i+j ity (4.18)

j=—5 i+

The anomalies were then calculated by subtraction of the generated mean annular cycle:

X; = x; — MAVs ; (4.19)

The same procedure was applied for daily ERAS data for a consistent calculation of the

anomalies.

4.3.3 Projection of data to obtain new time series or spatial patterns

In this study, we apply PCA to monthly geopotential anomalies for southern hemispheric
grid points at individual pressure levels to calculate the SAM with a monthly time res-
olution from the ICON-ART simulations. However, it is sometimes desirable to obtain
a higher time resolution, particularly to investigate coupling processes between different
atmospheric levels. Therefore, a new SAM index time series with a temporal resolution of
3 days was generated by the projection of deseasonalized data with the initial resolution

of 3 days on the EOF pattern obtained from the monthly calculation.

Generally, it is possible to obtain a new time Series y; yow (Or spatial pattern e; ;) by
projecting a given dataset W onto a given spatial pattern e; (or PC time series y;) if the

corresponding time or location dimensions are the same (e.g. Baldwin et al., 2009).

Consider the data matrix W € RP*Y. A new time series can be obtained if p=m, where p
1s the number of locations of the matrix W and m is the number of locations of the initial
matrix X used for the PCA calculation:
T
e W
Yinew = ——F (4.20)

with Y; pew € R,

In Fig. 4.3 an example for the generation of a new SAM index time series is depicted
for the first five years of the POC simulation (top panels). While the overall temporal
evolution of both time series is similar, the SAM index for the ICON-ART data with an
output every three days shows a significantly higher spread. This behavior is also mirrored
in the SAM index’s climatological distribution calculated from all realizations depicted in
the bottom panel.
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Figure 4.3: Comparison of the SAM time series with a monthly resolution and the generated SAM
time series with a resolution of 3 days.

Similarly, it is possible to obtain new spatial patterns when projecting a dataset on the
SAM index time series. This is used to analyze how the SAM (that indicates deviations
in geopotential) is reflected in other variable fields (e.g. temperature).
A new spatial pattern can be generated if g=n where q is the size of the time dimension of
the matrix W and m is the time dimension size of the initial matrix X used for the PCA
calculation:

€inew = W_y; (4.21)

Yiy;

with €; neys € R
An example of the generation of a new anomaly pattern is shown in Fig. 4.4. This pattern
was obtained by the projection of the SAM index time series at 600 hPa on the temperature
anomalies detected during the same time. This pattern indicates that negative temperature
anomalies in the polar region are associated with a positive annular mode index, while a

negative index results in higher than usual temperatures in the polar region.

4.3.4 Comparability of annular mode calculations

Various changes in the climate system are associated with trends in the Southern Annular
Mode time series. To reconstruct the observed changes from the timeslice simulations
used in this study, it is desirable to calculate an annular mode pattern and indices that are

comparable between different experiments.
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temperature difference [K]
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Figure 4.4: Temperature pattern obtained from the regression of temperature anomalies on the
SAM time series.

The annular mode pattern calculation for a single run is based on monthly anomalies in
geopotential and results in distinct patterns and time series for the various simulations.
The SAM characteristics at 600 hPa for the POC 2000, noPOC 2000, and POC 2060

simulations are shown in Fig. 4.5.
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Figure 4.5: SAM characteristics at 600 hPa for the POC 2000, noPOC 2000, and POC 2060 simu-
lations
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4.3 Principal component analysis

The different simulations show a similar annular mode pattern, with slight changes in
the zonal character of negative geopotential anomalies associated with a positive SAM
index. The distribution of occurring annular mode indices is centered around zero due to
the annular modes’ definition as the pattern of temperature anomalies deviating from the
mean state. So far, an individual climatological mean was calculated for every ICON-ART
simulation that was used to obtain the monthly anomalies. However, these climatologies
vary between different runs. To compare the distribution of the annular mode indices, it
is desirable to calculate one common annular mode pattern from the simulations that are
compared. This mutual annular mode pattern is calculated by monthly anomalies from
both runs based on one mean climatological state for both runs together. The results of
a common annular mode calculation for the POC 2000 and noPOC 2000, as well as the
POC 2060 and POC 2000 simulations, are shown in Fig. 4.6.
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explained variance: 23.84 %
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Figure 4.6: SAM characteristics at 600 hPa for the merged calulation of the POC 2000 and
noPOC 2000 simulations as well as the POC 2060 and POC 2000 simulations.

For the POC 2000 and noPOC 2000 calculation, the calculated pattern is very similar
to the individual simulations’ patterns shown in Figure 4.5. The annular mode index
time series are also comparable to the individual calculations. Looking at the mutual
calculation for the POC 2060 and POC 2000 simulations, the picture is different. Here,
the pattern is altered, with an additional increase in geopotential anomalies north of 40°S.
Consequently, due to the normalization of the EOF, the initial pattern is weakened. The
SAM indices corresponding to the POC 2060 simulation are significantly shifted towards
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positive values for this calculation. The indices of the POC 2000 simulation are shifted

towards negative values, thus resulting in two distinct populations.

The modulation of SAM pattern and indices for common calculations of two different
simulations is therefore dependent on the differences of the climatological means of the
individual simulations. In the case of similar individual climatologies, as is the case for
the POC 2000 and noPOC 2000 simulations, the common climatology is close to the
initial climatologies. Therefore the pattern and index are not strongly altered. Suppose
the initial climatologies show a larger discrepancy, as for the POC 2060 and POC 2000
simulations. In that case, the calculated anomalies from the common climatology are
significantly higher, with a tendency towards positive anomalies for one experiment and
negative anomalies for the other. As a result, a significant shift in annular mode indices is

observed.

Particular challenges are posed when the differences between the individual climatologies
are not mainly induced by climatological changes of the Southern Annular Mode, as is
the case for the POC 2060 and POC 2000 calculation. Here, climatological changes are
globally induced due to GHG forcing changes, resulting in higher geopotential values.
In this case, the calculation of a mutual climatology results in characteristic positive or
negative anomalies in the regions not affected by the annular mode. Consequently, these
regions show high variability between the two simulations and are thus interpreted as a
part of the annular mode pattern when using EOF calculations to define the annular mode
pattern and index. This behavior is apparent for the grid points north of 40°S. Due to the
blurring of the initial SAM pattern, the SAM indices are affected as well. Depending on
the strength of the superimposed climate change pattern, the indices can be intensified
or weakened. Therefore, scenarios with large changes between the individual climatolo-
gies should be interpreted with caution. A possible approach to improve results might
be limiting the annular mode calculation to grid points south of 40°S or an advanced
detrending approach for non annular mode affected grid points. However, a general de-
trending approach, which is a calculation of anomalies from individual climatologies,
and a subsequent mutual pattern calculation from those anomalies result in the disregard
of climatological annular mode changes as well and is therefore not suitable to identify

changes in annular mode indices.

Due to the challenges of a common annular mode calculation, we use individual cal-
culation for most of the analysis workflows in this study. Here, it should be noted for
interpretation that the annular mode patterns and individual climatologies can vary. In
contrast, for certain applications, a common calculation is desirable to detect climatolog-
ical changes in annular mode indices. The challenges presented in this section should be

kept in mind for the analysis of the resulting findings.

34



4.4 PCA based analysis methods: Temporal structure of annular modes

4.4 PCA based analysis methods: Temporal structure
of annular modes

The vertical coupling between the stratosphere and troposphere and the temporal struc-
ture of annular modes is analyzed in chapter 7. The methods used for this analysis are
described in this section. All methods are based on daily SAM indices at the different
vertical pressure levels. Daily indices were obtained by the projection of daily geopo-
tential anomalies onto the pattern obtained from the monthly EOF calculation. The daily
anomalies were generated by linear interpolation of the anomalies generated for the output

available every three days. An overview of the procedure is given in Figure 4.7.

[Calculate monthly means and multi-year monthly means

[ Deseasonalyze monthly data [Deseasonalyze 3-day data }
Calculate EOFs from monthly anomalies for all SH grid points [Interpolate to daily values ]
* Apply area weighting for regular grids (ERA5)

[Projection of spatial pattern on daily anomalies = daily SAM index }

Figure 4.7: Workflow for the generation of daily SAM indices at a given level

4.4.1 E-folding timescale

To analyze the persistence of annular modes, a measure called e-folding timescale as
described by Baldwin et al. (2003) is calculated. An overview of the procedure is given

in Figure 4.8.

Based on the daily SAM time series at a given level, 365 new time series are generated.
One new time series is obtained for every day of the year by multiplicating the initial
daily SAM time series with a yearly periodical weighting. The weighting is characterized
by a gaussian kernel with a standard deviation of o = 25 days centered around the given
day under consideration. The autocorrelation function is then obtained by correlating the
time series for a given day with all time series with a lag of up to 150 days. The e-folding

timescale is then defined as the time where the autocorrelation function decreases to 1/e.
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Calculate daily SAM index

Apply weighting functions to daily SAM time series - Generation of 365 new time series ’

Calculate correlation of each new time series with all other new time series within a time lag of 150 days ]
I—

[Generate 365 weighting functions (periodic gaussian kernels) centered at the different days of the year }

Find e-folding timescale (time lag where correlation drops below 1/e) for the different days of the year ’

Figure 4.8: Workflow for the e-folding timescale calculation

4.4.2 Predictability

Further, the SAM index’s prediction skill for a given month and level is calculated based
on the procedure by Baldwin et al. (2003). The prediction skill indicates how good the
SAM index at a given level is suited to estimate the mean near-surface SAM index with a

lead time L of 25 days. An overview of the procedure is given in Figure 4.9.

‘ Calculate daily SAM index at every level

‘ Calculate mean SAM index at 850hPa for every timestep
T

[Apply linear regression model for every month and pressure level
I—

‘ Calculate coefficient of determination R? = prediction value

Figure 4.9: Workflow for the prediction calculation

For the calculation of this measure, the daily SAM time series at every level is calculated
in the first step. Afterwards, the mean near-surface SAM index is calculated. This mean
SAM index is calculated at 850 hPa for every timestep by the 30-day mean with a lead
time of 25 days:
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2?210 SAM850 (t + i)

SAM(t+ L) = 20

(4.22)

(4.23)
Following, a linear regression model for every month and pressure level is applied:
SAM(t+L) = Bo+ BiSAM,, (1) + € (4.24)

where | are the regression parameters and € are the residuals. fy | are estimated with a
least squares estimation. The prediction value for a given month and level is then charac-

terized by the coefficient of determination R? of the corresponding linear regression.
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5 Model evaluation

In this chapter, the model’s ability to reproduce ozone characteristics is analyzed, focus-
ing on the southern hemisphere. For a meaningful interpretation of ozone hole induced
climate change signals, a realistic representation of ozone in the model simulations is fun-
damental. The usage of the linearized ozone scheme Linoz (as described in section 3.2)
offers a possibility to study interactions between atmospheric chemistry, dynamics, and
radiation while requiring only limited computational resources compared to a full chem-
istry scheme. However, the scheme’s simplicity limits the opportunities to cover all as-
pects of chemistry-climate interactions, particularly the role of changing ozone-depleting
substances. In combination with the timeslice approach (as described in section 3.4), this
shortcoming becomes less critical, as only fixed boundary conditions are used in the in-
dividual simulations. However, the timeslice approach complicates the comparison with

observational data and reanalysis datasets, as a direct comparison is not feasible.

To investigate the model’s performance, we compared the noPOC 1980 simulation with
data for 1979 - 1982 and the POC 2000 simulation with data for 1998 - 2002. These com-
parisons allow evaluating the Linoz scheme’s suitability for a realistic representation of
ozone concentrations for time horizons with and without the development of the ozone
hole. When interpreting the results, it should be noted that this is no direct compari-
son but an opportunity to test if the ICON-ART climate simulations can reproduce the

climatological characteristics.

First, the Antarctic ozone hole characteristics are investigated for the POC 2000 simula-
tion, focusing on the optimal choice of the solar zenith angle threshold in the polar ozone
chemistry representation of the Linoz scheme. This is further investigated by the com-
parison of total column ozone (TCO) distributions for different SZA choices, followed by
the comparison of global TCO climatologies for the noPOC 1980 and POC 2000 simula-
tions with observational and reanalysis data. Afterwards, the simulated vertical profiles of
ozone and temperature are compared with ozonesonde measurements at multiple stations

in the southern hemisphere.
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5.1 The Antarctic ozone hole: influence of the solar
zenith angle threshold

Polar ozone destruction starts with the availability of sunlight. At stratospheric altitudes
where the ozone layer is located, sunlight is available even at solar zenith angels higher
than 90°. However, ozone depletion is stronger if more sunlight is available. In the sim-
plified Linoz ozone chemistry scheme used by this study, ozone is depleted if a given solar
zenith threshold is exceeded. The depletion then occurs with a fixed strength. Therefore,
the choice of the SZA threshold is critical for a realistic representation of ozone depletion.
This is particularly the case for the onset of ozone depletion in spring. A high threshold
would lead to ozone depletion earlier in the year, while a low threshold would postpone
the onset of ozone depletion.

In this sensitivity study, we investigate the optimal solar zenith angle threshold for the
Linoz scheme to achieve an optimal representation of the southern hemispheric ozone
hole. Four sensitivity runs have been performed with SZA thresholds of 92.5°, 90°, 87.5°,
and 85° for the boundary conditions of the year 2000 and a tropospheric ozone lifetime
of 30 days with 15 ensemble members after a 5-year spin-up period.

Various metrics can characterize the state of Antarctic ozone depletion. In this study,
we compared the following metrics obtained from the four sensitivity simulations and
observational data between 1979 - 2019 to find the optimal SZA threshold.

* ozone hole area: the area where the total ozone column is lower than 220 Dobson
Units (DU). This is calculated by the number of grid points that show a value lower
than 220 DU multiplied by the average grid cell area for the ICON-ART data.

¢ minimum total ozone column: the value of the lowest total ozone column observed.

* O3 deficit: the total amount of mass that is lost compared to the amount of mass
that would be present for a value of 220 DU.

The dataset used to compare the evolution of the Antarctic ozone hole is provided by
the NASA ozone watch program. It consists of observational data from the TOMS
(Total Ozone Mapping Spectrometer, McPeters et al., 1998), OMI (Ozone Monitoring
Instrument, Levelt et al., 2006) and OMPS (Ozone Mapping and Profiler Suite, Flynn
et al., 2014) instruments on different satellites for the period from 1979 onwards. Addi-
tionally, modeled data from MERRA (Modern-Era Retrospective Analysis for Research
and Applications, Rienecker et al., 2011), MERRA-2 (Gelaro et al., 2017) and GEOS-
FP (Rienecker et al., 2008) are used to fill missing satellite data and obtain the ozone
hole characteristics. The data can be downloaded from the NASA ozone watch website

(https://ozonewatch.gsfc.nasa.gov).

40



5.1 The Antarctic ozone hole: influence of the solar zenith angle threshold

50
o 30 ES = 40-
e & =8 s
= [Te}
9 £20- / £d £ =
e [ S c = ﬁ
U~ ’ £ € % 201 | %)
§ 104 £2 o
a =3 © 10+
(O e o o B S B s e e 0 =5
50
g 30‘ ES ,:,40_
G 52 = n
+ m = - N
2 € 20- e =30 >
cw 3 C = <
3 EE 8 207 N
o T 10 £35 I
1 =3 © 10+
O T AI A,\I T A-AJ T T T T 0 T T T T T
50
g 304 BS :‘40_
R 28 =
— o
2 €204 S 2 307 3
K] o =
= EE 3 201 , 0
S 104 £3 Il
s =3 © 104 /
0 T ﬁl ,\I IA_AiA T T T T T ‘T 50 T T T T T T T T T T T 0 T T T T T
50
30 300+
@ _S — 404
g —_ £ 250 = 0
o~ o— f un
- m -
2 €204 £ © 2007 h a
v S C = <
o -
@3 £ £ 150 320 N
o 104 EB g
S = 01004 O 104
OC T :l Al 1 ;‘:M_Il 04 T J-JI T 1 SOC T L' T T Cl _I D‘\l T ul I T 0_ O’]I '//l ul T I
Q55 > El oy > v Q535 > El [oR E] Qg =2 v
2fs<g2728028 2Ps<g27280288 23028
— ICON-ART POC 2000 —— TOMS/OMI/OMPS 1979-2019  —— TOMS/OMI/OMPS 2000 |

Figure 5.1: Ozone hole area, minimum column ozone and O3 deficit for ICON-ART sensitivity
simulations with a SZA threshold of 92.5°, 90°, 87.5° and 85° compared with satel-
lite observations. red: observations from year 2000, green: mean values for observa-
tions between 1979 and 2019, blue: ensemble mean from ICON-ART simulation, light
green shaded: range of observed values, light blue shaded: range of simulated values.

The development of the ozone hole area, minimum column ozone, and O3 deficit is shown
over the course of the year in Figure 5.1 for the ICON-ART simulations together with
observational data. For each sensitivity run, the ensemble mean (blue line) and the model
spread between minimum and maximum (light blue area) are used for comparison. The
sensitivity runs are compared with the observations of the year 2000 (red line).

The observed ozone hole area for the year 2000 starts to increase in July, reaching a maxi-
mum by September and decreases until December. In accordance with this, the minimum
total column O3 is beginning to decline by July, reaching a minimum in early October and
increases until December. This development of the ozone hole is also evident in the ob-

served ozone deficit increasing from July to October and decreasing until December. The
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year 2000 shows the largest ozone hole area ever observed between July and September,
including the maximum ever observed value in late August. This corresponds with one
of the lowest minimum total column ozone values during the same period resulting in an
unprecedented ozone deficit between July and September.

Even though the potential for ozone depletion is assumed to be highest around the year
2000 (e.g. Dhomse et al., 2018), it is reasonable to assume that the year 2000 was stronger
than the average case in terms of internal variability. Therefore the ensemble member
means should not necessarily fit perfectly to the observed curve to identify the best SZA
threshold. However, the observed curve should optimally be located within the bounds of
the model spread. To determine the most realistic model setup, the multi-year mean of ob-
servational data from 1979 to 2019 (green line) and the spread (light green area) observed
during that period are used for comparison. It should be noted that the first years in this
period are showing little ozone depletion. However, they are included in the analysis to
represent internal variability better. Even though the potential for ozone depletion is high
around the year 2000, a weak ozone hole is still possible due to year-to-year variations in
the dynamics. For example, in 2002, a sudden stratospheric warming occurred, leading
to a vortex breakup in late September (e.g. Feng et al., 2005). Therefore in the analyzed
metrics, particularly low values occurred during that year. The observed multi-year mean
should therefore be interpreted as a lower boundary for the model ensemble mean.

The "SZA 85" and "SZA 87.5" simulations result in a weaker than observed ozone hole.
This is reflected by the model spread not covering the range of observed values of the
ozone hole area, minimum column ozone, and the ozone deficit for the year 2000. The
"SZA 85" simulation is further characterized by a later than the usual onset of ozone
depletion.

The "SZA 90" simulation shows a realistic onset of ozone depletion in July with the en-
semble mean between the year 2000 observations and the multi-year during the depletion
phase. For the ozone hole area, the maximum values observed in September 2000 are not
covered by the model spread. The ensemble minimum/maximum for the minimum total
column and the ozone deficit reach the observed values for 2000. The "SZA 92.5" simula-
tion shows a wider ensemble spread for the ozone hole area and ozone deficit. Maximum
values exceed the observed range, especially between July and September, indicating an
ozone depletion onset too early in the year. The early onset is also represented by the
ensemble mean showing more extreme values for the ozone hole area and deficit than the
year 2000 observations between July and September. This behavior is also detected for
the minimum total ozone column.

Overall, the ICON-ART simulations show a similar development of the characteristics
for all sensitivity runs compared with observational data. However, they differ in strength
and sub-seasonal development. Compared with observational data, all sensitivity simu-

lations show a prolonged persistence of the Antarctic ozone hole, indicating an unusual
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5.1 The Antarctic ozone hole: influence of the solar zenith angle threshold

late vortex breakup date in the model. A higher SZA threshold is generally reflected by
a larger and deeper ozone hole and, thus, a larger ozone deficit. This result is reasonable
as the period of ozone depletion is prolonged with this change in the SZA threshold. The
metrics further reflect this change with a shift in the ozone depletion onset.

To further evaluate the impact of different solar zenith angle thresholds, the multi-year
monthly mean total column ozone climatology from the NIWA-BS (The National Institute
of Water and Atmospheric Research - Bodeker Scientific) total column ozone database
and the ERAS5 (European Reanalysis, Version 5) reanalysis for the years 1998 -2002
(Figure 5.2; upper panel) were compared with the ensemble mean climatology for each

sensitivity simulation (middle and lower panels).

The NIWA-BS total column ozone database (Bodeker et al., 2020) is a near-global daily
dataset for TCO generated from multiple satellite-based measurements. TCO values are
available for the period from 31 October 1978 to 31 December 2016 with a resolution
of 1.25° longitude by 1° latitude. Satellite measurements are compared with the ground-
based Dobson and Brewer spectrometer networks to identify and remove biases and drifts
in the satellite data. Afterward, the different satellite measurements are homogenized to
obtain a single dataset. In addition, a gap-free dataset was created: the BS-filled dataset.
This dataset uses a machine-learning algorithm to fill gaps in the initial dataset. Even
though this algorithm allows for a gap-free dataset, the uncertainties are significantly
higher for the interpolated regions due to a shortage of measurements. This is particularly
the case for polar night, as the satellite measurements are only available during sunlight

hours. A detailed description of the database is given by Bodeker et al. (2020).

The ERAS reanalysis is the current reanalysis dataset produced by the European Centre
for Medium-Range Weather Forecasts (ECMWF). ERAS combines a forecast model (the
Integrated Forecasting System (IFS) model) with observational data to generate a com-
plete dataset. It spans the period from 1950 to the present with an hourly output available.
Compared to the previous ERA-Interim reanalysis, it has an increased resolution of 31 km
horizontally and 137 vertical levels up to 1 hPa. A detailed description is given by Hers-
bach et al. (2020). The ERAS reanalysis dataset will be used for various comparisons in

this study. For the evaluation of the TCO distribution, monthly mean data were used.

The BS-filled dataset and ERAS show the same overall structure with low TCO values in
the tropics throughout the year and seasonally more variations at higher latitudes. In the
Arctic, a winter-spring (December-April) maximum is observed, while in the Antarctic,
a minimum is observed between August and December. Further, in the southern hemi-
sphere, a region of high TCO values is observed between 40°S and 60°S that is weakest
in summer and shows a maximum strength in spring. While the overall structure is very
similar, ERAS shows higher values in the tropics. Additionally, there are differences in

the ozone distribution at high southern latitudes, with the BS-filled dataset showing sig-
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Figure 5.2: Monthly mean zonal mean total column ozone distribution [DU]. Top left panel: BS-
filled TCO dataset (1998 -2002); top right panel: ERAS (1998 -2002); middle and
lower panels: ICON-ART POC 2000 ensemble mean (25 members) for solar zenith
angle thresholds of 85°, 87.5°, 90° and 92.5°

nificantly higher values between May and July. However, uncertainties in those regions

in winter are large due to a small number of polar night measurements.

The different ICON-ART sensitivity runs agree well with the overall structure described
by the BS-filled dataset and ERAS. The main differences between the runs are found at
high southern latitudes regarding the development of the Antarctic ozone hole. For the
"SZA 85" and "SZA 87.5" simulations, the development of the ozone hole is limited to
high southern latitudes higher than 80°S along with the maximum region in middle lati-
tudes reaching further south with stronger than usual maximum values. The "SZA 90" and
"SZA 92.5" simulations show a similar northward extend of the ozone hole reaching ap-

proximately 75°S corresponding with a similar strength of the maximum in mid-latitudes
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that is comparable with the observations. The two simulations differ in the timing of the
ozone hole development, with the "SZA 92.5" simulation showing a depletion onset about
one week earlier in late July. The "SZA 90" simulation shows a more realistic ozone de-
pletion onset. However, in this simulation, the ozone hole simulation also persists longer
in summer.

With the results from the comparison of ozone hole characteristics and the TCO clima-
tologies, the "SZA 90" simulation was identified as the most realistic simulation, and the
SZA threshold was set to 90° for the subsequent studies. While this simulation shows the
most realistic representation, the vortex breakup in the ICON-ART simulations is later

than observed.

5.2 Climatological total column ozone distributions for
the years 1980 and 2000

In the previous section, the ICON-ART simulations with different SZA thresholds were
compared with multi-year monthly means of the BS-filled and ERAS TCO datasets and
typical ozone hole characteristics to find the most realistic model setup. The simulations
with an SZA threshold of 90° were identified as the best setup and are used subsequently
with simulations including 65 ensemble members. Besides the realistic representation
of the Antarctic ozone hole, the model’s global distribution of TCO is evaluated in this
section. The ICON-ART noPOC 1980 ensemble mean is compared to the mean of 1978 -
1982 NIWA-BS, and 1979 -1982 ERAS5 data, while the POC 2000 ensemble mean is
compared to the years 1998 - 2002.

The overall structure of the TCO distribution, as described in section 5.1 with minimum
values in the tropics and seasonally varying values at higher latitudes, is visible in all
datasets and for both time frames (see Figure 5.3). The year 2000 climatology shows
globally slightly lower TCO values for all datasets throughout the year. Besides this gen-
eral ozone reduction, the changes between the years 1980 and 2000 are greatest in high
southern latitudes during spring. Here, characteristically low values develop for the year
2000 data: the Antarctic ozone hole. While the datasets’ overall structure and develop-
ment are similar, a few differences can be detected: The ERAS dataset shows higher TCO
values in the tropics. Further, the TCO maximum during June, visible in the BS-filled
dataset, cannot be observed here. The ICON-ART simulations show tropical TCO values
within the range of the BS-filled dataset and ERAS values with slightly lower values than
ERAS. The minimum at high northern latitudes between August and November is less
pronounced in the ICON-ART simulations compared to the BS-filled and ERAS datasets.
Further, for the noPOC 1980 simulation, the southern hemispheric maximum between 40
and 60°S is stronger than in the BS-filled and ERAS datasets between July and January.

Additionally, as already described in section 5.1, the Antarctic ozone hole persists longer
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Figure 5.3: Monthly mean zonal mean total column ozone distribution [DU]. Top panels: BS-
filled TCO dataset for 1978 - 1982 (left) and 1998 - 2002 (right); middle panels: ERAS
for 1979-1982 (left) and 1998 -2002 (right); lower panels: ICON-ART ensemble
mean (65 members) of the noPOC 1980 simulation (left) and the POC 2000 simu-
lation (right). The contour lines shown for the ICON-ART simulations represent the
standard deviation of the zonal mean TCO distribution.

in the ICON-ART POC 2000 simulation. Overall, ICON-ART shows an agreement with
the BS-filled dataset and ERAS data regarding global structure and temporal evolution
throughout the year and on longer timescales. The differences between ICON-ART and
the ERAS and BS-filled datasets are in the same order of magnitude as the differences
between the datasets themselves, except for the already mentioned longer persistence of

the Antarctic ozone hole.
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5.3 Vertical profiles of ozone and temperature for the
years 1980 and 2000

So far, only vertically integrated ozone has been analyzed. In the following section, we as-
sess the model’s ability to realistically capture the vertical ozone and temperature structure
in the southern hemisphere. Therefore the model results are compared with ozonesonde
data at different stations to analyze the model’s ability to reproduce the vertical profiles.

Ozonesonde data was obtained from the World Ozone and Ultraviolet Radiation Data
Centre (WOUDC; WOUDC Ozonesonde Monitoring Community et al., 2015) for se-
lected southern hemispheric stations as summarized in Table 5.1. For comparison with
the noPOC 1980 simulation, the stations Aspendale and Syowa were chosen, while for the
POC 2000 simulation, a comparison for the stations Broadmeadows, Lauder, Macquarie
Island, Neumayer, and South Pole was performed. The noPOC 1980 simulation was
compared to sonde data of 1978 - 1982, while the POC 2000 simulation was compared
to sonde observations between 1998 and 2002. For Broadmeadows, the comparison was

performed with data between 1999 and 2002 due to data availability.

Table 5.1: Ozone sonde stations and corresponding ICON grid points

Name Coordinates Period Coordinates of closest
ICON grid point

Aspendale (APL) 38.03°S, 145.10°E  1978-1982 38.96°S, 145.35°E
Syowa (SYO) 69.01°S, 39.58°E  1978-1982 68.61°S, 39.45°E
Broadmeadows (BRO) 37.68°S, 144.95°E  1999-2002 36.98°S, 144.00°E
Lauder (LAU) 45.04°S, 169.68°E 1998 -2002 45.33°S, 170.54°E
Macquarie Island (MQA) 54.50°S, 158.96°E  1998-2002 55.54°S, 159.91°E
Neumayer (NMY) 70.65°S, 8.26°W 1998-2002 70.97°S, 7.01°W
South Pole (SP) 89.99°S, 169.00°W  1998-2002 88.92°S, 3.54°E

In a first step, the sonde data were interpolated linearly to selected pressure levels corre-
sponding to the ICON pressure levels. Afterward, monthly means were calculated. From
those monthly means, seasonal means, maxima, and minima were obtained. This ap-
proach was chosen as the number of ozonesonde launches differs between the months
and seasons.

For the comparison with the model simulations, the closest ICON grid point for every
sonde location was determined. An overview of the ozonesonde stations and the corre-
sponding ICON grid points is given in Table 5.1 and is displayed in Figure 5.4. As for

the ozonesonde data, the seasonal means, maxima, and minima of the vertical ozone and
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Ozonesonde launches 2000
Ozonesonde launches 1980
closest ICON gridpoints

Figure 5.4: Location of ozonesonde launches for the years 1980 (red) and 2000 (blue) and their
corresponding closest ICON grid point used for comparison (blue)

temperatures profiles at the corresponding ICON grid points were obtained from monthly
mean data. Also, differences are calculated between the sonde data’s mean profiles and
the ICON-ART simulations at the corresponding grid point. The comparison of vertical
ozone profiles at the stations Aspendale and Syowa with the corresponding ICON grid
points of the noPOC 1980 simulation is shown in Fig. 5.5.

When interpreting the results, it should be noted that the resulting sonde profile can be
obtained from a different number of sonde launches at different levels. Particularly at high
levels, the data availability is limited. Therefore the sonde profiles are only displayed up
to 5hPa. Particularly for the 1980 data, abrupt changes in the sonde profiles should be
interpreted as changes in the number of underlying sonde launches and the generally
sparse amount of available data. Even though those changes illustrate the shortcomings
of the comparison, the profiles are shown up to 5hPa here to hint at the actual profiles.
Further, seasonal maxima or minima obtained from monthly mean data can correspond to

a single sonde launch if only one launch was made during that month.

The ICON-ART noPOC 1980 simulation generally shows an agreement at the stations
Aspendale and Syowa. While the profiles’ overall structure is similar, the ICON-ART
simulation shows a systematic bias in tropospheric values with significantly lower ozone.
The ozone concentration is reduced by at least 50 % below 400 hPa for Aspendale and
more than 80 % at Syowa compared to the observations. The reduction is stronger with
lower altitude and reaches almost 100 % at all stations and seasons at 1000 hPa. This

systematic bias indicates that the chosen tropospheric lifetime of ozone is significantly
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5.3 Vertical profiles of ozone and temperature for the years 1980 and 2000
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Figure 5.5: Seasonal averaged ozone profiles of the ICON-ART noPOC 1980 simulation (blue)
compared to ozonesonde data (red) for Aspendale and Syowa. ICON-ART data is av-
eraged over all ensemble members. Ozonesonde data is averaged over 1978 - 1982.
Shading indicates the range of monthly mean values. The grey line indicates the dif-
ference between the ICON-ART simulation and the ozonesonde data in percent (based
on the ozonesonde profile).

too short, or tropospheric ozone sources and sinks are not represented realistically in the
model. Changes in tropospheric lifetime have been investigated in sensitivity studies (see
section 6.2.1). Even though an enhanced tropospheric ozone lifetime shifts the model
towards slightly increased tropospheric values, significant systematic biases remain (not
shown here). Therefore an unrealistic tropospheric source and sink representation is more
likely. Further, underestimated tropospheric ozone volume mixing ratios can point to

weaker stratosphere-troposphere transport in the model.

However, as already mentioned, the underlying sonde data is limited for the period con-
sidered, especially for Syowa. Abrupt changes in the mean profiles and the model spread
are detected when a different number of launches are available at different altitudes. This
is the case for both stations at levels above 40 hPa and underlines the sparsity of avail-
able data. Additionally, the limited amount of data can also impact the observed spread
of ozone values. This is the case when a monthly mean value is obtained from a sin-
gle launch, which enhances the probability of more extreme values. Therefore, a higher
spread in the observed data does not necessarily indicate higher internal variability. Sim-
ilarly, a lower than modeled spread could result from a very limited amount of data.

Overall, considering the shortcomings of the comparison, the noPOC 1980 simulation
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shows agreement with the observations and hints on a systematic tropospheric bias that
could partly be caused by a weaker stratosphere-troposphere transport or an insufficient

representation of tropospheric sources and sinks.

The model is further evaluated by comparing the POC 2000 simulation at five different
southern hemispheric stations. These stations are characterized by a larger number of
launches during the given period and can provide a better indication of systematic biases
in the model. While temperature profiles were not available for the year 1980, temperature
profiles are available for the year 2000, and their analysis complements the evaluation of
vertical ozone profiles. The comparison of vertical ozone profiles is shown in Fig. 5.6,

and the comparison of temperature profiles is depicted in Fig. 5.7.

The ozone profiles for Broadmeadows and Lauder show an agreement compared with
the sonde data. The comparison at Macquarie Island illustrates slightly higher ozone
values in the POC 2000 simulation from December to August in the stratosphere. Similar
behavior is seen at the Neumayer and South Pole stations during that time of year. While
the ozone values agree well at Macquarie Island during spring (SON), there are larger
deviations at Neumayer and the South Pole. At Neumayer, a positive ozone bias of the
ICON-ART simulation is detected between 100 hPa and 40 hPa, while a negative bias is
visible at levels between 40 hPa and 10 hPa. At the South Pole, the POC 2000 simulation

underestimates the ozone concentrations in the stratosphere.

When analyzing the profile of differences, the tropospheric ozone bias detected in the
1980 comparison is also visible here. While the individual manifestations vary, a char-
acteristic bias evolves at low altitudes at all stations and seasons. The occurrence of this
pattern strengthens the assumption of an incomplete representation of tropospheric source
processes. When analyzing the profile of differences, it should be noted that the difference
is expressed as the percentage of the ozone value observed by the sondes. This can lead
to the impression of extreme deviations while the absolute difference is small, especially
when the observed ozone concentration is small. This is desirable to detect deviations
in the troposphere that would otherwise not be visible. However, this also favors the
overinterpretation of differences in the lower stratosphere, where ozone values are small
compared to higher levels. This is illustrated by the positive ozone bias around 200 hPa

that decreases with altitude apparent at different stations and seasons.

In addition to the comparison of the ozone profiles, the temperature profiles are com-
pared (Fig. 5.7). Here, as for the ozone concentrations, Broadmeadows and Lauder show
an agreement between sonde data and the ICON-ART simulation. While the modeled
temperature structure at Macquarie Island corresponds with the observations, I[CON-ART

shows a more pronounced tropopause with a slight cold bias visible at all seasons. Further,
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Figure 5.6: Seasonal averaged ozone profiles of the ICON-ART POC 2000 simulation (blue)
compared to ozonesonde data (red) for Broadmeadows, Lauder, Macquarie Island,
Neumayer, and South Pole. ICON-ART data is averaged over all ensemble mem-
bers. Ozonesonde data is averaged over 1998 - 2002 (1999 - 2002 for Broadmeadows).
Shading indicates the range of monthly mean values. The grey line indicates the dif-
ference between the ICON-ART simulation and the ozonesonde data in percent (based
on the ozonesonde profile).

51



5 Model evaluation

Figure 5.7: Seasonal averaged temperature profiles of the ICON-ART POC 2000 (blue) simula-

tion compared to ozonesonde data (red) for Broadmeadows, Lauder, Macquarie Is-
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land, Neumayer and South Pole. ICON-ART data is averaged over all ensemble mem-
bers. Ozonesonde data is averaged over 1998 - 2002 (1999 - 2002 for Broadmeadows).

Shading indicates the range of monthly mean values. The grey line indicates the dif-

ference of the ICON-ART simulation and the ozonesonde data.
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5.4 Conclusions

a warm bias of up to 15K is evident above 150 hPa in winter. At Neumayer and South
Pole, more distinct differences are found. In DJF, MAM, and JJA, a more pronounced,
colder tropopause is present in the ICON-ART simulations. This results in a cold bias of
up to 5 K up to 20hPa. In SON, the ICON-ART simulation exhibits significantly colder
temperatures up to 10 hPa at both stations. The differences are particularly large at the
South Pole. This temperature offset favors a stronger than usual ozone depletion by the
polar ozone chemistry representation in the Linoz scheme and could be responsible for the
low ozone values in spring. Further, the differences in tropopause temperatures indicate
higher static stability of the atmosphere in the model simulations that could weaken the
stratosphere-troposphere transport. This could result in the enhanced lowermost strato-
sphere ozone values detected in the [ICON-ART simulations.

Overall, ICON-ART shows an agreement compared with the sonde data apart from some
systematic biases. The POC 2000 comparison supports the indication of an insuffi-
cient realization of tropospheric ozone sources and sinks as well as weaker stratosphere-
troposphere transport caused by a more pronounced tropopause. Other differences can
partly be explained by the model’s resolution and the resulting distance of the station
location and the chosen ICON grid point. Further, the comparability is limited by the
experimental design, comparing the results of an ensemble with 65 members with sonde
data from five years resulting in significantly lower accuracy. This is visible especially at

high altitudes, where more abrupt changes in the mean profiles are visible.

5.4 Conclusions

The comparison of the model’s ability to realistically map the climatological ozone dis-
tribution shows remarkable skill when considering the simplicity of the underlying chem-
istry scheme. When comparing the TCO climatology, the model’s tendency towards a
delayed vortex breakup is visible. However, this behavior is not specific to the ICON-
ART model and can be seen in several model studies. The same tendency is visible in
some models of the CMIP6 models’ evaluation study by Keeble et al. (2020) and the
study by Eyring et al. (2006), investigating 13 CCMs. Further, Stone et al. (2016) report a
similar development of the Antarctic ozone hole in the ACCESS (Australian Community
Climate and Earth System Simulator) model that is run with a reaction-based stratospheric
and tropospheric chemistry. In those studies, similar to the ICON-ART results, the maxi-
mum ozone concentrations between May and July, seen in the NIWA-BS dataset, are not
apparent. The same is the case for the study by Morgenstern et al. (2009), which is, how-
ever, showing a realistic vortex breakup in the UKCA model that has a similar chemistry
scheme as the ACCESS model.

Stone et al. (2016) also evaluated vertical profiles of ozone concentrations and tempera-

ture based on the comparison with sonde data of several southern hemispheric stations.

53



5 Model evaluation

There, the model’s problem with adequately representing the springtime vertical ozone
profiles is encountered.

Overall, the ICON-ART climate simulations performed with the Linoz scheme can com-
pete with state-of-the-art climate models. More complex chemistry schemes show similar
shortcomings as the ICON-ART simulations with the simplified Linoz scheme and are
not necessarily better in mapping climatological ozone concentrations. The evaluation
performed in this chapter shows that the Linoz scheme is suited for this kind of modeling

study.
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6 Simulated southern hemispheric
climate change signals

The formation of the Antarctic ozone hole is characterized by a large ozone loss of more
than 80 % in the Antarctic lower stratosphere in spring (e.g. Previdi and Polvani, 2014).
Due to the radiative properties of ozone as a strong absorber of UV radiation, ozone loss
of this extent is expected to influence temperatures in the corresponding altitude range.
Randel and Wu (1999) and Thompson and Solomon (2002), indeed reported Antarctic
stratospheric temperature changes based on numerous sonde observations between 1970
and 1998. Both studies found a springtime cooling of stratospheric temperatures, coin-
ciding with the season of largest ozone losses, that was interpreted as a result of ozone
depletion. Along with the stratospheric cooling, a strengthening of the polar vortex re-
sulting in a delayed vortex breakup was observed (Waugh et al., 1999; Thompson and
Solomon, 2002). This strengthening of zonal winds was not limited to the stratosphere
but reached down to the troposphere about 1 -2 months later. The intensification of the
zonal wind in the polar troposphere was accompanied by a decrease in strength in the
midlatitudes. Consequently, the tropospheric signal is characterized by a poleward shift
of the jet, which is commonly referred to as the high-index polarity of the Southern An-
nular Mode. In addition to the tropospheric circulation changes, warming of the Antarctic
Peninsula and Patagonia has been observed as well as a cooling of the remaining Antarctic
continent (Thompson and Solomon, 2002).

Even though the occurrence of the observed changes coincides with polar ozone deple-
tion, atmospheric changes in recent decades are not limited to the changes in ODSs and the
corresponding development of the Antarctic ozone hole. Another main driver of climate
change is the increase of greenhouse gases that is expected to cause a decrease in strato-
spheric temperatures. Further, the atmospheric system shows high internal variability, and
therefore it is difficult to prove the causality between changes in ozone concentrations and
the observed stratospheric and tropospheric trends.

As a result, multiple modeling studies have been performed in the past to reconstruct
climate change signals and investigate the impact of stratospheric ozone loss compared
to the effect of increased GHGs (e.g. Perlwitz et al., 2008; Karpechko et al., 2008, 2010;
Son et al., 2008, 2010, 2018; McLandress et al., 2011; Polvani et al., 2011a; Maycock
et al., 2018). While the attribution of the stratospheric cooling signal and the prolonged

persistence of the polar vortex to polar ozone depletion is supported by all studies, they
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differ in the projected strength of circulation changes, particularly for the effect on surface
climate.

As stratospheric ozone is expected to recover, a reversal of the circulation changes induced
by ozone depletion is assumed. In contrast, the increase of GHGs will strongly affect the
climate in the future and is expected to lead to tropospheric warming and stratospheric
cooling. Further, increased GHGs are associated with a poleward shift of the midlatitude
jet that is associated with a shift of the tropospheric SAM towards higher values. The
reversal of ozone hole induced surface climate change signals will thus likely counteract
the changes induced by increased GHGs. First observational indications that this is the
case have been reported recently by Banerjee et al. (2020). For meaningful future climate
simulations, it is therefore important to obtain a detailed characterization of the ozone
hole induced climate change signals.

A detailed characterization of the signals requires a clean experimental design, investigat-
ing the effects of individual forcings. The above-mentioned studies work with transient
simulations where multiple boundary conditions change simultaneously. Thus an attribu-
tion of the signal to a single forcing is difficult. Further, transient studies are not able to
account for internal variability.

A method to overcome those problems is the timeslice experimental design as described
in section 3.4. Here, the boundary conditions for a given year are perpetually applied
in the model simulations, and thus, the climate change signals result only from differ-
ent representations of polar ozone chemistry or different chosen boundary conditions for
the simulations that are compared. Further, long timeslice experiments can be used to
investigate internal variability. Thompson et al. (2011) stated the importance of more
clean model experiments, focusing only on individual effects, particularly as there is a
large spread in model formulations as well as a large internal variability. Further, Seviour
et al. (2017) proposed that previous intermodel differences could largely be attributed to
internal variability and highlighted the importance of either large ensemble sizes or long
time slice simulations to quantify intermodel differences accurately. The timeslice ap-
proach has been used for several studies in the past years (e.g. Gillett and Thompson,
2003; Polvani et al., 2011b; Staten et al., 2012; Keeble et al., 2014), but the number of
experiments with this approach is still comparatively small.

The calculation of long integrations requires a trade-off in model complexity. Thus, most
timeslice studies work with prescribed ozone climatologies to investigate the effects of
ozone destruction. Keeble et al. (2014) use a comprehensive and interactive calculation
of ozone for their timeslice experiments; however, the realization size of 20 years is small
in this study.

Here, the results of 65-year long timeslice integrations with an interactive calculation of
ozone are presented. The usage of the Linoz scheme enables the realization of a large

ensemble size while taking into account chemistry-climate-interactions due to its interac-
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tive ozone calculation. The timeslice approach is well suited to investigate the effects of
increasing GHGs and polar ozone depletion separately. Further, internal variability can
be analyzed in those model simulations, and thus an assessment of the significance and
uncertainties of the model results is feasible.

In this chapter, we investigate the climate change signals that are resulting from polar
ozone depletion as well as greenhouse gases based on the four model simulations with
and without polar ozone chemistry for the years 2000 and 2060, focusing on the southern
hemisphere. Signals induced by polar ozone depletion are investigated by the ensem-
ble mean differences between the POC 2000 and noPOC 2000 simulations and between
the POC 2060 and noPOC 2060 simulations. For the impacts of increasing greenhouse
gases, the differences between the POC 2060 and POC 2000 simulations and between the
noPOC 2060 and noPOC 2000 simulations are analyzed. The climate change scenario,
taking into account the effects of ozone recovery and increasing greenhouse gases, is
analyzed based on the differences between the noPOC 2060 and POC 2000 simulations.
In the following, the temporal and altitude structure of zonal mean climatological changes
is analyzed. To focus on the regions affected strongest by the Antarctic ozone hole, the
temporal evolution of changes of zonal mean ozone concentrations and temperatures av-
eraged over 90-75°S are displayed in Figure 6.1 over the course of the year, as well
as the changes in zonal wind averaged over 75-50°S. Due to the large differences in
ozone concentrations with altitude, ozone changes are described in percent, with the first
model simulation as a reference (except for the difference between the noPOC 2060 and
POC 2000 simulations). Further, as zonal winds vary between easterlies and westerlies,
the wind climatology of the first model simulation is included in the zonal wind differ-
ences as contour lines. This enables a better interpretation of zonal wind changes and
indicates if changes are corresponding with a weakening or strengthening of the clima-
tological wind speeds. In addition, zonal mean seasonal differences are regarded in the
Figures 6.2, 6.3 and 6.4 to get a more detailed picture of the climate change signals. Here,
only the cases marked in bold in Fig. 6.1 are discussed.

Comparing the polar cap ozone climatologies of the POC 2000 and noPOC 2000 simula-
tion (Fig. 6.1), seasonally changing ozone concentration differences are visible between
20 and 300 hPa. Those stratospheric changes are significant below 20 hPa. The strato-
spheric ozone differences are characterized by the onset of strong ozone depletion in the
POC 2000 simulation by the beginning of August, leading to a maximum ozone difference
of 80 % by October around 60 hPa. While the differences intensify between August and
October, a slight descent of the upper and lower boundaries is detected. By the beginning
of November, the differences slowly get smaller, starting at upper altitudes. At 200 hPa, a
50 % ozone concentration is visible in February and a 30 % difference persists until June.
This development of stratospheric changes is in agreement with the climatology of the

Antarctic ozone hole. In the troposphere, the POC 2000 simulation is characterized by
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Figure 6.1: Monthly mean relative ozone difference [%] (left panels) and monthly mean tempera-
ture difference [K] (middle panels) averaged over 75°S - 90°S and monthly mean zonal
wind difference [m/s] (left panels) averaged over 50°S - 75°S for the differences be-
tween the POC 2000 and noPOC 2000, POC 2060 and noPOC 2060, POC 2060 and
POC 2000, noPOC 2060 and noPOC 2000, and noPOC 2060 and POC 2000 exper-
iments. The percentage of ozone difference is based on the ozone concentration of
the first experiment (except for the differences between noPOC 2060 and POC 2000).
Contour lines depicted with the zonal wind differences show the zonal wind climatol-
ogy of the first experiment. Dots represent significance with a false discovery rate of
0.1.
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Figure 6.2: Latitude-height cross sections of seasonally averaged relative ozone differences
[%] between POC 2000 and noPOC 2000, noPOC 2060 and noPOC 2000, and
noPOC 2060 and POC 2000. Dots represent significance with a false discovery rate
of 0.1. Percentage is based on the first experiment except for the differences between
noPOC 2060 and POC 2000.

around 20 % lower ozone concentrations than the noPOC 2000 simulation. However, as
already identified in chapter 5, tropospheric ozone is significantly too low in the ICON-
ART simulations. Thus, very small changes in ozone can lead to a high percentage of

concentration changes.

The ozone hole induced polar cap temperature differences show a significant temperature
decrease in the POC 2000 simulation compared to the noPOC 2000 simulation, matching
the temporal and spatial extent of the ozone hole. Temperatures are significantly lower
in the POC 2000 simulation between October and February between 200 and 20 hPa,

reaching a minimum of more than 16 K in December.
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Figure 6.3: Latitude-height cross sections of seasonally averaged temperature differences [K] be-
tween POC 2000 and noPOC 2000, noPOC 2060 and noPOC 2000, and noPOC 2060
and POC 2000. Dots represent significance with a false discovery rate of 0.1.

The lower temperatures detected in the POC 2000 simulation are caused by the radiative
feedbacks of polar ozone depletion. Stratospheric ozone absorbs incoming solar radiation
resulting in enhanced temperatures. The lack of ozone is therefore associated with colder
temperatures. This radiative cooling of the Antarctic lower stratosphere was detected by
numerous observational and modeling studies investigating the impact of ozone depletion
on climate (e.g. Randel and Wu, 1999; Thompson and Solomon, 2002; Maycock et al.,
2018). At higher levels, a significantly enhanced temperature reaching up to 6 K is visible
for the POC 2000 simulation between October and February. Similar warming was pre-
viously observed by Keeble et al. (2014) and identified to result mainly from changes in
dynamical heating. Further, changes in the local radiation budget could contribute to the

detected temperature changes.
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Figure 6.4: Latitude-height cross sections of seasonally averaged zonal wind differences [m/s] be-
tween POC 2000 and noPOC 2000, noPOC 2060 and noPOC 2000, and noPOC 2060
and POC 2000. Dots represent significance with a false discovery rate of 0.1.

Additionally to the changes in spring and summer, small, non-significant temperature dif-
ferences are visible during winter between the POC 2000 and noPOC 2000 simulations
with a temperature increase between 60 and 6 hPa, and a slight decrease above. These
temperature changes cannot be explained by the visible ozone changes and are dynami-

cally driven, as no sunlight is available during that time of the year.

Investigating the changes in zonal wind averaged over 75 - 50°S, differences are largest
between October and January with significantly stronger westerlies of more than 10 m/s
in the POC 2000 simulation, particularly between 100 and 4 hPa. These changes are the
consequence of the thermal wind response to the detected temperature changes, consistent
with the findings of previous studies (e.g. McLandress et al., 2011). The detected stronger
westerlies indicate a longer persistence of the polar vortex and a later transition to east-

erlies in the mid-latitudes. Significant changes are also found in the troposphere between
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6 Simulated southern hemispheric climate change signals

December and February and are associated with a downward propagation of stratospheric
zonal wind changes. Further, slightly lower wind speeds of 2 m/s are found in the strato-
sphere between May and September for the POC 2000 simulation, indicating a weaker
polar night jet. This weakening of the jet is corresponding with weaker latitudinal tem-
perature gradients and, therefore, with the detected temperature dipole pattern.

The zonal mean seasonal ozone differences between the POC 2000 and noPOC 2000
simulations (Fig. 6.2) show the largest changes outside the southern polar region in the
tropical tropopause region. The lower ozone concentrations here are possibly caused by
the polar ozone loss term in the Linoz scheme that was not limited to polar latitudes.
The tropical tropopause is typically located above 10 km, and the appearance of low tem-
peratures in this region could potentially lead to the activation of the polar ozone loss
term and thus result in lower ozone concentrations. The detected tropical ozone changes
correspond with lower temperatures in the tropical lowermost stratosphere and enhanced
temperatures above (Fig. 6.3). This temperature pattern is likely caused by the radiative
feedback induced by the ozone changes.

Climatological changes between the POC 2060 simulation and the noPOC 2060 simu-
lation are very similar to the changes visible between the POC 2000 and noPOC 2000
simulations. Therefore the analysis is limited to the monthly mean zonal mean changes
averaged over the polar cap for ozone and temperature changes and over the midlatitudes
for zonal wind changes (Fig. 6.1). The temporal evolution of the ozone differences be-
tween the POC 2060 and noPOC 2060 simulations is similar to the differences for the year
2000. However, the ozone differences for 2060 are larger than for 2000. This stronger
ozone loss in the POC 2060 simulation is likely caused by a more efficient ozone depletion
due to decreased stratospheric temperatures that are resulting from increased GHGs. The
increased ozone loss corresponds with a lower temperature minimum between November
and January and a higher temperature maximum at upper levels. Consequently, consistent
with thermal wind balance, the intensification of the westerlies is stronger than for the
POC 2000 and noPOC 2000 difference between October and January, indicating a longer
persistence of the vortex and a later transition to easterlies. The larger stratospheric wind
response induces a larger tropospheric response, with an increased period of significant
zonal wind changes.

The differences between the noPOC 2060 and noPOC 2000 simulations (Fig. 6.1) show
slightly smaller polar cap ozone concentrations for 2000, reaching up to 10 % in the strato-
sphere and larger deviations in the troposphere. Here, a significant enhancement of up to
20 % is visible throughout the year. The temperature differences are characterized by sig-
nificant tropospheric warming and significant stratospheric cooling for the noPOC 2060
simulation. Those temperature changes are expected due to the increased greenhouse gas
boundary conditions. In addition to the overall stratospheric cooling, a particularly strong

cooling pattern is visible between June and September, with colder temperatures between
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20 and 1 hPa. Those temperature changes correspond with a significant intensification of
the polar vortex between May and September at levels above 10 hPa. Further, a small in-
crease in stratospheric wind speeds is visible throughout the year, with significance from
January to September.

The zonal mean seasonal ozone differences between the noPOC 2060 and noPOC 2000
simulations (Fig. 6.2) show globally enhanced tropospheric ozone of approximately 10 %
for the noPOC 2060 simulation. The increase is stronger in the Arctic, reaching between
20 and 30 % from winter to summer. Additionally, a small decrease in the tropical lower-
most stratosphere is detected throughout the year. The seasonal temperature differences
(Fig. 6.3) show a global tropospheric temperature increase of around 1.5 - 3 K and a strato-
spheric decrease of around 3 K for the noPOC 2060 simulation, as already identified for
the southern polar region. As for tropospheric ozone changes, the tropospheric temper-
ature increase is particularly strong in the Arctic and reaches a maximum of more than
5K in northern hemisphere winter (DJF). Differences in zonal wind (Fig. 6.4) show a
more complex pattern of decreases and increases. The most prominent pattern is the in-
tensification of the southern midlatitude jet by up to 10 m/s in winter for the noPOC 2060
simulation. This is in conjunction with a general positive wind difference in the south-
ern hemisphere mid-latitudes throughout the year. Further, a tendency towards stronger
tropospheric westerlies is found in the subtropics for the noPOC 2060 simulation.

The differences between the POC 2060 and POC 2000 simulations resemble the noPOC
changes. However, the changes in polar cap ozone concentrations differ (Fig. 6.1), with
an additional stratospheric ozone loss up to 30 % between August and December for lev-
els between 10 and 200 hPa for the POC 2060 simulation. This can be explained by
more effective ozone depletion and, therefore, a stronger ozone hole due to the colder
stratospheric temperatures. This ozone change is also reflected by the polar cap temper-
ature changes, showing a more persistent stratospheric temperature minimum than for
the noPOC simulations. The zonal wind differences show a stronger increase between
September and December, indicating a longer persistence of the polar vortex due to the
stronger ozone depletion.

The differences between the noPOC 2060 and the POC 2000 simulations provide insights
on the atmospheric response to the combined effects of increased greenhouse gases and
stratospheric ozone recovery. Polar cap ozone changes (Fig. 6.1) are characterized by a
significant increase of ozone at levels between 10 and 200 hPa between August and April
due to ozone recovery for the noPOC 2060 simulation. Additionally, significantly en-
hanced tropospheric values are visible, matching the enhancements detected for increased
GHGs and the reverse effect of differences caused by ozone depletion. The polar cap tem-
perature differences reflect the ozone changes with significantly enhanced temperatures
in the noPOC 2060 simulation, reaching maxima of more than 12K for the duration and

altitude range where ozone depletion occurred in the POC 2000 simulation. At higher lev-
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6 Simulated southern hemispheric climate change signals

els, a significant temperature decrease up to 10 K is visible, reversing the effect detected
in the ozone depletion comparisons. Additionally, between May and September, the ad-
ditional cooling structure identified in the differences associated with increased GHGs is
found. A significantly strengthened vortex is detected between April and October in the
noPOC 2060 simulation. Even though the vortex is strengthened in winter, its persistence
is lower, as indicated by the significant negative wind differences between October and
January. Overall the detected signal is influenced mostly by increasing GHGs between
March and September, while the influence of ozone recovery is strongest between Octo-

ber and January. This behavior is also visible in the seasonal zonal mean differences.

6.1 Stratospheric impact on surface climate

Stratospheric circulation changes induced by the ozone hole can affect surface climate.
As detected in the previous sections, climatological changes in zonal wind can penetrate
down to the surface, where they result in circulation and temperature changes. Further,
increasing GHGs are projected to cause tropospheric warming and influence tropospheric
circulation due to changes in the polarity of the Southern Annular Mode. In this chapter,
we investigate the stratospheric impact on surface climate induced by the ozone hole and

increased greenhouse gases.

6.1.1 Impacts of polar ozone depletion

Comparing the near-surface pressure of the POC and noPOC simulations (Fig. 6.5),
changes are most pronounced in summer for the 2000 as well as the 2060 simulations.
The dominating pattern is a dipole of significantly decreased surface pressure of 1 -4 hPa
between 90 and 60°S and significantly increased pressure of up to 3 hPa between 60 and
30°S. The decrease is stronger in West Antarctica, the Antarctic Peninsula, and the sur-
rounding Southern Ocean and weaker in East Antarctica for both time horizons. The
pressure increase surrounding Antarctica is similar in strength; however, differences in
the location of maxima and minima occur. For the differences between POC 2000 and
noPOC 2000, local minima are visible around 60°E, 60°W, and 140°W. For the differ-
ences between the 2060 simulations, the structure is shifted with minima around 30°E,
140°E, and 90°W. The changes during all other seasons are substantially smaller and
show less significance for both time horizons. Additionally, no matching patterns are
detected for the 2000 and 2060 simulations. This indicates a higher internal variability
and a limited effect of stratospheric changes on surface pressure during those seasons.

Ozone hole induced changes in near-surface zonal wind (Fig. 6.6) mirror the changes
detected in near-surface pressure. The season with the largest differences is summer with
a significant intensification of westerlies of up to 1.5m/s between 70 and 50°S and a
significant decrease in wind speeds of about 1 m/s between 50 and 30°S for the POC 2000
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Near-surface pressure difference [hPa]

1

2000 POC - noPOC

2060 POC - noPOC

Figure 6.5: Seasonal mean near-surface pressure difference [hPa] between POC 2000 and
noPOC 2000, and POC 2060 and noPOC 2060. Dots represent significance with a

false discovery rate of 0.1.

0.4

2000 POC - noPOC

2060 POC - noPOC

Figure 6.6: Seasonal mean near-surface zonal wind difference [m/s] between POC 2000 and
noPOC 2000, and POC 2060 and noPOC 2060. Dots represent significance with a

false discovery rate of 0.1.
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2000 POC - noPOC

2060 POC - noPOC

Near-surface temperature difference [K]
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Figure 6.7: Seasonal mean near-surface temperature difference [K] between POC 2000 and
noPOC 2000, and POC 2060 and noPOC 2060. Dots represent significance with a
false discovery rate of 0.1.

and POC 2060 simulations. This pattern shows the poleward shift of the midlatitude jet for
the POC simulations that is associated with the high-index polarity of the SAM. Changes
in zonal wind during all other seasons are significantly lower and show little significance.

The temperature changes associated with polar ozone depletion (Fig. 6.7) are more com-
plex than the patterns detected for near-surface pressure and zonal wind changes. As for
pressure and zonal wind differences, the number of significantly changed grid points is
highest in summer. Then, for the differences between POC 2000 and noPOC 2000, signif-
icant warming of up to 0.5 K around the Antarctic Peninsula and the surrounding South-
ern Ocean (between 80 and 50°S and 0 and 120°W) is visible. Additionally, a complex
warming and cooling pattern is visible throughout Antarctica with a significant cooling of
0.7 K of West Antarctica and a contrasting warming pattern along 120°E in East Antarc-
tica, reaching 0.6 K. The strongest warming is detected for the Filchner-Ronne ice shelf
with an increase of more than 1 K. At lower latitudes, a temperature decrease is detected
in the southern half of Australia, a temperature increase is visible in New Zealand, and

warming and cooling patterns are found in South America.

The differences between POC 2060 and noPOC 2060 show slightly weaker near-surface
temperature changes in summer with warming and cooling patterns, similar to the ones
identified for 2000. The warming around the Antarctic Peninsula is, however, limited to 0
to 90°W. Further, the warming apparent around 120°E is not significant for the differences

between the 2060 simulations. The cooling and warming patterns throughout the rest of
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6.1 Stratospheric impact on surface climate

Antarctica have the same sign as for the 2000 simulations, while the strength of the signal
varies and displays a stronger cooling along coastal areas of Antarctica between 60 and
180°E.

During all seasons except summer, the near-surface temperature changes between the
2060 simulations are small, and the significance is limited to specific regions. Generally,
the magnitude of near-surface temperature changes is smaller for the 2060 simulations
than for the 2000 simulations, indicating a weaker influence of polar ozone depletion
on the surface. Temperature changes between the 2000 simulations in autumn, winter,
and spring also show less significant grid points than for summer. Significant changes
are visible in winter with a strong cooling around the South Pole and a warming of the
Antarctic Peninsula and West Antarctica and in spring with warming at coastal areas of
most of East Antarctica. However, the detected changes are confined to smaller regions
and are not resembled by the differences between the 2060 simulations to the same de-
gree as the pattern detected for summer. Therefore it is more likely that the signals in
winter and spring are generated by internal variability than induced by stratospheric polar
ozone chemistry changes. This assumption is further evaluated in section 6.2.1 where the

influence of tropospheric ozone lifetimes on the surface temperature signal is analyzed.

6.1.2 Impacts of greenhouse gases

In the following section, the influence of increased greenhouse gases on surface climate
is assessed by the differences between the POC 2060 and POC 2000 simulations and
between the noPOC 2060 and noPOC 2000 simulations.

Near-surface pressure changes associated with increasing GHGs (Fig. 6.8) are similar
for the POC and noPOC differences and show a high number of significant grid points
throughout the year and only a weak seasonal cycle. Generally, the pressure changes
are characterized by a significant pressure decrease of 1-3hPa south of 50 to 60°S,
with the exception of East Antarctica, and a significant pressure increase of 1.5-3 hPa
at lower latitudes for the 2060 simulations. For the differences between noPOC 2060
and noPOC 2000, from spring to autumn a significant pressure increase of about 1 hPa is
apparent in East Antarctica. The differences between the POC 2060 and POC 2000 sim-
ulations show a weaker pressure increase for East Antarctica in summer and a stronger
pressure increase in autumn. The near-surface pressure changes at lower latitudes in the
noPOC differences show a pattern of increased and decreased pressure with three max-
ima and minima that are shifting in longitude. A similar pattern is visible for the POC
differences. In winter, both comparisons show decreased pressure in the polar region that
is extending further northward and is more zonally uniform than for the other seasons.
Changes in the near-surface zonal wind (Fig. 6.9) correspond to the pressure changes

and are characterized by significantly increased zonal wind speeds of up to 2 m/s from

67



6 Simulated southern hemispheric climate change signals

DJF MAM JA SON

noPOC 2060 - 2000
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Figure 6.8: Seasonal mean near-surface pressure difference [hPa] between noPOC 2060 and
noPOC 2000, POC 2060 and POC 2000, and noPOC 2060 and POC 2000. Dots rep-
resent significance with a false discovery rate of 0.1.

70-50°S and slightly decreased zonal winds by 0.5 -1 m/s at lower latitudes. As already
noticed for the pressure changes, the signal is zonally highly variable and shifted to the

north in winter.

The greenhouse gas induced near-surface temperature signals (Fig. 6.10) are character-
ized by a significant warming of the southern hemisphere of about 1.5 K throughout the
year for the 2060 simulations. The signals are very similar for the POC and noPOC
differences. South of 60°S, a seasonal cycle is detected with largest changes over the
Southern Ocean. Here, a strong increase of more than 3.5 K is detected in the Weddell
Sea in autumn, a strong increase of similar magnitude between 180°W - 60°E is visible in
winter. In spring, a temperature increase of around 3 K is visible between 0 - 60°E. The
signal is smallest in summer around western Antarctica, with a temperature increase of
less than 0.5 K. The temperature signal detected for the Antarctic continent differs less

strongly around the year. Here, the strongest warming occurs in summer and autumn in
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noPOC 2060 - 2000
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Figure 6.9: Seasonal mean near-surface zonal wind difference [m/s] between noPOC 2060 and
noPOC 2000, POC 2060 and POC 2000, and noPOC 2060 and POC 2000. Dots
represent significance with a false discovery rate of 0.1.

East Antarctica, and the strongest warming of West Antarctica is detected in winter in
the differences between noPOC 2060 and noPOC 2000. While the temperature changes
differ only slightly between the POC and noPOC simulations for ocean grid points, larger
differences occur for the Antarctic continent. The POC simulations show a weaker tem-
perature increase for spring and summer and a stronger increase that is shifted towards

the South Pole during autumn.

Comparing the evolution of temperature changes with changes in pressure and zonal wind
speeds, a higher seasonal variability in temperature changes is revealed. This hints at
changes that are not only induced by the changes in near-surface circulation. The strong
signals in the Southern Ocean indicate the influence of changes in sea surface tempera-
tures. In Figure 6.11 seasonal means of the prescribed changes in sea surface temperatures
between 2060 and 2000 are displayed. Comparing the patterns displayed here with the

changes in near-surface temperature, a strong resemblance becomes apparent, indicating
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noPOC 2060 - 2000

POC 2060 - 2000
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Figure 6.10: Seasonal mean near-surface temperature difference [K] between noPOC 2060 and
noPOC 2000, POC 2060 and POC 2000, and noPOC 2060 and POC 2000. Dots
represent significance with a false discovery rate of 0.1.
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Figure 6.11: Seasonal mean prescribed sea surface temperature difference [K] between 2060 and
2000.
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6.1 Stratospheric impact on surface climate

that the detected changes are strongly governed by changes in the prescribed boundary
SSTs. However, it should be noted that the prescribed SSTs were chosen to be consis-
tent with the prescribed GHG increases. The SST changes for large parts of the southern
hemisphere are consistent with the tropospheric warming due to increased GHG detected
in the previous sections. An additional seasonal warming pattern in the Southern Ocean

is detected that is associated with a decreasing sea ice cover.

6.1.3 Implications for future climate

In addition to the detection of climate changes induced by polar ozone chemistry or in-
creasing GHGs, changes associated with the climate change scenario, namely the differ-
ences between the noPOC 2060 with the POC 2000 simulation, are analyzed. The surface
signals are expected to reflect changes induced by increasing greenhouse gases as well
as ozone recovery. Near-surface pressure differences for this scenario (Fig. 6.8) closely
resemble differences associated with increased GHG from autumn to spring. This is in
line with only small pressure changes expected from ozone recovery as described in sec-
tion 6.1.1. Changes in summer differ from the GHG signal with a pressure increase of up
to 2 hPa south of 60°S and a pressure decrease of 1 hPa between 60 - 40°S for eastern lon-
gitudes. This pattern is in conjunction with the counteracting effect of increasing GHGs
and ozone recovery. Similar behavior is visible for the near-surface differences of zonal
wind (Fig. 6.9) that are closely resembling the signal detected for increased GHGs except
for summer when GHG changes are counteracted by the ozone recovery signal resulting
in weaker changes during that season. Near-surface temperature changes (Fig. 6.10) also
closely resemble the GHG signal. The largest deviations are found over the Antarctic
continent and are in agreement with the ozone recovery signal. As the signal induced by
ozone recovery is significantly smaller than the GHG effect, the overall climate change

signal is governed by the GHG signal.

6.1.4 Simulation of recent climate change

So far, only an intercomparison of model simulations was investigated for changes in
the surface climate. The analysis of recent climate change allows for a comparison
with the ERAS reanalysis. In Figure 6.12 the summertime near-surface temperature
changes between 2000 and 1980 from the ERAS reanalysis are shown together with the
detected signals between the POC 2000 and noPOC 2000 and between the POC 2000
and noPOC 1980 simulations. To account for some internal variability in the reanalysis
data, mean near-surface temperatures for 1980 and 2000 were calculated for ERAS by
averaging the years 1979 - 1982 and 1998 - 2002.

The near-surface temperature change for the ERAS data is characterized by strong warm-

ing of the Antarctic Peninsula and the Filchner-Ronne ice shelf and a strong cooling of
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ERA5 2000 - 1980 POC 2000 - noPOC 2000 POC 2000 - noPOC 1980

2m temperature difference [K] Near-surface temperature difference [K]
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Figure 6.12: Summertime (December - February) near-surface temperature difference [K] between
2000 and 1980 for the ERAS dataset, the POC 2000 and noPOC 2000 simulations,
and the POC 2000 and noPOC 1980 simulations. For the ICON-ART simulations,
dots represent significance with a false discovery rate of 0.1. Note the different col-
orscales, for the ERAS and ICON-ART data.

West Antarctica and parts of East Antarctica, especially of coastal areas. Further, cooling
is detected for large parts of the Southern Ocean. The temperature patterns detected in
the ICON-ART simulations are similar for the differences between the POC 2000 and
noPOC 2000 simulations and the POC 2000 and noPOC 1980 simulations. Both com-
parisons show a temperature signal that is characterized by a warming of the Filchner-
Ronne ice shelf, the Antarctic Peninsula, and parts of East Antarctica and the Southern
Ocean. A cooling is detected for West Antarctica and the coastal areas of East Antarc-
tica. The temperature signal is more distinct for the differences between the POC 2000
and noPOC 1980 simulations with a larger area of the Southern Ocean warming and a
stronger cooling for Antarctica. The general temperature pattern over Antarctica agrees
between the ERAS data and the ICON-ART simulations; the magnitude of the changes
is more pronounced for the ERAS reanalysis. For the remaining southern hemisphere,
there are larger discrepancies between the ERAS data and the ICON-ART simulations.
These discrepancies could result from an insufficient representation of internal variability
in the calculation of the ERAS differences. As the effect of internal variability is largely
covered in the ICON-ART simulations, the resulting temperature signals are comparably
small. The comparison of the differences of a 4-year mean with 65 ensemble members
could therefore explain the different strengths of the detected signals. Thus, considering
the difficulties arising for a detailed comparison, a better agreement between the ICON-
ART simulations and ERAS than concerning the major patterns seems unlikely. Further,

the ICON-ART simulations suggest that the temperature changes, including a change in
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GHG:s, are larger than for the effect of ozone depletion only, while the detected pattern is
stable.

6.2 Model sensitivity and uncertainty estimation
6.2.1 Influence of tropospheric ozone lifetimes

Ozone concentrations in the model experiments are calculated with the Linoz scheme for
altitudes higher than 10km. Below that, a fixed tropospheric lifetime is assumed. In
this section, the influence of the tropospheric ozone lifetimes on stratospheric circulation
changes and the near-surface temperature and pressure signals is investigated. The life-
time of ozone in the troposphere is typically assumed to be around 20 days (Ehhalt et al.,
2001; Young et al., 2013). To investigate the impact of tropospheric ozone, three sets
of the POC and noPOC 2000 simulations were performed with lifetimes of 10, 20, and
30 days. Similar to the changes of zonal mean ozone concentrations and temperatures
averaged over 90 - 75°S over the course of the year, as well as the changes in zonal wind
averaged over 75 - 50°S displayed in Figure 6.1 for the different experiments, the changes
between the POC 2000 and noPOC 2000 simulations for different tropospheric ozone
lifetimes are displayed in Figure 6.13.

The changes in polar cap ozone concentrations between the POC 2000 and noPOC 2000
simulations are similar for all chosen tropospheric ozone lifetimes. The maximum ozone
difference in mid-October is highest for the 30-day simulation and lowest for the 10-day
simulation. The same is the case for the tropospheric changes. The polar cap temperature
differences show larger deviations for the different cases. The temperature dipole pattern
between October and April, which is associated with the development of the ozone hole, is
comparable in all three simulations, with the largest temperature decrease for the 30-day
simulation, consistent with the detected ozone changes. Temperature changes between
June and October display a higher variability. The dipole pattern, with enhanced tem-
peratures below 4 hPa and decreased temperatures above, is visible in different strengths
and timing in the simulations. The pattern is particularly strong for the 10-day simu-
lation. This corresponds with the strongest weakening of the polar vortex of all cases
between June and August. The 20-day simulation shows the same temperature pattern
with a decreased strength. The dipole pattern in the 30-day simulation is shifted towards
later in the year and is strongest in September. Those temperature signals between June
and September are only significant in the 10-day simulation. Changes in zonal wind are
similar between the 10-day and 20-day simulations, showing a strong intensification sig-
nal between October and February. During polar night a small decrease in wind speeds

is visible. The 30-day simulations show a stronger intensification signal between October
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Figure 6.13: Monthly mean relative ozone difference [%] (left panels) and monthly mean tem-
perature difference [K] (middle panels) averaged over 75°S - 90°S and monthly mean
zonal wind difference [m/s] (left panels) averaged over 50°S - 75°S for the differences
between the POC 2000 and noPOC 2000 experiment with tropospheric lifetimes of
30, 20 or 10 days. The percentage of ozone difference is based on the ozone con-
centration of the POC 2000 experiment. Contour lines depicted for the zonal wind
differences show the zonal wind climatology of the POC 2000 experiment. Dots
represent significance with a false discovery rate of 0.1.

and February, matching the stronger ozone signal. Between June and October, changes

are not significant in this set of simulations.

Overall, the detected ozone changes are only slightly modulated by different tropospheric
ozone lifetimes. The same is the case for the induced radiative and dynamical feedbacks
that lead to the dipole temperature structure and result from the changes in ozone between
October and February. This is also manifested by the increase of wind speeds leading to
a prolonged persistence of the vortex. While the spring and summertime signal is very
robust, the effect of polar ozone depletion on the wintertime circulation and climate differs
for the chosen tropospheric ozone lifetimes. The different manifestations of wintertime
circulation changes coincide with the season of highest variability of the polar vortex

and could therefore be the result of internal variability. Thus, for the investigation of
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wintertime changes, a higher sample size would be desirable to predict climate change
signals confidentially.

The analysis of the ozone hole induced near-surface signals showed the highest number
of significant grid points and similar patterns in summer for the years 2000 and 2060.
All other seasons showed a smaller number of significant grid points and larger devia-
tions in the detected patterns. This indicates that near-surface changes in all other seasons
are more variable and might be caused by a larger internal variability. To further inves-
tigate this assumption, the effect of choosing different tropospheric ozone lifetimes on
the surface signal is analyzed. This analysis focuses only on changes in pressure and

temperature, as changes in zonal wind are closely related to changes in pressure.

JA

trop. It 20 days trop. It 30 days

trop. It 10 days

3 4

Figure 6.14: Seasonal mean near-surface pressure difference [hPa] between POC 2000 and
noPOC 2000 with tropospheric lifetimes of 30, 20 or 10 days. Dots represent sig-
nificance with a false discovery rate of 0.1.

The near-surface pressure changes identified for the different tropospheric ozone life-
times (Fig. 6.14) strongly resemble each other during summer and are characterized by

the significant pressure decrease south of 60°S and a significant pressure increase from
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Figure 6.15: Seasonal mean near-surface temperature difference [K] between POC 2000 and
noPOC 2000 with tropospheric lifetimes of 30, 20 or 10 days. Dots represent sig-
nificance with a false discovery rate of 0.1.

60 to 30°S. The main differences are visible in the location of the maxima and minima
occurring in the regions of increased pressure. As already noticed for the impacts of po-
lar ozone depletion for the 2000 and 2060 simulations analyzed before, all other seasons
show a smaller number of significant grid points and typically a weaker signal for all cho-
sen lifetimes. Nevertheless, regional patches of significant grid points are found for most
of the remaining seasons and chosen tropospheric ozone lifetimes. However, the regional
patterns visible for a particular season do not resemble each other, neither in location nor

sign in contrast to the summertime differences.

The detected near-surface temperature changes (Fig. 6.15) show a similar response to
different tropospheric ozone lifetimes as the pressure signals. The patterns of tempera-
ture changes for summer are similar for the chosen tropospheric lifetimes with significant
warming around the Antarctic Peninsula, a significant warming pattern in East Antarctica

around 120°E, and the significant cooling of West Antarctica. All other seasons show a
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smaller number of significant grid points. While temperature changes in autumn show
barely any significance, changes in winter and spring show significant areas over Antarc-
tica. However, the identified changes in those seasons vary strongly in location and sign
for different tropospheric ozone lifetimes. This could either indicate the importance of
a correct representation of tropospheric ozone lifetimes during those seasons or hint at a
large internal variability that is not sufficiently represented by the number of ensemble
members. In conjunction with the results of the differences in zonal mean circulation,
showing large differences in the stratospheric temperature and zonal wind response be-
tween June and October, the latter is the more likely case. In conclusion, analyzing the
ozone hole induced near-surface climate changes should be limited to the summer sea-
son, as a robust response to stratospheric changes is visible, while the remaining seasons
show distinct differences and need further sensitivity studies analyzing the influence of
tropospheric ozone lifetimes as well as larger ensemble sizes to exclude a large influence

of internal variability.

6.2.2 Uncertainty of near-surface temperature signals

Besides the identification of significant grid points, it is desirable to obtain an uncertainty
estimate for the detected near-surface temperature changes. The timeslice approach used
in this study offers the possibility to calculate an ensemble-based uncertainty estimate.
The uncertainty estimate used here quantifies the influence of individual realizations on
the detected signals. A detailed description of the uncertainty estimate calculation is given
in section 4.2. The resulting uncertainties for seasonal near-surface temperature differ-
ences between the POC 2000 and noPOC 2000, as well as the POC 2060 and POC 2000

simulations, are shown in Figure 6.16.

Both differences show similar uncertainty characteristics, with the weakest uncertainties
in summer and highest uncertainties in winter. The largest uncertainties for each individ-
ual season are associated with land grid points or high southern latitudes. Uncertainties
for latitudes below 50°S are typically smaller and do not exhibit a considerable annual cy-
cle. The annual cycle detected for polar latitudes is characterized by an extent of enhanced
uncertainty values that closely resembles the extent of sea ice coverage (see Figure 6.17).
The strength and extent of uncertainties are hardly affected by the chosen comparison or
the strength of the detected surface temperature difference for the chosen experiments.
The small uncertainties for ocean grid points indicate a strong influence of the prescribed
sea surface temperatures damping the surface temperature signal and, therefore, its vari-
ability. In contrast, grid points associated with land or sea ice display higher uncertainties
and are therefore associated with a higher variability that is not significantly influenced

by the choice of model experiments.
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In summer, uncertainties over land reach maximum values of 0.15 K, ocean grid points
show an uncertainty estimate below 0.05 K. For the other seasons, the regions of enhanced
uncertainty are extended to the Southern Ocean with a maximum extend during winter
and spring and maximum values up to 0.25 K uncertainty during winter. The enhanced
uncertainties in winter are consistent with the assumption of higher internal variability

during that time of year.

2000 POC - noPOC

POC 2060 - 2000

Maximum near-surface temperature difference anomaly [K]
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Figure 6.16: Seasonal uncertainty estimate [K] for the near-surface temperature difference be-
tween POC 2000 and noPOC 2000.
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Figure 6.17: Seasonal mean prescribed sea ice cover [%] for 2000.

The uncertainties of the near-surface temperature signal are expected to decrease with in-
creasing ensemble members. Therefore, the influence of the chosen ensemble size on the
detected uncertainties is quantified for the ICON-ART simulations. Based on the find-
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ing that the choice of model experiments is not crucial for the uncertainty estimation of
a season, the analysis is performed for the near-surface temperature difference between
the POC and noPOC 2000 simulations for summer. The ensemble-based uncertainty esti-
mate was applied for four different ensemble sizes of 20, 35, 50, and 65 realizations. The

results are depicted in Figure 6.18.

ensemble size 20 ensemble size 35 ensemble size 50 ensemble size 65

Figure 6.18: Summertime uncertainty estimate [K] for the near-surface temperature difference be-
tween POC 2000 and noPOC 2000 for ensemble sizes of 20, 35, 50 and 65.

Comparable to the previous findings from the analysis of seasonal uncertainties, land grid
points show a larger uncertainty than ocean grid points for all chosen realization sizes.
Further, the regions of highest uncertainty are similar for different realization sizes. As
expected, uncertainty decreases with an increase in ensemble size. While the uncertainty
of the Antarctic temperature difference is typically around 0.3 K for 20 realizations, it
is only around 0.1 K for 65 ensemble members. Further, the uncertainty for ocean grid
points drops from values up to 0.1 K to values below 0.05 K.

Considering the magnitude of the near-surface temperature difference detected (around
0.15K for ocean grid points and up to 0.7 K for land grid points), a sample size of 20
would typically result in uncertainties around 50 % with some grid points showing an un-
certainty estimate with a similar magnitude as the actually detected signal. A realization
size of 65, as used in this study, shows decreased uncertainties of around 20 %. Thus, our
analysis underlines the importance of long timeslice integrations for a detailed character-

ization of ozone hole induced surface climate signals.

6.3 Conclusions

The climate change signals induced by changes in polar ozone chemistry and increasing
GHGs simulated with ICON-ART timeslice experiments were analyzed in this chapter
with a focus on the southern hemisphere. The occurrence of the Antarctic ozone hole

results in a stratospheric cooling in the altitude range of ozone depletion. This cooling
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is detected from October to January for levels between 300 and 20 hPa with a maximum
temperature decrease of up to 16 K in December. A weaker cooling persists in the lower
stratosphere until March. At higher altitudes, warming of up to 6 K is detected between
October and January. The results are comparable for the years 2000 and 2060, with
stronger stratospheric signals of around 2 K for 2060, likely resulting from the increased
ozone depletion modeled for the year 2060 due to colder stratospheric temperatures. The
robustness of the ozone hole induced temperature and circulation changes was analyzed
based on a sensitivity study investigating the impact of changes in tropospheric ozone
lifetimes. The results suggest a very robust signal between October and March, while

estimates for winter show some uncertainties.

The temporal evolution and altitude structure of the stratospheric temperature decrease is
similar to the observational studies by Randel and Wu (1999) and Thompson and Solomon
(2002), as well as multiple modeling studies (e.g. Gillett and Thompson, 2003; Karpechko
et al., 2008; McLandress et al., 2011). The maximum stratospheric temperature decrease
is slightly delayed compared to these studies, which is likely connected with the delayed
vortex breakup in the ICON-ART simulations. While most previous studies focused only
on stratospheric levels up to 10 hPa, the occurrence of the temperature increase at higher
stratospheric levels detected in the ICON-ART simulations is also reported by Keeble
et al. (2014), Perlwitz et al. (2008), and Maycock et al. (2018).

Consistent with the temperature changes, a strengthening of the polar vortex by up to
12 m/s was detected throughout the stratosphere between October and January. Changes
in zonal wind penetrate down to the troposphere, where a slight intensification of the zonal
wind is observed between December and February. This response of the zonal wind to the
induced stratospheric temperature changes was also detected by various modeling studies.
However, the strength of the ozone hole induced stratospheric temperature changes differs
between individual studies. Consequently, the changes in the zonal wind are varying

accordingly.

The observational studies by Randel and Wu (1999) and Thompson and Solomon (2002)
estimated a stratospheric cooling trend of 6 K and 7K between 1970 and 2000. The
cooling trends estimated in transient modeling studies vary between 6-7 K/30 years
(Karpechko et al., 2008, 2010), 3 K/decade (Maycock et al., 2018; Son et al., 2010),
and 5.5 K/decade (McLandress et al., 2011) as well as a 15 K temperature difference be-
tween 1969 and 1999 (Perlwitz et al., 2008). Idealized timeslice simulations estimated
the ozone hole induced stratospheric cooling to be even higher between 9 K (Gillett and
Thompson, 2003) and 12K (Keeble et al., 2014). The stratospheric warming above is
estimated to range between 0.8 K/decade (Maycock et al., 2018) and 6 K (Keeble et al.,
2014). Changes in stratospheric zonal wind vary accordingly, ranging from 3 m/s decade

(Son et al., 2010) to 12 m/s difference between simulations with and without ozone chem-
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istry (Keeble et al., 2014). The detected tropospheric wind signal lies typically between
0.5-1mfs.

Compared to those previous studies, the ozone hole induced stratospheric climate change
signals visible in the ICON-ART simulations are stronger than typically detected. How-
ever, it should be noted that observational studies are typically based on few radiosonde
observations, with the majority of locations north of 70°S. Ozone hole induced signals are
likely larger in the center of the Antarctic ozone hole and are thus not fully represented
by the sparse amount of observational data. Therefore an underestimation of the signal by
observational studies cannot be excluded. Further, modeling studies performing transient
simulations calculate a linear trend in stratospheric temperatures that is smaller than the
differences calculated between idealized timeslice simulations. This could indicate a non-
linear relationship between polar ozone depletion and the detected stratospheric response
that cannot be fully represented by the linear trend calculation. Further, those studies do
not account for internal variability. The results obtained from the ICON-ART simulations
in this study show similar results as the study by Keeble et al. (2014), who performed a
modeling study with a comprehensive and interactive ozone calculation and a timeslice
setup. Similarities in the strength of the detected signals could therefore indicate an in-
creased ozone hole induced signal if an interactive calculation of ozone is implemented
in the models.

Increasing GHGs between 2000 and 2060 result in tropospheric warming of around 1 K
and stratospheric cooling of about 4K in the Antarctic polar region in the ICON-ART
simulations. Further, a strengthening of the polar night jet at altitudes above 20 hPa is
detected. Comparing the noPOC 2060 simulation with the POC 2000 simulation, a com-
posed signal of increased GHGs and ozone recovery changes is visible. A tropospheric
warming and stratospheric cooling is detected, as well as a temperature increase in the
lower stratosphere of more than 14 K due to the recovery of the ozone hole and an ad-
ditional stratospheric cooling above. Temperature changes are represented by changes in
zonal wind and show a stronger but less persistent polar vortex with enhanced wind speeds
between April and October and decreased wind speeds between October and December.
The structure and magnitude of the calculated changes are consistent with the modeling
studies by Perlwitz et al. (2008), Karpechko et al. (2010), and McLandress et al. (2011).
Ozone hole induced surface climate signals are robust in the ICON-ART simulations in
summer. All other seasons show weaker and more variable signals and are thus not con-
sidered reliable. Summertime differences in near-surface pressure are characterized by
a pressure decrease of 1 -4 hPa south of 60°S and a pressure increase of up to 3 hPa be-
tween 60 and 30°S. These changes are represented by an increase of zonal winds up to
1.5m/s between 70 and 50°S and a significant decrease in wind speeds of about 1 m/s
between 50 and 30°S, indicating a shift of the jet towards higher latitudes. The changes in

near-surface pressure are consistent with the December-May trend in 500 hPa geopoten-
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tial height observed by Thompson and Solomon (2002) and the corresponding modeling
study by Gillett and Thompson (2003). The magnitude of the detected pressure changes
is comparable with the December-May sea level pressure trend modeled by Arblaster and
Meehl (2006) as well as the station data presented by Turner et al. (2005). Magnitude and
pattern also closely resemble the results of the idealized timeslice experiments by Keeble
et al. (2014) and Polvani et al. (2011b) but show a smaller pressure decrease over East
Antarctica and a different position of maxima for the regions of increased pressure.

The near-surface pressure signal due to increased GHGs is characterized by lower pres-
sure of 1 - 3 hPa south of 50 to 60°S and increased pressure of 1.5 - 3 hPa at lower latitudes.
Pressure changes associated with climate change are very similar to the GHG scenario for
all seasons but summer. Here, the GHG signal is counteracted by ozone recovery, result-
ing in increased near-surface pressure of about 2 hPa in Antarctica. These results agree
well with Polvani et al. (2011a). Further, Son et al. (2009) detected the counteracting ef-
fects of GHGs and ozone recovery in summer in idealized model simulations. However,
the magnitude of the pressure changes differs from the ICON-ART results.

While the near-surface pressure changes of the ICON-ART simulations are consistent
with and throughout other studies, the picture becomes less clear when investigating the
changes in near-surface temperature. The sonde observations presented in Thompson and
Solomon (2002) detect a December-May linear temperature trend of 0.5 - 1.5 K/30 years
for the Antarctic Peninsula and Patagonia and a 0.5 - 2 K/30 years temperature decrease
for the rest of Antarctica. The station data presented in Turner et al. (2005) show a sim-
ilar tendency for Antarctic stations during summer. However, the cooling observed here
is less pronounced. Chapman and Walsh (2007) attempted a comprehensive estimate of
Antarctic temperature based on station data based on correlation length scales. The result
suggests complex warming and cooling patterns in summer that are, however, not sig-
nificant. Gillett and Thompson (2003) could model similar temperature trends as those
obtained from sonde observations. However, the results are less pronounced than those
presented in Thompson and Solomon (2002). Further, Gillett and Thompson (2003) de-
tect warming for some parts of East Antarctica, as well as for the Filchner-Ronne ice shelf.
This warming of the Filchner-Ronne ice shelf is also visible in ERA-40 as well as model-
ing data as analyzed by Arblaster and Meehl (2006). For ERA-40, additional warming at
some parts of East Antarctica is detected. In contrast, Keeble et al. (2014) detect warming
of the Antarctic Peninsula and Patagonia and cooling for the rest of Antarctica as a result
of the idealized timeslice experiments. However, this result focuses on December only,
while the other studies analyzed data from December to May.

A warming of the Antarctic Peninsula, Patagonia, and the Filchner-Ronne ice shelf is
also detected in the ICON-ART simulations for summer. Further, a warming pattern in
East Antarctica is pronounced in the model simulations, while West Antarctica and the

coastal areas are experiencing a cooling. Overall, our model results show an agreement
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with previous modeling studies. However, the cooling of large parts of Antarctica is less
pronounced in our simulations. The exact warming and cooling patterns differ in previous
modeling studies and are likely influenced by the experimental design and the chosen
averaging intervals for the calculation of differences and trends. Further, observational
data is sparse and mostly limited to coastal areas. Thus, a meaningful interpretation of the
temperature evolution of the whole Antarctic continent is difficult.

The signals detected due to increased GHG are seasonally more uniform and show sig-
nificant changes throughout the year. Changes in near-surface pressure are characterized
by a pressure decrease south of 50 to 60°S, and a pressure increase at lower latitudes.
The changes in wind correspond to the pressure changes. The near-surface temperature
signals show an overall southern hemispheric warming and a seasonal cycle that is influ-
enced by the prescribed SSTs. The analysis of the combined influence of increased GHGs
and ozone recovery closely resembles the effects of increased GHGs for all seasons but
summer. Then, changes in near-surface pressure and zonal wind are influenced by the
counteracting effects of increased GHGs and ozone recovery. The temperature signal,
however, closely resembles the GHG signal due to the comparably smaller magnitude of
the ozone recovery effect.

Overall the observed stratospheric and tropospheric climate change signals detected in the
ICON-ART simulations are consistent with previous studies. However, the near-surface
temperature signal shows some discrepancies compared to previous model results. There-
fore a closer investigation of the origin of those near-surface temperature changes is de-
sirable. Changes in near-surface temperatures are often associated with climatological
changes of the tropospheric Southern Annular Modes. Thus, to further investigate the
origin of near-surface temperature signals in this study, we analyze the model’s represen-
tation and climatological changes of the Southern Annular Mode in detail in the following

chapter.
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7 Simulated patterns of variability: The
Southern Annular Mode

A large fraction of southern hemispheric near-surface circulation changes due to polar
ozone depletion and increasing GHGs is associated with changes of the near-surface
SAM that are characterized by a latitudinal shift of the midlatitude jet (e.g. Thompson
and Solomon, 2002). While the SAM accounts for large parts of the simulated climate
change, the magnitude of trends, and thus the shift in the southern hemispheric west-
erlies, calculated from different models for a similar external forcing differs (e.g. Yin,
2005). Those differences in the SAM’s response to external forcing could be dependent
on the models’ representation of the internal variability of the SAM itself (e.g. Gerber
et al., 2008b). Models with a high persistence of SAM anomalies are found to develop
larger trends than models with a shorter persistence of SAM anomalies for similar cli-
mate forcings (Gerber et al., 2008a). This is consistent with fluctuation-dissipation theory
(e.g. Leith, 1975; Ring and Plumb, 2008) that links the strength of the SAMs response to
external forcing to its e-folding timescale, a measure that is commonly used to analyze
the persistence of SAM anomalies. More persistent e-folding timescales go along with a
stronger sensitivity to external forcing, while shorter e-folding timescales are associated
with a weaker climate response to external forcing. Consequently, a correct representa-
tion of the internal variability of the SAM is crucial to model recent and future climate
change accurately.

Therefore, the e-folding timescale is used as a benchmark for climate models, with a
realistic representation of e-folding timescales indicating a realistic model response to ex-
ternal forcing. However, tropospheric e-folding timescales are commonly overestimated
in GCMs, which might imply that those models are overly sensitive to external forcing
(e.g. Kim and Reichler, 2016).

The stratosphere and troposphere are dynamically coupled, and thus the stratospheric
SAM can influence the tropospheric SAM. Large and persistent stratospheric SAM anoma-
lies can induce persistent tropospheric SAM anomalies of the same sign (Thompson et al.,
2005). Consequently, large and persistent stratospheric SAM anomalies can result in in-
creased tropospheric SAM e-folding timescales (Baldwin et al., 2003). Thus, an incorrect
representation of the stratospheric variability can lead to biases in the troposphere. Due to
the coupling of the stratosphere and the troposphere, the stratospheric SAM can be used

to predict the surface SAM one month in advance. As surface SAM anomalies are associ-
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ated with characteristic temperature and precipitation anomalies (e.g. Gillett et al., 2006),
the extended-range weather forecast can be affected by changes in the predictability of
the surface SAM due to stratospheric changes.

In the following section, the representation of internal variability of the SAM in the ICON-
ART simulations is analyzed as well as the coupling between the stratosphere and the tro-
posphere. The results are compared with the ERAS reanalysis to investigate if the model
shows realistic results for the 2000 simulations. Further, the changes between the different
model simulations are analyzed. The analysis of the SAM’s internal variability and the
stratosphere-troposphere coupling is performed based on the variability and persistence
of the SAM as well as a prediction value that indicates how strongly the SAM at different
levels influences the near-surface SAM one month in advance. In the subsequent section,
changes in near-surface temperature associated with changes in the near-surface SAM are

investigated.

7.1 Temporal structure of the Southern Annular Mode

The Southern Annular Mode can be defined at each pressure level, resulting in a charac-
teristic SAM pattern and a corresponding index time series at every level. Consequently,
the temporal structure of the SAM can be analyzed across different levels. However, the

percentage of the variance explained by the SAM differs for different altitudes.
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Figure 7.1: Explained variance of the Southern Annular Mode as a function of pressure for the
ICON-ART simulations and the ERAS dataset.

The explained variance for different levels is depicted in Fig. 7.1 for the POC and noPOC,
2000 and 2060 simulations, as well as for detrended ERAS data from 1986 to 2014. The
general structure is similar for all datasets. Lowest explained variances of about 20 %
are visible around 200 hPa in the tropopause region. Below 200 hPa, in the troposphere,
explained variances decrease with altitude. Above 200 hPa, in the stratosphere, the ex-

plained variances are increasing with altitude.
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Comparing the different ICON-ART simulations, the 2060 simulations show smaller ex-
plained variances than the 2000 simulations. This indicates that the SAM shows de-
creased internal variability in the future, and thus other modes of variability gain more
importance. Further, the noPOC simulations exhibit smaller explained variances in the
stratosphere than the corresponding POC simulations. The explained variances obtained
from the ERAS dataset are in agreement with the 2000 simulations in the troposphere and
the lowermost stratosphere. At levels above 50 hPa, the ICON-ART simulations show
significantly higher explained variances.

Corresponding with the explained variance is the climatological distribution of SAM in-
dices at a given level, with a larger spread for high explained variances and a smaller
spread for low explained variances. Therefore, a normalization of the SAM time series
at every level is advantageous for analyzing the temporal structure of the SAM across
different altitudes.

7.1.1 Standard deviation

The SAM’s variability at different altitudes is analyzed based on the standard deviation
as a function of month and altitude. The results for the ERAS dataset are depicted in

Figure 7.2. The results for the ICON-ART experiments are shown in Figure 7.3.
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Figure 7.2: Standard deviation of the SAM index as a function of month and pressure for detrended
daily ERAS data for the period 1986 -2014.

The standard deviation for the ERAS dataset shows a strong seasonal cycle with the high-
est variability in the upper stratosphere during winter and a weak variability in summer
with a minimum in February. While the minimum appears in February throughout the
stratosphere, the stratospheric maximum is shifted towards later dates with decreasing al-
titude. The maximum is detected in August at 1 hPa and in November at 100 hPa, about

three months delayed to the upper stratospheric signal. In the troposphere, the annual
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Figure 7.3: Standard deviation of the SAM index as a function of month and pressure for the
POC 2000, noPOC 2000, POC 2060, and noPOC 2000 simulations.

cycle is less pronounced than in the stratosphere. Tropospheric variability is highest in

the winter and lowest during late summer and early autumn.

The variability of the SAM can be regarded as a proxy for the variability of vortex strength
in the stratosphere. As the polar vortex is climatologically strong in winter, the variability
in this season is comparably small (Baldwin et al., 2003) as detected for levels between
10 and 100 hPa between June and August in the ERAS dataset. The highest variability is
associated with the breakdown of the polar vortex that begins in the upper stratosphere and
evolves downward with time. Variability is small during summer due to the occurrence of
stratospheric easterlies that prohibit the vertical propagation of waves and thus limit the
wave-induced variability (Gerber et al., 2010).

The ICON-ART experiments show a similar variability structure of the SAM as the ERAS
dataset. The annual cycle is more pronounced in the stratosphere than in the troposphere,
with the largest stratospheric variability values in winter and the lowest variability in
summer. Tropospheric variability is highest in winter and lowest in summer and autumn.
The lowest stratospheric variability in the model is detected during the occurrence of
easterly or weak westerly winds. Even though the overall temporal variability structure
is similar for the ICON-ART simulations and ERAS, some distinct differences appear.
While the highest variability in the ERAS dataset is associated with the breakup of the
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polar vortex, the ICON-ART simulations show the highest stratospheric variability during
mid-winter. A high variability during that time of year indicates a large variability of the
strength of the polar vortex. Due to the higher variability of the mid-winter SAM, the
pronounced descent of maximum variability with time, as detected for the ERAS dataset,
cannot be identified in the model simulations. However, a slight descent of enhanced
values associated with the breakup of the polar vortex is recognizable between 10 and
100 hPa in spring and early summer in the [CON-ART simulations.

For all model experiments, the detected temporal structure of variability is highly depen-
dent on the predominantly apparent wind speeds, i.e., the lowest internal variability in the
stratosphere occurs during the existence of easterly or weak westerly winds. In contrast,
higher variability is associated with predominantly westerly flows.

Consequently, the POC simulations exhibit a delayed transition to low stratospheric vari-
abilities in autumn. This is consistent with a delayed transition to easterlies and prolonged

persistence of the polar vortex as detected in the previous chapter.

7.1.2 E-folding timescale

The e-folding timescale of SAM anomalies is defined as the time where the autocorre-
lation function of the SAM decreases to 1/e. A detailed description of its calculation
workflow is given in section 4.4.1. The e-folding timescale can be interpreted as a rough
estimate of the persistence of SAM anomalies. Long e-folding timescales indicate a slow
decay of anomalies, whereas short e-folding timescales correspond to a fast decay of
anomalies. The e-folding timescales should be analyzed with respect to the SAM’s vari-
ability, i.e., long e-folding timescales are more meaningful when the corresponding vari-
ability is large (Gerber et al., 2010). The e-folding timescales calculated from the ERAS
dataset are depicted in Figure 7.4 together with the detected variability represented by
contour lines. The results for the ICON-ART experiments are shown in Figure 7.5.

For the ERAS dataset, the largest e-folding timescales are detected between August and
December in the stratosphere. The annual cycle is most pronounced between 150 and
10 hPa, where a maximum of around 70 days is visible between August and November.
In the upper stratosphere above 10 hPa, the maximum occurs in November and December.
The shortest stratospheric e-folding timescales of around 20 days are visible from January
to May for all stratospheric levels.

The high stratospheric values are associated with the persistence of the polar vortex. The
maximum between August and November occurs during a period of high variability that
is associated with the strength of the polar vortex and its breakup date. High e-folding
timescales in this period indicate that anomalies decay slowly, i.e., a strong vortex will
likely remain strong, while a weak vortex will likely stay weak. Therefore high e-folding

timescales during periods of high variability suggest a high interannual variability with
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Figure 7.4: E-folding timescale of the SAM index [days] as a function of month and pressure for

detrended daily ERAS5 data for the period 1986-2014. Contour lines represent the
standard deviation of the SAM index.
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Figure 7.5: E-folding timescale of the SAM index [days] as a function of month and pressure for
the POC 2000, noPOC 2000, POC 2060, and noPOC 2000 simulations. Contour lines
represent the standard deviation of the SAM index.

limited intraannual variability. Further, a drop in e-folding timescale length is identified
after the final warming. This hints at little influence of the vortex strength on the state of

summertime circulation.
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Tropospheric e-folding timescales are generally shorter and reach a maximum of around
20 days in November and December. Tropospheric maxima are visible during the pe-
riod of highest variability in the lowermost stratosphere, consistent with the assumption
that large and persistent stratospheric SAM anomalies can lead to persistent tropospheric

anomalies of the same sign as proposed by Baldwin et al. (2003).

The ICON-ART simulations exhibit a similar overall structure as the ERAS dataset, with
higher e-folding timescales in the stratosphere than in the troposphere. The longest
timescales are detected in summer for tropospheric and stratospheric levels. The strato-
spheric maximum detected from August to November in the ERAS dataset is, however,
not detected in all ICON-ART simulations.

The POC 2000 simulation shows the highest stratospheric e-folding timescales of all
ICON-ART simulations with a pronounced maximum reaching e-folding timescales longer
than 100 days between July and October for levels between 150 and 50 hPa. This maxi-
mum occurs during the period of highest variability at those levels, indicating strong and
persistent SAM anomalies that can likely influence the troposphere. Tropospheric max-
ima are visible in November, slightly before the tropospheric ERA5 maximum. Com-
pared to the ERAS dataset, the POC 2000 simulation shows a maximum that is limited
to a smaller altitude range. Above 20 hPa, significantly shorter timescales are detected in
the ICON-ART simulations. This is consistent with the generally higher variability of the
jet in those altitudes that was detected in the results of the standard deviation and is also
visible in the higher explained variance of the POC 2000 simulations at those altitudes.
At altitudes between 150 and 50 hPa, the detected maximum is overestimated and shifted
to earlier dates compared to the ERAS dataset. This finding is consistent with the pro-
longed persistence of the polar vortex in the lower stratosphere that was described in the
chapter 5. The prolonged persistence of the vortex is also visible in the later transition to

shorter timescales in February.

The noPOC 2000 simulation shows significantly shorter e-folding timescales in winter
and spring between 150 and 50 hPa compared to the POC simulation, corresponding with
a decrease in the persistence of vortex strength. This decrease in persistence can be asso-
ciated with the earlier vortex breakup in the noPOC simulation. Tropospheric e-folding
timescales reach a maximum between December and February that is increased to 30

days.

The POC 2060 and noPOC 2060 simulations generally show shorter e-folding timescales
than the corresponding 2000 simulations. The POC 2060 simulation shows a similar SAM
persistence as the POC 2000 simulation in November and December. However, the strong
maximum between July and October is not detected. The stratospheric temporal structure
of the noPOC 2060 simulation closely resembles the structure of the noPOC 2000 simu-

lation.
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7 Simulated patterns of variability: The Southern Annular Mode

Overall, we observe shorter stratospheric e-folding timescales for the noPOC simulations
compared to the POC simulations and shorter stratospheric e-folding timescales for 2060
than for 2000. This finding is in agreement with Dennison et al. (2015) but in contrast to
the study by Gerber et al. (2010) who did not observe significant changes in the e-folding

timescale between the 20th and 21st century.

Compared to the ERAS dataset, [CON-ART underestimates upper stratospheric maxima.
The e-folding timescale in the lower and middle stratosphere is highly dependent on the
model simulation, including experiments with higher maximum values as well as exper-
iments with lower maximum values than the ERAS dataset. Further, the ICON-ART

simulations slightly overestimate tropospheric values.

A direct comparison between the ICON-ART simulations and the ERAS dataset is dif-
ficult due to the different characteristics of the datasets. The ICON simulations were
performed in a timeslice setup and include 65 realizations. In contrast, the ERAS dataset
is a 29-year long transient reanalysis dataset. Further, the ERAS5 dataset includes years
with different amounts of ozone-depleting substances and GHGs, while the I[CON-ART
simulations work with fixed boundary conditions and polar ozone chemistry switched on
or off. However, the model results suggest that different boundary conditions and the
ozone hole can significantly influence the e-folding timescales. Further, the calculation of
e-folding timescales can be influenced by the length of the analyzed time series, as will be
discussed later in this chapter. The detected overestimation of e-folding timescales in the
model simulations could partly occur due to the interpolation of the ICON-ART output
data, which is available every three days, to a daily sampling. The impact of this inter-
polation is analyzed in section 7.1.4. Nevertheless, the comparison of the model with the
ERAS5 dataset shows that ICON-ART is able to simulate the general temporal structure

and range of the identified e-folding timescales.

Large and persistent SAM anomalies in the lower stratosphere can influence the tropo-
spheric SAM and induce large and persistent anomalies there (e.g. Baldwin et al., 2003).
In this section, large e-folding timescales were detected in the lower stratosphere that
coincided with large variability, thus indicating strong and persistent SAM anomalies in
these altitude regions. However, e-folding timescales are significantly decreased for the
2060 simulations. This decrease in persistence could influence the stratospheric impact
on the tropospheric SAM, and thus on surface climate, in the future. High tropospheric e-
folding timescales are associated with high variability in the lowermost stratosphere in all
ICON-ART simulations and ERAS. This indicates an influence of stratospheric anoma-
lies on the troposphere. To further investigate the stratospheric impact on the surface, a

prediction value was calculated that is discussed in the next section.
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7.1 Temporal structure of the Southern Annular Mode

7.1.3 Predictability

The prediction value indicates how well the monthly mean SAM at 850 hPa is predicted
by the SAM index at different altitudes a month before. It is a measure of how strongly the
850 hPa SAM is affected by SAM anomalies at different altitudes. A high stratospheric
prediction value indicates that the stratospheric influence on the surface SAM one month
later is large, while a low value indicates only a weak influence. A detailed description of
the prediction values’ calculation can be found in section 4.4.2. The results for the ERAS
dataset are shown in Figure 7.6, the results for the ICON-ART simulations are depicted
in Figure 7.7.

ERAS5 daily 86-14
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Figure 7.6: Predictability of the 30-day mean 850 hPa SAM index as a function of month and
pressure for detrended daily ERAS data for 1986 - 2014. The predictability is defined
by the fraction of variance of the 30-day mean 850 hPa SAM index with a lead time of
25 days that is linearly correlated with the instantaneous SAM index at a given time
and pressure level.

For ERAS, the prediction value shows increased stratospheric values between August and
December, with the highest values in September. This indicates that for the given period,
the stratospheric annular mode index is a better predictor for the state of the near-surface
monthly mean annular mode than the annular mode near the surface itself. This observa-
tion suggests a stratospheric influence on the troposphere during this time of year. The
high prediction values correspond with the long persistence in the lower stratosphere de-
tected in the previous sections. For the rest of the year, stratospheric prediction values are
either similar or smaller than the tropospheric values, and thus less stratospheric influence

18 detected.

The POC 2000 simulation is characterized by high prediction values and an extended pe-
riod of high stratospheric predictability from June until January. Similar to the ERAS

dataset, two individual stratospheric maxima are visible: a stronger maximum in August
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Figure 7.7: As Figure 7.6 but for the POC 2000, noPOC 2000, POC 2060, and noPOC 2000 sim-
ulations.

(September for ERAS) and a weaker maximum in November (December for ERAS) lo-
cated at slightly lower levels.

The noPOC 2000 simulation shows a different period of high stratospheric predictability
that is limited to November to February and a weaker maximum in July. Compared to
ERAS and the POC 2000 simulation, tropospheric predictability is increased from De-
cember to February.

The POC and noPOC 2060 simulations show a significant decrease in stratospheric pre-
diction compared to ERAS and the ICON-ART 2000 simulations. Tropospheric predic-
tion is also decreased compared to the 2000 simulations. However, less distinct maxima
are still visible in December and January.

The maximum prediction values for the ERAS dataset and the ICON-ART simulations co-
incide with the detection of persistent e-folding timescales and large variability, as shown
in the previous sections. Therefore the prediction value supports the assumption that
large and persistent stratospheric SAM anomalies can influence the surface SAM. The
predictability calculations for the ICON-ART simulations suggest that the stratospheric
influence on tropospheric climate is significantly decreased for the future simulations.
Surface SAM anomalies are associated with characteristic temperature and precipitation
anomalies for large parts of the southern hemisphere (e.g. Gillett et al., 2006). Conse-
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quently, a reduced predictability of the tropospheric SAM will likely affect the efficiency

of extended-range weather forecasts in the future.

7.1.4 Uncertainties in the calculation of standard deviation, e-folding
timescale, and prediction
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Figure 7.8: Standard deviation of the SAM index as a function of month and pressure for detrended
daily ERAS data obtained by linear interpolation from data every 3 days for the period
1986 - 2014, and detrended daily ERAS data for the period 1990 - 2010.
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Figure 7.9: E-folding timescale of the SAM index [days] as a function of month and pressure for
detrended daily ERAS data obtained by linear interpolation from data every 3 days
for the period 1986 - 2014, and detrended daily ERAS5 data for the period 1990 - 2010.
Contour lines represent the standard deviation of the SAM index.

In this section, uncertainties in the calculation of standard deviation, e-folding timescales,
and the prediction values are investigated based on ERAS data.

ERAS data in this study is used with a daily resolution, while the ICON-ART datasets are
only available every three days. For calculating standard deviation, e-folding timescales,
and prediction, the ICON-ART datasets were linearly interpolated to a daily sampling. To

evaluate this effect on the calculation of the characteristics, ERAS data were processed by
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Figure 7.10: Predictability of the 30-day mean 850 hPa SAM index as a function of month and
pressure for detrended daily ERAS data obtained by linear interpolation from data
every three days for the period 1986 -2014, and detrended daily ERAS data for the
period 1990 - 2010. The predictability is defined by the fraction of variance of the 30-
day mean 850 hPa SAM index with a lead time of 25 days that is linearly correlated
with the instantaneous annular mode at a given time and level.

choosing a subset of data with a resolution of 3 days that was interpolated to daily data

again in the next step.

The results for the interpolated ERAS dataset are shown in Figure 7.8 for the standard
deviation, Figure 7.9 for the e-folding timescales and in Figure 7.10 for the prediction
calculation. They are compared with the results of the ERAS dataset with a daily resolu-
tion that are shown in the Figures 7.2 (standard deviation), 7.4 (e-folding timescales) and
7.6 (predictability).

For the standard deviation, only minor changes are visible. The e-folding timescales for
the daily and interpolated ERAS datasets show an identical pattern with slightly increased
values of a few days for the calculation based on the interpolated data. Similarly, the
prediction pattern remains very similar, while slightly higher values are observed for the

calculation based on interpolated data.

Further, Kim and Reichler (2016) investigated the uncertainties in e-folding timescale
calculations for different dataset lengths. Their results indicate deviations of the SAM
e-folding timescale around 25 % for 20 year long datasets and a decrease in uncertainty
for longer datasets. Here, we analyzed the differences in standard deviation, e-folding
timescale, and prediction between the ERAS datasets from 1986 - 2014 and 1990 - 2010 to
estimate structure and magnitude changes. The results for the 1990 - 2010 ERAS dataset
are shown in Figure 7.8 for the standard deviation, Figure 7.9 for the e-folding timescales
and in Figure 7.10 for the prediction calculation. They are compared with the results
of the ERAS dataset including the years 1986 -2014 that are shown in the Figures 7.2
(standard deviation), 7.4 (e-folding timescales), and 7.6 (predictability).
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The standard deviations show a similar structure with a decrease in amplitude in the strato-
sphere and a slight increase in the troposphere for the shorter dataset. The e-folding
timescales show a similar temporal structure at all levels. In the upper stratosphere, the
maximum between November and January is stronger, while the minimum from July to
September is weaker. Further, the lower stratospheric maximum is slightly higher but also
more confined to lower levels and dates between September and November for the shorter
ERAS5 dataset. Changes in prediction are characterized by a decrease in predictability in
September and an increase from October to February at stratospheric levels for the shorter
dataset. Also, an increase in the troposphere is detected in October and November.

Overall uncertainties due to temporal resolution differences are comparably small, with
interpolated data showing a slight bias towards longer e-folding timescales and higher
predictability. Varying the analyzed dataset’s length resulted in weak changes of standard
deviation and e-folding timescales and more pronounced changes in stratospheric predic-
tion structure. Consequently, the interpolation of the ICON-ART output that is available
every three days can lead to a slight overestimation of e-folding timescales and the pre-
diction value. However, the detected magnitude of potential biases is small and does not
significantly affect the comparison with the ERAS5 dataset. Differences in the length of the
analyzed datasets can have a larger impact on the comparison with the prediction value
differing in the observed structure. However, the general characteristics of the calcula-
tions are robust for the calculation with different time series. Consequently, a comparison
of the 29-year long ERAS dataset with the ICON-ART timeslice simulations is feasible
to identify if the general characteristics of the reanalysis dataset are represented in the

model.

7.2 Near-surface temperature signals due to changes in
the SAM

Climatological surface temperature changes are often associated with a shift of the near-
surface Southern Annular Mode index. In this section, we analyze the temperature
changes that are in conjunction with shifts in the SAM in the ICON-ART simulations.
To detect the SAM’s influence on surface temperatures, daily summertime near-surface
temperature anomalies were regressed on the daily summertime near-surface SAM in-
dices that were obtained from a merged SAM calculation as described in section 4.3.4.
Due to Antarctica’s orography, with altitudes up to 3000 m, surface pressure in the south-
ern hemisphere differs significantly between oceanic regions and elevated regions as the
Antarctic Plateau, where a surface pressure of around 600 hPa is observed. The 600 hPa
pressure level was therefore chosen as the near-surface level for the SAM calculation.
The merged annular mode calculation is based on the two model experiments that are

compared. Both model experiments are used to define a common climatology that is
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used to calculate the geopotential anomalies. In the next step, PCA is applied to the
geopotential anomalies of both runs, resulting in one annular mode pattern for both runs.
Each of the two runs is characterized by an individual annular mode index time series.
Now, the climatological distribution of the SAM indices for both runs can be compared.
The shift of the SAM between the two runs is then characterized by the difference of the
mean SAM indices of the individual runs.

Further, the pattern of temperature changes that are associated with the SAM was obtained
by the regression of daily summertime near-surface temperature anomalies on the daily
summertime 600 hPa SAM index of the merged SAM calculation. The magnitude of near-
surface temperature changes associated with climatological changes of the SAM was then
obtained by weighting the resulting pattern with the shift detected in the SAM indices. An

overview of the calculation procedure is given in Figure 7.11.

Calculate monthly means and multi-year monthly means (from 2
runs)

Calculate EOFs from monthly anomalies for all SH grid points

Deseasonalyze daily data (with
mutual climatology)

[Deseasonalyze monthly data (with mutual climatology)
[Projection of spatial pattern on daily anomalies = daily SAM index (for both runs)

Deseasonalize daily temperature data (with mutual climatology)

Regress normalized SAM time series on temperature anomalies - new pattern

\ 4

Figure 7.11: Workflow for the calculation of SAM associated near-surface temperature changes.

Select DJF values only from SAM time series and temperature anomlies }

[Calculate shift of principal compontents

Weight pattern with shift

The near-surface temperature change signal associated with the climatological shift of the
600 hPa SAM between the POC 2000 and noPOC 2000 simulations (Fig. 7.12) is charac-
terized by a temperature decrease south of 70°S that is particularly strong in the center of
the Antarctic Plateau. In contrast, warming is observed for the Antarctic Peninsula and
the Southern Ocean between 70 and 50°S with three local maxima at 45°W, 45°E and
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Figure 7.12: Near-surface temperature change signal associated with the climatological shift of the
600 hPa SAM and distribution of the SAM indices for the POC 2000 and noPOC 2000
simulations.
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Figure 7.13: Near-surface temperature change signal associated with the climatological shift of the
600 hPa SAM and distribution of the SAM indices for the POC 2060 and noPOC 2060
simulations.
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180°E. North of 50°S, changes are only apparent for land grid points with a warming of
New Zealand, Tasmania, and the southern tip of Africa, as well as Patagonia. A temper-
ature decrease is detected for most of Australia, as well as the region north of Patagonia.
The magnitude of changes is characterized by the climatological shift of the SAM indices
between the POC and noPOC 2000 simulations. The mean SAM index of the POC 2000
simulation is shifted by 0.35, resulting in typical temperature changes of 0.2-0.4 K for
inner Antarctica and a warming up to 0.15 K for the Antarctic Peninsula and the Southern
Ocean.

The temperature anomaly pattern detected for the changes between the POC and noPOC 2060
(Fig. 7.13) is comparable to the pattern observed for the 2000 comparison. A slight change
in the location of maxima in the Southern Ocean is detected. For the 2060 comparison,
a shift of 0.4 is detected. Even though the detected shift is higher for the 2060 compar-
ison, the magnitude of temperature anomalies associated with the shift of the SAM is
comparable for both time horizons. This hints at a weaker impact of the SAM on surface

temperature changes for the 2060 comparison.
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Figure 7.14: Near-surface temperature change signal associated with the climatological shift of the
600 hPa SAM and distribution of the SAM indices for the POC 2000 and noPOC 1980
simulations.

The mean SAM indices for the POC 2000 and noPOC 1980 simulations (Fig. 7.14) show
a higher shift of 0.51 than SAM indices associated with changes in polar ozone chemistry
for the years 2000 or 2060. Thus, changes in boundary conditions are responsible for an
additional change in the SAM index. This finding is of particular interest since changes

in observed near-surface temperatures are often attributed to changes in the near-surface
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SAM induced by polar ozone depletion. However, additional small changes in boundary
conditions can alter the detected signal’s strength. The detected temperature pattern for
this scenario is similar to the pattern detected for the impact of polar ozone depletion.
The stronger shift thus results in a stronger temperature signal, reaching more than 0.5 K
temperature decrease for East Antarctica and up to 0.25 K temperature increase at the

Southern Ocean.
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Figure 7.15: Near-surface temperature change signal associated with the climatological shift of the
600 hPa SAM and distribution of the SAM indices for the POC 2060 and POC 2000
simulations.

A positive shift of the SAM is expected for increased GHGs. This influence of changes
in boundary conditions was detected in addition to the changes induced by polar ozone
depletion for the comparison of the POC 2000 and noPOC 1980 simulations. The in-
fluence of increased GHGs on the near-surface SAM and the corresponding temperature
patterns is further investigated by the comparison of model simulations for the years 2000
and 2060. The comparison between the POC simulations of the years 2060 and 2000
(Fig. 7.15) shows a large difference in the climatological distribution of the SAM indices,
resulting in two distinct populations. Consequently, a strong shift of the mean SAM in-
dices of 1.13 is detected. The strong shift can partly be attributed to the altered structure
of the annular mode pattern as described in section 4.3.4. The strong shift between both
simulations also influences the SAM-associated temperature pattern. The pattern is char-
acterized by positive temperature anomalies north of 65°S. This positive correlation can
be interpreted as the result of general tropospheric warming combined with the strong
shift of the SAM indices. Positive SAM indices are predominantly detected for the 2060
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Figure 7.16: Near-surface temperature change signal associated with the climatological shift of
the 600 hPa SAM and distribution of the SAM indices for the noPOC 2060 and
noPOC 2000 simulations.

simulation, while negative SAM indices occur predominantly for the 2000 simulation.
Thus, positive indices are associated with increased temperature in regions where the
SAM’s influence is small. This effect should be kept in mind for the interpretation of

temperature patterns associated with changes in annular modes.

Besides the strong warming pattern, visible for most grid points, that is likely produced by
the temperature changes due to increased GHGs, a cooling is visible for various Antarctic
grid points, particularly for the coastal regions and East Antarctica. Here a strong nega-
tive temperature anomaly was already detected as a result of a shift of the SAM towards
more positive values due to polar ozone depletion. Further, the region north of Patagonia
and the eastern tip of Australia are displaying a significantly weaker temperature anomaly
than surrounding grid points, coinciding with the regions of negative temperature anoma-
lies for the ozone hole effect. Thus the observed temperature pattern for the POC 2060
and POC 2000 comparison can be interpreted as a superimposed anomaly pattern due to
tropospheric warming and the temperature anomaly pattern that is actually resulting from
changes in the SAM indices. Regions with a positive temperature response due to a shift

of the SAM indices are therefore not particularly visible.

This assumption is further supported by the analysis of the SAM-associated temperature
pattern for the noPOC 2060 and POC 2000 simulations (Fig. 7.16). For this scenario, the
positive shift of the SAM indices due to increased GHGs is expected to be counteracted by

a negative shift of the SAM indices due to the ozone hole’s recovery. The calculated shift
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in the 600 hPa SAM index is decreased to 0.95 for this scenario. The resulting tempera-
ture anomaly pattern is similar to the POC comparison; however, the positive temperature
anomalies north of 65°S are significantly smaller. This can only partly be explained by
the weaker shift. Therefore, for this scenario, a shift of the SAM indices of comparable
strength as for the POC scenario is associated with a weaker temperature increase. This
can be interpreted as the result of the less distinct SAM populations. Therefore positive
indices are not as strongly associated with the 2060 simulation as this was the case for the
POC comparison. This results in a weaker correlation with the temperature anomalies in-
duced by GHG changes and, therefore, a weaker temperature anomaly pattern for regions

that are not typically affected by changes in the SAM index.

The temperature signal patterns for the climate change scenarios underline the need for a

critical interpretation of the results.

7.3 Conclusions

Climate change signals due to ozone depletion and recovery, as well as GHGs, are often
associated with changes in the SAM. Therefore a realistic representation of the SAM
climatology is important for accurate recent and future climate projections. In this chapter,
the temporal structure of the SAM for the various ICON-ART simulations was compared
with the structure obtained from the detrended ERAS dataset for the years 1986 - 2014.
The variability of the SAM showed similar results for the ICON-ART and ERAS datasets,
with low variability in summer and high variability in winter in the stratosphere, consistent
with the occurring wind speeds. Stratospheric easterlies are associated with low variabil-
ity, while westerlies below a certain threshold are associated with increased variability
(e.g. Thompson and Wallace, 2000). While the highest variability in the ERAS dataset is
associated with the breakup of the polar vortex, the ICON-ART simulations show signif-
icantly increased variability for the strength of the polar vortex throughout winter. The
comparison of the POC and noPOC simulations shows a delayed shift to low variability
in summer that is consistent with the delayed vortex breakup for the POC simulations and
consistent with the results by Gerber et al. (2010).

The persistence of the SAM was analyzed based on the e-folding timescale, a measure
commonly used as a benchmark for climate models. Stratospheric e-folding timescales
are largest in winter and spring in the ERAS dataset, indicating a persistent strength of
the polar vortex, i.e., a strong vortex likely remains strong during winter, while a weak
vortex likely remains weak. A drop in persistence after the final warming hints at little in-
fluence of the vortex strength on the summertime circulation. The tropospheric e-folding
timescales are significantly smaller than the stratospheric e-folding timescales and show

a maximum in late spring and early summer. During that time of year, the variability
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of the SAM in the lower stratosphere is highest, thus indicating that large stratospheric
anomalies can have an impact on the tropospheric e-folding timescale.

While the ICON-ART simulations agree with the overall structure detected for the ERAS
dataset, they show a decreased timescale in the upper stratosphere in winter that is indicat-
ing an increased variability of the polar night jet. Simulations with polar ozone chemistry
show significantly higher stratospheric e-folding timescales than simulations without po-
lar ozone chemistry. Further, the simulations with the year 2060 show decreased e-folding
timescales compared to the 2000 simulations. This finding is in contrast to Gerber et al.
(2010) that found no significant change in e-folding timescales between recent and future
climate simulations. However, Dennison et al. (2015) found indications that ozone deple-
tion and GHGs can have an impact on the length of e-folding timescales. As strong and
persistent stratospheric SAM anomalies can affect the tropospheric SAM, a decrease in
e-folding timescales is expected to influence the surface.

The stratospheric SAM’s index on the surface was analyzed based on the prediction cal-
culation. Consistent with the decreased e-folding timescales detected for the 2060 sim-
ulations, the predictability decreased significantly for those simulations compared to the
2000 simulations. As surface SAM anomalies are associated with significant temperature
and precipitation anomalies across the southern hemisphere, the decrease in predictability
will likely influence the efficiency of extended-range weather forecasts in the future.

A realistic representation of e-folding timescales in climate models is particularly im-
portant as they can influence the SAM’s response to external forcing (e.g. Gerber et al.,
2008b). Comparison with the ERAS dataset showed an overestimation of stratospheric e-
folding timescales for the POC 2000 simulation and an underestimation of stratospheric
e-folding for the noPOC 2000 simulation. Simulated tropospheric e-folding timescales
for the POC 2000 simulation agree with the ERAS dataset. The noPOC 2000 simula-
tion shows slightly higher tropospheric e-folding timescales in summer. Consequently,
a stratospheric bias in e-folding timescales does not necessarily result in tropospheric
biases. Further, the overestimation of tropospheric e-folding timescales is not caused
by an overestimation of stratospheric e-folding timescales. This finding agrees with the
study by Simpson et al. (2011) suggesting that an overestimation of stratospheric e-folding
timescales does not necessarily result in prolonged tropospheric e-folding timescales.
The overestimation of the tropospheric e-folding timescales can partly be attributed to
the interpolation of the ICON-ART output with a resolution of three days to a daily res-
olution. Further reasons for the detected differences can be the different lengths of the
datasets (Kim and Reichler, 2016) and the different resolutions of the model and the
ERAS5 data (Gerber et al., 2008b; Osprey et al., 2010). Additionally, as for the previ-
ous analyses, a detailed comparison between the transient ERAS data and the ICON-ART
timeslice simulations is not feasible due to differences in the experimental setup. Over-

all, tropospheric e-folding timescales are well represented in the ICON-ART simulations
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in contrast to previous modeling studies, where tropospheric e-folding timescales were
commonly overestimated (e.g. Gerber et al., 2008a, 2010; Osprey et al., 2010).

After analyzing the SAM’s representation in the model simulations, the near-surface tem-
perature changes that were associated with a shift of the near-surface SAM were inves-
tigated. The pattern associated with changes in near-surface SAM indices towards more
positive values shows a warming of the Antarctic Peninsula, Patagonia, New Zealand,
and the Southern Ocean, while cooling is detected for Australia and the remaining parts
of Antarctica. This pattern is consistent with the findings by Thompson and Solomon
(2002), Gillett et al. (2006) and Marshall (2007). Comparing the SAM-associated tem-
perature changes with the actual near-surface temperature changes detected in the model
comparing the POC and noPOC 2000 simulations, a significantly smaller fraction of the
temperature change is explained by the SAM than the previous study by Thompson and
Solomon (2002) suggested. This could partly be explained by the different seasons con-
sidered. Thompson and Solomon (2002) investigated changes between December and
May, while this study focuses on December to January. The study by Marshall et al.
(2006) suggests that the correlation between changes in the SAM and near-surface temper-
ature changes is significantly higher in autumn than in the summer season. Consequently,
the Antarctic summertime temperature changes in the simulations are not entirely driven
by changes in the SAM. Therefore, future studies are required to identify other mecha-
nisms that influence the temperature signals during this season.

Changes in the near-surface SAM are characterized by a shift towards more positive val-
ues for the simulations with polar ozone chemistry consistent with previous studies (e.g.
Karpechko et al., 2010; Fogt et al., 2009; Miller et al., 2006). Further, simulations of
future climate, and thus for increased GHG forcing, result in a shift towards more pos-
itive values as well. The comparison of the noPOC 2060 simulation and the POC 2000
simulation results in a decreased shift of the SAM compared to the GHG effect only. This
result is consistent with the counteracting effects of ozone recovery and GHG-induced
changes on the SAM as detected in previous studies (e.g. Shindell, 2004; Staten et al.,
2012). Our results suggest that the GHG-induced shift is significantly higher than the
counteracting effect of ozone recovery, thus resulting in a significant shift of the SAM
towards higher values even with ozone recovery. However, as explained in the previous
section, the SAM calculations for different time horizons can be biased significantly by
the underlying climatologies of geopotential. Therefore a calculation of the SAM tak-
ing into account changes in the underlying climatologies is desirable for a meaningful

interpretation of the magnitude of changes in the SAM between recent and future climate.
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Here, idealized multi-decadal ICON-ART timeslice simulations with an interactive ozone
scheme have been performed to investigate the influence of polar ozone loss and recovery
on the climate system. In this study, an experimental setup was designed to allow for the
analysis of ozone hole induced signals separated from other perturbations of the climate
system and that is well suited to characterize the internal variability of the signals.
Evaluation of the timeslice simulation for the year 2000 with polar ozone chemistry
and for 1980 without polar ozone chemistry showed that the simplified ozone chemistry
scheme Linoz is able to realistically capture the typical evolution of the Antarctic ozone
hole, the climatological total column ozone distribution, and vertical profiles of ozone
and temperature. The model shows a prolonged persistence of the polar vortex. Compar-
ison with other models demonstrates, however, that this behavior is detected for various
chemistry-climate simulations. Generally, the model validation showed that the Linoz
scheme is suited for the investigation of ozone hole induced climate change signals due to
its good representation of climatological ozone concentrations with and without the ozone
hole. Further, comparison with other studies indicated that models with a full chemistry
scheme do not necessarily result in a better representation of ozone concentrations. The
reduced computational cost of a simplified scheme compared to full chemistry schemes
enabled the performance of long timeslice integrations with interactive ozone that are
suited for the analysis of internal variability.

Analysis of the ozone hole induced climate change signals showed a cooling of the polar
lower stratosphere and warming above and a prolonged persistence of the polar vortex
consistent with previous studies. The magnitude of the changes was larger than most
previous studies but consistent with the study by Keeble et al. (2014) that performed
timeslice integrations with a comprehensive and interactive ozone calculation. Thus, the
model results suggest that the magnitude of the detected signals is underestimated when
ozone is not calculated interactively with a comprehensive or simplified ozone scheme,
but a prescribed ozone climatology is used.

Polar ozone depletion leads to a shift of the tropospheric midlatitude jet towards higher
latitudes in summer. This shift is accompanied by a warming of the Antarctic Peninsula,
Patagonia, and parts of East Antarctica, while a cooling is detected for West Antarctica
and the coastal areas of East Antarctica. This temperature pattern is more complex than

derived in previous studies, independent of their representation of ozone, that observed
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a warming of the Antarctic Peninsula and a cooling of the rest of Antarctica that was
attributed to a shift of the SAM.

Taking into account changes in greenhouse gases in addition to the effect of ozone de-
pletion resulted in a slightly stronger near-surface temperature signal for recent climate
change. This indicates that GHG changes have influenced recent southern hemispheric
climate change signals. In the future, the increase in GHGs will have a strong impact on
surface climate. For the ICON-ART simulations, a strong near-surface warming through-
out the year is observed considering changes in GHGs only. Considering ozone recovery
in addition to the increase in GHGs shows an effect on zonal wind changes in summer.
The changes induced by ozone recovery counteract the GHG-induced changes, resulting
in only small circulation changes during summer. The observed temperature signal is,
however, only weakly influenced by ozone recovery. This results mainly from the larger
magnitude of tropospheric warming due to increased greenhouse gases compared to the
ozone recovery signal. Further, analysis of the uncertainties for the near-surface temper-
ature signals resulted in smaller uncertainties for ocean-associated grid points. This in-
dicates that prescribed sea surface temperatures act as strong lower boundary conditions
that can reduce the near-surface temperature signal induced by atmospheric composition
and circulation changes.

The ozone hole induced near-surface temperature pattern resulting from a shift of the
near-surface SAM was calculated and shows a warming of the Antarctic Peninsula and
the Southern Ocean and a cooling of inner Antarctica consistent with previous studies.
However, the detected temperature signal and the SAM associated signal differ, indicating
that the SAM has a weaker influence on near-surface temperature change than previously
assumed. For future climate projections, a shift of the SAM towards more positive values
is attributed to increased GHGs. This shift is counteracted by ozone recovery consistent
with previous studies.

A correct representation of the SAM climatology, particularly the persistence of the SAM,
is likely important for a realistic model response to external forcing. The ICON-ART sim-
ulations show an agreement with the ERAS data in the troposphere, suggesting a realistic
tropospheric response to GHG and ozone changes. Other modeling studies commonly
overestimate the SAM’s persistence in the troposphere, which could partly explain the
stronger influence of the SAM in previous simulations.

Further, the analysis showed distinct differences in the SAM persistence for the different
model simulations with shorter timescales for the POC simulations and shorter timescales
for the 2060 simulations compared to the 2000 simulations. Persistent stratospheric SAM
anomalies can influence the tropospheric SAM and thus surface climate. Therefore, a
prediction value was used to investigate the skill of the SAM in different altitudes predict-
ing the averaged near-surface SAM one month in advance. This calculation showed that

there is a high stratospheric prediction skill for the 2000 simulations and a strong decrease

108



in stratospheric predictability for the 2060 simulations. The decreased stratospheric in-
fluence on the tropospheric SAM will likely decrease the efficiency of extended-range
weather forecasts in the future.

Sensitivity studies with different tropospheric ozone lifetimes showed that stratospheric
signals due to the ozone hole are robust and significant during spring and summer and
show more variability in winter when the detected pattern is more variable and signifi-
cance is only detected for some of the chosen tropospheric ozone lifetimes. The near-
surface signals are only robust for summer, and signals show the highest number of sig-
nificant grid points of all seasons. All other seasons show high variability of the detected
circulation and temperature patterns. In winter and spring, when variability is the largest,
the patterns strongly deviate even though a considerable number of significant grid points
is detected for individual patterns. This result underlines the importance of a careful in-
terpretation of climate change signals detected for different seasons and their attribution
to the ozone hole.

Uncertainty estimation for different ensemble sizes further showed that timeslices with 20
realizations resulted in an uncertainty of around 50 % of the observed near-surface tem-
perature change signal. Timeslice simulations with 65 realizations, as performed in this
study, are able to decrease the uncertainty to around 20 %. Consequently, long timeslice
integrations are important to exclude the effects of internal variability.

The comparison of this modeling study with other modeling and observational results is
difficult due to the different experimental designs and the different resulting measures of
climate change signals. Observational studies and transient model simulations calculate
linear trends to characterize climate change signals, while timeslice simulations obtain the
climatological difference for specific years. Larger climate signals detected in timeslice
simulations could thus result from the nonlinearity of the climate change signals.

A systematic comparison of transient and timeslice simulations with the same modeling
system could improve the understanding of differences that arise from changed experi-
mental setups and would be valuable to increase the confidence in projections of recent
and future climate change simulations. Moreover, long timeslice simulations with a simi-
lar experimental setup performed with multiple modeling systems are important to inves-
tigate the effect of internal variability further.

Further, different studies calculate linear trends or climatological differences based on dif-
ferent time averages. These time averages range from monthly means to seasonal means
or even longer averaging intervals of up to six months. However, the model results pre-
sented in this study indicate that climate change signals associated with polar ozone deple-
tion are limited to summer. Therefore, a closer investigation of the seasonality of climate
change signals is desirable for future studies.

In this work, the fraction of summertime near-surface temperature changes induced by

polar ozone depletion that is associated with changes in the SAM is smaller than for pre-
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vious studies. However, the detected near-surface temperature changes show a robust
pattern of warming and cooling. Therefore, additional research is needed to identify fur-
ther processes causing the near-surface temperature change detected in the I[CON-ART
simulations.

Near-surface temperature changes associated with increased greenhouse gases show a
similarity to the prescribed SSTs and low uncertainties for ocean grid points, indicating
a significant impact of prescribed SSTs on the detected signal. For a more meaningful
analysis of future and recent climate change, simulations with a coupled ocean would be

desirable.
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