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PeV down-going neutrino analysis

1. Introduction

The origins and acceleration mechanisms of Ultra-High Energy Cosmic Rays (UHECRs)
remain a mystery. Astrophysical neutrinos created in or near the acceleration sites of cosmic rays
could give us insights into these questions [1].

IceCube is a cubic-kilometer neutrino detector installed in the ice at the geographic South
Pole [2] with an accompanying air shower array, IceTop, on the surface of the ice [3]. The first
observation of the diffuse astrophysical neutrino flux at IceCube was announced in 2013, where
high-energy events with interaction vertices contained inside the detector were studied [4]. A later
analysis achieved a larger effective volume by analyzing muon tracks created by a` events from
the northern hemisphere, where the interaction vertices could be outside the detector [5]. These
two event selections are most sensitive to neutrinos with energies below 1 PeV because the Earth is
opaque to neutrinos beyond this energy. A third analysis selects for extremely-high-energy tracks
from the southern sky by applying strong cuts to remove atmospheric muon backgrounds, and it is
sensitive to neutrinos above 10 PeV [6].

To fill the gap between 1 PeV and 10 PeV, we present a new event selection that targets high-
energy down-going trackswhere atmosphericmuon backgrounds are removed using the stochasticity
information and IceTop as a veto. The muon backgrounds in the signal region are estimated with
a stochasticity template fitting technique. The signal events we obtain will be at high energy and
have angular resolutions of 0.2◦. To measure the astrophysical neutrino flux and energy spectrum,
we will combine our sample with the 7.5-year HESE sample [7] to perform a combined fit. Our
sample will also be used for point source searches in future studies.

Characterizing the highest-energy astrophysical neutrino flux could provide us insights into the
PeV spectral cutoff. The deficiency of observed events above 2 PeV could indicate an exponential
cutoff in the neutrino energy spectrum. Many neutrino source models predict such a cutoff due to
mechanisms such as synchrotron pion cooling [8], limited source energies [9], etc. By performing
a combined fit, we may better constrain the spectral cutoff energy and the production models of
neutrinos and cosmic rays.

2. Event Selection

In this analysis, we use 8 years of burn sample (10% of the full dataset) from 2012 to 2019.
To ensure the neutrinos in our final sample are both at high energy and track-like, we first apply
initial selections including reconstructed muon energy > 300 TeV (high-energy), zenith < 90◦

(down-going), and track lengths > 600 m (track-like).
Fig. 1 shows the distributions of muon energy and zenith for data and simulations after the

initial selections, normalized to one year. The atmospheric muon background is simulated with
CORSIKA and is weighted to the Gaisser-Hillas model (H3a) [10], and neutrinos are simulated
with neutrino-generator [11]. In addition to a`, a small contribution from a4 is observed because
muons are produced in hadronic showers after the deep inelastic scattering. A contribution from
ag comes from g leptons decaying to muons. The all-flavor a + ā astrophysical neutrino fluxes are
assumed to be 3Φ6a

3�
= Φastro ·

(
E

100TeV

)−Wastro
· 10−18 GeV−1s−1sr−1cm−2, where the six-neutrino flux

normalizationΦastro = 6.7 and the spectral index Wastro = 2.5, as in the previous combined-fit results
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PeV down-going neutrino analysis

[12]. The final analysis will be performed with a binned Poisson likelihood fit with 20 energy bins
and 10 zenith bins.

Figure 1: The muon energy and zenith distributions after initial selections. Conventional atmospheric
neutrinos from kaon and pion decays are weighted according to Honda el al. [13], and prompt components
from charm meson decays are weighted to the BERSS calculation [14]. An enhancement of the conventional
a4 flux from  B at high energy [15] could potentially be added in a future model.

2.1 Stochasticity Measurement

Figure 2: Stochasticity distributions of sig-
nal (a`) vs. backgrounds (CORSIKA). In
practice, the stochasticity proxy we use is
log10 MSE, and its value could be negative.
The median stochasticity for CORSIKA is
0.6 and for a` is 2.0.

As we have seen in the event distributions, the atmo-
spheric muon background is several orders of magnitude
higher than the neutrino signals. The stochasticity of the
muon track is a powerful tool to reduce this background.
Single muons created by a` lose energy stochastically
at high energies. On the other hand, atmospheric muon
bundles have smoother observed energy losses because
of the large muon multiplicity in each bundle.

To measure the stochasticity of the muon, we di-
vide the muon track into 120-meter-wide segments and
calculate the energy losses for each segment [16]. We
then fit a line to the energy losses and use the weighted
mean squared error (MSE) as the proxy for stochastic-
ity. The weight for each energy loss Ei is assumed to be√

Ei, a choice optimized with Monte Carlo simulations,
to maximize the separation power between signal and background. Fig. 2 shows the stochasticity
distribution of CORSIKA and a` events, where astrophysical a` peaks at higher stochasticity.

2.2 IceTop Veto

Another handle to reduce the atmospheric muon backgrounds is to use the IceTop array as a
veto. Atmospheric muons are part of a cosmic ray air shower that may deposit charges (recorded as
hits) in IceTop tanks. If an IceTop tank is hit, we calculate the time when the muon arrives at the
closest position relative to that tank. If the difference between the hit time and the closest-approach
time is within the time window [-700 ns, 1700 ns], then this hit is correlated with the event. We
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PeV down-going neutrino analysis

veto the event if there are ≥ 2 correlated IceTop hits in total. The veto principle is illustrated in
Fig. 3. The width of the time window is optimized by examining the calculated time differences for
all IceTop hits in the burn sample. In addition, using a background window at [-4500 ns, -2100 ns],
the random-hit rate is found to be 0.5 per event, so a veto threshold of 2 hits is justified.

Figure 3: IceTop veto illustrated.

This veto approach may fail for some down-going events.
If an atmospheric muon has a large zenith angle or has low
energy, IceTop may not observe enough hits from the accom-
panying air shower to veto the event. Therefore, we perform a
data-driven modeling for the effectiveness of IceTop and only
apply veto in the region where IceTop is effective enough. We
use the full dataset in the background region (stochasticity <
0.8) for this modeling to reduce bias from neutrino signals.
The effectiveness is parametrized as the “inefficiency,” which
is a function of muon energy and distance from the muon track
to the center of IceTop.

Fig. 4a shows the inefficiency calculated from data. In
each energy-distance bin, inefficiency is defined as the fraction of events that are not vetoed by
IceTop. Therefore, a smaller inefficiency indicates a better bundle rejection power. Fig. 4b shows
the inefficiency model obtained by fitting a function of three variables to data on the left. Values
in low-statistics regions are extrapolated. Even at large distances (corresponding to large zenith
angles on average), IceTop could still veto over 99% of atmospheric muons if the muon energy is
high. In addition to atmospheric muons, atmospheric neutrino fluxes are suppressed further due to
accompanying air showers.

(a) IceTop inefficiency calculated from data. (b) IceTop inefficiency model.

Figure 4: IceTop inefficiency calculated from data in the background region (stochasticity < 0.8) and its
modeling. Colored curves corresponds to inefficiency contours. The region to the right of the black dotted
line has low data statistics. In practice, inefficiency beyond this dashed line is manually set to 1.

2.3 Background Estimation

The signal region is defined by a series of cuts: 1) initial selections, 2) stochasticity > 21,
3) IceTop inefficiency < 22, and 4) pass IceTop veto. After these cuts, the signal region will still
contain some background events, mostly from atmospheric muons. Part of the backgrounds is
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due to the imperfect IceTop veto. In addition, proton primaries may create events where a single
muon dominates, leading to an indistinguishable background based on stochasticity. We optimize
21 and 22 such that we maximize the number of events in the signal region while requiring signal-
to-background ratio (S/B) > 2. We require a high S/B to increase the sensitivity to a PeV cutoff and
to increase the sample purity for the future point source analysis.

Figure 5: Correlation between IceTop hits
and stochasticity. Black: passing fraction
of the burn sample. Orange: modeled pass-
ing probability of atmospheric muons using
CORSIKA.

However, estimating these remaining backgrounds
is challenging due to a correlation between stochasticity
and IceTop hits. In Fig. 5, each black marker shows the
fraction of data passing the IceTop veto as a function of
stochasticity inside the region with inefficiency < 0.01.
The observed positive correlation between the passing
fraction and stochasticity is studied using CORSIKA. For
bins at higher stochasticity, the fraction of lighter ele-
ments, such as protons, is higher. On the other hand,
protons on average have smaller air shower energies com-
paring to heavier elements such as iron. Therefore, events
at higher stochasticity are accompanied by fewer IceTop
hits on average and are easier to pass the veto.

To estimate the remaining backgrounds, we model
the passing probability of atmospheric muons as a function of stochasticity by performing a template
fitting using CORSIKA. We first split the CORSIKA events into “singles” and “bundles” according
to the singleness parameter: n = �leading muon/�bundle and refer their stochasticity distributions as
templates. Then we fit the two templates to data to obtain the correct normalization. Finally, we
parametrize the passing probability of atmospheric muons using the two templates and fit the model
to data in the background region. The best-fit model is the orange curve in Fig. 5. The discrepancy
between data and model at high stochasticity is expected due to the presence of neutrino signal
events. The background in the signal region is then calculated on an event-by-event basis using the
best-fit model.

3. Burn Sample Events Passing the Selection

The best cuts that maximize the number of events in the signal region while maintaining the
S/B > 2 are 1) stochasticity > 2.5 and 2) IceTop inefficiency < 0.011. Two burn sample events pass
the cuts with estimated S/B = 2.17. The event-wise backgrounds are 0.58 and 0.11, respectively.
After unblinding, we expect to obtain around 20 events with a high signal-to-background ratio.

Fig. 6 shows a visualization of one of the signal events. The size of each circle represents the
amount of charge recorded for each DOM; red and green colors indicate early and late photon arrival
times. The red track shows a muon traveling from left to right; the muon energy at the center of the
detector is estimated to be 3.2+2.1−1.3 PeV with a zenith angle of 69◦. The small panel on the lower left
shows the event viewed from above with IceTop displayed. There are several accompanying IceTop
hits, but all of them except one are outside the veto time window. The other event (not shown) is at
40◦ with muon energy of 1.2+0.7−0.5 PeV, and one out of five IceTop hits is correlated.
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4. Flux Characterization

Figure 6: Visualization of one burn sample
event in the signal region.

After unblinding, we will combine our sample with
the 7.5-year HESE sample to perform a combined fit. The
binned Poisson likelihood function is constructed as

ln ! (\\\, bbb) =
∑
8

ln
( 4−`8 `:8

8

:8!

)
+

∑
9

( b 9 − b∗9
f[b 9]

)2
(1)

The likelihood is a function of physics parameters \\\ (such
as Φastro, Wastro, and the spectral cutoff energy �cutoff)
and nuisance parameters bbb associated with parametrized
systematic uncertainties. The systematic uncertainties
are associated with the detector response, the ice prop-
erties, the flux models, and the background estimation
procedure. Confidence intervals for best-fit values will
be calculated assuming Wilk’s theorem [17]. Parameters
that are shared both in HESE and this sample take the same values for both samples. The first part
of the likelihood is the Poisson term summed over analysis bins 8 in energy and zenith; `8 (\\\, bbb)
denotes the expectation from Monte Carlo simulations and background estimations, and :8 denotes
the observed data. The HESE sample is binned in energy, zenith, and morphology; this analysis is
primarily binned in energy and zenith, but a third dimension of event morphology is concatenated
(assigning all events as tracks) to perform a joint fit. The second part of the likelihood penalizes
unphysical results. It sums over nuisance parameters b 9 , each with a prior b∗

9
and an uncertainty

f[b 9].
To study the preference of the generic spectral cutoff flux model over the single power law

(SPL) model, we will perform a likelihood ratio test by scanning over �cutoff and calculate the test
statistic

)((�cutoff) = −2 ln
!cutoff (�cutoff , ˆ̂[[[)

!SPL([̂[[)
(2)

where parameters [̂[[maximize !SPL and ˆ̂[[[maximize !cutoff for each fixed �cutoff . The spectral cutoff
model differs from the SPL model by an additional exponential term

3Φcutoff
3�

= Φastro ·
( E
100TeV

)−Wastro
· e−

�
�cutoff · 10−18 · GeV−1s−1sr−1cm−2 (3)

The p-value for rejecting the null hypothesis (SPL) and the favored region for the cutoff energy will
be calculated.

5. Systematic Uncertainties

5.1 Background Estimation Uncertainties

There are several systematic uncertainties associated with the background estimationmodeling.
First, as snow slowly accumulates on the surface of the ice, the sensitivity of IceTop decreases, and
the modeled inefficiency contours shift as shown in Fig. 7. Therefore, after applying inefficiency
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cuts on the CORSIKA sample, the shapes of stochasticity templates and estimated backgrounds
will be affected. To quantify this snow effect, we find two limiting inefficiency contours from
the baseline model to capture the variations for different years of models. We then perform the
CORSIKA template fitting and re-estimate the backgrounds for the two burn sample events in the
signal region. The uncertainty due to the snow effect is found to be around 5%.

Figure 7: IceTop inefficiency contours (at
0.01) modeled using different years of data.
The baseline corresponds to the modeling
with the full dataset. The large fluctuations
of the contour lines at high energy comes
from 1) low statistics of data 2) an artifact
due to the functional form chosen for the
modeling process, leading to an overestima-
tion of the systematic uncertainties at high
energy.

The second uncertainty comes from the stochasticity
cut (stochasticity < 0.8 as baseline) applied when mod-
eling the IceTop inefficiency. Because stochasticity is
correlated with IceTop hits, different stochasticity thresh-
olds will lead to different IceTop inefficiency contours.
To quantify this uncertainty, we apply different cut values
from 0.4 to 1.2 and perform the template fitting for each
scenario and estimate the backgrounds. The uncertainty
due to the stochasticity cut is around 2%.

The third uncertainty comes from the singleness
threshold that we use to separate CORSIKA events into
“single” and “bundle” templates. Similarly, we vary the
threshold (singleness = 0.8 as baseline) from 0.7 to 0.9
and re-estimate the backgrounds. The uncertainty due
to the singleness parameter is around 20%. This is the
dominant uncertainty and is parametrized as a nuisance
parameter to scale the backgrounds for each signal event.

Lastly, we estimate the backgrounds using different
CORSIKA fluxes, H3a and H4a, where H4a [10] assumes
that cosmic rays of extra-galactic population are all protons. The associated background estimation
uncertainty is less than 1%.

5.2 Detector Systematics

There are three detector and ice systematic uncertainties that would affect the analysis, and
they are parametrized as continuously-varying nuisance parameters. nDOM parametrizes the overall
optical efficiency of all DOMs. An increase in nDOM shifts the peak of the energy distribution
to higher values. The effect on the zenith distribution is to scale up the overall normalization.
nabsorption parametrizes the bulk-ice absorption and scattering effects. However, only the absorption
coefficient of the bulk ice affects the energy or zenith distributions. Lastly, nhole describe the local
angular acceptance of DOMs. It is parametrized to only scale the overall normalization of the
distributions due to the low statistics in the simulations. The parametrizations are performed using
Monte Carlo simulations with different detector or ice property settings.

5.3 Neutrino Flux Uncertainties

We use Φconv and Φprompt to scale normalizations of the conventional and prompt atmospheric
neutrino fluxes. Due to the low contribution from atmospheric neutrinos, we ignore uncertainties
such as the kaon-to-pion ratio, the hardening or softening in the neutrino energy spectrum due to
cosmic ray flux uncertainties, and the hadronic production uncertainties.
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6. Conclusions

We have developed a new analysis to fill the neutrino energy gap between 1 PeV and 10 PeV.
We use both stochasticity cuts and IceTop veto to reduce atmospheric muon backgrounds. The
backgrounds in the signal region are estimated with a stochasticity template fitting method. We
observe 2 burn sample events in the signal region and expect to obtain 20 high-energy events
after unblinding. The final sample will be dominated by astrophysical neutrinos with an estimated
signal-to-background ratio above 2. This sample will be combined with the HESE sample to
perform a combined fit, and the existence of a PeV cutoff will be tested. Because of the high purity
and excellent angular resolution, this sample will also be used for point source searches in future
studies.
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Naumann58, J. Necker59, L. V. Nguyễn24, H. Niederhausen27, M. U. Nisa24, S. C. Nowicki24, D. R. Nygren9, A. Obertacke Pollmann58,
M. Oehler31, A. Olivas19, E. O’Sullivan57, H. Pandya42, D. V. Pankova56, N. Park33, G. K. Parker4, E. N. Paudel42, L. Paul40, C.
Pérez de los Heros57, L. Peters1, J. Peterson38, S. Philippen1, D. Pieloth23, S. Pieper58, M. Pittermann32, A. Pizzuto38, M. Plum40, Y.
Popovych39, A. Porcelli29, M. Prado Rodriguez38, P. B. Price8, B. Pries24, G. T. Przybylski9, C. Raab12, A. Raissi18, M. Rameez22, K.
Rawlins3, I. C. Rea27, A. Rehman42, P. Reichherzer11, R. Reimann1, G. Renzi12, E. Resconi27, S. Reusch59, W. Rhode23, M. Richman45,
B. Riedel38, E. J. Roberts2, S. Robertson8, 9, G. Roellinghoff52, M. Rongen39, C. Rott49, 52, T. Ruhe23, D. Ryckbosch29, D. Rysewyk
Cantu24, I. Safa14, 38, J. Saffer32, S. E. Sanchez Herrera24, A. Sandrock23, J. Sandroos39, M. Santander54, S. Sarkar44, S. Sarkar25, K.
Satalecka59, M. Scharf1, M. Schaufel1, H. Schieler31, S. Schindler26, P. Schlunder23, T. Schmidt19, A. Schneider38, J. Schneider26, F.
G. Schröder31, 42, L. Schumacher27, G. Schwefer1, S. Sclafani45, D. Seckel42, S. Seunarine47, A. Sharma57, S. Shefali32, M. Silva38,
B. Skrzypek14, B. Smithers4, R. Snihur38, J. Soedingrekso23, D. Soldin42, C. Spannfellner27, G. M. Spiczak47, C. Spiering59, 61, J.
Stachurska59, M. Stamatikos21, T. Stanev42, R. Stein59, J. Stettner1, A. Steuer39, T. Stezelberger9, T. Stürwald58, T. Stuttard22, G. W.
Sullivan19, I. Taboada6, F. Tenholt11, S. Ter-Antonyan7, S. Tilav42, F. Tischbein1, K. Tollefson24, L. Tomankova11, C. Tönnis53, S.
Toscano12, D. Tosi38, A. Trettin59, M. Tselengidou26, C. F. Tung6, A. Turcati27, R. Turcotte31, C. F. Turley56, J. P. Twagirayezu24, B.
Ty38, M. A. Unland Elorrieta41, N. Valtonen-Mattila57, J. Vandenbroucke38, N. van Eĳndhoven13, D. Vannerom15, J. van Santen59, S.
Verpoest29, M. Vraeghe29, C. Walck50, T. B. Watson4, C. Weaver24, P. Weigel15, A. Weindl31, M. J. Weiss56, J. Weldert39, C. Wendt38,
J. Werthebach23, M. Weyrauch32, N. Whitehorn24, 35, C. H. Wiebusch1, D. R. Williams54, M. Wolf27, K. Woschnagg8, G. Wrede26, J.
Wulff11, X. W. Xu7, Y. Xu51, J. P. Yanez25, S. Yoshida16, S. Yu24, T. Yuan38, Z. Zhang51

1 III. Physikalisches Institut, RWTH Aachen University, D-52056 Aachen, Germany
2 Department of Physics, University of Adelaide, Adelaide, 5005, Australia
3 Dept. of Physics and Astronomy, University of Alaska Anchorage, 3211 Providence Dr., Anchorage, AK 99508, USA
4 Dept. of Physics, University of Texas at Arlington, 502 Yates St., Science Hall Rm 108, Box 19059, Arlington, TX 76019, USA
5 CTSPS, Clark-Atlanta University, Atlanta, GA 30314, USA
6 School of Physics and Center for Relativistic Astrophysics, Georgia Institute of Technology, Atlanta, GA 30332, USA
7 Dept. of Physics, Southern University, Baton Rouge, LA 70813, USA
8 Dept. of Physics, University of California, Berkeley, CA 94720, USA
9 Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
10 Institut für Physik, Humboldt-Universität zu Berlin, D-12489 Berlin, Germany
11 Fakultät für Physik & Astronomie, Ruhr-Universität Bochum, D-44780 Bochum, Germany
12 Université Libre de Bruxelles, Science Faculty CP230, B-1050 Brussels, Belgium
13 Vrĳe Universiteit Brussel (VUB), Dienst ELEM, B-1050 Brussels, Belgium
14 Department of Physics and Laboratory for Particle Physics and Cosmology, Harvard University, Cambridge, MA 02138, USA
15 Dept. of Physics, Massachusetts Institute of Technology, Cambridge, MA 02139, USA

9



P
o
S
(
I
C
R
C
2
0
2
1
)
1
1
3
7

PeV down-going neutrino analysis

16 Dept. of Physics and Institute for Global Prominent Research, Chiba University, Chiba 263-8522, Japan
17 Department of Physics, Loyola University Chicago, Chicago, IL 60660, USA
18 Dept. of Physics and Astronomy, University of Canterbury, Private Bag 4800, Christchurch, New Zealand
19 Dept. of Physics, University of Maryland, College Park, MD 20742, USA
20 Dept. of Astronomy, Ohio State University, Columbus, OH 43210, USA
21 Dept. of Physics and Center for Cosmology and Astro-Particle Physics, Ohio State University, Columbus, OH 43210, USA
22 Niels Bohr Institute, University of Copenhagen, DK-2100 Copenhagen, Denmark
23 Dept. of Physics, TU Dortmund University, D-44221 Dortmund, Germany
24 Dept. of Physics and Astronomy, Michigan State University, East Lansing, MI 48824, USA
25 Dept. of Physics, University of Alberta, Edmonton, Alberta, Canada T6G 2E1
26 Erlangen Centre for Astroparticle Physics, Friedrich-Alexander-Universität Erlangen-Nürnberg, D-91058 Erlangen, Germany
27 Physik-department, Technische Universität München, D-85748 Garching, Germany
28 Département de physique nucléaire et corpusculaire, Université de Genève, CH-1211 Genève, Switzerland
29 Dept. of Physics and Astronomy, University of Gent, B-9000 Gent, Belgium
30 Dept. of Physics and Astronomy, University of California, Irvine, CA 92697, USA
31 Karlsruhe Institute of Technology, Institute for Astroparticle Physics, D-76021 Karlsruhe, Germany
32 Karlsruhe Institute of Technology, Institute of Experimental Particle Physics, D-76021 Karlsruhe, Germany
33 Dept. of Physics, Engineering Physics, and Astronomy, Queen’s University, Kingston, ON K7L 3N6, Canada
34 Dept. of Physics and Astronomy, University of Kansas, Lawrence, KS 66045, USA
35 Department of Physics and Astronomy, UCLA, Los Angeles, CA 90095, USA
36 Department of Physics, Mercer University, Macon, GA 31207-0001, USA
37 Dept. of Astronomy, University of Wisconsin–Madison, Madison, WI 53706, USA
38 Dept. of Physics and Wisconsin IceCube Particle Astrophysics Center, University of Wisconsin–Madison, Madison, WI 53706, USA
39 Institute of Physics, University of Mainz, Staudinger Weg 7, D-55099 Mainz, Germany
40 Department of Physics, Marquette University, Milwaukee, WI, 53201, USA
41 Institut für Kernphysik, Westfälische Wilhelms-Universität Münster, D-48149 Münster, Germany
42 Bartol Research Institute and Dept. of Physics and Astronomy, University of Delaware, Newark, DE 19716, USA
43 Dept. of Physics, Yale University, New Haven, CT 06520, USA
44 Dept. of Physics, University of Oxford, Parks Road, Oxford OX1 3PU, UK
45 Dept. of Physics, Drexel University, 3141 Chestnut Street, Philadelphia, PA 19104, USA
46 Physics Department, South Dakota School of Mines and Technology, Rapid City, SD 57701, USA
47 Dept. of Physics, University of Wisconsin, River Falls, WI 54022, USA
48 Dept. of Physics and Astronomy, University of Rochester, Rochester, NY 14627, USA
49 Department of Physics and Astronomy, University of Utah, Salt Lake City, UT 84112, USA
50 Oskar Klein Centre and Dept. of Physics, Stockholm University, SE-10691 Stockholm, Sweden
51 Dept. of Physics and Astronomy, Stony Brook University, Stony Brook, NY 11794-3800, USA
52 Dept. of Physics, Sungkyunkwan University, Suwon 16419, Korea
53 Institute of Basic Science, Sungkyunkwan University, Suwon 16419, Korea
54 Dept. of Physics and Astronomy, University of Alabama, Tuscaloosa, AL 35487, USA
55 Dept. of Astronomy and Astrophysics, Pennsylvania State University, University Park, PA 16802, USA
56 Dept. of Physics, Pennsylvania State University, University Park, PA 16802, USA
57 Dept. of Physics and Astronomy, Uppsala University, Box 516, S-75120 Uppsala, Sweden
58 Dept. of Physics, University of Wuppertal, D-42119 Wuppertal, Germany
59 DESY, D-15738 Zeuthen, Germany
60 Università di Padova, I-35131 Padova, Italy
61 National Research Nuclear University, Moscow Engineering Physics Institute (MEPhI), Moscow 115409, Russia
62 Earthquake Research Institute, University of Tokyo, Bunkyo, Tokyo 113-0032, Japan

Acknowledgements
USA – U.S. National Science Foundation-Office of Polar Programs, U.S. National Science Foundation-Physics Division, U.S. Na-
tional Science Foundation-EPSCoR, Wisconsin Alumni Research Foundation, Center for High Throughput Computing (CHTC) at the
University of Wisconsin–Madison, Open Science Grid (OSG), Extreme Science and Engineering Discovery Environment (XSEDE),
Frontera computing project at the Texas Advanced Computing Center, U.S. Department of Energy-National Energy Research Scientific
Computing Center, Particle astrophysics research computing center at the University of Maryland, Institute for Cyber-Enabled Research
at Michigan State University, and Astroparticle physics computational facility at Marquette University; Belgium – Funds for Scientific
Research (FRS-FNRS and FWO), FWO Odysseus and Big Science programmes, and Belgian Federal Science Policy Office (Belspo);
Germany – Bundesministerium für Bildung und Forschung (BMBF), Deutsche Forschungsgemeinschaft (DFG), Helmholtz Alliance for
Astroparticle Physics (HAP), Initiative and Networking Fund of the Helmholtz Association, Deutsches Elektronen Synchrotron (DESY),
and High Performance Computing cluster of the RWTH Aachen; Sweden – Swedish Research Council, Swedish Polar Research Sec-
retariat, Swedish National Infrastructure for Computing (SNIC), and Knut and Alice Wallenberg Foundation; Australia – Australian

10



P
o
S
(
I
C
R
C
2
0
2
1
)
1
1
3
7

PeV down-going neutrino analysis

Research Council; Canada – Natural Sciences and Engineering Research Council of Canada, Calcul Québec, Compute Ontario, Canada
Foundation for Innovation, WestGrid, and Compute Canada; Denmark – Villum Fonden and Carlsberg Foundation; New Zealand –
Marsden Fund; Japan – Japan Society for Promotion of Science (JSPS) and Institute for Global Prominent Research (IGPR) of Chiba
University; Korea – National Research Foundation of Korea (NRF); Switzerland – Swiss National Science Foundation (SNSF); United
Kingdom – Department of Physics, University of Oxford.

11


	Introduction
	Event Selection
	Stochasticity Measurement
	IceTop Veto
	Background Estimation

	Burn Sample Events Passing the Selection
	Flux Characterization
	Systematic Uncertainties
	Background Estimation Uncertainties
	Detector Systematics
	Neutrino Flux Uncertainties

	Conclusions

