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Abstract

This paper presents numerical studies on modeling of bubble induced turbu-
lence at two significantly different scales. On the scale of a bubble swarm,
direct numerical simulations are performed with a geometric volume-of-fluid
method and the budget equation of liquid phase turbulence kinetic energy is
analyzed. By a priori testing of models for the interfacial term in this equa-
tion, suitable closure relations are identified. On the scale of an industrial
bubble column, simulations with a two-fluid model are performed with water
and cumene as liquid phases under elevated pressures. Turbulence is taken
into account by a mixture k − ε model, considering two closure relations for
the interfacial term identified from the DNS. For both liquids, an influence
of the model for the interfacial term on turbulence kinetic energy and gas
holdup is found, which is, however, small at elevated pressures. Numerical
results for local and overall gas holdup are in reasonable agreement with
measurements reported for this industrial pilot-scale bubble column. For the
overall gas holdup, an empirical correlation from literature is identified which
predicts the present numerical results reasonably well.
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1. Introduction

Bubble columns (BC) are widely used as multiphase reactors in chem-
ical, biochemical and petrochemical industries [1, 2]. Depending on condi-
tions, they operate either in a bubbly flow (homogeneous) regime or churn-
turbulent flow (heterogeneous) regime [3]. Industrial production in bubble5

columns is usually conducted at above atmospheric pressures and above am-
bient temperatures in processes primarily involving the use of organic liq-
uids [4]. Despite this fact, common academic research has been focused on
the description of bubble column hydrodynamics under atmospheric condi-
tions most often in aqueous systems. Furthermore, many experiments con-10

sider lab scale bubble columns while studies in pilot-plant scale such as in
[5–7] are still relatively rare.

The design of industrial scale bubble columns is currently based on expe-
rience, empirical correlations, one-dimensional convection-dispersion models
and compartment models. Such approaches remain certainly limited when an15

increase in reactor performance is sought. Multidimensional Computational
Fluid Dynamics (CFD) methods based on the Reynolds-averaged Navier-
Stokes (RANS) equations are potentially attractive for this purpose [8–12];
however, their use is nowadays often limited to lab-scale bubble columns
and aqueous liquids, and not yet used as a tool for design of industrial scale20

bubble columns. One shortcoming of RANS-based CFD methods such as
the widely used Euler-Euler (EE) approach (two-fluid model) is the lack of
proper models for bubble-induced turbulence (BIT) [13]. Velocity fluctua-
tions in BIT show statistical features (such as spectra [14] and probability
density functions [15, 16]) that notably differ from turbulence in liquid single-25

phase flows. In pressure-driven bubbly flows, turbulence is not the simple
sum of BIT and single-phase flow turbulence. Instead bubbles may aug-
ment or suppress single-phase turbulence depending on conditions [17], with
turbulence anisotropy depending on bubble Reynolds number [18].

While in practical engineering CFD applications with gas-liquid flows, the30

latter differences are often ignored by applying single-phase turbulence mod-
els, the efforts on the academic side to develop improved turbulence models
specially suited for bubbly flows are increasing [18–24]. Particularly useful in
this context in addition to experiments [25] are direct numerical simulations
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(DNS) since these allow evaluating statistical flow features and quantities35

(e.g., containing pressure fluctuations) which can hardly be measured, espe-
cially for practically relevant void fractions [26–28]. The DNS data can be
used to evaluate budgets of turbulent kinetic energy and for a priori testing
of models proposed for various closure terms. While the latter approach has
long been well established e.g. for opaque single-phase flows [29, 30], this is40

not the case for two-phase flows. For bubbly flows, it has first been applied
by Ilic [31–33] for purely buoyancy-driven flow and is becoming increasingly
popular now for pressure-driven bubbly flows [20, 34–36].

This contribution focuses on the testing of statistical models for bubble-
induced turbulence in the homogeneous regime at various scales. For this45

purpose, an integrated computational methodology is adopted. It covers
swarms of millimeter-sized bubbles computed by DNS as well as an indus-
trial pilot-scale bubble column computed by the EE method. In the latter
approach, both aqueous and organic systems under atmospheric and elevated
pressure are investigated and numerical results are compared with measure-50

ments reported in literature [6, 37].
The outline of the paper is as follows. Section 2 introduces the DNS of

bubble swarms. The DNS results are used in Section 3 to study the budget
of liquid phase turbulence kinetic energy and to test closure relations for the
interfacial term. Section 4 is devoted to the EE simulation of the pilot-scale55

bubble column.

2. Direct numerical simulations of bubbles rising in liquid

This section provides a compact overview of the direct numerical simula-
tions performed in this study. After a brief description of the mathematical
method, the computational setup is introduced. Suitable physical and numer-60

ical parameters for bubble swarm simulations are identified by preliminary
simulations with single bubbles rising in stagnant liquid. On this basis, direct
numerical simulations of monodisperse bubble swarms rising in a narrow gap
between two vertical planes are performed for bubbles of different diameter.

2.1. Volume-of-fluid method65

The direct numerical simulations are performed by the in-house com-
puter code TURBIT-VOF which uses a geometric volume-of-fluid method
with piecewise linear interface calculation (PLIC) in combination with un-
split advection for description of interface evolution. The code solves the lo-
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cally volume-averaged two-phase Navier–Stokes equation assuming fully mo-70

bile interfaces (no contamination by surfactants) in non-dimensional single-
field formulation for two incompressible Newtonian fluids on a regular stag-
gered Cartesian mesh by a finite volume method. Time integration of the
momentum equation is performed by an explicit third order Runge–Kutta
method. For approximation of spatial derivatives, second order central dif-75

ference schemes are used. A divergence free velocity field is ensured at the
end of each time step by a projection method, where the pressure Poisson
equation is solved by a conjugate gradient technique. For details on the gov-
erning equations, numerical aspects and code validation we refer to [38–42].

2.2. Simulation set-up in DNS80

We consider a cubic computational domain with side length Lref , aimed
to mimic a sub-region of a flat bubble column (Fig. 1). In vertical (x) and
span-wise (y) directions, periodic boundary conditions apply, whereas in z-
direction the domain is bounded by two lateral vertical sidewalls with no-
slip conditions. The lateral walls are essential to establish a direction along85

which statistical quantities are non-homogeneous (i.e., vary) so that gradient-
dependent transport terms in the analytical budget-equation for turbulence
kinetic energy do not vanish. The computational domain is discretized by a
Cartesian grid which is uniform in the x- and y-directions (cell size h) but
optionally non-uniform in z-direction. A volumetric force density is chosen90

so that the rising bubbles drive an upward liquid flow in the channel center,
whereas near the lateral walls the liquid flows downward [43].

2.3. Preliminary investigations with single bubbles

To determine suitable physical and numerical parameters for bubble swarm
simulations, comprehensive preliminary simulations with single bubbles ris-95

ing in stagnant liquid have been performed for various values of Eötvös num-
ber Eo = g(ρL − ρG)d2

B/σ and Morton number M = g(ρL − ρG)µ4
L/(ρ

2
Lσ

3),
where σ is the coefficient of surface tension and g = 9.81 m/s2 the gravita-
tional acceleration. The results revealed that a uniform grid corresponding
to a resolution of 20 mesh cells per bubble diameter (dB), a gas-to-liquid den-100

sity ratio (ρG/ρL) of 1/25 and a gas-to-liquid viscosity ratio (µG/µL) below
1/2 are appropriate to obtain results that are independent from the mesh
size, the gas density, and the gas viscosity [43]. The latter findings are in
agreement with DNS results reported by Cano-Lozano et al. [45], stating that
gas phase properties hardly affect the bubble terminal velocity and shape.105
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Figure 1: Sketch of a flat bubble column (left) with the subregion representing the com-
putational domain and a DNS snapshot (right). (Color version of b/w figure from [44]
reprinted with permission from Wiley.)

2.4. Bubble swarm simulations

The direct numerical simulations of bubble swarms aim to support the
selection of adequate models for the interfacial term in the turbulence kinetic
energy equation for EE computations of bubble column reactors operated
at elevated pressure and temperature, especially for organic liquids such as110

cumene. Bothe et al. [7] give physical properties of cumene at temperatures
of 35 and 70°C and pressures of 1 and 18.5 bar. For the present DNS study,
liquid density and coefficient of surface tension are chosen similarly and set
to ρL = 867 kg/m3 and σ = 28 mN/m, respectively. For reasons explained
next, liquid viscosity is set to µL = 5 mPa s, a value that is about six times115

larger than the viscosity of cumene.
The increase in the liquid viscosity is related to the focus of the present

study, which is on monodisperse flow. It turned out that for the Morton
number of cumene, M = 2.2× 10−10 [6], and for the relevant range of bubble
diameters, dB ≈ 1 − 4 mm [7], no monodisperse conditions could be pre-120

served with the code. Instead, coalescence events between bubbles occurred
frequently in the DNS at such low Morton numbers [43]. By increasing the
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liquid viscosity, the Morton number is increased to M = 3.1 × 10−7. Un-
der these conditions, physical and numerical coalescence (cf. [44, Fig. 2])
are largely avoided. Physical properties of the disperse phase correspond to125

µG/µL = 1/3 and ρG/ρL = 1/25. Simulations are started with both phases
at rest and randomly distributed spherical bubbles.

Simulations are performed for three different values of the bubble diam-
eter (1.6, 2 and 3 mm), resulting in values of the Eötvös number in the
range 0.747 ≤ Eo ≤ 2.625, see Table 1. For each bubble diameter, the com-130

putational domain is a cube with side length Lref = 5dB. Simulations are
performed on a grid comprising 100 × 100 × 120 mesh cells. In z-direction,
the grid size smoothly changes from 0.5h at the wall to h in the channel cen-
ter, where the grid is isotropic. The grid refinement close to the side walls
serves to resolve the thin lateral liquid film that forms as bubbles approach135

the wall, to avoid artificial wall contact of bubbles in the simulations. The
number of bubbles (NB) in the simulations is either five or six, resulting in
values of the overall gas holdup (εG) of 2.1% and 2.5%, respectively. The
bubble shapes are unsteady but about ellipsoidal with typical aspect ratio
(depending on Eo) in the range 0.7 − 0.85, cf. the DNS snapshot in Fig. 1.140

For Case C in Table 1 with εG = 2.5%, two coalescence events occurred in
the course of the simulation so that finally only four bubbles retained (two
with original volume and two with double volume) and the flow is actually
bidisperse. From the mean rise velocity of the bubbles in the swarm (Uswarm),
a mean bubble Reynolds number Reswarm = ρLdBUswarm/µL is computed. As145

shown in Table 1, Reswarm increases with an increase of dB and – for a fixed
value of dB – with an increase of εG. After bubbles have reached about their
terminal velocity, a domain replication methodology in the two periodic di-
rections is applied for cases without coalescence [43]. Thereby, NB and the
size of the computational domain are increased by a factor of four while150

the void fraction is preserved. The simulations in the enlarged domains are
continued and statistically analyzed in Section 3. The present DNS study
extends that of Ilic [31] to a larger number of bubbles in a wider range of
Eo for lower values of M . It should be noted, however, that NB is still quite
small so that statistical quantities evaluated from the DNS data may actually155

be not independent on NB.
The last line in Table 1 shows the ratio between grid size (h) and Kol-

mogorov length scale ηK = (ν3
L/ε

av
L )1/4 for each case, where νL = µL/ρL and

εav
L is the averaged dissipation (computed as integral of the local dissipation

profile, cf. Sect. 3). As the ratio h/ηK is about 1 or below, the pseudo-160
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turbulence can be considered to be adequately resolved by the grid.

Table 1: Parameters in DNS cases A–D (M = 3× 10−7).

Parameter Unit Case A Case B Case C Case D
dB mm 1.6 2.0 2.0 3.0
Eo – 0.747 1.167 1.167 2.625
NB – 5 5 6 (4) 5
εG % 2.1 2.1 2.5 2.1

Reswarm – 35 55 60 115
h/ηK – 0.48 0.65 0.69 1.10

3. Analysis of liquid phase turbulence kinetic energy

In this section, the DNS data are used to analyze the liquid phase tur-
bulence kinetic energy (kL), as well as the budget of the analytical transport
equation for kL. The closed form of this equation is a cornerstone of many165

statistical turbulence models. Besides, DNS data are used to a priori test
closure assumptions for the interfacial term in the modeled kL-equation.

3.1. Statistical evaluation of DNS data

The analysis of the liquid phase turbulence kinetic energy and its trans-
port equation requires appropriate averaging of the instantaneous DNS flow170

field. For the bubbly flow between vertical parallel plates, the vertical and
span-wise directions can be considered as homogeneous, which allows the spa-
tial averaging over vertical slabs of mesh cells parallel to the channel walls.
This averaging procedure (see [31, 33] for details) yields profiles of statistical
quantities, which depend on the wall-normal coordinate z. The plane aver-175

aging is performed for a certain number of instants in time when the DNS
has reached about a statistically stationary state. The profiles obtained for
different instants within a certain time interval are then linearly averaged.
The respective plane and time averaging is denoted by a double over-bar
while deviations from this mean are denoted by prime symbol. With this180

notation, the liquid phase turbulence kinetic energy is given by

kL =
1

2
u′L · u′L. (1)
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Figure 2: Wall-normal profiles of kL for DNS cases A–D in Table 1.

3.2. Spatial distribution of liquid phase turbulence kinetic energy

In Fig. 2, the wall-normal profiles of kL are plotted for the four cases
in Table 1. It can be seen that the local maximum and the integral of kL

increase with an increase of dB, Eo and Reswarm. For Cases A, B and D,185

the profiles of kL are almost symmetrical with respect to the channel mid-
plane as they should be. For Case C, where coalescence occurred, the flow
is bidisperse in the time interval of the statistical analysis. Therefore, the
profile of kL is not symmetrical and exhibits larger values in the left half of
the channel where the two larger bubbles rise and void fraction is higher.190

Case C is not considered further.

3.3. Budget of analytical transport equation for kL

According to Kataoka and Serizawa [46], the averaged transport equation
for liquid phase turbulence kinetic energy in incompressible gas-liquid two-
phase flow without phase change is given by the following analytical (i.e.,195

unclosed) form

∂

∂t
(αLkL) +∇ · (αLkLuL) = P an

L +Dan
L + εan

L + San
L . (2)
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Here, αL = 1 − αG is the liquid volume fraction and uL is the averaged
velocity. The production term due to shear (P an

L ), the diffusion term (Dan
L )

and the dissipation (εan
L ) are given by

P an
L = −αLu′Lu

′
L : ∇uL, (3)

200

Dan
L = ∇ ·

(
ρ−1

L αLτ ′L · u′L
)
−∇ ·

(
ρ−1

L αLp′Lu
′
L + 0.5αL(u′L · u′L)u′L

)
, (4)

εan
L = −ρ−1

L αLτ ′L : ∇u′L, (5)

where τ ′L is the fluctuating viscous stress tensor [46]. The latter three terms
are analogous to the single-phase turbulence kinetic energy equation with
αL as a prefactor. The interfacial term in Eq. (2) is given by

San
L = ρ−1

L (τ ′L,int − p′L,intI) · u′L,int · nLaint (6)

and represents an additional source term, which is absent in single-phase flow.205

Here, the index (.)L,int indicates that the respective quantity is evaluated
at the liquid side of the phase boundary, nL is the unit normal vector at
the interface directed towards the gas phase and aint is the interfacial area
concentration (which is evaluated here from the PLIC surfaces).

Fig. 3 shows the budgets of kL for Cases A, B and D where no coalescence210

occurs together with the local gas content (αG). The profiles for αG and the
four terms on the right-hand-side of Eq. (2) are evaluated from the DNS
data using the averaging procedure described in Section 3.1. The terms on
the left-hand-side of Eq. (2) are not evaluated individually; instead they are
represented together by the out-of-balance term resulting from summing up215

the four terms on the right-hand-side of Eq. (2). The finite values of the out-
of-balance term suggest that no statistically fully quasi-steady states have
been reached in the DNS. Furthermore, the profiles of αG (and those of kL

in Fig. 2) are not flat in the channel center as one would expect for the
homogeneous flow regime, owing to the rather smaller wall distance of only220

5dB.
Despite the latter limitations, some clear findings can be reported from

Fig. 3. For all cases, the main source term for the turbulence kinetic energy
is due to interfacial effects (San

L ), while the production by shear stresses
(P an

L ) is negligible for the conditions examined in this work. The profiles of225

the interfacial term San
L closely follow the profiles of the local gas content,

which is reasonable. While for all cases the overall gas content is εG =
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2.1%, the local gas content αG takes maximum values up to 5 − 6%. The
dissipation term εan

L is not in local equilibrium with the interfacial source term
San

L . Instead, the excess of production of kL in regions with high local gas230

content is redistributed by diffusion Dan
L into regions with low gas content

(especially towards the walls). . The comparison of Fig. 3 (a)–(c) shows
that the magnitudes of the interfacial term and the dissipation both increase
with increase of dB and Reswarm. The reported findings show that for a
reliable calculation of flows in bubble columns with the EE RANS approach,235

an adequate modeling of the interfacial term in the kL-equation is of great
importance.

3.4. A priori testing of models for the interfacial term

The wall-normal profiles of the interfacial term San
L in the analytical kL-

equation obtained from the DNS data are now compared with predictions for240

this term by different models. This so-called a priori testing allows identify-
ing promising model approaches as well as model deficiencies. Several mod-
eling approaches have been proposed for closure of this term, see e.g. [47].

In this paper, four different models for San
L are considered, namely the

models proposed by Ishii and Mishima (IM) [48], Pfleger and Becker (PB)245

[49], Olmos, Gentric, and Midoux (OGM) [50] and Lahey [51]. As shown
in Table 2, all these models relate San

L in different but linear manner to the
work WD of the drag force FD given by

WD = FD︸︷︷︸
=|FD|

|uG − uL|︸ ︷︷ ︸
=urel

=
3

4
CD

αGρL

dB

|uG − uL|3. (7)

While different relations for the drag coefficient CD are used in [48–51],
here one unique relation is considered to allow for a better comparison. For250

this purpose, the correlation

CTo
D = max

{
min

[
16

ReB

(1 + 0.15Re0.687
B ),

48

ReB

]
,
8

3

Eo

Eo+ 4

}
(8)

proposed by Tomiyama et al. [52] for pure systems is used, where ReB =
ρLdBurel/µL. Interestingly, for different DNS cases, different sub-models in
Eq. (8) become relevant and the active sub-model for a given case may even
change with wall distance [43, Fig. 33].255

Fig. 4 shows the wall normal profiles of San
L and the gas content as evalu-

ated by the averaging procedure described in Section 3.1 for the DNS Cases
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Figure 3: Budgets of analytical kL-equation evaluated from DNS data: (a) Case A, (b)
Case B, (c) Case D.
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Table 2: Models (Smd
L ) for the analytical interfacial term (San

L ) in the kL-equation.

Reference Smd
L Model formulation

Ishii and Mishima [48] SIM
L WD

Pfleger and Becker [49] SPB
L 1.44αLWD

Olmos, Gentric, and Midoux [50] SOGM
L 0.75WD

Lahey [51] SLahey
L [(1 + C

3/4
D )/(3CD)]WD

A, B and D. In addition, profiles for the four models for San
L listed in Table 2

are displayed. To this end, first the right-hand-side of Eq. (7) is evaluated
from the DNS data to obtain the profile for WD. This readily constitutes260

the model SIM
L while the model SOGM

L is obtained by multiplying with 0.75.
For the models SPB

L and SLahey
L , where the prefactor of WD is not constant

according to Table 2, CD and αL are determined from the DNS data as well.
This procedure, which fully relies on the DNS data for model evaluation, is
denoted as a priori testing. Fig. 4 shows that the curves for SPB

L strongly265

overestimate the DNS data for all three cases. The curves for SIM
L and SOGM

L

differ only by the value of the constant prefactor, with SOGM
L being overall in

slightly better agreement with the DNS data. The curves for SLahey
L overesti-

mate the DNS profiles in some regions and underestimate it in other regions.
By considering Fig. 4 (a)-(c), the models of Olmos, Gentric, and Midoux [50]270

and Lahey [51] are selected for further testing in EE simulations.

4. Euler-Euler simulations of a pilot-scale bubble column

This section presents the governing equations, the computational set-
up and the results for the EE RANS simulations of an industrial pilot-scale
bubble column under isothermal conditions. Similar to the DNS, both phases275

are considered to be incompressible and immiscible.

4.1. Two-fluid model

For the EE simulations, the top-level solver twoPhaseEulerFoam is used
that is frequently employed to study flows in bubble columns [12, 53, 54].
The code solves the conditionally averaged (ca) continuity and momentum280

equations in the following form

∂

∂t
(αiρi) +∇ · (αiρiuca

i ) = 0, (9)
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Figure 4: A priori testing of models for the interfacial term: (a) Case A, (b) Case B,
(c) Case D. For each case, the analytical profile San

L evaluated from the DNS data is
compared with profiles predicted by the four models in Table 2.
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∂

∂t
(αiρiu

ca
i )+∇·(αiρiuca

i u
ca
i ) = −αi∇pca +∇·(αiρiReff

i )+αiρig+Fint
i . (10)

Here, αi is the volume fraction and uca
i is the (conditionally averaged) velocity

of phase i ∈ {G,L} while pca denotes the pressure field shared by both phases.
The term Fint

i accounts for the average effect of the forces acting at the in-285

terface between continuous and dispersed phase due to their relative motion.
In their baseline model for monodisperse flows, Rzehak et al. [55] considered
in addition to the drag force (FD), the lift force (FLift), the virtual mass force
(FVM), the turbulent dispersion dispersion force (FTD), and the wall force
(FW) so that290

Fint
G = −Fint

L = FD + FLift + FVM + FTD + FW. (11)

For a mathematical representation of these forces and common models we
refer to [11]. Since CTo

D from Eq. (8) resulted in convergence issues, the
Schiller-Naumann drag coefficient CSN

D = 24(1 + 0.15Re0.687
B )/ReB is used in

combination with the swarm correction of Tomiyama, see [11, Table 2]. The
coefficient in the virtual mass force is set to 0.5 while the lift coefficient is295

modelled according to Legendre and Magnaudet [56]. For the turbulent dis-
persion force, the model proposed by Lahey et al. [57] is used with coefficient
CTD = 0.5. Similar to [58], the wall force is neglected here.

The effective stress tensor Reff
i = Rmol

i + Rturb
i includes molecular and

turbulent stresses. Reynolds stresses are modelled by the eddy viscosity300

concept. Instead of a per phase turbulence model, the mixture turbulence
model proposed in [59, 60] is used here. In this approach, Reynolds stresses
of the continuous phase are given by

Rturb
L = νturb

L (∇uca
L + (∇uca

L )ᵀ)− 2

3
kLI (12)

while Reynolds stresses of the dispersed phase are directly related to those of
the continuous phase by Rturb

G = C2
t Rturb

L . Here, Ct = Ct(dB, αG, ρG/ρL, ...)305

is a rather complicated turbulence response function, see [60, Sect. 4.2] for
details. The turbulent viscosity of the continuous phase is computed as

νturb
L = Cµ

k2
m

εm

, (13)

where km and εm denote the mixture turbulence kinetic energy and its dis-
sipation rate. For both quantities, transport equations are solved [60]. The

14



transport equation for km reads310

∂

∂t
(ρmkm) +∇ · (ρmkmu

ca
m ) = ∇ ·

(
µturb

m

σk
∇km

)
+ Pmd

m − ρmεm + Smd
m , (14)

where Pmd
m = αLP

md
L +αGP

md
G . For the present computations, where ρG � ρL

and the gas holdup is low, it is ρm ≈ ρL, km ≈ kL and εm ≈ −εL (due to
the definitions with opposite signs, cf. Eq. 5). Similar to [58], the five
coefficients of the turbulence model (including Cµ = 0.09 and σk = 1.0)
are set to standard single-phase values [61]. The interfacial source term in315

Eq. (14) is approximated as Smd
m ≈ Smd

L . For Smd
L , the models of Olmos et al.

[50] and Lahey [51] (cf. Table 2) are used in the EE simulations, which were
found to perform best in the a priori tests against the DNS data.

4.2. Set-up and procedures

For the present simulations, an industrial pilot-scale bubble column at320

Evonik Industries AG (Marl, Germany) operated at pressures of up to 36
bar and temperatures of up to 75°C is considered [6, 7]. The diameter and
height of the stainless steel bubble column are DBC = 0.33 m and HBC =
5 m, respectively. The initial liquid height measured from the bottom of the
column is HL = 3.88 m corresponding to HL/DBC = 11.76. The geometry325

of the bubble column is displayed in Fig. 5 (a). A sketch of the entire test
facility and instrumentation is provided in [6, Fig. 3]. Gas (nitrogen) and
liquid (cumene or deionized water) are operated in co-current upward flow.
The gas is introduced in the lower part of the column by a perforated plate
sparger (240 mm in diameter with 352 circular holes each 1 mm in diameter,330

free area 0.65%) and leaves the column at the top. Liquid is circulated by
a pump entering the column at the bottom through a single tubular inlet
(diameter 24 mm) and leaving it at the top. Experiments were performed
with a gas superficial velocity (U0

G) up to 5 cm/s at low superficial liquid
velocities (U0

L) of 0.8 and 1.8 cm/s. Measurements in [6] focus on the effects335

of liquid phase and operational conditions on overall gas holdup (εG), while
in [7] the focus is on distributions of bubble size and bubble velocity. For
cumene, bubble sizes were measured in the range 0.5− 5 mm corresponding
to Eo ≈ 0.3− 10.

The meshed geometrical representation of the bubble column for the EE340

simulations was provided by Evonik Industries AG. Fig. 5 (a) shows a per-
spective view of the computational domain which is discretized by an un-
structured mesh (polyMesh). The cross-section of the main cylindrical part

15



Figure 5: Geometry and mesh of the bubble column. (a) Perspective view of the entire
BC, (b) Detail of the bottom part showing the tubular liquid inlet, the sparger geometry
and the gas inlet (red), (c) Meshing of the gas inlet.

of the bubble column is discretized by 18 × 18 mesh cells while in vertical
direction 263 mesh cells are used. Fig. 5 (b) shows the lower part of the345

BC with liquid inlet and sparger. The mesh for the gas inlet is displayed
in Fig. 5 (c). As initial conditions, the lower part of the bubble column up
to the liquid outlet at height HL is filled by liquid (αL = 1), while the part
above is filled with gas (αG = 1), both phases being at rest. For t > 0,
constant flow rates of gas and liquid (cf. Table 3) enter through the sparger350

and the liquid inlet, respectively. The calculation of values for k and ε at
the gas and liquid inlets is explained in Appendix A. For details on the
modeling of the sparger we refer to [17, Sect 5.1.3].

For both liquids, a large number of EE simulations have been performed
under varying system pressures (1, 18.5 and 36 bar) and temperatures (23 and355

70°C) [43, Table 10]. Monodisperse conditions are always assumed and only
selected results will be presented here. For water (T = 23°C), the bubble
diameter is 4.0 mm at 1 bar in accordance to the peak of the bubble size
distribution measured in [37] while dB = 2.25 mm is used for the two elevated
pressure levels. For cumene (T = 70°C), a bubble diameter dB ≈ 2.9 mm360
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is used for all pressure levels corresponding to the Sauter mean diameter
measured in [7]. The physical properties used in the simulations are listed
in Table 3; they are similar to those given in [6, 7].

Table 3: Parameters used in EE simulations for liquid phases water (T = 23°C) and
cumene (T = 70°C) with gas phase nitrogen.

Liquid p dB U0
L U0

G ρL ρG µL µG σ
phase bar mm cm/s cm/s kg/m3 kg/m3 mPa s mPa s mN/m
Water 1.0 4.0 0.84 0.56 997.1 1.13 0.850 0.0178 71.5

18.5 2.25 0.84 0.55 997.8 20.9 0.850 0.0181 68.7
36.0 2.25 0.84 0.55 998.6 40.8 0.850 0.0184 67.1

Cumene 1.0 2.93 0.82 0.68 820.5 0.97 0.427 0.0198 26.0
18.5 2.94 0.82 0.61 825.9 17.8 0.427 0.0201 25.5
36.0 2.94 0.82 0.54 828.7 34.6 0.427 0.0204 25.2

4.3. Results

This section presents selected results of EE simulations for the cases listed365

in Table 3. First, the overall flow structure in the bubble column is illustrated
by visualizing the gas content. Next, radial profiles of αG are compared with
measurements. This is followed by radial profiles for turbulence kinetic en-
ergy before finally results for overall gas holdup are compared with empirical
correlations.370

4.3.1. Flow structure

Fig. 6 displays the gas content in the vertical center plane of the bubble
column for the six cases listed in Table 3 at the end of each simulation. In
the simulations, the model of Lahey is used if not mentioned otherwise. For
the water cases at 18.5 and 36 bar, a steady state is achieved after 390 s.375

Illustrations of the transient process for water at 18.5 bar toward the steady
state can be found in [43, Fig. 40]. For water at 1 bar, no steady state is
achieved instead. The reason could be related to the larger bubble diameter
of 4 mm as compared with 2.25 mm at elevated pressures. With larger
diameter, bubbles rise much faster and appropriate modeling of the lift force380

becomes an issue as the lift coefficient may change sign [62]. For cumene,
no steady state is achieved for any of the three pressure levels. However, in
all cases without strict steady state, a quasi-steady state is achieved after
an initial transient. In this quasi-steady state, slight spatial and temporal
fluctuations around time-independent mean values are observed for various385
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Figure 6: Gas distribution in a vertical midplane illustrating the flow structure in the
bubble column.

quantities including αG. Results for water at 1 bar and for cumene to be
presented in subsequent sections have therefore been obtained by transient
averaging over the quasi-steady time period.

As can be seen in Fig. 6, the conditions in the vicinity of the sparger
are notably influenced by the lateral liquid feed which breaks the axial sym-390

metry of the BC. For this reason, the gas distribution in the lower quarter
of the bubble column is not radially symmetric. At higher elevations, the
gas distribution is approximately radially symmetric (with higher values in
the middle and lower values near the wall) with exception of the water case
at 18.5 bar. For this case, a liquid recirculation region with very low gas395

content is formed with the gas plume leaning against the other side of the
BC. For both liquids, a significant increase of the overall gas content with
system pressure can be deduced from Fig. 6 in agreement with measurements
[6, Fig. 19], going along with the increase of liquid level in Fig. 6.
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Figure 7: Radial profiles of αG for cumene-nitrogen system at different pressures in a
horizontal cross-section at height 2.23 m (about the middle of the bubble column). Com-
parison of present EE simulations (lines) with experimental results [6, 37] (symbols). The
radial coordinate is normalized by the bubble column radius (RBC = 165 mm).

4.3.2. Local gas holdup400

Contour plots for gas holdup in a horizontal cross section at height 2.23 m
are averaged in azimuthal direction and in time to obtain radial profiles
αG(r). In Fig. 7, the profiles for cumene are compared with experimen-
tal profiles from [6, 37], measured by high-resolution gamma ray computed
tomography [63] and wire-mesh sensors [64]. Both, in experiment and sim-405

ulation, the profiles are quite flat indicating a (beneficial) rather uniform
gas distribution across the bubble column. In the experiment, the local gas
content strongly decreases near the wall, an effect not observed in the simu-
lations as these are performed without wall lubrication force. Quantitatively,
the EE simulations underestimate the experimental values of αG in the core410

region by about 15% at 1 bar, and by approximately 10% at 18.5 bar. As
the gas superficial velocity (U0

G) is identical in experiment and simulation for
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each pressure level, the underestimation of αG in the simulation goes along
with an overestimation of gas velocity. In the simulations, an increase of
local gas holdup with system pressure is observed despite the decrease of U0

G.415

This can be attributed to the decrease of the buoyancy force with system
pressure which results in a decrease of bubble rise velocity.

For water simulations, radial profiles of αG are less uniform and exhibit a
more parabolic shape even in the absence of the wall lubrication force. While
this behaviour is in qualitative agreement with measurements, the quantita-420

tive comparison with experimental αG profiles in water is less satisfactorily
[43, Sec. 5.2.3]. Despite the rather large differences in local gas holdup for
both liquids, the radial profiles of computed mean gas and liquid velocity are
quite similar for cumene and water.

4.3.3. Turbulence kinetic energy425

Similar to the procedure in Section 4.3.2, results for the local turbulence
kinetic energy in a cross-section at 2.23 m height are averaged in the az-
imuthal direction (and for cumene over time) to obtain radial profiles km(r).
For water at 18.5 bar, the effect of the interfacial term is studied by perform-
ing simulations not only with the Lahey model [51] but also with the OGM430

[50] model. To test the sensitivity of km with respect to the model for San
L ,

one additional EE simulation is performed where the prefactor in the Lahey
model is doubled arbitrarily.

The radial profiles of km for water and cumene at various pressures are
displayed in Fig. 8. In all cases, the profiles are quite flat. For water at435

18.5 bar, the profiles obtained with the OGM and Lahey models are very
similar and differences are small. Doubling the prefactor of the Lahey model
increases km by about a factor of 2.2, indicating an almost linear increase
of km at this pressure. An increase of system pressure from 18.5 to 36 bar
decreases km by about a factor of two for water. A similar decrease of km440

with system pressure is observed for cumene. For cumene, values of km are
notably smaller as compared with water, though physical properties and
bubble diameter are quite similar for both elevated system pressures. This
may be attributed to the lower Morton number of cumene in comparison
with water.445

The radial profiles for km in Fig. 8 and those for αG in Fig. 7 are almost
uniform over a wide part of the BC cross section. For the development of
algebraic models for bubble-induced turbulence [24], relations between local
turbulent kinetic energy and quantities such as local gas content and gas
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Figure 8: Radial profiles of km in a horizontal cross-section at height 2.23 m. Note that
for cumene, the gas superficial velocity slightly differs with system pressure, see Table 3.

velocity are of interest. Fig. 9 shows a plot of km versus the square of the450

local superficial gas velocity given by the product between local gas content
and local vertical gas velocity (uG,z). For each EE case, ten data points are
displayed each representing the azimuthal average at a certain radial position
at height 2.23 m. The radial positions extend from r = 1 mm close to the
BC centerline to r = 164 mm close to the BC wall (located at 165 mm). The455

cumene data for different pressure levels scatter close to the wall. However,
away from the wall (r ≤ 150 mm) the data almost collapse to a single curve
indicating a linear dependence of km on the square of the local superficial gas
velocity, a relation which is (with much smaller slope) also observed for the
water case.460

4.3.4. Overall gas holdup

For the design of bubble column reactors, precise prediction of the overall
gas holdup (εG) is essential. While a vast number of correlations exist for
that purpose, only the Zehner [65] correlation was found to predict the trends
observed in the experiments by Rollbusch et al. [6]. The empirical correlation465
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Figure 9: Mixture turbulence kinetic energy versus square of local superficial gas velocity.
Azimuthally averaged data for ten different radial positions at height 2.23 m. For each
case, the sequence of the individual symbols corresponds to the radial positions indicated
for water case with model 2SLahey

L .

of Zehner [65] reads

εemp
G =

U0
G

U slip
B

1 + 4
U cl

L

U slip
B

(
U0

G

U slip
B

)2/3
−0.5

. (15)

Here, U cl
L is the maximum center-line velocity of the liquid given by

U cl
L = 3

√
0.4(1− ρG/ρL)gU0

GDBC. (16)

In Eq. (15), U slip
B is the slip velocity of the biggest stable single bubble.

Different correlations for this velocity have been proposed in literature. Here,
the relation470

U slip
B = Cslip

B
4

√
σg(ρL − ρG)

ρ2
L

(17)
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Figure 10: Comparison of measured/computed overall gas holdup (abscissa) with empir-
ical correlation εemp

G of Zehner [65] in combination with the slip velocity from Mersmann
[66]. Values of U0

G in the experiment are 0.169, 0.417 and 0.639 cm/s, respectively.

is used in combination with Cslip
B = 2 as proposed by Mersmann [66] while a

prefactor Cslip
B = 1.55 is recommended in [6].

Fig. 10 compares the overall gas holdup as evaluated from the present EE
computations with measurements [6] and the correlation given by Eqs. (15)–
(17) using a parity plot. In addition to the cases listed in Table 3, results475

from two additional water simulations with reduced gas superficial velocity
are included [43]. For water and U0

G = 0.55 cm/s, a certain influence of the
choice for Smd

L can be identified. With the OGM model, the simulation
results are very close to the parity line. For the Lahey model, the value of εG
is lower and the deviation from the parity line is larger. However, by doubling480

the coefficient in the Lahey model, the value of εG increases and becomes close
to that obtained with the OGM model. Overall, the simulation results for
water at 18.5 bar and for cumene system at 18.5 and 36 bar are predicted
quite well by the Zehner correlation [65] with a deviation below 15%.
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5. Conclusions485

This study presents numerical investigations of bubbly two-phase flows
on various scales to test closure relations for bubble-induced turbulence. On
the bubble swarm scale, direct numerical simulations with a volume-of-fluid
method are performed considering a sub-region of a flat bubble column with
void fractions of about 2%. The main findings of the DNS study can be490

summarized as follows: (i) The evaluation of the analytical budget of the
turbulence kinetic energy (TKE) shows that the interfacial term is the main
source term while production by shear is negligible for the conditions investi-
gated in this study. (ii) In the TKE budget, there is no local equilibrium be-
tween interfacial production and dissipation. Instead, diffusion redistributes495

the surplus of TKE existing in regions with high void fraction towards the
regions with low void fraction. (iii) By comparison with the DNS data, the a
priori performance of four models from literature for closure of the interfacial
term are evaluated, and the models of Olmos, Gentric, and Midoux [50] and
Lahey [51] are identified for further testing.500

For an industrial pilot-scale bubble column (with 330 mm diameter and
5 m height), Euler-Euler RANS computations are performed using the Open-
FOAM solver twoPhaseEulerFoam. Turbulence is modeled by an eddy vis-
cosity concept employing a mixture km-εm model in combination with the
Lahey model for the interfacial term. Simulations are performed for two dif-505

ferent liquids (water and cumene) at three different pressure levels (1, 18.5
and 36 bar). Radial gas holdup profiles in the middle of the bubble col-
umn are compared with experiments. The numerical results for cumene are
well aligned with measurements deviating less than 15%, while for water the
deviation is somewhat larger.510

Radial profiles of km are quite flat for all cases. For both liquids, a de-
crease of km with system pressure is observed. For a given pressure, values
of km in water are about a factor of 5− 8 higher as compared with cumene.
For water at 18.5 bar, the influence of the model for the interfacial term
is tested. Differences between the model of Lahey and the one of Olmos,515

Gentric, and Medoux are small, in general . An arbitrary doubling of the
prefactor of the Lahey model increases km slightly disproportionately, high-
lighting the importance of determining the prefactor properly. The influence
on the overall gas holdup (εG) in the bubble column is, however, quite small.
Simulation results for εG are compared with an empirical model based on a520

correlation combining proposals by Zehner and by Mersmann. A deviation
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of maximum 15% indicates that the empirical model is well suited to predict
εG for cumene and water at elevated pressures for the present conditions.

Overall, the presented systematic approach provides a framework for the
development of improved statistical turbulence models for bubble-driven liq-525

uid flows, which are essential for the advancement of CFD as a tool for design
of industrial bubble columns.
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Appendix A. Turbulence boundary conditions at inlets535

The EE simulations require values for k and ε at the gas and liquid
inlets as boundary conditions. Table A1 summarizes these values for the EE
simulations in Table 3. As detailed in [43, Sect. 5.1.3], values for k have been

computed as k = 0.5U2
meanT

2
i with turbulence intensity Ti = 0.16Re

−1/8
Dh

as
suggested for pipe flows with Reynolds number (ReDh

) being based on the540

hydraulic diameter (Dh). Here, the hydraulic diameter of the liquid inlet is
Dh = 24 mm. For the gas inlet, the diameter of the sparger holes is used
(Dh = 1 mm). The dissipation rate is determined as ε = C

3/4
µ k3/2/l, where

l = 0.07Dh.

Table A1: Boundary conditions for k and ε at BC inlets.
Liquid inlet Gas inlet

Liquid p k ε k ε
phase bar m2/s2 m2/s3 m2/s2 m2/s3

Water 1.0 0.0043 0.027 0.023 8.23
18.5 0.0043 0.027 0.010 2.63
36.0 0.0043 0.027 0.092 2.07

Cumene 1.0 0.0036 0.022 0.035 15.1
18.5 0.0036 0.022 0.014 3.82
36.0 0.0036 0.022 0.0095 2.18
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