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”If you base medicine on science, you cure people.
If you base the design of planes on science, they fly.
If you base the design of rockets on science, they
reach the moon.
It works... bitches”
Prof. Richard Dawkins, University of Oxford





Abstract

In der vorliegenden Arbeit wird ein neuer Ansatz zur Modellierung von Syste-
men basierend auf demModularenMultilevel Umrichter (MMC) vorgestellt. Mit
Hilfe dieser Modellierung ist es möglich, neue, effiziente Regelungsalgorithmen
für das System zu entwerfen. In Zukunft wird es für netzeinspeisende Umrichter
immer wichtiger, nicht nur stabil, sondern auch netzverträglich operieren zu kön-
nen.

Ausgehend von analytischen Differentialgleichungen wird ein Zustandsraum-
modell des MMC abgeleitet und eine Methode zur Entkopplung des Systems
abgeleitet. Mathematische Werkzeuge erlauben eine systematische Analyse
der auftretenden Steuer- und Ausgangsgrößen. Eine einfache Matrixdiagonal-
isierung erlaubt eine allgemeine Transformationsregel fürMMC-basierte System
zu formulieren.

Daraus resultieren einfache Möglichkeiten, Leistungsterme zu identifizieren,
die die Zweigenergien des Systems im erlaubten Betriebsbereich halten kön-
nen. Zusätzlich werden Freiheitsgrade der Kreisströme und der Nullspannung
formuliert. Wie für MMC-basierte Topologien erwartet, können sie zur Re-
duzierung der Energiepulsationen der Zweige eingesetzt werden. Mit der
vorgestellten Modellbeschreibung ist es möglich, neue Optimierungsverfahren
unter Einbeziehung aller Freiheitsgrade durchzuführen, die eine Reduzierung
der Energiepulsationen ermöglichen.

Die einfache Ableitung der Transformationsvorschrift bietet auch die Grundlage
für den Entwurf komplexer Regelalgorithmen. Die Beschreibung in Matrixno-
tation erlaubt darüber hinaus eine einfache Implementierung einer modell-
basierten, prädiktiven Regelung (MPC) der AC-Seite. Abschließend werden
die entwickelte Energieregelung, Energiehubreduktion, Entkopplung und Strom-
regelungen mit einem Laboraufbau validiert.
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Chapter 1

Introduction

Grid expansion is the backbone of the energy transition. Today, electricity is
increasingly generated at decentralized locations. Especially in Germany, re-
newable electricity has to be transported from the sea and windy coasts to the
consumption areas in the centre of the country. The energy grid and its compo-
nents need to be improved, strengthened and expanded. Therefore, the growing
task of future energy distribution is the focus of recent research. A key question
to be answered is how to ensure grid stability and reliable supply of sustainable
electrical energy to the public and industry in the coming years.

The grid of the future will fundamentally differ from today’s energy grid. The
steady increase of renewable energies in the gross energy generation in Germany
will lead to more and more power electronics being used for feeding into the grid
[1]. Today, synchronous machines, which still dominate power generation, bring
large flywheel masses and thus stability to the grid. Converter-fed systems do not
have these properties or only to a limited extent [2]. In consequence, it has to be
assured that a grid dominated by power electronics does not lead to instabilities
and unreliable energy supply. A variety of algorithms and methodologies exist
to ensure system stability [3–8]. These methods require actuators, which in turn
provide satisfactory control of the setpoint specifications of the higher-level grid
control.

Additionally, inverters already need to be able to contribute to the support of
the grid and fault-clearing in the event of a grid disturbance. Converters have
to comply with the standards [D1–D4] for software and hardware design. One
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Chapter 1 Introduction

MMC

AC grid

DC grid

Figure 1.1: Schematic representation of the modular multilevel converter (MMC), that is
the basis for the analysis and control design throughout the thesis at hand.

of the most important points is the supply of a sufficient amount of current in
case of a short circuit. This is an unwanted and disadvantageous yet mandatory
state of operation for the inverter and represents one of the greatest challenges for
power electronics. The short-circuit current has to be taken into account when
designing power semiconductors. They have to be thermally capable of carrying
a required current. In addition, the semiconductor’s maximum current needs to
remain within the safe operating area while providing sufficient margin to the
device’s short-circuit detection. The control system has to have the necessary
dynamics to ensure stable operation during grid fault.

The modular multilevel converter (MMC) as shown in Fig. 1.1 is a topology
which was presented in 2002 [9, 10] and has since become established as the sys-
tem of choice when it comes to the transmission of large amounts of power over
long distances [11]. The development of multilevel converters enables the con-
tinuing development of larger high and extra-high voltage grids, both AC grids
and DC grids [12–14]. In addition to transporting large amounts of electrical
energy, modular multilevel converters are also used as components to improve
the quality of the grid voltage. They support the grid as flexible AC transmission
systems (FACTS) or static synchronous compensator (STATCOM) by making

2



1.1 State of the Art

use of the existing line capacities and by providing reactive power [15, 16]. The
topology is also considered promising for use as DC breakers in extensive DC
networks [17–20] or for use as galvanic isolation [21, 22]. The MMC is also
becoming increasingly popular as drive converter [23–25].

The MMC control has to be designed to meet the requirements for grid con-
nected power converters. Therefore, a high degree of model understanding of
the converter, the controlled system and the electrical network is required. This
enables control strategies to be developed, in order to support the network as well
as ensure the safe operation of the converter.

For each system based on the MMC a specific approach is followed for energy
control or voltage control [23, 26–34]. The thesis at hand develops a systematic
control engineering derivation of the model equations and pursues a generalized
description forMMCbased systems. In contrast to the knownmethods, all MMC
based systems can be described using the presented approach. This results in de-
grees of freedom for controlling and improving the inherent energy pulsations of
the system [35, 36]. No additional investigation on power balancing terms needs
to be performed. The presented description offers the possibility to calculate
optimal current trajectories to reduce the energy pulsations in the system. Fur-
thermore, a highly dynamic AC grid current control is designed for the MMC.
An implementation on a laboratory scaled setup is presented to verify the superi-
ority to state of the art grid control and reduction of energy pulsation approaches
even during grid fault events.

1.1 State of the Art

Different approaches to modelling MMC topologies already exist as seen in
Fig. 1.2. All approaches are designed to generate a model understanding in or-
der to develop different approaches to control the system. All ideas have pros
and cons, depending on what is to be investigated. Different approaches can be
divided into switched models and averaging models as described below. From
these system equations, rules for decoupling the system can be derived. The de-
coupling sets the basis for the approaches of current control and energy control
in the system. Different mechanisms allow a reduction of the energy pulsation
in the energy storages in certain operating points. With this understanding, a
grid-compatible operation of the system is subsequently possible.

3
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decoupling all topologies by
similarity transformation

decoupling each topology by specific
transformation rules

modelling of modular
multilevel topologies

switched
modelling

averaged
modelling

MMC M3C Hexverter

determination of
system equations

formalism presented
in Chapter 3

Figure 1.2: Visualization of different state of the art modelling approaches compared to
the formalism presented in this thesis

1.1.1 Approaches to Modelling the Overall System

Switching and Averaging Models

The multilevel converter consists of a series connection of electrical two-poles
with an energy storage device. For modelling purposes, each cell can be re-
garded as a switching component of the model. For modelling on the basis of
switched components, each power semiconductor can be taken into account dur-
ing modelling. If the individual cells are designed as full bridges, eight times
as many power semiconductors have to be considered for the overall simula-
tion with hundreds or thousands of cells. The level of detail ranges from simple
ohmic representations of the switches to the non-linear characteristic curve for
each semiconductor [37]. The results of the simulations are therefore more ac-
curate. However, the effort and computing time involved in the development and
design of the higher-level inverter control is not acceptable. Each additional cell,
increases the simulation effort and expense unacceptably.
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1.1 State of the Art

A significant reduction of the modeling effort is achieved by an average value
analysis of the switched system. In order to simulate the behavior of the MMC,
the series connections of the cells are solely modelled as adjustable voltage
sources. It has already been shown that this type of modeling is sufficiently
accurate with a small number of cells [37–41]. In order to be able to design and
verify a draft of the voltage, energy and current controls without disproportion-
ately high simulation effort, this type of modelling is the method of choice. It
will be pursued further in this thesis.

Differential Equations of the System

The physical correlations in the system have to be described based on the approx-
imation of the inverter arms as adjustable voltage sources. The 3AC-DC-MMC
has already been modelled and the fundamental differential equations were set
up to describe the physical relationships [23, 42, 43]. The procedures were fur-
ther investigated and improved [44]. For the coupling of two or more DC or
AC voltage systems, further topologies based on the MMC have been developed
and investigated. These include the modular multilevel matrix converter [27, 45]
and the hexverter [46]. Furthermore, galvanic isolating topologies and solid state
transformers are more and more in the focus of scientific research [21, 22]. For
the establishment of the system equations general approaches are pursued [31,
47].

The currents of a modular converter system for coupling two or more grids con-
sist of a superposition of the currents at the terminals of the converter as well
as circulating currents that do not affect the external terminals. For the control
of the topologies based on the MMC, a decoupling of the system is desired. In
particular, the decoupling for the MMC system by an amplitude-invariant Clarke
transformation [48] with subsequent summation and difference calculation has
become generally accepted. For other topologies [27, 45, 46] this procedure was
extended according to [49] . For subsequent considerations, a decoupling based
on an analysis of the systems according to Kirchhoff’s laws [50] is assumed.

Others pursue a representation in the state space domain [51, 52]. In principle,
this form of representation has the advantage that mathematical tools of control
engineering can easily be applied with regard to the application and design of
the control algorithms. However, the transformation rules need to be developed
for each and every topology separately.
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The thesis at hand presents a new formalism which allows a simple decoupling
of any MMC based topology using mathematical methods. Therefore, topology
specific decoupling rules do not have to be identified any more. The transfor-
mation matrices result from a simple similarity transformation of the system
equations. In addition, the notation is transferred to the standard of common
control engineering. Thus, an easy and fast interchange with other scientific
fields is possible. This provides access to sophisticated design and optimization
algorithms which allow a superior control of the system. The energy control is
subsequently easily performed by analyzing the decoupled system equations.

1.1.2 Methods for the Reduction of Energy Pulsation

When designing MMC systems, many parameters and boundary conditions have
to be considered. The total capacitance is of special importance [24, 53–55] for
the use as drive converter and as grid converter in an high voltage direct current
(HVDC) systems. Compared to conventional 2- or 3- level inverters, the required
total capacitance of the MMC is much larger [56]. A reduction of the required
converter capacitance is directly associated with a saving in costs and footprint.
In addition, insulated gate bipolar transistor (IGBT) modules for low or medium
voltage are becoming more and more performant [57, 58], while capacitors are
improving less rapidly in terms of energy density, losses, load ratings and costs.
AllMMC topologies have in common that energy has to be stored periodically for
stationary operation. This energy pulsation depends, among other things, on the
operating point, phase angle and grid currents. For a given capacitor, the current
and thus the power of the inverter is limited. When it becomes possible to drive
more current with the same module size and the same cooling, the expansion of
converter capacitance in the MMC is mandatory.

The converter has to be able to carry the fault current in the event of an AC or DC
grid fault. The energy pulsations increase dramatically during the change of the
operating point or under unbalanced load conditions. In general, those operating
points are very decisive for the required maximum energy in the cell capacitors
and are often the key factor when designing the system. In order to make the best
possible use of the converter’s capacitors, the focus is put on methods to reduce
these energy pulsations utilizing circulating currents [59, 60].

6



1.1 State of the Art

reduction of energy
pulsation

direct switching
state based

function
calculation

compensation
assuming a

lossless model
[23, 29]

compensation
up to n-th

harmonic [66]

extension to
the state of
the art in

Section 3.1.5

new
approach

presented in
Section 3.1.6

theoretical
minimum of

energy pulsations

indirect current
trajectory based

analytical numerical

parameter
optimization

function
optimization

optimization of
energy

trajectories [61]

Figure 1.3: Classification of different approaches to the reduction of energy pulsation.

The different approaches for reduction of energy pulsation can be classified into
analytical approaches and numerical approaches as presented in Fig. 1.3.

A distinction can be made between direct and indirect approaches to reducing the
energy pulsations. The direct approach calculates the trajectory of the energies
for each control interval depending on the switching states in the next control
interval [61]. The optimal consecutive switching states are selected for each arm.
This approach determines the local minimum in the next clock step. However,
the calculation effort increases disproportionately with the number of possible
switching states.
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Using the indirect approach, current trajectories for reducing the pulsation of
the energies are determined based on the operating point. The analytical ap-
proach is well known. It was already elaborated in [23, 33]. Assuming a lossless
system, sinusoidal power terms, which eliminate the energy pulsations with the
second and 4 harmonic of the grid frequency, can be calculated analytically. The
terms can be calculated online or offline and stored in lookup tables for the en-
tire operating range of the inverter [62]. These approaches are extended with
regards to the total arm current [63, 64] and to other MMC based topologies
[27, 45]. In addition, pulsations can be reduced during transient events at the
terminals if an analytical description is available [26, 29]. The main advantage
of those approaches is the straightforward calculation and implementation of the
compensating terms. The disadvantage of this approach is the assumption of a
lossless model with small arm inductances. Otherwise, a closed analytical solu-
tion cannot be given.

Numerical approaches have focused on the compensation of harmonic frequen-
cies in the energy pulsation [65], as well. The approaches can be summarized
as parameter optimization methods. The assumption of a lossless system is no
longer required. The idea is to model the circulating currents as a superposition
of sinusoidal waveforms of the second and fourth harmonics. Considering the
limits of the system, the coefficients of the functions are calculated to minimize
the energy pulsation [66].

In contrast to the known methods, the modelling of the system presented in this
thesis opens up the possibility to formulate the energy pulsations of the system
as an optimization problem. Building on the state of the art, a Fourier approach
to the first n harmonics in the energy pulsation can be used to reduce the pul-
sations. In addition, a new procedure using function optimization is presented
and provides the current trajectories that result in the minimum energy pulsation
for any given operating point. The circulating currents are no longer required
to be harmonics of the grid frequency. The optimization calculates current and
voltage reference trajectories and not coefficients of given sinusoidal functions.
By definition, this approach is the optimal solution with respect to the given con-
straints. In combination with a robust grid-side current control as well as a fast
and accurate determination of the grid angle, the maximum energy pulsation is
reduced, even in the event of a grid disturbance.

8



1.1 State of the Art

1.1.3 Requirements as Grid Connected Power Converter

The increasing share of renewable energies such as wind power or photovoltaics
also requires an increasing share of power electronics in the grid. In order to
continue to operate the grid in a stable condition, the active elements also have
to be able to operate reliably under non-ideal grid conditions [1, 67]. This in-
cludes overvoltages as well as harmonics in the mains voltage and current or
other transient events. At the minimum, however, they must provide support in
case of a low voltage ride through (LVRT) and must not immediately disconnect
from the grid. Different standards [D1–D4] define the requirements for the op-
eration of power electronics for feeding into the electrical grid. In order to meet
the requirements of the grid codes, the grid-side regulation of the active feed-
in systems must be must be closely examined. This applies not only to MMC
systems, but to all topologies connected to the public grid.

One of the central issues is the correct and fast determination of the phase angle
of the mains voltage. Phase angle and frequency are determined via phase locked
loop (PLL) or frequency locked loop (FLL) [68–71]. This enables a phase-
correct adjustment of the mains current and thus the active and reactive power.
Even in the event of a fault, it has to be possible to reliably determine the grid
angle in order to meet the requirements of the feed-in standards. A double syn-
chronous reference frame (DSRF)-PLL [68] provides a good tradeoff between
complexity, dynamics and stability to determine the mains angle and forms the
basis for the AC-side control of the MMC of this work.

For the current control of the AC side, proportional-integral (PI) controllers with
feed forward control in the rotating reference frame or proportional-resonant
(PR) controllers [72] in the stationary reference frame are often used in con-
ventional inverters. A disadvantage of the control structures is that they must
be set and track frequency-selectively. They precisely regulate the current sinu-
soidally and stationarily. The complexity is increased by additional LCL filters.
By using active or MMC based filters, the passive components become smaller
and the grid side control can be designed straightforward [73]. When control-
ling current harmonics, additional controllers need to be implemented for each
frequency separately [68, 71].

To even reduce the effort with higher harmonics, trajectory-based controls can
be used. Model-based predictive approaches allow easy implementation of the
control. These controls can be designed and implemented in a simple and fast

9



Chapter 1 Introduction

way with a mathematical description of the system. For grid and drive appli-
cations, these approaches are increasingly becoming the focus of research [74–
77]. However, direct optimization of the switching times is less suitable for the
control of the MMC, since the number of possible switching states rises sharply
with an increasing number of cells.

As a result, optimization at high switching frequencies is no longer possible
while meeting the real-time requirement. An indirect model-based predictive
control (MPC) is an alternative capable of generating optimal setpoints. These
are subsequently processed by a subordinate modulator into switching signals for
the semiconductors [78]. This method is independent of the number of possible
switching states and thus also suitable for use in MMC. The approach of anMPC
for the overall control of the system is the subject of current research [79–81].
The solution of the optimization problem under compliance with the real-time
condition is essential for the use of MPC in grid-supported converters. In this
thesis an indirect approach and implementation for the control of AC currents
which can be solved online meeting the real-time requirements at high control
frequencies is presented.

1.2 Contribution of this Thesis to the Grid
Connected Modular Multilevel Converter

Considering the state of the art, this thesis presents further developments in the
field of modelling and controlling the MMC. The differential equations of the
system are formulated. The equations are then converted to matrix notation and
interpreted as state space equations. This results in a coupled, non-linear set of
equations to describe the MMC.

In contrast to the known approaches to decouple the system, a fast and simple
method using a similarity transformation is introduced. Until now, the decou-
pling of each MMC based topology had to be considered separately. Using the
mathematical formalism presented, a decoupling of any given topology results
directly from the equations. An application of any Clarke transform and sum and
difference calculation is not longer necessary. In addition, the formalism presents
all possibilities for energy control in the system not depending on the specific
topology. The new decoupling and energy control formalism can be applied to
well known topologies like the MMC as well as to more complex topologies like

10



1.2 Contribution of this Thesis to the Grid Connected MMC

the Square-wave Powered Modular Multilevel Converter (SPMMC) [30] or the
Modular Multilevel Solid State Transformer (MMSST) [22].

This methodical approach permits a simple identification of the degrees of
freedom of the system. Based on this, new methods for reducing the energy
pulsations of the system are introduced. The degrees of freedom are determined
based on the model equations by means of heuristic or deterministic optimiza-
tion in such a way that the energy pulsation is minimized. This leads to optimal
current and voltage trajectories. From the optimal feed forward control for en-
ergy deviation reduction and the decoupled system a regulation for the control
of the energies can be derived. Due to the decoupling, the corresponding energy
and current controllers can be easily designed.

In this thesis, the MMC in inverter operation is investigated. The DC voltage
of the system is assumed as the disturbance vector and the DC current is set
according to the AC power, losses and the total energy of the system.

In order to be able to operate the inverter as a grid-connected system, a trajectory-
based, predictive controller for the AC side is presented. The current control is
attributed to a quadratic programming (QP) problem. A real time capable solu-
tion of the problem with state variable limitation and control variable limitation
is presented. The AC current control is performed in real time with the con-
trol frequency of the converter setup. In addition, a simple implementation of
a double synchronous reference frame (DSRF)-phase locked loop (PLL) on an
field-programmable gate array (FPGA) is given in order to be able to operate the
system in a stable manner, even in case of a failure.

The realization on a low voltage prototype allows a final validation of the de-
veloped methods. The modelling provides the basis for the optimal reduction of
energy pulsation of the system while meeting the confinements. With the model-
based current control on the AC side, theMMC can also be operated with a lower
energy deviation in the event of a fault and thus make better use of the installed
hardware.
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Figure 1.4: Outline of this thesis

The work is divided into 7 chapters

Chapter 2 The differential equations of the system are formulated. Through
an interpretation as state variables a non-linear state space model of the MMC is
established. Mathematical mechanisms are used to decouple the system and to
identify the degrees of freedom which allow a control of the whole system.

Chapter 3 The control objectives are defined. The degrees of freedom in
the system are identified and used in different methods of reduction of energy
pulsation.
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1.2 Contribution of this Thesis to the Grid Connected MMC

Chapter 4 The decoupled feedback control for the energies and currents of
the system are introduced and designed. A highly dynamic AC-side control is
designed and a grid angle identification is presented. Corresponding simulations
validate the control.

Chapter 5 A laboratory setup used to verify the simulated algorithms is pre-
sented. A converter-based isolated grid allows the reliable reproducibility of
critical grid states in order to be able to investigate the MMC also in case of grid
failure. The control algorithms used are implemented on a low voltage proto-
type.

Chapter 6 Final measurement results of the described control algorithms are
provided. Measurements on the laboratory grid as well as on the island grid are
being presented to validate the modelling and control approach.

Chapter 7 The operation of the grid connected MMC is concluded. The
results are summarized. Based on the new insights into MMC modelling and
control provided, the feasibility as grid supporting converter is evaluated.
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Chapter 2

Modelling of the Modular
Multilevel Converter

The MMC topology has been known since the early 2000s [9] and has been used
commercially since 2009 [82]. The converter is used mainly in high voltage
direct current (HVDC) applications as well as in medium voltage drive applica-
tions. In addition to theMMC, various topologies such as the modular multilevel
matrix converter (M3C) or the hexverter were presented and investigated [23, 27,
32]. To elaborate a suitable control structure of the converter, a mathematical
model is necessary. There are many different starting points for modelling the
system [12, 83]. The modelling can be carried out as averaged model or switched
model.

For a new approach to modelling, a formalism is presented to describe and de-
couple topologies based on the MMC in a systematical manner. This formalism
and decoupling was first presented in [E1] and ensures a uniform nomenclature
throughout all MMC based topologies. In this context, the actual topology is
not decisive. The formalism describes a general procedure to develop a model
representation. Subsequently, it is easily possible to identify those degrees of
freedom which allow the exchange of power between input and output side as
well as the energy exchange between converter arms.

The control of the MMC has two objectives: First, the currents at the terminals
to the connected grids need be controlled. Secondly, it has to be ensured that
the stored energy is kept within a tolerance band. These control objectives are
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Chapter 2 Modelling of the Modular Multilevel Converter

generally pursued for all MMC topologies. Both aspects have been investigated
with different emphases and approaches. They differ by focusing on switched
or averaged models [38, 84], generalized approaches to determine the system
equations [47, 85], straightforward Clarke transformation for decoupling [9, 12,
23, 83, 86] or deal directly with predictive control approaches [78].

The thesis at hand will focus on the averaged model for scalability and assurance
of real-time capability of a digital signal processing system. Taking previous
approaches into account, the system equations from the physical domain are de-
rived. In contrast to the state of the art approaches for modelling, a generalized
approach is presented that allows a fast and easy decoupling of any MMC topol-
ogy. With the state space representation of the system and transition to control
engineering notation, a simple similarity transform is applied. A decoupling of
an MMC system is achieved without the application of Clarke transformations
or sum and difference calculation of specific system equations. In addition, the
energy control can be derived without additional calculations as in [23, 27, 30].
To be able to apply modern control algorithms like theMPC for grid current con-
trol, the systematic analytical state space model which can describe the converter
comprehensively and mathematically correct is needed.

2.1 Problem Description

Figure 2.1 depicts the schematic of an MMC that couples a DC grid with a 3-
phase AC grid. The MMC consists of the adjustable voltage sources v1−6, the
arm inductorsL and the parasitic resistorsR including the semiconductor losses.
Vdc, Rdc and Ldc model the connected DC network. vs1−s3, Rac, and Lac repre-
sent a three-phase grid. Each of the voltage sources v1−6 represent one arm of
the MMC and consist of a series connection of cells.

Many different cell topologies have been proposed [87]. The most common
topologies are the full bridge cell and the half bridge cell [12] shown in
Figs. 2.2 (a) and 2.2 (b). Both topologies consist of a local energy storage capac-
itor Ccell and switches. From an electrical point of view, the cells are a two-pole
circuit with no external power supply. The full bridge cell can provide the aver-
age cell voltage vcell with −vC ≤ vcell ≤ +vC. The half-bridge cell, on the other
hand, can provide a voltage range of 0 ≤ vcell ≤ +vC. The voltage of an arm
results from the sum of all cell voltages.
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Figure 2.1: Circuit diagram of the MMC
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Figure 2.2: The two most common cell topologies and the series connection in the aver-
aging model.

Figure 2.2 (c) illustrates the approximation of the series connection of N cells
per arm. In the averaged model each series connection is assumed to be an ad-
justable equivalent voltage source vk, ∈ (1..6) with an equivalent capacitor
Carm. Assuming the same voltage for every arm capacitor, the arm capacitance
is calculated on average by Carm = 1

NCcell [23]. With suitable modulation of
the cells and with sufficiently large N the model errors for the analysis can be
neglected [23, 27, 30] and an approximation as adjustable voltage sources is fea-
sible.

Since each cell contains an energy storage device, it must be ensured that the
energy is evenly distributed within an arm. There are different methods of bal-
ancing the energy among the cells in each arm [23]. The total arm voltage vC,arm
is then equal to the sum of all cell voltages vC,arm =

∑N
m=1 vC,cell,m. Therefore

the arm voltages v1−6 for the full-bridge MMC is given by −N vC ≤ v1−6 ≤
+N vC The voltages v1−6 are used to control the arm currents i1−6 and in con-
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2.1 Problem Description

sequence the grid currents. The possible voltage range at the terminals of an arm
k is given by

− vC,arm,k ≤ vk ≤ vC,arm,k (2.1)

The average of the voltage vk can be set precisely by suitable modulation of the
cells of the arms. In order to be able to easily perform an analytical examination
of the model, the switching operations of the individual cells are neglected and
an adjustable voltage source within an arm is assumed. More cells within the
arm reduce the model error. The laboratory setup in Chapter 5 illustrates that
even withN = 5 cells the error is negligible. In that chapter a sorting method is
presented, which was already used in [23, 27, 30]. It ensures that the assumption
that all cells have the same voltage and same stored energy is valid under all
operating conditions. The adjustable voltage sources are used to set the control
variables vk.

However, considering the stored energies instead of the capacitor voltages has
been found beneficial in modeling and controlling the cell voltages of MMC
based systems. The measured cell voltages vCk can be recalculated into arm
energies wk using

wk =
N∑

n=1

1

2
CcellvC

2
n,k =

1

2
Carmv

2
C,arm,k; k = 1, . . . ,6. (2.2)

The arm capacitance results as a degree of freedom in hardware design when
modelling the system with energies. The occurring energy pulsations only de-
pend on the operating point. The average value of the stored energy is irrelevant
in this context. Likewise, the absolute value of the pulsations is independent
of the actual hardware of the system. Once the maximum pulsations occurring
for a system have been elaborated, the capacitance can be chosen accordingly
to ensure that the safe operating area of the capacitors and semiconductors is
not exceeded at any given time. Therefore energy instead of capacitor voltage is
considered for the energy control of the system within this thesis.

In order to meet the requirements of controlling the grid currents and keeping
the energies within their permissible limits, a physical model is developed and
subsequently transferred to the control engineering domain in the following sec-
tions.
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Chapter 2 Modelling of the Modular Multilevel Converter

2.2 System Equations

The modelling is carried out in two stages. First, a physical model for the arm
currents and arm energies is established. In the second step, a control engineer-
ing model is determined on the basis of the physical equations. Based on this
model, current and energy control of the system can be elaborated.

2.2.1 Physical Modelling

First the Kirchhoff’s circuit laws [50] for the currents and voltages are applied
and solved. Then, equations for the energy stored are set up and investigated.
It is assumed that all arm inductances L and parasitic resistors R are the same
throughout the whole converter. R includes the ohmic losses of the inductances
as well as the approximated semiconductor losses.

Modelling of the arm Currents

For each inductor current i1..6 an equation of the form

L
d
dt
ik =− vk −Rik +

Vdc
2

−Rdcip

− Ldc
d
dt
ip + V0 − vsk

− Lac

(
d
dt
ik +

d
dt
ik+3

)
︸ ︷︷ ︸

is,k

−Rac (ik + ik+3) ; k = 1,2,3 (2.3)

or

L
d
dt
ik =− vk −Rik − Vdc

2
−Rdcin

− Ldc
d
dt
in + V0 − vsk−3

− Lac

(
d
dt
ik +

d
dt
ik−3

)
︸ ︷︷ ︸

is,k−3

−Rac (ik + ik−3) ; k = 4,5,6 (2.4)
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2.2 System Equations

can be specified. Furthermore, the secondary condition that the sum of all cur-
rents must be 0 applies, since the star points of the AC side and DC side are not
connected.

6∑
k=1

ik = 0 (2.5)

The Eqs. (2.3) to (2.5) can be transformed into a system of ordinary differential
equations in matrix notation.

L
d
dt
i =− LacM a

d
dt
i−RacM ai− LdcM dc

d
dt
i−RdcM dci

−M svs −Ri− v

+
[
1 1 1 −1 −1 −1

]> Vdc
2

+ V0 (2.6a)

0 =
[
1 1 1 1 1 1

]
i (2.6b)

i, v and vs are vectors of the corresponding numbered values. R is a diagonal
matrix with the parasitic resistors R as entries.

R = R · I6 (2.6c)

I6 describes the 6× 6 identity matrix.

The inductance matrix L describes the arm inductors. In Fig. 2.1 the arm in-
ductors are not coupled. It follows that L is also a diagonal matrix with the arm
inductances L as entries.

L = L · I6 (2.6d)

Additionally, the arm inductors might also be coupled [53]. This means that the
upper and lower arm are inductively coupled with one core. As a result, only
the leakage inductance of the coupled reactors is effective on the AC side which
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Chapter 2 Modelling of the Modular Multilevel Converter

will be shown by decoupling the system equations later. This leads to a further
coupling of the system via the inductance matrix and the following applies

L =


L+ Lσ 0 0 −L 0 0

0 L+ Lσ 0 0 −L 0
0 0 L+ Lσ 0 0 −L
−L 0 0 L+ Lσ 0 0
0 −L 0 0 L+ Lσ 0
0 0 −L 0 0 L+ Lσ

 (2.6e)

L is the main inductance and Lσ the leakage inductance of the coupled arm
inductors. For the basic consideration it is irrelevant whether coupled inductors
are used in the actual system implementation or not. In the following, uncoupled
inductors are assumed without restriction of the generality. The matricesM are
defined as

M a =

[
I3 I3
I3 I3

]
(2.7a)

M dc =

[
13 03
03 13

]
(2.7b)

M s =

[
I3
I3

]
. (2.7c)

Where I3 is the 3 × 3 identity matrix and 13 as well as 03 are 3 × 3 matrices
filled with 1 or 0 respectively.

Modelling of the Arm Energies

The voltage sources vk with k = 1 . . . ,6 are equipped with an energy storage
device Carm that holds the energy wk k = 1, . . . ,6. For safe operation of the
converter, these energies must remain within certain limits. Therefore, equations
are required to describe the energy of the voltage sources. The arm energy wk is
calculated as an integral of the arm power pk.

d
dt
wk = pk = ik · vk; k = 1, . . . ,6 (2.8)

The stored arm energies represent additional state variables which are included
in the control and are kept within a tolerance band.
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Table 2.1: Mapping of the physical quantities to control engineering quantities.

physical control

state space variable i1−6 x1−6

(i directly, w indirectly
measurable) w1−6 x7−12

input variable v1−6 u1−6

disturbance variable vs1−3 z1−3

(measurable) Vdc z4

output variable is,k yk
k = 1,2,3

reference variable isk,ref yk,ref
k = 1,2,3

2.2.2 Control Engineering Modelling

In order to establish a state space model of the converter, the physical quantities
are mapped to control engineering quantities. In Table 2.1 the mapping of the
variables is given. To establish a standard control structure, the system of equa-
tions Eqs. (2.6) and (2.8) is resolved to d

dt i and mapped according to Table 2.1.
Together with Eq. (2.8), a state space representation results, which reads in the
control engineers notation according to Table 2.1 as

ẋ1−6 =Ax1−6 +B u + F z (2.9a)
ẋ7−12 =u � x1−6 (2.9b)

y =C x1−6 (2.9c)

Here � denotes the Hadamard product - the component-wise multiplication of
the vector entries. The matrices A,B,F and C are dense matrices and describe
the MMC system. Equations (A.1a) to (A.1e), (A.2a) to (A.2e), (A.3a) to (A.3d)
and (A.4a) represent the system matrices and are given in the appendix for rea-
sons of clarity. Note that in addition to reformulation and variable renaming, a
normalization based on the SI unit standard is carried out. Therefore, all matrices
consist of unit-free numbers and the signals are unit-free, too.
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Chapter 2 Modelling of the Modular Multilevel Converter

The systemmatrixA depends on the arm inductanceL and the arm resistanceR.
In addition, the DC side inductance Ldc and resistanceRdc as well as the AC side
parameters Lac and Rac influence the system matrix. The input matrices B and
F only dependent on the inductances L, Ldc and Lac. Since the output currents
is,1−3 are described by the arm currents i1−6, the output matrix C is only filled
with 1. The matrices shown describe the system with uncoupled arm inductors.
In Sec. A.2 Eqs. (A.5a) to (A.5e), (A.6a) to (A.6e), (A.7a) to (A.7d) and (A.8a)
are given for coupled arm inductors.

System Decoupling

The derived system matrices are dense and coupled. In order to control the
currents and energies as easily as possible, the system has to be decoupled.
There are different approaches for decoupling [42, 88, 89], all using basically
the Clarke transformation of certain variables. In the following, a new approach
to the mathematical derivation of decoupling is presented based on a similar-
ity transformation. Since the matrices A and B are symmetrical, they both
can be diagonalized with an orthogonal matrix. Furthermore, AB = BA ap-
plies. Therefore a matrix T exists, which diagonalizes both matrices equally [90,
p. 172]. This transformation matrix T is calculated with the eigenvectors λi of
the system matrix A. The eigenvalues of the system matrix are calculated as

eig(A) =



0

−−R+3Rdc
L+3Ldc

−R
L

−R
L

−R+2Rac
L+2Lac


(2.10)

The matrix A has the eigenvalue 0 as shown in Eq. (2.10), which means that the
system is overdetermined. Physically, this leads to the fact that only 5 of the arm
currents can be set freely using the 6 arm voltages. Only 5 of 6 currents may be
chosen independently, since the neutral points are not connected and Eq. (2.5)
must be satisfied.
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The corresponding eigenvectors are chosen to form an orthogonal matrix. As a
result the transformation matrix is

T =



1√
6

1√
6

1√
6

1√
6

1√
6

1√
6

− 1√
6

− 1√
6

− 1√
6

1√
6

1√
6

1√
6

1
2 − 1

2 0 − 1
2

1
2 0

1√
12

1√
12

− 1√
3

− 1√
12

− 1√
12

1√
3

− 1
2

1
2 0 − 1

2
1
2 0

− 1√
12

− 1√
12

1√
3

− 1√
12

− 1√
12

1√
3


(2.11)

The transformationmatrix T diagonalizes both the systemmatrixA and the input
matrix B and thus decouples the system. This means that each transformed cur-
rent can be set independently of the other currents. For the system with coupled
inductors the same transformation matrix T results. To decouple the system, a
similarity transformation is performed and Eqs. (2.9a) to (2.9c) are multiplied
by T from the left

T ẋ1−6 = T Ax1−6 + T B u + T F z (2.12)

For simplified notation, a tilde ~ denotes a variable in transformed coordinates.
Thus

x̃1−6 = T x1−6 (2.13a)
˙̃x1−6 = T ẋ1−6 (2.13b)

ũ = T u (2.13c)

respectively

x1−6 = T−1 x̃1−6 (2.13d)

ẋ1−6 = T−1 ˙̃x1−6 (2.13e)
u = T−1 ũ (2.13f)

are defined, keeping in mind that T is an orthogonal matrix. Therefore T−1 =
T> applies. This will expand Eq. (2.12) to

T ẋ1−6 = T Ax1−6 + T B u + T F z (2.14)
˙̃x1−6 = T AT> x̃1−6 + T B T> ũ+ T F z (2.15)
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The transformed system matrices are defined as

Ã = T AT> (2.16)

B̃ = T B T> (2.17)

F̃ = T F (2.18)

and inserted into Eq. (2.15). T then diagonalizes the systemmatricesA andB.

To simplify the output equation as well, Eq. (2.9c) is multiplied by T C>. This
is possible without loss of information, since C> has more rows than columns
and consists of invertible submatrices. It therefore follows that

T C> y = T C> C x1−6 = T C> C T> x̃1−6 (2.19a)

C> C is also diagonalized by T . Further

ỹ = T C> y (2.19b)

C̃ = T C> C T> (2.19c)

are defined. Used in Eqs. (2.9a) to (2.9c) the system can be finally described in
transformed coordinates

˙̃x1−6 = Ã x̃1−6 + B̃ ũ+ F̃ z (2.19d)

ẋ7−12 = T> ũ� T> x̃1−6 (2.19e)

ỹ = C̃ x̃1−6 (2.19f)

The system matrices Ã B̃ F̃ and C̃ describe the MMC in transformed coordi-
nates. These matrices are diagonal matrices with the exception of F̃ . Therefore,
the currents of the system are decoupled.
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The matrices are calculated as follows

Ã =



0 0 0 0 0 0

0 −R+3Rdc
L+3Ldc

0 0 0 0

0 0 −R
L 0 0 0

0 0 0 −R
L 0 0

0 0 0 0 −R+2Rac
L+2Lac

0

0 0 0 0 0 −R+2Rac
L+2Lac

 (2.20a)

B̃ =



0 0 0 0 0 0
0 − 1

L+3Ldc
0 0 0 0

0 0 − 1
L 0 0 0

0 0 0 − 1
L 0 0

0 0 0 0 − 1
L+2Lac

0

0 0 0 0 0 − 1
L+2Lac

 (2.20b)

F̃ =



0 0 0 0

0 0 0 −
√
6

2L+6Ldc

0 0 0 0
0 0 0 0
1

L+2Lac
− 1

L+2Lac
0 0

√
3

3L+6Lac

√
3

3L+6Lac
− 2

√
3

3L+6Lac
0


(2.20c)

C̃ =


2 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 2 0
0 0 0 0 0 2

 (2.20d)

The equations of the MMC with coupled inductors are given in Eqs. (A.9a)
to (A.9d) respectively.

A decoupling of the MMC system equations is also achieved by using the well
known state of the art approaches including Clarke transformations and sum and
difference calculation. However, each MMC based topology can be described,
using this same formalism and similarity transformation. The approach is not
only limited to the DC-3AC-MMC as shown. In addition, this kind of notation
of the system equation allows a fast and simple development of an superimposed
energy control. Degrees of freedom are easily identified to control the arm en-
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ergies independently. Additionally, a notation based on Table 2.1 opens up the
possibility to apply advanced optimization methods for reduction of energy pul-
sation.

Significance of the Decoupling

Equations (2.19d) to (2.19f) and (2.20a) to (2.20d) describe the decoupled sys-
tem. As the systemmatrices are diagonal matrices, each of the the currents x̃ can
be set individually by the corresponding control variable ũ without affecting the
remaining ones. The first line of Eq. (2.19d) is a zero line. This line describes
the current between the neutral points which is equal to zero regardless of the
voltage ũ1. The voltage between the two neutral points is referred to as zero se-
quence voltage. The F̃ -matrix shows the influence of the grid variables on the
system. Line 2 of Eq. (2.19d) describes the influence of the DC side. Rows 5
and 6 describe the influence of the AC side. Both sides can be adjusted indepen-
dently of each other. Rows 3 and 4 have no influence on either of the two input
sides. These are currents that can be set without regard to the terminal currents.
Equations (2.19d) and (2.19f) can be displayed as physical equivalent circuit di-
agrams. Transformed physical parameters are introduced for simplification as a
direct result of the transformed state space representation in Eq. (2.19d)

L̃ =



L̃1
L̃2
L̃3
L̃4
L̃5
L̃6

 =


0

L+ 3Ldc
L
L

L+ 2Lac
L+ 2Lac

 (2.21a)

R̃ =



R̃1
R̃2
R̃3
R̃4
R̃5
R̃6

 =


0

R+ 3Rdc
R
R

R+ 2Rac
R+ 2Rac

 (2.21b)

ṽs =

ṽs,DCṽs,α
ṽs,β

 =


√
6
2 Vdc

−vs1 + vs2
− 1√

3
vs1 − 1√

3
vs2 +

2√
3
vs3

 (2.21c)
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V0 ṽ1

(a) line 1: zero sequence voltage

L̃2 R̃2

ĩ2
ṽ2ṽs,DC

(b) line 2: DC side

L̃3,4 R̃3,4

ĩ3,4
ṽ3,4

(c) lines 3 and 4: circulating currents

L̃5,6 R̃5,6

ĩ5,6
ṽ5,6ṽs,α,β

(d) lines 5 and 6: AC side

Figure 2.3: Decoupled representation of the MMC

The voltages from Eq. (2.21c) can be derived directly from Eqs. (2.19d), (2.20b)
and (2.20c). Physically, the entire coupled MMC system can be represented
as shown in Figs. 2.3 (a) to 2.3 (d). The line numbers refer to the lines from
Eq. (2.19d). Figures 2.3 (a) to 2.3 (d) denote the MMC from Fig. 2.1 in trans-
formed coordinates. Where Fig. 2.3 (a) is the zero voltage system. The set
voltage ṽ1 has no effect on the currents in the system. Figure 2.3 (b) represents
the second line from Eq. (2.19d). The set voltage ṽ2 only has an effect on the
current ĩ2, which corresponds to the transformed DC current. The AC side and
circulating currents are not affected. The 3rd and 4th line of the equation are rep-
resented in Fig. 2.3 (c). The currents ĩ3 and ĩ4 can be adjusted using the voltages
ṽ3 and ṽ4. They have no influence on the DC side or the AC side. These cur-
rents and zero sequence voltage can later be used to distribute and balance energy
within the converter. Figure 2.3 (d) represents lines 5 and 6. With the voltages ṽ5
and ṽ6 the AC currents ĩ5 and ĩ6 can be controlled. Since the star point of the AC
side is not connected, the sum of all currents must also be zero. This means that
only 2 of the 3 AC currents can be set independently. To transform the voltages
at the terminals, Eq. (2.21c) is used. Lines 2 and 3 of Eq. (2.21c) describe the
correlation between the transformed voltages ṽ5 and ṽ6 and the mains voltages
vs1,2,3.
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Chapter 2 Modelling of the Modular Multilevel Converter

To analyse the correlation between current ĩ5 and ĩ6 and the mains currents y
(is1,2,3), Eq. (2.19b) can be recalculated.

ỹ = T C> y (2.22a)

y =
(
C>+

)
T> ỹ (2.22b)

=
(
C>+

)
T> C̃ x̃1−6 (2.22c)

=

−ĩ5 − 1√
3
ĩ6

ĩ5 − 1√
3
ĩ6

2√
3
ĩ6

 (2.22d)

Equation (2.22d) shows that the mains currents are only composed of the trans-
formed currents ĩ5 and ĩ6 under the assumption, that the zero sequence current
ĩ1 is 0.

This shows, the transformation matrix T from Eq. (2.11) enables a decoupling of
theMMC. This allows DC and AC currents to be set independently of each other.
In addition, the mathematical analysis provides further degrees of freedom in the
form of ĩ3,4 and the zero voltage ṽ1, which can be adjusted without affecting the
AC side or the DC side. Based on these results, terms are identified in a simple
way that used to adjust the energies of the system in a targeted manner.

In contrast to known approaches for decoupling the system equations, this is a
purely mathematical method. Thus, even straightforward control engineering
approaches and optimization for further control of the system can be quickly de-
signed and implemented. Furthermore, the procedure is not limited to theMMC.
The formalism also allows a simple analysis and decoupling of other topolo-
gies such as the M3C or the hexverter. Even new topologies like the MMSST
or the parallel hybrid converter [91, 92] can be described in an easy, unified
manner.

2.3 System Analysis

The objective of the MMC control is to control the grid currents while keeping
the arm energies within a given tolerance band. Based on the state space equa-
tions Eqs. (2.9a) to (2.9c), the system is analyzed. All degrees of freedom are
identified for current as well as for energy control.
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2.3 System Analysis

2.3.1 Currents of the MMC

In steady state operation, the setpoints yref of the output variables limit the
possible manipulated variables u = T> ũ. The necessary input values ũ are
calculated and reveal the remaining degrees of freedom.

First, the output equation Eq. (2.9c) of the system is recalculated. The nomi-
nal values yref are inserted for y and therefore solved with respect to the state
variables x1−6. To find the desired u, the inverse of each of the system matri-
ces must be calculated. Thereby, the advantage of the previous transformation is
utilized. Since the system matrices in transformed coordinates are simple diag-
onal matrices, the inverses and the corresponding nullspaces can be determined
significantly less complicated than with fully-occupied matrices.

For simplicity, all indices k = 1,...,6 are omitted in this subsection since only
the arm currents x1−6 are considered.

y = C x (2.23a)

ỹ = C̃ x̃ (2.23b)

ỹref = C̃ x̃ (2.23c)

x̃ = C̃
+
ỹref + C̃N x̃f (2.23d)

Equation (2.23d) describes the relationship between the desired AC currents ỹref
and the arm currents x̃. However, the output matrix C̃ cannot be inverted to be
able to resolve according to the state variables. Therefore the pseudoinverse C̃

+

is generated [93]. The identifier+ indicates the pseudo inverse of C̃. C̃N is then
a base of the nullspace of C̃. This means that all vectors that are multiplied by
C̃N have no influence on the output variables ỹref. x̃f therefore denotes a vector
with the remaining degrees of freedom in the system. C+ and CN are shown in
Eqs. (A.11c) and (A.11d).

Due to the decoupling of the system, the currents x̃5 and x̃6 only depend on the
setpoints ỹref, as can be seen in Eq. (A.11c). x̃f is a vector with the degrees of
freedom in the current. None of the three currents x̃f1-3 has any influence on the
AC currents of the system because of the definition of the nullspace.
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Chapter 2 Modelling of the Modular Multilevel Converter

To calculate the corresponding input variables ũ, Eq. (2.19d) is solved with re-
spect to the input variables.

˙̃x = Ã x̃+ B̃ ũ+ F̃ z (2.24a)

B̃ ũ = A x̃+ F̃ z − ˙̃x (2.24b)

ũ = B̃
+
(
Ã x̃+ F̃ z − ˙̃x

)
+ B̃N ũf (2.24c)

Here, also the pseudoinverse of B̃, and its nullspace matrix are calculated. ũf in
Eq. (2.24c) represents a vector of the degrees of freedom in the control variables
ũ. B̃N is a basis of the nullspace of B̃. The corresponding matrices B̃

+
, B̃N are

shown in Eqs. (A.11a) and (A.11b) for overview reasons.

Equation (2.23d) inserted in Eq. (2.24c) results in

ũ =B̃
+
((

C̃
+ ˙̃yref + C̃N

˙̃xf

)
− Ã

(
C̃

+
ỹref + C̃N x̃f

)
− F̃ z

)
+ B̃N ũf (2.25)

This equation is divided into three different parts with respect to the control input
ũ to simplify the analysis.

ũ = B̃
+
(
C̃

+ ˙̃yref − Ã C̃
+
ỹref − F̃ z

)
︸ ︷︷ ︸

ũref

+ B̃
+
(
C̃N

˙̃xf − Ã C̃N x̃f

)
︸ ︷︷ ︸

ũfx

+ B̃N ũf︸ ︷︷ ︸
ũff

. (2.26)

Keeping in mind, that the designated grid currents ỹref are given, the necessary
control inputs ũ were calculated by reforming the state space equation. As a
result the remaining degrees of freedom of the control inputs ũ are obtained by
dividing Eq. (2.26) into the three shown parts. The first part ũref is calculated
using the setpoints of the mains currents ỹref and the measured grid quantities z .
These are the control variables which must be set to adjust the AC currents. ũfx
is determined by choosing the degrees of freedom of x̃f from Eq. (2.23d). The
currents x̃f can therefore be set as desired.

ũff is determined directly by ũf. This corresponds to the zero sequence voltage
of the system. The control variables ũ can now be completely calculated and
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2.3 System Analysis

are selected in such a way that the mains currents are set correctly. Thus, the
first control objective - the correct value of the AC currents - is already achieved.
The degrees of freedom in x̃f and ũf are subsequently chosen in accordance with
their ability to ensure stable operation of the system under given boundary con-
ditions.

An analysis would have been possible even in untransformed coordinates. How-
ever, this would result in a multidimensional control problem due to the coupling.
By decoupling the system beforehand, the formalism can be easily applied and
simple control strategies for each component can be developed. In fact, the
decoupling distantly corresponds to the already known approach using Clarke
transformations. This has to hold true because the physical system is the same
for all approaches.

2.3.2 Energies of the MMC

In Eq. (2.9b) the powers ẋ7−12 of each arm of the MMC are calculated. The
stored energy of the system is the integral of this power according to Eqs. (2.2)
and (2.8). The results from Sec. 2.3.1 are inserted into the energy state equation
(Eq. (2.9b)). This yields the power terms that occur in the system for given quan-
tities. Together with the knowledge about the degrees of freedom in the system,
this enables conclusions to be made about which power terms are immanently
given by the AC currents. In addition, power terms are obtained which can be
specifically adjusted with the degrees of freedom. In preview, exactly these terms
can be used to compensate the occurring power terms and thus reduce the energy
pulsations of the energy storages.

The decoupling of the currents from Sec. 2.3.1 is also possible for energy con-
trol. This allows independent adjustment of the arm energies and therefore safe,
stable operation. The power terms must be identified which can be used to ad-
just the energies independently. The direct decoupling of the arm energies of the
MMCwas already presented in [23, 30]. For other topologies based on theMMC
approaches are also known [27, 46]. However, the approach to model the system
presented here directly provides a guideline for transformation and decoupling
of the power terms to balance the system. A transformation of the energies is not
necessary. Only the power terms for setting the energies are transformed so that
each term affects only one energy. In addition, this even allows a simple analysis
for operation at low output frequencies, which can occur when using the MMC
as a drive converter.
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Chapter 2 Modelling of the Modular Multilevel Converter

The arm energies from Eq. (2.27c) are generally expressed with transformed cur-
rents x̃1−6 and transformed voltages ũ. By utilizing the transformed coordinates,
the inverses and nullspaces are calculated trivially. With Eqs. (2.9b), (2.13a),
(2.13c) and (2.26) the result is

ẋ7−12 = u � x1−6 (2.27a)

= T> ũ� T> x̃1−6 (2.27b)

= T> (ũref + ũfx + ũff)� T>
(
C̃

+
ỹref + C̃N x̃f

)
= T> B̃

+
(
C̃

+ ˙̃yref − Ã C̃
+
ỹref − F̃ z

)
� T> C̃

+
ỹref

+ T> B̃
+
(
C̃

+ ˙̃yref − Ã C̃
+
ỹref − F̃ z

)
� T> C̃N x̃f

+ T> B̃
+
(
C̃N

˙̃xf − Ã C̃N x̃f

)
� T> C̃

+
ỹref

+ T> B̃
+
(
C̃N

˙̃xf − Ã C̃N x̃f

)
� T> C̃N x̃f

+ T> B̃N ũf � T> C̃
+
ỹref

+ T> B̃N ũf � T> C̃N x̃f (2.27c)

To enable stationary operation, the average value of the energy must be constant.
So the power ẋ7−12 in each arm, i.e. the sum of the terms in Eq. (2.27c), must
be 0 on average at all times.

x̄7−12 =

∫ t+T

t

ẋ7−12dt
!
= W̄ (2.28)

W̄0 > 0 is a constant offset of the arm energies in stationary operation and T is
the period duration of the lowest frequency value, i.e. usually the grid voltage
frequency. For simplicity, the offset is chosen to 0 J in the following chapters for
the analysis of the energy pulsations.

An initial analysis of Eq. (2.27c) shows which power terms can be influenced at
all. The first summand T> B̃

+
(
C̃

+ ˙̃yref − Ã C̃
+
ỹref − F̃ z

)
�T> C̃

+
ỹref from

Eq. (2.27c) is only determined by the setpoints ỹref and disturbances z . Therefore
the summand cannot be influenced in any way. In steady-state operation, the
reference values ỹref generally consist of pure sine values of the frequency ωd
and the phase shift ϕd. The disturbance variables z1−3 also correspond to a
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sinusoidal, symmetrical three-phase voltage system of the frequency ωd. z4 is
an ideal DC value.

The first summand hence contains terms of the frequencies 0, ±ωd and ±2ωd.
The detailed calculation is given in chapter Sec. A.5. The results are shown
in Eqs. (A.12d) to (A.12i). Since the system matrices are constant, it can be
concluded that the mean value of this term must be completely compensated by
other terms in order to fulfill the condition from Eq. (2.28). An exact analysis of
all the power terms and how the energy control can be developed is addressed in
more detail in Sec. 4.1.

2.4 Conclusion of this Chapter

In this chapter the MMC was introduced and analyzed. With the help of
Kirchhoff’s circuit laws a set of equations was derived from the equivalent cir-
cuit diagram to describe the MMC. Subsequently, the physical quantities were
mapped to control engineering quantities and the state space representation of the
MMC was obtained. On the basis of this model the energies and their variation
over time can be described.

The result is a mathematical consistent description that can be easily exchanged
with other fields of research. A simple and easy to use mathematical formal-
ism was presented, which enables the decoupling of the system. In contrast to
state of the art methods, this description can be applied to other MMC based
topologies as the M3C, the hexverter or even more complex topologies as the
MMSST. Moreover, it provides an approach to control the currents and energies
of those systems. Power terms are identified easily to control the arm energies
independently without additional investigation of the system equations as in [23,
27, 30].

In the following, the model serves as a fundamental basis for a fast and simple
control of the currents and energies of the MMC. The description additionally
allows a straightforward implementation of advanced optimization methods for
reduction of energy pulsation and current control algorithms.
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Chapter 3

Optimal Feed Forward
Control for Reduction of
Energy Pulsation

The most important and simultaneously most expensive components of the
converter are the power semiconductors and capacitors. This results in two opti-
mization goals in the design of the control system besides the general and stable
operation of the system. On the one hand, the arm current should be as low as
possible for the entire operating range of the MMC to reduce the conduction and
switching losses of the semiconductors. On the other hand, the stored energy
should be minimized in order to use smaller cell capacitors. However, these two
goals are in opposition to each other, because the easiest way to influence the
energy is to add additional arm currents, as will be shown below.

In Chapter 2 the mathematical fundamentals of the MMC were derived. The
results are now used to control the currents and energies of the system. By ana-
lyzing the power terms, conditions are identified which guarantee the stationary
operation. In addition, there are terms that allow reductions of the inherent en-
ergy deviation. In parallel to the feed forward control of these terms, the degrees
of freedom are used to keep the mean value of the arm energies steady.

Various methods for power feed forward control and reduction of the energy
pulsation are already known. Accordingly, circulating currents and the zero se-
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quence voltage [59, 60] or only circulating currents can be adjusted [62, 94].
The procedures can be divided into offline [62, 65], online [63, 64] and ana-
lytical [26, 56, 59, 95] approaches. The principles are based on different ways
of modelling and assumptions. All procedures are based on the same physical
system while addressing different aspects of energy control and reduction of the
energy pulsation. These methods serve as a benchmark for the newly presented
approaches.

There are different concepts for the feed forward control and the control of the
energy pulsation inMMC systems. An analytical approach to compensate for the
second harmonic in the energy pulsation of the arms was already presented in
[23, 42]. Due to its simplicity, this method has been accepted so far and is applied
in commercial projects. However, a significant reduction of the energy pulsation
may only occur for small power factors cos (ϕ) on the AC side. If more reactive
power is made available to the AC side or if the ratio of the DC voltage to the
AC voltage changes, the analytical approach can even lead to an increase in the
energy pulsation if the amplitude is not scaled properly [E2]. In addition, there
are other approaches to reduce the energy pulsation, for example by filtering the
2nd harmonic and adjusting the mean value to zero e.g. [28]. Those procedures
are extended to the effect that also higher harmonics are analytically calculated
and compensated. A different approach is the direct control of the cell states
(switching states) for a minimal energy deviation [96]. However the calculation
effort increases with the number of cells which is a major disadvantage with
regards to the real-time capability of the implementation. Approaches which
reduce the energy pulsation via controllers lead to dynamic disadvantages when
changing the operating point [97].

The new approach presented in this thesis allows a reduction of the energy pul-
sation over the entire working range by calculating optimal current trajectories
beforehand. Even during grid faults, the reduction is superior to state of the
art methods. The idea was presented in [E1] and is based on the modelling in
Chapter 2. With the description a function optimization approach is possible.
Consequently, the degrees of freedom xf are optimized with respect to the en-
ergy pulsation in advance. By definition, the results are current trajectories that
achieve optimal, i.e. minimal, energy pulsations for a given system.

Although the control of the energies is permissible via feed forward terms in
simulation, in reality even small model errors lead to deviations which can lead
to a violation of the maximum operating limits of the inverter (e.g. maximum
arm currents). Consequently, feed forward control of certain power terms is a
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good way to reduce the energy pulsation. In addition, the superimposed control
loop only has to compensate for the model errors in order to achieve stationary
accuracy.

This chapter first deals with the power feed forward control of the system. For
steady state operation, requirements are specified for the currents. Additionally,
the modelling of the system enables an easy approach for reducing the occurring
energy pulsations with additional circulating currents.

Finally, the control algorithms are simulated and the results are presented in the
last part of this chapter.

3.1 Power Feed Forward Control

In this section, power terms are identified, that allow a reduction of the energy
pulsations in the system. Using the model equations, the trajectories of the arm
energies are calculated. With the determined degrees of freedom, the energies
are positively influenced in terms of deviation from their mean value. Different
methods - online and offline - are presented and analyzed.

Prerequisites

In order to compare the different approaches to power feed forward control, the
grid variables z1−3 are assumed to be an ideal, sinusoidal, symmetrical three-
phase voltage system. z4 is a constant DC voltage.

z1−3 = V̂ cos
(
ωgt−

2π (k − 1)

3

)
; k = 1,2,3 (3.1a)

z4 = Vdc (3.1b)

The setpoints yref are also assumed to be a symmetrical three-phase system.

yk,ref = Î cos
(
ωgt−

2π (k − 1)

3
− ϕ

)
; k = 1,2,3 (3.2)

The power feed forward is calculated for steady-state operation on the basis of
the input and output currents and the operating state of the system.
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In quasi-stationary operation Eq. (2.28) must be satisfied - i.e. the energymust be
constant in average. Since the external voltages in Eq. (3.1a) are already defined
as periodic with the frequency ωg, a periodicity of the energies x7−12 is also
required. Thus, for the arm energies with a period Tg

x7−12 (t)
!
= x7−12 (t+ Tg) (3.3)

For transient processes, a exclusively power feed forward is not sufficient and
controller adjustments are absolutely necessary. Different optimization goals can
be pursued when calculating the feed forward terms.

Optimization with regard to power semiconductors

The utilization of the semiconductors is essentially determined by the root mean
square (RMS) value of the arm currents x1−6. Therefore, a lower RMS value of
the current also means lower semiconductor losses.

Optimization regarding the installed capacitance

The dielectric strength of the capacitors is determined at an early stage of the
inverter design. During stationary operation, energy pulsations occur within the
converter’s arms in correlation to the grid frequency. These energy deviations
cause a voltage fluctuation depending on the installed capacitance.

To stay within the permissible operating range of the capacitors, the maximum
voltage VC,arm,max might not be exceeded at any given time. Therefore the mini-
mum installed capacitance is given by

Cmin =
2Warm,max

V 2
C,arm,max

(3.4)

For a given VC,arm,max the capacitance is directly proportional to the stored energy.
The energy is a composition of a constantmean energy and a zero-mean pulsation
Warm = W̄ +∆W . The∆W is thereby not involved in the power transfer from
the AC to the DC side and vice versa. It is rather a necessary characteristic of
the system that occurs during operation.
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The idea is to optimize the inverter operation with regard to the occurring ∆W
over the whole operating range. By reducing the ∆W it is therefore possible
to reduce the necessary minimum capacitance Cmin. In that way not only the
required installation space is reduced but also in last consequence the costs are
effectively reduced to build the converter for a given application.

3.1.1 Minimization of the RMS Value of the Arm
Currents

When minimizing the RMS values of the arm currents, it is not appropriate to
consider each arm current as an isolated entity. In principle, the reduction of
one current is accompanied by the increase of another, so that the losses are not
reduced but rather increased. Instead, the square of the sum of all RMS values
of the arm currents is optimized. The overall losses is the sum of the losses per
arm. Those losses themselves are directly proportional to the square of the RMS
value of the respective arm currents. In the following x>

1−6 x1−6 =
∣∣∣∣x1−6

∣∣∣∣2 is
considered.

x>
1−6 x1−6 =

(
C+ yref + CN xf

)> (
C+ yref + CN xf

)
(3.5)

The null space of both C and C+> is identical. Hence CN is a base of null space
for both matrices. Using Eq. (2.9c), Eq. (3.5) is thus simplified to

x>
1−6 x1−6 =

(
C+ yref + CN xf

)> (
C+ yref + CN xf

)
(3.6a)

=
∣∣∣∣∣∣C+ yref

∣∣∣∣∣∣2 + (C+ yref

)>
(CN xf)︸ ︷︷ ︸

=0 with C+>CN=0

+ (CN xf)
>
(
C+ yref

)
︸ ︷︷ ︸

=0

+ ||CN xf||
2 (3.6b)

=
∣∣∣∣∣∣C+ yref

∣∣∣∣∣∣2 + ||CN xf||
2 (3.6c)

∣∣∣∣∣∣C+ yref

∣∣∣∣∣∣2 describes the part of the arm currents caused by the AC reference

values and cannot be changed. ||CN xf||
2 are circulating currents that can be
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adjusted without interfering with the reference values at the converter terminals.
Equation (3.6c) shows that there is no value xf 6= 0 that would reduce the sum
of the squares of the currents. Therefore it is shown that the smallest RMS value
is obtained for xf = 0. This contrasts with the reduction of the energy pulsation,
which is achieved by using xf 6= 0.

3.1.2 Minimization of the Arm Current Under
Consideration of the Average Energy Value

To satisfy Eq. (2.28), the sum of the average power at the inverter terminals needs
to be 0. In other words, the power on the AC side must be equal to the power
on the DC side if losses are neglected. Looking at Eq. (A.9a), it is noticeable
that the system matrix Ã is orders of magnitude smaller than B̃ because it is
multiplied by a matrix containing the small parasitic resistances. Starting from
Eq. (2.27c) the terms with small coefficients can be neglected. This simplifica-
tion omits the losses due to ohmic voltage drops in the system. In addition, the
small inductive voltage drops are also omitted for simplification [23]. Assuming
that the superimposed energy control compensates for these losses, the analysis
is sufficiently accurate. Accordingly, Ã ≈ 0, and all time derivatives ≈ 0 follow
directly. The zero sequence voltage is set to 0 as well, since it does not contribute
to the power balance of the system at all. It has already been shown that the zero
sequence voltage can be used to reduce the energy pulsation (e.g. [98]). There
are different approaches how to choose the zero sequence voltage, but it is not
always useful or possible to set such a voltage.

In order to compare the new optimization strategy presented here, the influence
of circulating currents on the energy pulsation is examined below. After it is val-
idated, that the optimization yields to good results, the zero sequence voltage is
additionally included in the optimization as an optional degree of freedom. If the
zero sequence voltage is not used to reduce the energy pulsation, overmodulation
to the grid side, for example, can be performed.
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To simplify the representation, the degrees of freedom are examined in trans-
formed coordinates. From Eq. (2.19a) follows directlyCN xf = T> C̃N x̃f. Thus
the arm powers under idealized conditions are denoted as

ẋ7−12 = ẇ = u � x1−6 (3.7a)
= −B+ F z � C+ yref −B+ F z � CN xf

+
(
CN xf + C+ yref

)
uf (3.7b)

= −B+ F z � C+ yref −B+ F z � T> C̃N x̃f

+
(
T> C̃N x̃f + C+ yref

)
� uf (3.7c)

For analysis at the steady-state operating point, the disturbance variables are ap-
plied as ideal sine waves and DC quantity.

z =


vs1
vs2
vs3
Vdc

 =


V̂ cos (ωgt)

V̂ cos
(
ωgt− 2π

3

)
V̂ cos

(
ωgt− 4π

3

)
Vdc

 (3.8)

V̂ is the amplitude of the voltage with the frequency ωg. Vdc describes the DC
voltage of the system. Due to the periodic functions, the degrees of freedom x̃f
are also defined as general, sinusoidal quantities.

x̃f =

c10 +∑∞
i=1 a1i cos (i · ωgt) +

∑∞
i=1 b1i sin (i · ωgt)

c20 +
∑∞

i=1 a2i cos (i · ωgt) +
∑∞

i=1 b2i sin (i · ωgt)
c30 +

∑∞
i=1 a3i cos (i · ωgt) +

∑∞
i=1 b2i sin (i · ωgt)

 (3.9)
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Equations (3.8) and (3.9) are inserted into Eq. (3.7c). The power balance must
be zero on average at least over the period 2π/ωg. The degrees of freedom x̃f
must be chosen to satisfy this condition for all arm energies. This yields

w (2π/ωg)− w (0) =

∫ 2π/ωg

0

ẇ (ωgt) dt
!
= 0 (3.10a)

π
6ωg

(
Vdc

(
−
√
6 c10 + 3 c20 +

√
3 c30

)
− 3Î V̂ cos (ϕ)

)
π

6ωg

(
Vdc

(
−
√
6 c10 − 3 c20 +

√
3 c30

)
− 3Î V̂ cos (ϕ)

)
π

6ωg

(
Vdc

(
−
√
6 c10 − 2

√
3 c30

)
− 3Î V̂ cos (ϕ)

)
π

6ωg

(
Vdc

(
−
√
6 c10 + 3 c20 +

√
3 c30

)
− 3Î V̂ cos (ϕ)

)
π

6ωg

(
Vdc

(
−
√
6 c10 − 3 c20 +

√
3 c30

)
− 3Î V̂ cos (ϕ)

)
π

6ωg

(
Vdc

(
−
√
6 c10 − 2

√
3 c30

)
− 3Î V̂ cos (ϕ)

)


!
= 0 (3.10b)

The integral of all occurring trigonometric terms in Eq. (3.9) are zero over a
period and thus do not contribute to the total energy of the system. Note that
there are three independent equation in the system Eq. (3.10b) and three variables
c10,c20 and c30 to solve for. To keep the energy constant during a grid period,
the following must apply

c10 =

√
6

2

V̂

Vdc
Î cos (ϕ) (3.11a)

c20 = 0 (3.11b)
c30 = 0 (3.11c)

This corresponds to a pure DC current for x̃f1, which compensates the power of
the AC side and keeps the total energy constant on average. In addition to the
total energy of the system, the symmetrical distribution of energy between the
arms is also required. However, symmetrization is not necessary under ideal-
ized consideration. With Eq. (2.26) the control variables u1−6 can be calculated
directly, which adjust the current trajectories.

44



3.1 Power Feed Forward Control

Table 3.1: Normalized quantities for the comparison of different control strategies

electrical quantity normalized value description

Vdc 1.6V DC voltage
V̂ 1V AC voltage amplitude
Î 1A AC current amplitude
C 1mF arm capacitance
L 0.5mH arm inductance

Lac 0.1mH AC side inductance
Ldc 0.1mH DC side inductance
R 1mΩ parasitic arm resistance

Rac 1mΩ parasitic AC side resistance
Rdc 1mΩ parasitic DC side resistance
f 50Hz AC frequency
ϕ 0 current phase shift

Graphical Illustration of the Energy Trajectories

Equations (3.8) and (3.11a) are inserted into the ideal system equation Eq. (3.7c)
from Sec. 3.1.2. To achieve easy comparability, all values are normalized to the
AC side voltage of V̂ = 1V and current of Î = 1A. Table 3.1 lists the resulting
values. The energy trajectories in the idealized system serve as a reference for
all further considerations. The constant mean value W̄ is subtracted from all
equations. Thereby the constant average value of the energy is set to 0. The
energy pulsations are independent of this absolute value of the energy and can
therefore be neglected for consideration without restriction of generality. This
allows a simple comparison of the energy pulsations. The degree of freedom x̃f1
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is adjusted according to Eq. (3.11a) in a way that the DC power corresponds to
the AC power. The resulting arm currents are

xk = C+ yref + T> C̃N x̃f (3.12a)

xk =
Î

2
cos
(
2πf t− 2(k − 1)π

3
− ϕ

)
+

Î V̂

2Vdc
cos (ϕ) ;

k = 1,2,3 (3.12b)

xk =
Î

2
cos
(
2πf t− 2(k − 4)π

3
− ϕ

)
− Î V̂

2Vdc
cos (ϕ) ;

k = 4,5,6. (3.12c)

Over a grid period of Tg = 0.02ms, the mean energy in all arms is constant.
This allows stationary operation of the converter.
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Figure 3.1: Normalized energy pulsations in the ideal system when the AC power is equal
to the DC power. This also corresponds to an optimization with regard to the
minimum RMS arm current for stable operation.

The energy trajectories shown in Fig. 3.1 serve as a reference for the evaluation
of further methods for power feed forward control. Wnorm describes the energy
pulsation which results when the normalized values from Table 3.1 are inserted.
The energy trajectories in all arms are congruent and phase shifted by 60°. Here
the RMS value of the arm current has been minimized by setting the degrees
of freedom to 0, because they do not contribute to the power exchange with the
connected grids. In the following, different methods for reducing the energy
pulsation, and thus the voltage ripple, in the arms are presented and finally com-
pared.
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3.1.3 Analytical Compensation of the 2nd Harmonic

The energy pulsations from Sec. 3.1.2 can be reduced during stationary oper-
ation. As already pointed out in [23] and pursued and extended in different
approaches, terms from Eq. (3.7c) can be analytically calculated, compensated
and the energy deviation thus reduced. Furthermore, the modelling from Chap-
ter 2 allows a simple identification of those second harmonic terms. Analogous
to Eq. (3.10b), the power equation Eq. (3.7c) is modulated with the double output
frequency. As a result, the modulation products of the double frequency and the
difference frequency are obtained. The difference terms then correspond to con-
stant terms which can be compensated. From Eq. (3.11a) it follows for Eq. (3.9)
that all a1i, b1i as well as c20 and c30 are set to 0. c10 will be set to c10,id accord-
ing to Eq. (3.11a). To compensate for the second harmonic, all a2i, b2i,a3i and
b3i are set to 0 for i > 2, which results in the approach for x̃f:

x̃f =

 c10,id
a22 cos (2 · ωgt) + b22 sin (2 · ωgt)
a32 cos (2 · ωgt) + b32 sin (2 · ωgt)

 (3.13)

Solving the equation with respect to a22, b22,a32 and b32 is analogous to
Eq. (3.10b) and provides the amplitudes for Eq. (3.13) which completely com-
pensate the second harmonic in the energy under idealized considerations.

a22 = −b32 =

√
3

2Vdc
V̂ Î cos

(
ϕ+

π

6

)
(3.14a)

b22 = a32 =

√
3

2Vdc
V̂ Î sin

(
ϕ+

π

6

)
(3.14b)

The coefficients are directly inserted into Eq. (3.13):

x̃f =

√
3

2

V̂

Vdc
Î

 √
2 cos (ϕ)

cos
(
π
6 − 2ωg t+ ϕ

)
sin
(
π
6 − 2ωg t+ ϕ

)
 (3.15a)
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Figure 3.2: Normalized energy pulsations in the ideal system, with analytically calculated
power feed forward for compensation of the 2nd harmonic.

and subsequently for the arm currents

x1−6 =



Î
2 cos (ωgt− ϕ) + V̂

2Vdc
Î (cos (ϕ− 2ωgt) + cos (ϕ))

Î
2 cos

(
ωgt− 2π

3 − ϕ
)
− V̂

2Vdc
Î
(
cos
(
ϕ− 2ωgt+

π
3

)
− cos (ϕ)

)
Î
2 cos

(
ωgt− 4π

3 − ϕ
)
− V̂

2Vdc
Î
(
cos
(
ϕ− 2ωgt− π

3

)
− cos (ϕ)

)
Î
2 cos (ωgt− ϕ)− V̂

2Vdc
Î (cos (ϕ− 2ωgt) + cos (ϕ))

Î
2 cos

(
ωgt− 2π

3 − ϕ
)
+ V̂

2Vdc
Î
(
cos
(
ϕ− 2ωgt+

π
3

)
− cos (ϕ)

)
Î
2 cos

(
ωgt− 4π

3 − ϕ
)
+ V̂

2Vdc
Î
(
cos
(
ϕ− 2ωgt− π

3

)
− cos (ϕ)

)


.

(3.15b)
The result of the compensation is shown in Fig. 3.2. Compared to the energy
pulsation in Fig. 3.1 the energy pulsation ∆W = max (wnorm)−min (wnorm) is
reduced by 52.72%.

If the MMC operates in stationary mode, the designated currents yref can be set.
In addition, the energy pulsations with the frequency of the second harmonics
of the mains frequency can be compensated. The newly presented description of
the system is used to determine the corresponding setpoints easily and quickly.
The results are the arm currents from Eq. (3.13). The corresponding voltage
setpoints u can be calculated directly from Eq. (2.24c). Both, the determination
of the DC current and the derivation for compensation of the 2nd harmonic are
based on an ideal, lossless model.

These calculations are analogous for different MMC based topologies. The nec-
essary degrees of freedom in the circulating currents unfold themselves using
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3.1 Power Feed Forward Control

the presented formalism. A straightforward compensation is possible without
further investigation of dedicated topology related energy pulsation terms.

3.1.4 Disadvantages of the Analytical Compensation of
the 2nd Harmonic

In Sec. 3.1.3 the analytical compensation of the 2nd harmonic in the energy pul-
sation was shown. This method is based on the approaches presented in [23, 95].
These approaches, however, assume a lossless system. In addition, they neglect
all inductive voltage drops across the inductors Lx since vLx = d

dt ixLx. [E2] has
already shown that the analytically calculated compensation depends not only on
the inductors but also on the ratio of the DC and AC voltages. Furthermore, a
reduction of the energy pulsation is only achieved if the power factor of the AC
side is close to 1. In cases where the reactive power is increased, the compen-
sation can achieve the exact opposite and the energy pulsation increase as can
be seen later in Fig. 3.8. In this case this form of compensation must be omit-
ted. If the inductive voltage drops are taken into account, the assumptions from
Eq. (3.7c) are not valid. The inductances cannot be neglected and a closed so-
lution of the currents for compensation cannot be given anymore. The simplest
case is to determine the currents by the idealized system. However, the actual
energy trajectories differ. Ohmic losses are still neglected.

Figure 3.3 (a) shows the energy trajectories considering the voltage drops across
the inductors without compensation of the 2nd harmonic. Compensation after
Eq. (3.15b) still results in a reduction of the total energy pulsation as can be seen
in Fig. 3.3 (b). In contrast to Fig. 3.2, the reduction in a systemwith the properties
from Table 3.1 is actually only 33.65% compared to theoretical 52.72%without
consideration of the inductive voltage drops. There is a correlation between the
size of the inductors and the degree of compensation effectively achievable. In
addition, weighting the currents for compensation with a factor kkomp ∈ (0; 1]
can also have a positive effect on the energy deviation as already shown in [E2].
There are limits to the purely analytical calculation for compensation of the 2nd
harmonic in the energy pulsation. At worst, the currents calculated according to
Eq. (3.15b) can lead to an increase of the energy pulsation as also shown in [E2].
This break even point has to be calculated for each MMC setup and cannot be
given in a general manner. However, since the calculation of the compensation
currents is simple using the modelling in Chapter 2, this method can even be
implemented in real time. Therefore, complex lookup tables are not necessary.
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(a) without compensation
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(b) with compensation

Figure 3.3: Normalized energy pulsation with consideration of inductive voltage drops.
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3.1.5 Parameter Optimization to Reduce the Energy
Pulsation

As discussed in Sec. 3.1.4, neglecting the inductive voltage drops in the system
can lead to an unwanted increase of the energy pulsation. An extension of the
approach is to compensate according to Eq. (3.9) not only the 2nd harmonic but
to determine the coefficients of the first n terms which contribute to a reduction
of the energy pulsation. Already in [26] the compensation up to the 4th harmonic
was determined while neglecting the inductive voltage drops. With the help of
the calculation of the higher harmonics, the energy pulsation can be reduced also
under consideration of the inductive voltage drops.

While Secs. 3.1.2 and 3.1.3 aimed to calculate the DC current and compensation
currents analytically to eliminate the 2nd harmonic, the parameter optimization
targets the reduction of the energy pulsation directly. Without neglecting losses
and inductive voltage drops, it is possible to reduce the energy pulsation over
the entire operation range. However, a closed analytical solution is impossible.
Therefore a numerical approach shall be considered. In order to determine the
coefficients for reduction, a cost function is required. Normally, any arm energy
of the converter pulsates around a constant mean value. With a symmetric built
MMC all mean values are set to the same constant W̄ . Then, a minimizing of
the energy pulsation is equal to minimizing the amplitude around the point of
operation. This results in the optimization function

J =
∥∥x7−12(t)− W̄16

∥∥
L∞([0,Tg])

(3.16a)

= max
t∈[0,Tg]

∥∥x7−12(t)− W̄16
∥∥
∞ . (3.16b)

A satisfactory result is achieved when calculating the coefficients for the first 6
harmonics. For the currents in the transformed system, the following applies

x̃f =

 c10∑6
i=2 a2i cos (i · ωgt) +

∑6
i=2 b2i sin (i · ωgt)∑6

i=2 a3i cos (i · ωgt) +
∑6

i=2 b3i sin (i · ωgt)

 (3.16c)
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After inserting the currents from Eq. (3.16c) into Eq. (2.27c), the optimization
problem reads as follows

minimize J (3.16d)
subject to c10, a2i, a3i, b2i, b3i; k = 2, . . . ,6, (3.16e)

and 06 =

∫ Tg

0

ẋ7−12(t)dt, (3.16f)

and
∫ Tg

0

x7−12dt = W̄Tg 16. (3.16g)

The zero sequence voltage is not included ũf = 0.

To perform the optimization efficiently, the Optimization Toolbox of the Math-
Works’ MATLAB is used. With the particle swarm optimization (PSO) algo-
rithm [99] the best results in this case are achieved.
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Figure 3.4: Normalized energy pulsations with PSO optimized coefficients for the circu-
lating currents at ϕ = 0◦.

The particle swarm optimization (PSO) algorithm optimizes the coefficients
from Eq. (3.16c) with respect to the minimum energy pulsation. Random initial
conditions are chosen for this purpose. However, for the sake of comparabil-
ity and reproducibility, this is omitted here and the default settings of Matlab
are used. Slightly better results may be achieved with random selection for
other points of operation. This must be examined separately for each imple-
mentation. With the system properties from Table 3.1, the coefficients aik and
bik; i ∈ (2,3), k ∈ (2,..,6) as well as c10 can be determined.

The coefficients have to be redetermined for all phase angles. This can be
prepared offline by means of the entire operating range and stored in lookup
tables.

The energy trajectories are shown in Fig. 3.4. Compared to the course with-
out compensation but considering the inductive voltage drops (Fig. 3.3 (a)), the
energy pulsation can be reduced by 43.37%. In contrast to the analytical calcu-
lation for compensating the 2nd harmonic (Fig. 3.3 (b)) a reduction by 14.64%
is still possible in this operating point. A prerequisite for this procedure is that
the converter is able to set currents with a frequency corresponding to 6 times
the AC frequency.
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3.1.6 Function Optimization

In contrast to the parameter optimization from Sec. 3.1.5, in this section an op-
timal periodic function rather than an approximation shall be determined. For
function optimization, software packages exist that can directly process the equa-
tions of the state space representation of the system. The software package used
here is a Python implementation of CasADi [100]. It can be used to calculate
optimal solutions of differential equation systems. An advantage is that the equa-
tions from Eqs. (2.9a) to (2.9c) can be used directly. A core difficulty is the cost
function.

The cost functional Eq. (3.16b) cannot be applied, since it es not continuously
differentiable. However, the L∞-norm can be approximated by an L2p−norm
i.e.

∥∥x7−12(t)− 16 wW̄0

∥∥
L∞([0,Tg])

≈
∥∥x7−12(t)− 16 W̄

∥∥
L2p([0,Tg])

, for suf-
ficiently large p. Instead of the norm, the power of the norm is optimized to
simplify the calculation. The minimizers remain the same. This results in the
differentiable cost functional

J̃ =
∥∥x7−12(t)− W̄16

∥∥2p
L2p([0,Tg])

(3.17)

=

∫ Tg

0

12∑
k=7

(
xk(t)− W̄

)2p dt. (3.18)

A satisfactory reduction of the energy pulsation is obtained for the choice p = 5.
The optimization aims at an optimal solution for x̃f(t). If p is increased further,
the computaion time exceeds a feasible limit.

The optimization problem is formulated as

minimize J̃ (3.19)

subject to ẋ7−12(t) = T>
(
C̃

+
ỹref(t) + C̃N x̃f(t)

)
� T>

(
B̃

+
(
C̃

+ ˙̃yref(t)− Ã C̃
+
ỹref(t)

−F̃ z(t)
)
+ B̃

+
(
C̃N

˙̃xf(t)− Ã C̃N x̃f(t)
))

, (3.20)

and x7−12(t) = x7−12(t+ Tg), (3.21)

and
∫ Tg

0

x7−12dt = W̄Tg16. (3.22)
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Applied Method The goal of function optimization is to calculate the voltage
signals needed to make the criterion optimal, i.e. minimal. For this purpose, the
system equations are first discretized. One grid period is divided intoN equidis-
tant time steps. For each time step, a decision variable for each arm voltage u1−6

is created which is assumed to be constant over a time step. This is permissible
due to the discrete nature of the system.

Boundary Conditions Another significant advantage of optimization with
CasADi is that boundary conditions can be defined and considered compara-
tively easy. The calculation in a Matlab environment produced no results, only
runtime errors in the program. The calculation of optimal voltages is done for
stationary operation. Therefore, all currents x1-6 as well as all energies x7-12 must
be periodic within a grid period. The boundary conditions for the states reads
as

x (0) = x (N) (3.23)

The output currents are defined by the output equation Eq. (2.9c).(
C x1−6

)
1,2 = yd1,2 (3.24)

Only two of the three currents are specified, since the sum of all currents must
be 0 via the condition Eq. (2.5). Compared to the methods already introduced,
the zero voltage V0 can be automatically taken into account for optimization. In
order to achieve comparability, however, it is set to 0 in this case. This results in
the further constraint

∑6
i=1 vi = 0

To obtain a plausible solution, maximum values for the arm currents are intro-
duced. As per Eqs. (3.12b) and (3.12c) the minimum RMS value of the arm
current is

Iarm,max =

(
1

2 + V̂
2Vdc

)
Î = 0.8125A (3.25)

According to Eq. (3.15b) the current with compensation of the second harmonic
is 1.1250A In order that compensation is possible at all, a maximum current
of 1.5A + ε is permitted. Where ε > 0 is a factor introduced for numerical
stability. For solutions close to the maximum current, a soft limit can be defined
by considering ε in the cost function, thus increasing the numerical stability. The
software was written in Python and can be found at [E1].
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Figure 3.5: Normalized energy pulsation in the ideal system, with optimized trajectories
of the circulating currents.

3.1.7 Results of the Function Optimization

The optimization of the circulating currents provides trajectories that will re-
duce the energy pulsation even further. In addition, the control variables u1−6

are calculated and can be set as a current feed forward to dynamically improve the
control of the system in Sec. 4.2. Figure 3.5 displays the energy trajectrories of
the arms under the influence of the calculated current trajectories. Here the zero
voltage is chosen to V0 = 0. Under these boundary conditions, the energy pul-
sation is reduced by 53.77% compared to operation without any compensation.
In comparison to the analytical calculation of current trajectories with compen-
sation of the 2nd harmonic, the energy pulsation is reduced by 30.32%. The
parameter optimization provides good results, but can be reduced by 18.36%
nevertheless.
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3.2 Comparison of the Arm Currents With
Different Compensation Methods

In order to be able to reduce the energy pulsation at all, however, additional
arm currents must be injected. These additional currents cause additional ohmic
losses. For each system and each operating point, it must be decided whether an
additional current can be impressed, regardless of the type of compensation. If
the energy pulsation is not reduced, the RMS values of arm currents according
to Sec. 3.1.1 are minimal. In that case, the circulating currents are set to xf,23 =
x̃3,4 = 0.

In contrast to the minimal RMS currents, the already known and new methods
for reducing the energy pulsation were presented. To analyse the additional cur-
rents, the arm currents are calculated according to Eq. (2.23d) and converted
into transformed quantities according to Eq. (2.13a). Physically x̃1 represents
the zero current between the neutral points of the system. x̃2 is the DC current ĩ2
of the system. x̃3,4 are the circulating currents ĩ3,4 which can be used to reduce
the energy pulsation. x̃5,6 are the corresponding AC currents ĩ5,6 to the grid.
Since the transformation with T corresponds to a power invariant transforma-
tion, the currents are scaled according to Eq. (2.11).
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(b) analytical calculation (Sec. 3.1.3)
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(c) parameter optimization (Sec. 3.1.5)
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Figure 3.6: Comparison of the current trajectories in transformed coordinates.

Figures 3.6 (a) to 3.6 (d) show the current trajectories in transformed coordinates
for all four presented compensation methods. The AC currents ĩ5,6 and the DC
current ĩ2 are the same in all cases. The zero sequence current ĩ1 is 0. Thus
the power exchange between the AC and DC side is the same in all cases. A
difference can be found in the current trajectories of the circulating currents ĩ3,4,
which have no influence on the power exchange due to the decoupling earlier.
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In Fig. 3.6 (a) the currents are set to zero, which corresponds after Sec. 3.1.1 with
the minimum RMS value of the arm currents. Figure 3.6 (b) shows the current
trajectory for the reduction of the energy pulsation using the analytical calcula-
tion according to Sec. 3.1.3. If further harmonics are used for compensation, the
current trajectories from Fig. 3.6 (c) are obtained with the newly presented pro-
cedure using the PSO algorithm. The deterministic optimal control inputs result
in the current trajectories from Fig. 3.6 (d). To finally evaluate the methods, the
RMS values of the resulting arm currents must be considered.

The RMS values are in initial estimation quadratically proportional to the addi-
tional ohmic losses. The frequency dependent losses of the additional currents
can be neglected in first approximation. In the analytical calculation the max-
imum frequency of the circulating currents is ωĩ,max = 2ωg. The calculation
provides the coefficients for sinusoidal currents up to the 6th harmonic ωĩ,max =
6ωg. The function optimization presented here uses N = 100 equidistant time
steps. Thus, the maximum frequency at a network frequency of fgrid = 50Hz
is limited to a theoretical maximum of fĩ,max = 2.5 kHz. However, the results
show significant frequency components only up to ωĩ,max ≈ 20ωg.

It was already shown in [23] that the switching frequency per cell is inversely
proportional to the number of cells. Due to the sorting algorithm of the cells per
arm, the number of switching events is distributed evenly across the cells’ semi-
conductors. Therefore the switching losses are in first approximation decoupled
from the current frequency. Thus it is assumed, that the conducting losses and
therefore the RMS value of the arm currents is one benchmark criterion of the
compensation methods.

The arm currents are calculated with Eq. (2.13a) and the RMS value is deter-
mined:

I =

√
ωg

2π

∫ 2π/ωg

0

T> ĩdt (3.26)
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Figure 3.7: Comparison of the trajectories of the arm currents

Figures 3.7 (a) to 3.7 (d) show the trajectories of the arm currents resulting from
the different feedforward methods. Figure 3.7 (a) thereby shows the arm currents
without additional compensation of the energy pulsation and thus the minimum
possible arm current according to Eqs. (3.12b) and (3.12c).
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Table 3.2: Comparison of the different compensation methods depending on RMS arm
current and energy deviation reduction at ϕ = 0◦

method RMS-arm current increase reduction
RMS energy pulsation

no compensation 0.4723A 0% 0%(Sec. 3.1.1)
2nd harmonic

0.5220A 6.03% 33.65%analytically
(Sec. 3.1.3)

parameter up to
0.5026A 6.35% 43.37%6th harmonic

(Sec. 3.1.5)
function

0.5043A 9.52% 53.77%optimization
(Sec. 3.1.6)

Table 3.2 is an overview that compares the reduction of the energy pulsation with
the additional current. In contrast to the state of the art (analytical compensation
of 2nd harmonics), significantly better degrees of reduction with up to 50% can
be achieved with the help of parameter compensation and function optimization.
On the other hand, there are up to 10% additional currents required for this.
When designing a system, it must be examined for each operating point which
type of compensation is permissible. The chosenmethodmust be sensible within
the scope of the load and cannot be answered in a generalized way. This work
provides an overview of the possibilities to enable a quick and easy design of
a system. Since the costs of a MMC are mainly determined by semiconductor
costs and capacitor costs, these methods can already be taken into account in the
initial design and contribute to the reduction of system costs.
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3.3 Reduction of the Energy Pulsation at
Different Operating Points
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Figure 3.8: Comparison of the maximum energy pulsation of the different compensation
methods over the entire phase angle ϕ of the AC side. The values are normal-
ized to the maximum amplitude, without compensation at ϕ = 0°

The magnitude of the energy pulsation is strongly dependent on the power fac-
tor of the AC side. For a phase angle ϕ 6= 0, the energy pulsation becomes
larger for increasing ϕ until it reaches its maximum at ϕ = π

2 . For the cur-
rent trajectories of the analytical compensation, the phase angle is directly taken
into account, as shown in Eq. (3.15a). The current trajectories of function and
function optimization can be calculated separately for each operating point. In
order to cover a continuous range of the phase angle ϕ in a later realization,
interpolation is performed between the equidistant supporting points. The oper-
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ation from Table 3.1 without additional reduction of the energy pulsation for a
phase angle 0 ≤ ϕ < 2π serves as reference. The maximum arm current is set to
iarm,max = 1.5A. Figure 3.8 shows the comparison of the different compensation
methods over the phase angle ϕ of the AC side. The energy pulsation without
compensation at ϕ = 0 is used as baseline. All types of compensation allow a
reduction of the energy pulsation. However, the energy pulsation increases sig-
nificantly with an increasing proportion of reactive power transfered to the AC
side. If the current trajectories of the circulating currents are now analytically
determined and impressed according to Eq. (3.15a), the energy pulsation is even
increased. This behavior is highly dependent on the system parameters and in
particular on the inductors. The values from Table 3.1 are chosen in such a way
that the effect of the increase of the energy pulsation is made particularly obvi-
ous. Already in [E2] further correlations between analytical compensation and
energy pulsation were given. In contrast, the parameter optimized calculation of
the current trajectories provides a reduction of the energy pulsation at every op-
erating point of the system. The results are already very good, but can be further
improved by function optimization. The function optimization, presented here,
is the most effective method to reduce the energy pulsation in the entire work-
ing range of the system. As a trade-off, the additional current must be injected.
This analysis must be carried out separately for each system. Using this thesis
provides a fast method to set up the model equations and calculate the effects of
each method.

Consideration of the Zero Sequence Voltage

In Sec. 3.1.2 was assumed, that the zero sequence voltage is chosen to 0V. Since
the function optimization gives the best results regarding the energy pulsation,
the zero sequence voltage is additionally used for reduction using this method.
When used on the grid, the zero sequence voltage cannot be chosen arbitrarily
in all cases. A separate consideration must be made for each application. The
function optimization is repeated under inclusion of the zero sequence voltage.
For a phase angle of ϕ = 0 the energies and currents are shown in Figs. 3.9 (a)
and 3.9 (c). The circulating currents ĩ3 and ĩ4 as well as the zero voltage ṽ0 are
set in such a way that the optimal energy profile is shown in Fig. 3.9 (c).

Compared to the function optimization without using the zero sequence voltage,
the energy pulsation can be significantly reduced again in the entire range of
the phase angle. Figure 3.9 (d) shows the comparison with the two methods.
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The maximum energy pulsation using function optimization without any zero
sequence voltage from Fig. 3.8 is further improved by optimizing this voltage as
well. The figure shows the maximum occurring energy pulsation normalized to
the pulsation without any compensation as shown in Fig. 3.8.

Depending on the intended use of the system and restrictions on the use of zero
voltage with regard to connection standards and insulation coordination, it must
be weighed up against the use of zero voltage for energy swing reduction. In
this case, the zero sequence voltage could not be used for overmodulation to the
mains. In addition, Sec. 4.1.1 describes how the zero-sequence voltage can be
used to balance the energies within the MMC. This option is not available when
using the zero voltage for reduction of energy pulsation, since the required bal-
ancing power cannot be set independently at all times. Again this work presents
an easy to use method to examine all possible modes of operation and the direct
influence on the hardware.

In conclusion, the state of the art analytical consideration to compensate for the
second harmonic for certain operating points, result in a reduction of the energy
pulsation. However, by neglecting the inductive voltage drops in this method, it
can lead to an unintentional increase in the energy pulsation. A current trajec-
tory calculated offline for the circulating currents, on the other hand, can lead to
a reduction at all operating points. The two new methods using parameter and
function optimization based on the new type of modeling from Chapter 2 lead
to significantly better results. The calculations provide the optimal current tra-
jectories and the required setpoints for the adjustable voltage sources. By using
the zero sequence voltage, the energy pulsations can be reduced even further in
parameter and function approaches. If the model parameters are exactly known
and no disturbances due to measurement noise or quantization occur, these meth-
ods are sufficient to be able to perform an MMC at any operating point. With
Eq. (2.26) the control variables u1−6 can be calculated directly from the current
trajectories and disturbance variables. However, small model errors immediately
lead to deviations in current and energy trajectories, so that energy and current
controllers necessarily have to be designed and implemented for the realization.
This will be described further in the following sections.
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Figure 3.9: Influence of the zero sequence voltage ṽ0 on the maximum energy deviation
and arm currents for function optimization.
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Table 3.3: Technical specifications of an exemplary HVDC converter

Parameter Value

Converter
PMMC,N 1000MW

Vdc 700 kV
Vac 400 kV

Ncell per arm 250
Larm 90mH
Lac 120mH

Cell
half bridge semiconductors FZ1200R45HL3 [D5]

Ccell 5mF
VC,mean 3 kV
VC,max 3.75 kV
Irms,max 1 kA
fsw,mean 150Hz

Module
VCES 4.5 kV
ICDC 1.2 kA
ICRM 2.4 kA

3.4 Exemplary Calculations for an HVDC
Converter

The preceding analyses were performed with normalized quantities according to
Table 3.1. To conclude, the fundamental findings of this chapter are applied to
a sample configuration of an HVDC converter. The focus is on the reduction of
the energy pulsation and the resulting increase of the arm current. Table 3.3 lists
the parameter for an reasonable HVDC converter setup.

First, the system equations are calculated and parameterized according to Chap-
ter 2. Secondly, the function optimization is performed according to Sec. 3.1.6.
The cost function contains the energy pulsations. Using the parameters given
in Table 3.3 the energies are recalculated into capacitor voltages. The result are
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current and voltage trajectories for quasi-stationary operation at cos (ϕ) = 1.
Using a PLECS model provided by the manufacturer [D5], the semiconductor
losses are calculated. Figures 3.10 (a) and 3.10 (b) show the voltage ripples of
the converter in stationary operation. Using the new introduced function opti-
mization, the voltage ripple can be reduced by approximately 30%. The cell
voltage ripple is reduced from 360V down to 255V. Besides the absolute re-
duction of the voltage ripple, the minimum voltage value increases. This also
enlarges the safety margin towards the safe operating area of the converter since
half bridges are assumed. Allowing a voltage ripple that is equivalent to the
operation without additional circulating currents, the cell capacitance could be
reduced by the same amount of approximately 30% down to 3.5mF. Moreover,
the total stored energy in the system can be reduced.

The compensation using analytical compensation yields comparable results for
this point of operation. However, with reference to Fig. 3.8, this is only valid
around a narrow range with cos (ϕ) ≈ 1. The compensation becomes signifi-
cantly worse than function optimization with decreasing power factors as already
shown. For ϕ = π

3 , the analytical approach reduces the pulsation by about
15%. The function optimization still reduces the ripple down by approximately
26%.

The arm currents of the HVDC application are shown in Figs. 3.10 (c)
and 3.10 (d). The RMS value of the arm current increases due to the additional
internal currents by about 5% from 750A to 790A. A simulation using the
calculated current and voltage trajectories show, that the semiconductor losses
increase by about 9.8% caused by increased arm currents and additional switch-
ing.

Overall, the calculations verify the results of Chapter 3. In addition to the state
of the art approach of compensating the second harmonic, the function optimiza-
tion approach allows a reduction of the voltage ripple over the entire operating
range.
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Figure 3.10: Comparison of voltage ripples and arm currents in an HVDC system using
function optimization
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3.5 Conclusion of this Chapter

In this chapter, a new feed forward control scheme of the MMC was derived
and simulated on the basis of the system description in Chapter 2. The analysis
provides degrees of freedom which can be used to reduce the energy pulsation
over the entire operating range of the converter. The corresponding circulating
currents can be calculated in advance.

The introduced formalism to describe MMC based topologies is well suited to
calculate known approaches to reduction of energy pulsation like the analytical
compensation of the second harmonic. Moreover, parameter optimization can be
easily performed to reduce the energy pulsation over the entire operating range
even under consideration of losses.

Additionally, a function optimization is introduced to determine the optimal cur-
rent trajectories that result with the theoretical minimum of the energy pulsation
for a given system. It was shown, that this approach is superior to the state of
the art methods under all operation conditions. This even includes the pulsation
during a grid fault which will be validated in Chapter 6. The zero sequence volt-
age can be included easily by adapting the optimization problem. The reduced
energy pulsation can already be considered during the design of an MMC sys-
tem reducing the need for installed capacitance. A calculation for an exemplary
HVDC setup has proven the advantages of the function optimization over state
of the art methods.

As shown, a reduction of the energy pulsation in an MMC based system comes
always at the costs of increased arm currents. Regarding the future of energy
generation and the increasing importance of power electronics, the efficiency
of systems in use is becoming more and more important. With the function
optimization shown, it is not only possible to reduce the required capacitance for
MMC systems. The calculation allows the semiconductor losses to be included
in the optimization as well. For this purpose, the cost function would only have
to be extended by the semiconductor losses. Depending on the application, a
cost-optimal design of the system can be achieved.
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Chapter 4

Energy and Current
Feedback Control of the
MMC

In Chapter 3, optimal terms for current feed forward control were derived. These
trajectories allow a stable operation of the system. Furthermore, the degrees
of freedom in the current can be used to reduce the energy pulsations. Under
ideal conditions, no further manipulation of the control variables is necessary.
However, model errors, parameter deviations, approximations, quantization and
measurement noise in the real system require a superimposed, feedback control
structure to compensate for these inaccuracies.

To enable a stationary operation, the arm energies x7−12 must remain within de-
fined limits. For the arm currents x1−6 setpoint trajectories are calculated which
also have to be adjusted. The presented modelling allows an easy identification
of the balancing power terms. There is no need for further investigation of those
terms as in [23, 27]. The relations are inherently calculated. This applies to all
MMC based topologies.
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Figure 4.1: Overall control scheme of the MMC system

As a control approach, a cascaded scheme is built up, which can reduce the en-
ergy pulsation, adjust the average energy values and current trajectories. By
modelling and decoupling through the transformation rule, it is possible to ad-
just the AC side independently of other control tasks. In order to be able to react
as dynamically as possible to grid faults, the AC side is implemented using a
model-predictive approach with high-frequency voltage feed forward. Due to
the state space modelling, the design is straightforward.

Figure 4.1 shows an overview of the control of the MMC system. The following
sections describe the depicted scheme in detail. The cascaded structure is based
on the design of [23, 27, 30, 43]. However, the grid currents are examined sep-
arately in order to be able to inject accurate currents with the MMC even in the
event of a grid fault. By decoupling the structure, the design and layout of the
entire control system can be carried out in the transformed coordinates.

Particular attention is paid to AC side control, since the grid connected MMC is
in the focus of this thesis. The AC side can be controlled independently of the
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energy control. In addition, the AC voltage can be fed forward and the AC cur-
rents can therefore be adjusted highly dynamically. Amodel-predictive approach
is chosen and verified on a real-time capable laboratory converter system for a
high performance AC current control. In [78] the MPC for high power convert-
ers and industrial drives is derived and designed. Here, the MMC is treated as a
representative of the modular converters. The grid control can be implemented
independent of the actual topology.

In literature some further approaches to the MPC of the MMC have already been
presented. However, those MPC of the overall system with hard and soft limi-
tations of the state variables, control variables and setpoint variables requires a
large computational effort with increasing number of cells. With the MPC ap-
proaches, all control and optimization goals of the system are often offset against
each other in a cost function [101–104]. The optimal switching states of the in-
dividual semiconductors of the system are determined as output variables. The
complexity of the optimization tasks can be further reduced [105], but the real-
time calculation is still difficult. Optimization based on the mean value model
using an underlying sorting algorithm for the capacitor voltages within an arm is
more suitable for a real-time implementation [79, 106–108].

The control approach and implementation presented in [E3] and in this thesis
focuses on the AC side current control in real time. According to the complex-
ity of online optimization, the overall control structure is sufficient for a highly
performant operation of the MMC even under faulty grid conditions.

First, the arm energy control is derived. The focus is on the decoupled control
of each arm. The second part deals with the current control of the DC side and
the internal currents. In addition, the AC side MPC based control approach is
presented. Finally, the feedback control algorithms are simulated and the results
are presented.

4.1 Energy control

In Chapter 3 and Sec. 3.1, optimal current trajectories were calculated with the
modelling from Chapter 2 in order to keep the arm energies during steady state
operation within the tolerance band. To be able to set the energies to their desired
values, correlations must be found starting from the model with which all six
energies can be set as independently of each other as possible.
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Table 4.1: transformed quantities and their physical meaning

voltages currents

ũ1 = ũf zero sequence voltage x̃1 = 0 zero sequence current
ũ2 DC voltage x̃2 = x̃f,1 DC current
ũ3,4 voltages across L̃ x̃3,4 = x̃f,2,3 internal currents
ũ5,6 AC voltages x̃5,6 AC currents

Analogous to the decoupling of the currents of the MMC, a decoupling of the
energies is aimed at. If all model parameters are exactly known and no disturbing
effects such as measurement noise occur, no feedback is necessary and the MMC
can be operated directly controlled. In addition, all ohmic losses in the system
have so far been neglected. To counteract these inaccuracies, a control of the
energies and currents is mandatory.

4.1.1 Analysis of the Occurring Arm Powers

In Eq. (2.27c) the energies, respectively their derivatives are calculated as state
variables ẋ7−12 = u � x1−6 and their nonlinear relation is expressed. The
control variable u are expressed in Eq. (2.26) as a function of the setpoints yref,
the degrees of freedom xf and uf. With this approach, the degrees of freedom
for adjusting the energies x7−12 can be identified.

With respect to the power feed forward from Sec. 3.1, the degrees of freedom
xf are expressed in transformed coordinates. Equation (2.27b) gives the arm
powers in transformed currents and voltages. If this equation is multiplied out,
all combinations ũi · x̃j, (i,j ∈ 1,...,6) occur.

In principle, any current and voltage can be freely adjusted due to the decoupling.
In the following, the power terms which must be set for stationary operation are
identified. As a result, power terms remain which can be freely set and thus, in
principle, balance the energy within the converter. These terms are examined to
see whether they can influence the arm energies appropriately.

In Figs. 2.3 (a) to 2.3 (d) the physical relationship of the decoupled, transformed
system to theMMCwas already shown. Table 4.1 again shows these connections
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in tabular form. The zero sequence current x̃1 is always 0A, because the neutral
points are not connected to each other. The voltages ũ3,4 describe the voltage
drops across the arm inductors and parasitic resistances in the system.

Compared to the DC voltage and AC voltages that occur, the voltage drops across
the arm inductors are small and can be neglected. For this reason, ũ3,4 ≈ 0V is
assumed in the subsequent considerations.

Starting from a stationary operating point, the DC voltage, AC voltages, DC cur-
rent and AC currents are defined to keep the average of the arm energies constant,
as described in Sec. 3.1. It directly follows that further arm powers can only be
freely set if the product is formed with uf or xf2,3. From Sec. 3.1, the AC side
and DC side power must be equal to maintain steady state operation. However,
since all losses have been neglected in feed forward control, the DC power ũ2 · x̃2
must also be taken into account.

With Eqs. (2.27c), (2.28), (4.3e) and (4.4) the trajectories of arm powers and
arm energies can be determined directly. To be able to influence these energies,
power terms p̃s are required, which are freely adjustable.

p̃s =



p̃s1
p̃s2
p̃s3
p̃s4
p̃s5
p̃s6
p̃s7
p̃s8
p̃s9


=



ũ2 · x̃2

ũ1 · x̃3

ũ1 · x̃4

ũ2 · x̃3

ũ2 · x̃4

ũ5 · x̃3

ũ5 · x̃4

ũ6 · x̃3

ũ6 · x̃4


(4.1)

To determine the influence of the individual terms from Eq. (4.1) on the arm
energies, Eq. (2.27b) ẋ7−12 = T> ũ�T> x̃1−6 is calculated and all other power
terms are set to 0.

ẋ7−12 =u � x1−6 (4.2a)

=T> ũ � T> x̃1−6 (4.2b)
inserting the boundary conditions and Eq. (4.1) yields

=T pn
+ p̃s (4.2c)
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Equation (4.2c) enables the arm energies x7−12 to be influenced by means of the
power terms ps. Since for the energy control the freely adjustable power terms
p̃s are required, the resulting matrix is defined as a pseudoinverse of the power
transformation matrix. Equation Eq. (4.2c) can then be solved for p̃s.

p̃s = T pn ẋ7−12 (4.2d)

The matrices T pn and T pn
+ are given in Sec. A.6 in Eqs. (A.13a) and (A.13b).

Equation (4.2d) is the basis for the MMC energy control. An energy controller
can be used to determine the power ẋ7−12 needed to keep the energies x7−12

within their tolerance band. The transformation matrix T pn delivers the relation
to the freely adjustable power terms p̃s. Thus, an energy control can be imple-
mented, which is only realized by the previously determined degrees of freedom
x̃f and ũf. The AC-side control is therefore decoupled from the energy control
and the system can be operated stable and safe.

Example for Balancing Power Calculation

For stationary operation, the AC quantities are assumed to be a generic, symmet-
rical, sinusoidal system. The DC value is ideally smooth, with the DC current
being selected to match the AC power. The circulating currents and the zero se-
quence voltage are freely adjustable. Assuming a constant DC voltage as well as
a symmetrical, sinusoidal AC system, the approach for the voltages ũ is denoted
as

ũ1 = uff = ˆ̃v0 sin (γ̃n) (4.3a)

ũ2 = Ṽdc (4.3b)
ũ3 = ũ4 = 0 (4.3c)

ũ5 = ˜̂vac cos (γ̃d) (4.3d)

ũ6 = ˜̂vac sin (γ̃d) (4.3e)
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With respect to Eq. (2.21c) the DC voltage and AC voltages can be expressed in
measured values as Ṽdc

˜̂vac cos (γ̃d)
˜̂vac sin (γ̃d)

 =


√
6
2 Vdc

−vs1 + vs2
− 1√

3
vs1 − 1√

3
vs2 +

2√
3
vs3

 (4.3f)

The currents x̃1−6 result in

x̃1 = 0 (4.4a)

x̃2 = Ĩdc = x̃f3 =

√
6

2

V̂

Vdc
Î cos (ϕ) (4.4b)

x̃3 = x̃f2 = ˜̂ı34 cos (γ̃34) (4.4c)

x̃4 = x̃f3 = ˜̂ı34 sin (γ̃34) (4.4d)

x̃5 = ˜̂ıac cos (γ̃d − ϕ̃) (4.4e)

x̃6 = ˜̂ıac sin (γ̃d − ϕ̃) (4.4f)

where ṽ0 and Ṽdc are the transformed zero sequence voltage and DC voltage,
respectively. The zero sequence voltage has a frequency ωn with γ̃n = ωn t.
˜̂vac is the amplitude of the transformed AC voltages. Ĩdc is the DC current in
transformed coordinates. ˜̂ıac is the amplitude of the transformed AC currents. γ̃d
is the instantaneous value of the angle of the AC voltage system. For a sinusoidal
movement of the voltage with the frequency ωd, γ̃d = ωd t+ ϕ̃0 applies with an
offset angle ϕ̃0 in the transformed system. The angle ϕ̃ is the phase angle of the
currents in the transformed system. The degrees of freedom x̃3 and x̃4 are set as
generic, sinusoidal, independent functions of amplitude ˜̂ı34 and the phase angle
γ̃34.

The setpoints of the DC current x̃2 and the internal currents x̃3 and x̃4 are then
composed of the superposition of all the partial terms from the energy control
with respect to Eq. (4.2c). In addition, the AC power is fed forward analogous to
Sec. 3.1.

In order to generate the required active power to balance the energies, the re-
sulting power terms are divided and applied according to the absolute value and
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phase of the currents and voltages. With DC quantities, there is no need to con-
sider the phase, since only active power can be generated.

To be able to generate an averaged power, all sinusoidal terms fromEq. (4.1)must
be examined. To ensure that the zero sequence voltage in combination with the
AC currents does not produce unwanted active power, the zero sequence voltage
and the AC side must have different frequencies, i.e. ωd 6= ωn.

Using the example of the balancing power p̃s6 the conditions of the frequencies
are derived so that the energy can be influenced on average. The AC voltage ũ5 is
considered as given. The internal current x̃3 can therefore be adjusted as required
to balance the energies. For this part of the internal current γ̃34 = ω34,6t+ ϕ̃34,6

is applicable. For w̃s6 holds

ws6 =

∫ t

0

p̃s6dt =
∫ t

0

ũ5x̃3dt (4.5a)

=

∫ t

0

˜̂vac˜̂ı34,6 cos (ωdt) cos (ω34,6t+ ϕ̃34,6) dt (4.5b)

=


˜̂ı34,6 ˜̂vac

(
sin(2ω34,6t+ϕ̃34,6)

4ω34
+

t cos(ϕ̃34,6)
2

)
+ W̃0 ω34,6 = ∓ωd

˜̂ı34,2 ˜̂vac
2(ωd+ω34,1)

sin (ϕ̃34,6 + (ωd + ω34,6) t)

− ˜̂ı34,6 ˜̂vac
2(ωd−ω34,6)

sin (ϕ̃34,6 − (ωd − ω34,6) t) + W̃0 ω34,6 6= ∓ωd

(4.5c)

Equations (4.5a) to (4.5c) show the concrete approach which influence the bal-
ancing power p̃s6 has on the energies. By integrating the balancing power, the
frequencies are determined for which the mean value of the energy is manip-
ulated. From line 2 and 3 in Eq. (4.5c) it can be seen that for frequencies
ω34,6 6= ±ωn exclusively periodic energy terms are formed. Thus, all power
terms, which do not satisfy the requirement ω34,2 = ±ωn, are unsuitable and
will not be considered anymore. For frequencies, which satisfy this equation
(line 1 in Eq. (4.5c)), two terms are decisive.

The first term is periodic with the double frequency of ω34,1 and thus does not
contribute to the mean value of the energy. The second term can be unequal
to 0 and thus changes the mean value of the energy over time. In order to ob-
tain the maximum influence, ϕ̃34,6 is set to ϕ̃34,6 = 0 without restriction of the
generality.
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4.1 Energy control

Therefore, in order to be able to influence the mean value of the energy with the
balancing power p̃s6, a summand of the internal current x̃3 must be added:

x̃3,6 =
p̃s6
˜̂vac

cos (ωd) (4.6)

The analysis of all further occurring symmetries from p̃s is done in the same
manner.

By selecting the orthogonal trigonometric functions and frequencies from
Eqs. (4.1), (4.3e), (4.4) and (4.5) the total setpoint can be calculated from super-
position of all individual setpoints. This leads to the following for the setpoints
of the currents

ĩ2 = x̃2 =
1

ũ2

p̃s1 − ũ5x̃5 + ũ6x̃6︸ ︷︷ ︸
PAC

 =
1

Ṽdc

(
p̃s1 − ˜̂vac˜̂ıac cos (ϕ̃)

)
(4.7a)

ĩ3 = x̃3 =
p̃s2
ũ1

+
p̃s4
ũ2

+
p̃s6
ũ5

+
p̃s8
ũ6

(4.7b)

= − p̃s2
ˆ̃v0

sin (ωn t) +
p̃s4

Ṽdc
+

p̃s6
˜̂vac

cos (ωd t) +
p̃s8
˜̂vac

sin (ωd t) (4.7c)

ĩ4 = x̃4 =
p̃s3
ũ1

+
p̃s5
ũ2

+
p̃s7
ũ5

+
p̃s9
ũ6

(4.7d)

= − p̃s3
ˆ̃v0

sin (ωn t) +
p̃s5

Ṽdc
+

p̃s7
˜̂vac

cos (ωd t) +
p̃s9
˜̂vac

sin (ωd t) (4.7e)

The balancing powers p̃s1-9 can be calculated by the superimposed energy con-
trollers, for example. In this way, it is possible to keep the arm energies on
average at their setpoint value.

Balancing Without a Zero Sequence Voltage

Until now the balancing was shown using a zero sequence voltage. Using the
MMC at low output frequencies, might make the usage of the zero sequence
voltage necessary [23]. Depending on the operating point, however, this degree
of freedom can be restricted or completely omitted. The power transformation
matrix can be set up easily using the modelling approach by assuming ũ1 =
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with ũ1 (T p) resp.
without ũ1 (T pn)

x7−12

Tω,c

-

w∗

kp,w,ki,w
p∗

p∗

T p

T pn Equation (4.7)

PAC

p̃∗s ĩ
∗
2−4

Figure 4.2: Control engineering schematic of the energy controllers

0. Thus, the balancing powers p̃s2 and p̃s3 in in Eq. (4.1) are 0. The resulting
power transformation matrix T p is specified in Chapter A in Eq. (A.13c). The
setpoints of the balancing currents are calculated similar to Eqs. (4.2d) and (4.7).
Depending on the operating point, it is possible to switch between T p and T pn to
operate the converter safely.

4.1.2 Energy Controller

In Sec. 4.1.1 the correlation between the arm energies and balancing powers was
shown. To determine the correct amount of balancing power, energy controllers
are established. Each arm is adjusted by one controller. Since only the average
values are controllable, the measured values are filtered in advance.

The calculated balancing powers are subsequently mapped to the balancing pow-
ers ps with respect to Eq. (4.2d) in transformed coordinates. The setpoints of the
currents x̃ calculated with Eq. (4.7) are then controlled by subordinate current
controllers.
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controlled system

w∗

-

energy controller
p∗

Tσ,p
p

1/Carm

w

Tω,c

Figure 4.3: closed energy control loop

Figure 4.2 shows the control engineering equivalent diagram of the energy con-
trollers. Themeasured quantities x7−12 are each filtered with a 1st order low pass
filter with the cutoff frequency ωc. Since the implementation will later take place
on a time-discrete system of the sampling time TA, the controllers and filters are
directly designed in the time-discrete domain. The transfer function Gf (z) of
the filters are given by

Gf (z) =
1− e−TA ωc

z − e−TA ωc
(4.8)

The mean values of the arm energies are entered as constants for the target val-
ues w∗. The control deviations are fed to PI-controllers with the proportional
amplification kp,w and the integral amplification ki,w. The outputs of the con-
trollers are those powers, which are necessary for adjusting the arm energies.
The transfer function Gpi,w (z) of the PI-controllers are given by

Gpi,w (z) = kp,w + ki,w
z TA
z − 1

(4.9)

The required powers are then converted with T p or T pn to freely adjustable pow-
ers in transformed quantities. With the help of Eq. (4.7) the current setpoints are
determined. These current setpoints are fed to the subordinate current controller,
which determine the output variable for controlling the power.
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Chapter 4 Energy and Current Feedback Control of the MMC

Design of the Energy Controllers

Figure 4.3 shows the control engineering diagram of the closed energy control
loop of theMMC. Due to the decoupling of the system the original multiple input
multiple output (MIMO) problem is divided up into 6 single input single output
(SISO) problems. Thus, the controllers are simple one dimensional, that can be
designed fast and easily.

Besides the PI controllers with the gain factors kp,w and ki,w and the filters
with the cutoff frequency ωc in the feedback path from Sec. 4.1.2, the con-
trolled system of the energy controller is shown. It consists of an ideal dead
time representing the current control system and a following integrator for the
arm capacitors.

The target powers p∗ are considered ideally set by the subordinate current control
loop and the integrator after the dead timeTσp. The integrator with gain 1 follows
directly from Eq. (2.28). The smoothing time constant Tω,c of the filter is derived
from the inherent energy pulsations of the MMC.

To simplify the controller design, the underlying dead time Tσp is approximated
by a first-order delay element according to [109, p.22]. The necessary time
constant depends on the realization of the subordinated current controllers. Com-
pared to the filter time constant, however, it is small and is chosen for all energy
controllers as Tσp = 10TA. With regard to the measurement results presented in
Chapter 6, satisfactory results are achieved here. Depending on the application,
the time constant can be adjusted.

To design the filters, the inherent energy pulsations are considered. After Sec. 3.1
the frequencies of the second harmonics appear dominant in the pulsations.
These can be compensated and shifted to higher frequencies, but the filters are
designed for operation with lowest arm current RMS value. This means that
the filters have to damp these oscillation satisfactorily. A cutoff frequency of
ωc =

ωd
3 and thus a time constant Tω,c =

1
2π ωc

= 3
2π ωd

provides very good re-
sults [23]. The dynamic requirements of the energy control loop are significantly
determined by this time constant.
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4.2 Control of the DC Current and Internal Currents

Consequently, the controllers are designed as PI controllers according to the sym-
metric optimum with the damping factor aw [110, p.65]. The following applies

Tσ,w = Tσp + Tω,c (4.10a)

kp,w =
1

aw Tσ,w
(4.10b)

ki,w =
1

a3w T 2
σ,w

(4.10c)

Where Tσ,w is the sum of the non-compensable time constants. The damping
factor is chosen to aw = 2. The design is the same for all 6 arm energy con-
trollers. Thus, the closed control loops are stationary accurate and satisfy the
dynamic requirements to be able to control the mean value of the arm energies
to their setpoint value.

4.2 Control of the DC Current and Internal
Currents

In Secs. 3.1 and 4.1 optimal current trajectories and current setpoints for balanc-
ing were calculated using the new modelling approach from Chapter 2. These
currents are set with the control variables u. To overcome model errors and
to achieve steady-state accuracy, current controllers are implemented. By de-
coupling the system according to Chapter 2 it is possible to set the DC current
independently of the AC currents and independently of the internal currents. Fig-
ures 2.3 (a) to 2.3 (d) show the corresponding controlled systems and possibilities
of influence. For each controlled system, corresponding controllers are designed
and configured.

In order to investigate the potential of the MMC as a grid-side converter, the be-
havior towards the AC side is of special interest. The presented method for the
modelling of theMMCallows a systematic design of powerful control algorithms
to adjust the AC currents. Independent of this, the DC side and internal currents
for power exchange and energy balancing must be tuned as dynamically as pos-
sible. The decoupling allows a separate consideration of the control tasks and a
design of suitable controllers for these goals. It must also be possible to limit the
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controlled system

x̃∗
2

-
Gx̃2 (z)

current controller
ũ∗
2

Tσ,i
ṽs,DC

1
R̃2

L̃2

R̃2

x̃2

Figure 4.4: closed control loop of the DC current x̃2

manipulated variables in order to set a stable operating point. In addition, a new
approach for limitation of the output variables is described in Sec. 4.2.3.

By transformation and decoupling from Chapter 2, the control of all currents
x̃1−6 is performed in the transformed domain. Equation (2.13c) provides, how
the transformed setpoints ũ∗ can be converted to control variables u∗

u∗ = T> ũ∗ (4.11)

The regulation of the DC side and the internal currents has already been ex-
plained, discussed and verified in [23, 26, 30, 96]. Based on the modeling in
Chapter 2 these can be realized and designed in a simple way according to those
approaches. A new approach for a highly dynamic current control is considered
and presented separately in Sec. 4.3.

4.2.1 Control of the DC current x̃2

For the DC side, the transformed equivalent circuit diagram from Fig. 2.3 (b) is
determining. The circuit time constant τ0.2 results directly from Fig. 2.3 (b) and
can be calculated with Eqs. (2.21a) and (2.21b). Figure 4.4 shows the closed
current control loop of the DC side. The corresponding system equation is given
in line 2 Eq. (2.19d).

The system to be controlled is a first-order delay element with the gain kR =
1/R̃2 and the time constant τ0.2 = L̃2/R̃2. The limited output of the current con-
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x̃∗
2,k

mx̃2

x̃2,k

-
z−1

ki,x̃2

-

ṽs,DC

Limitation
ũ∗
2,k

-

1/mx̃2

kp,x̃2

z−1

kT,x̃2

Figure 4.5: Time discrete current state controller with consideration of a computation
dead time for x̃2

troller is ũ∗
2. The maximum control voltage amplitude is calculated in Sec. 4.2.3.

The DC voltage ṽs,DC appears as disturbance variable. The DC voltage is fed for-
ward in Fig. 4.5.The digital implementation and modulation by the converter are
modeled by a dead time Tσ,i = TA.

In order to be able to precisely control the DC current x̃2 dynamically and
steady-state, a time-discrete current state controller with consideration of one
computation dead time according to [111, 112] is established and designed.

Figure 4.5 shows the structure of the controller. It considers the digital imple-
mentation on the control system as well as the controlled system itself. With this
controller structure, both, reference variable behavior and disturbance variable
behavior can be configured separately by τd,2 and τi,2 respectively. The output
variables can be easily limited.
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For the calculation of the amplification factors the following applies

τd,2 = 10TA (4.12a)
τi,2 = 15TA (4.12b)

zd,2 = e
− TA

τd,2 (4.12c)

zi,2 = e
− TA

τi,2 (4.12d)

mx̃2 = (1− zd,2)
R̃2

1− e
− TA

τ0,2

(4.12e)

ki,x̃2
= (1− zi,2) mx̃2

(4.12f)

kT,x̃2
= 1− zd,2 − zi,2 + e

− TA
τ0,2 (4.12g)

kp,x̃2
=

(
(1− zd,2) (1− zi,2) + kT,x̃2

e
− TA

τ0,2

)
R̃2

1− e
− TA

τ0,2

(4.12h)

The input time constant τd,2 also takes into account the dynamics of the DC
source. The integration time constant τi,2 is chosen in order to ensure that model
errors and other disturbance variables can be corrected satisfactorily in a station-
ary, precise and dynamic manner.

4.2.2 Control of the Internal Currents x̃3 and x̃4

The setpoints of the internal currents x̃3-4 are basically composed of two com-
ponents. The first component are the setpoints, which are used to reduce the
energy pulsation according to Sec. 3.1. The second component are the currents,
which are determined by the superimposed energy controllers for balancing the
energies. Different frequency components and phase positions occur. Thus, a
control in a rotating reference system to ensure the stationary accuracy is not
appropriate. Further smoothing filters would have to be implemented and thus
dynamics would be sacrificed.

The dynamic requirements of the target values from the energy controllers are
low compared to the requirement to reduce the energy pulsation. In the case of
reduction by means of deterministic optimization, periodic current trajectories,
which are dependent on the angle of the AC voltage, provide the required power.
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This demands a highly dynamic, stationary precise adjustment of the internal
currents in order to achieve the maximum reduction of the energy pulsation.

Already in [23, 27] simple proportional controllers were proposed to control the
currents for balancing. The stationary deviations of the current control loops
were compensated by the stationarily accurate, superimposed energy controller.
However, this significantly reduces the effect of reducing the energy pulsations
using optimized current trajectories.

One possible solution is a model-predictive approach for adjusting the optimal
setpoint trajectories of the internal currents. This approach also requires a cor-
responding number of setpoints for prediction horizons N > 1. The reduction
of energy pulsations is based on periodic signals and can therefore be predicted
accordingly. For the setpoints of the energy symmetrization, however, a cou-
pling to the energy controllers would be necessary. In addition, the solution of a
multidimensional optimization problem with limited computing time in the mi-
crosecond range is not feasible. Since the focus is on the currents on the AC side,
a prediction horizon ofN = 1 is considered sufficient here. From this it follows
that a current state controller as it is used for x̃∗

2 in Sec. 4.2.1 is very well suited
to adjust the current trajectories with the required dynamics and steady-state ac-
curacy.

The system equations of the transformed internal system are given in lines 3
and 4 in Eq. (2.19d). The corresponding control systems for the design of the
controllers are directly derived from Fig. 2.3 (c). Neither the controllers nor the
controlled systems are coupled. The control structure in Fig. 4.6 is identical for
x̃3 and x̃4 and is therefore shown here only once. The notation 3,4 describes the
implementation for both components.

In contrast to the control circuit of the DC current, the disturbance for the internal
currents is 0, since the voltage drop across the parasitic resistance is assumed to
be negligible. The current controllers are designed and constructed analogous to
Fig. 4.5. However, the system parameters and controller parameters differ from
the design of the DC current controller. The system parameters R̃3, R̃4, L̃3 and
L̃4 follow from lines 3 and 4 of the system equations from Eq. (2.19d).

The lead time constant and integration time constant are chosen to

τd,3,4 = 1TA (4.13a)
τi,3,4 = 10TA (4.13b)
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controlled system

x̃∗
3,4

-
Gx̃3,4 (z)

current controller
ũ∗
3,4

Tσ,i
1

R̃3,4

L̃3,4

R̃3,4

x̃3,4

Figure 4.6: closed control loop of the internal currents x̃3 and x̃4

Thus, the internal currents are set within a sampling period TA if the system
parameters are known sufficiently accurate. Any current trajectories can be set
reliably, the arm energies can be balanced and the energy pulsations can be re-
duced optimally.

4.2.3 Limitation of the Output Variables

To be able to control the system currents, the arm voltages must be set to
Eq. (2.26). The maximum arm voltage is bound by the arm energies. In addition,
the current and energy controllers from Secs. 4.1.2, 4.2.1 and 4.2.2 work with
discrete integrators. To avoid a wind-up of the integrators when output variables
are limited, a cascaded limitation structure is chosen.

In [23, 27, 30] the output variables were limited in the transformed system. How-
ever, by superimposing different phase positions and frequencies, the limitation
in arm quantities presented here can have an advantage if the superposition of
the quantities provides a lower, effective output variable. The maximum con-
trol voltage is given by the minimum of the arm capacitor voltages vC in each
sampling step by

umax = min {vC,k} = min

{√
2xk+6

C

}
, k ∈ (1..6) (4.14)
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To enable the system to operate at all, the voltage on the DC side vs,DC must be
fed forward as shown in Fig. 4.4. Since limiting is done in arm quantities, the
corresponding setpoints are calculated. By using Eq. (2.21c) the feed forward
term u∗

2,ff can be calculated from the system measurements.

u∗
2,ff = T> [2, :] ṽs,DC (4.15a)

= T> [2, :]
(
T B+ F z

)
[2] (4.15b)

=



−Vdc
2

−Vdc
2

−Vdc
2

Vdc
2
Vdc
2
Vdc
2

 (4.15c)

Here T> [2, :] denotes the second column of the back transformation matrix T>.
The addition [2] in Eq. (4.15b) describes the second term of the resulting vector
analogously. The result u∗

2,ff describes the 6 output variables of the 6 arms in
order to be able to feed forward the DC voltage. This voltage is limited with
umax. If umax is smaller than any of the adjustable voltages of the feed forward
control, a reasonable operation is no longer possible. The control margin for the
DC current control is calculated with Eqs. (4.14) and (4.15) to

umax,x̃2
= umax −max

{∣∣u∗
2,ff,k
∣∣} , k ∈ (1..6) (4.16)

To avoid limiting each arm individually, the maximum of the absolute value of
the voltage to be set is always subtracted from the control margin. The control
voltage to be limited then results in

u∗
x̃2,unltd = u∗

2,ff + T> [2, :] ũ∗
2,unltd (4.17)

ũ∗
2,unltd is the unlimited output of the current controller for x̃2 The amplitude of

the voltage to be controlled is linearly limited to the maximum control margin
[113]. If the limit is exceeded, a limiting factor l = u∗

unltd
umax

is calculated. The factor
is needed to ensure that the integrators in the transformed reference system are
also limited to prevent a wind-up.
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α

β

umax,x̃3,4

ũ∗
x̃3,4,unltd

ũ∗
x̃3,4,ltd

Figure 4.7: linear limitation of the control output space vector

Since the transformation is a linear operation, l̃ = l applies to the limiting factors.
Thus, the control voltage for the current x̃2 can be limited directly.

ũ∗
2 = ũ∗

2,ltd = l̃2 ũ
∗
2,unltd (4.18)

In the sameway, the output signals of the internal balancing and reduction current
controllers are limited. According to the approach from Eqs. (4.3e) and (4.4) the
control voltages for the currents x̃3 and x̃4 form a voltage space vector whose
amplitude can be limited as well. The following applies to the amplitude to be
limited

u∗
x̃3,4,unltd = u∗

2,ff + u∗
2,ltd + T> [3 : 4, :]

[
ũ∗
3,unltd

ũ∗
4,unltd

]
(4.19)

The maximum amplitude is calculated as

umax,x̃3,4 = umax −max
{∣∣∣u∗

x̃3,4,unltd,k

∣∣∣} , k ∈ (1,..,6) (4.20)

With the resulting factor l̃3,4 the voltage space vector ũ∗
x̃3,4,unltd is limited.

Figure 4.7 illustrates the limitation of the output variable to the maximum value
using the factor l̃3,4. This allows the integrators of the current controllers for the
internal currents x̃3 and x̃4 to be bounded. The resulting output variables for the
DC feed forward control, the DC currents and the internal currents u∗

dc,int,ltd are
calculated as

u∗
dc,int,ltd = u∗

2,ff + u∗
2,ltd + u∗

3,4,ltd (4.21)
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and remaining control margin

umax,x̃5,6
= umax −max

{∣∣u∗
dc,int,ltd,k

∣∣} , k ∈ (1..6) (4.22)

can be provided for feed forward control of the AC side and for setting the AC cur-
rents. This limits all integrators of the current controls from Secs. 4.2.1 and 4.2.2
against overflow and the output variables u do not exceed the maximum possible
amplitude at any given time.

4.3 Control of the AC grid side

The presented control and balancing strategies from Secs. 3.1, 4.1 and 4.2 al-
ready allow a safe operation of the MMC. The AC side can be controlled or
regulated at will. In Chapter 2 a symmetrical, sinusoidal current setpoint system
was assumed. In principle, operation as motor converter [23] or emulation con-
verter [30] would also be possible here. If the MMC is used as a grid-side power
converter, the grid-side control in stationary operation and in case of a fault must
be considered in detail. An approach for a MPC of the AC side is proposed,
which in connection with the modeling also allows a safe operation in case of
grid failure. Due to the highly accurate feed forward control of the AC voltage,
the use of a PI current controller in rotating coordinates according to the state of
the art is conceivable. However, it is not possible to control constant power or
sinusoidal currents even in the event of a fault without considerable additional
effort.

PR controllers are an extension and work in the stationary reference system. The
controller is tuned to the mains frequency [68, 71]. However, [E4, E5] already
investigated the MMC for inverter-based island grids and concluded that a sim-
ple PR-control is not viable, because the frequency is not necessarily constant in
all operating points. Another good alternative, also in case of faults and asym-
metrical current loads, is the MPC. It allows a trajectory-based control of the AC
currents [78].

The MPC can be divided into two categories for power electronic systems. The
direct predictive control directly optimizes the switching times of the power
semiconductors under consideration of the boundary conditions [101–103]. It
has the disadvantage, that the complexity of the calculation increases with the
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number of switches or cells in the converter, since the switching times are cal-
culated directly. For the later implementation a control frequency of at least
f = 8 kHz is aimed at.

The indirect MPC optimizes the target voltage of the power unit and leaves
the control of the semiconductors to the subordinate modulator [78, 104]. To-
gether with the modeling from Chapter 2, which also assumed adjustable voltage
sources as the actuator for the modeling, the indirect MPC is very well suited for
controlling the AC currents in the MMC. The optimization associated with the
MPC must also be calculated in the available control time to satisfy the real-
time condition. Therefore, the MPC is used exclusively for the control of the AC
currents x̃5 and x̃6 in the transformed system.

The solving of a constrained optimization problem is not easily possible on the
used hardware in the given time. The approach presented here is based on the
mean value representation of the system and manages to solve the constrained
optimization in real time, taking into account the physical conditions of the sys-
tem. Thus, arbitrary current trajectories can be adjusted, which can also be set
correctly in the event of a fault by selective feed forward control. The conven-
tional grid control in the rotating reference system with PI-controllers (e.g. [68,
E5]) is not decoupled during transient processes. Thus, the decoupled SISO
system becomes a coupled MIMO system. MIMO systems can be controlled
comparatively well and dynamically with a model-based approach. The band-
width is constrained by the approximation of the underlying system parts. For
transient processes additional filters must be applied to ensure the safe operation
of the system [78]. In the following the use on an MMC system is examined to
increase the grid support of the converter.

The second point when consideringAC control is the correct feed forward control
of the AC voltage. The measured values must be fed forward in the correct phase.
To set the power factor, the phase position of the voltage must also be known.
This results in the requirement to implement the most accurate and fastest PLL as
possible. For the operation of the converter for mains purposes, the phase angle
and the mains frequency must be reliably detected. By decoupling the system,
it is also possible to feed forward the mains voltage much faster than to execute
the entire control algorithm. In the following both points are discussed. The
calculations and implementation are first shown in [E3].
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L̃5,6 R̃5,6

ĩ5,6
ṽ5,6ṽs,α,β

Figure 4.8: Transformed equivalent circuit diagram of the controlled system on the AC
side (see Fig. 2.3 (d))

4.3.1 Fundamentals of model-based control of the AC
side

Adynamic, state-spacemodel of the system predicts its further development over
a given prediction horizon. Boundary conditions are considered and the optimal
trajectories of the output variables are determined by solving a mathematical
optimization problem. In the next step, these are adapted taking into account
new measured values. The formulation of a suitable optimization function is
one of the biggest challenges in an MPC approach. In addition, the optimization
has to take place in real time. This places demands on the complexity of the
optimization equation as its solution must not be overly complicated.

The state space model is the basis of the MPC. The constraints of the input,
output and state variables are directly considered in the controller design. The
cost function describes the control objective. It includes, for example, deviations
from the reference value or the effort to achieve the control objective. The opti-
mization then minimizes the cost function taking into account the model and the
constraints. The prediction horizon is recalculated for each time step but only
the first step is realized. Thus, a feedback is obtained considering new measured
values and hence robustness of the controller.

Dynamic State Space Model of the AC Side

Due to the decoupling from Chapter 2, a separate consideration of the AC side
of the system is possible. The controlled system consists of the transformed
quantities of the passive components L̃5,6 and R̃5,6 fromEqs. (2.21a) and (2.21b)
aswell as the counter voltages ṽs,α and ṽs,β fromEq. (2.21c), which are calculated
according to Eq. (2.21c). Figures 2.3 (d) and 4.8 respectively show the controlled
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Chapter 4 Energy and Current Feedback Control of the MMC

system in transformed coordinates, which is the basis for the design of the control
of the AC side. The diagram is derived from the system state space equation
Eqs. (2.19d) and (2.19f). More precisely it is about lines 5 and 6 of the system
equations of the MMC in transformed coordinates.

d
dt
ĩ5 = − R̃5

L̃5

ĩ5 −
1

L̃5

(ũ5 − ṽs,α) (4.23a)

d
dt
ĩ6 = − R̃6

L̃6

ĩ6 −
1

L̃6

(ũ6 − ṽs,β) (4.23b)

The whole AC side is represented with these equations due to the unconnected
neutral points of the AC side and the DC side. By reshaping the state equations
of the AC system the state space representation is found.

˙̃xac,t = Ãac,t x̃ac,t + B̃ac,t
(
ũac,t − z̃ac,t

)
(4.24a)[

˙̃x5

˙̃x6

]
=

[
− R̃5

L̃5
0

0 − R̃6

L̃6

] [
x̃5

x̃6

]
+

[
− 1

L̃5
0

0 − 1
L̃6

]([
ũ5

ũ6

]
−
[
ṽs,α
ũs,β

])
(4.24b)

The output equation is

ỹac,t = C̃ac,t x̃ac,t (4.24c)[
ỹ5
ỹ6

]
=

[
2 0
0 2

] [
x̃5

x̃6

]
(4.24d)

Equations (4.24c) and (4.24d) formulate the state space equations of the AC side.
As a matter of fact those equations are a subset of the system equations derived in
Chapter 2. The submatrices are provided with an additional index in the notation
below for simplification.

Transition to Discrete Time Domain

Equations (4.24a) and (4.24c) are representations of the AC-side system in the
time continuous domain. Since theMPC is computed in discrete time on a digital
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signal processor (DSP), the system equations must be transformed using the z-
transform.

Ãac = eÃac,t·TA (4.25a)

B̃ac =

∫ TA

0

eÃac,t·τ B̃ac,t dτ (4.25b)

= Ã
−1

ac,t

(
eÃac,t·TA − I2

)
B̃ac,t (4.25c)

Equation (4.25c) results because
∣∣∣Ãac,t

∣∣∣ 6= 0 is true. Using the time-discrete state

space matrices Ãac and B̃ac, the MPC can be implemented.

State Predictions

Based on the state equations Eq. (4.24a) the evolution of the states can be pre-
dicted. The MPC is based on a time-discrete implementation. All values are
measured, calculated and set at equidistant times. Thus, the differential equations
from Eq. (4.24a) are transformed into time-discrete difference equations.

Thereby, k denotes the current time instance. The AC voltages of the grid appear
as disturbance quantities on the system. They are separately fed forward accord-
ing to Sec. 4.3.3 and therefore do not have to be considered any further for the
design of the current control system. For the design of the control system it is
assumed that the AC voltages are ideally fed forward.

For the time k + 1 the states can be calculated directly

x̃ac,k+1 = Ãacx̃ac,k + B̃acũac,k (4.26a)

For k + 2 results

x̃ac,k+2 = Ãacx̃ac,k+1 + B̃acũac,k+1 (4.26b)

x̃ac,k+2 = Ãac

(
Ãacx̃ac,k + B̃acũac,k

)
+ B̃acũac,k+1 (4.26c)

x̃ac,k+2 = Ã
2

acx̃ac,k + ÃacB̃acũac,k + B̃acũac,k+1 (4.26d)
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and for any given time k + l accordingly

x̃ac,k+l = Ã
l

acx̃ac,k +

l∑
i=1

Ã
(l−i)

ac B̃acũac,(k+i−1) (4.26e)

For the output variables, the corresponding equations can be established as well.
It holds for the points in time k and k + 1 up to the point in time k + l with
Eqs. (4.26a), (4.26d) and (4.26e)

ỹac,k = C̃acx̃ac,k (4.26f)

ỹac,k+1
= C̃acx̃ac,k+1 = C̃acÃacx̃ac,k + C̃acB̃acũac,k (4.26g)

ỹac,k+l
= C̃acÃ

l

acx̃ac,k + C̃ac

l∑
i=1

Ã
(l−i)

ac B̃acũac,(k+i−1) (4.26h)

Without restriction of the generality, the MPC is considered in this section with
a prediction horizon of N = 3. The prediction horizon is one of the degrees of
freedom in the design and performance of the MPC based approach. The chosen
value shows very good control results of the AC currents when implemented on
the test system from Chapter 5.

The vector X̃ (k) of the state variables at time k is calculated as follows

X̃ (k) =


x̃ac,k+1

x̃ac,k+2

x̃ac,k+3

 =



Ãacx̃ac,k + B̃acũac,k

Ã
2

acx̃ac,k + ÃacB̃acũac,k + B̃acũac,k+1

Ã
3

acx̃ac,k + Ã
2

acB̃acũac,k
+Ãac B̃acũac,k+1 + B̃acũac,k+2

 (4.27a)

= Γ′x̃ac,k +Υ′Ũ (k) (4.27b)
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with

Γ′ =

Ãac

Ã
2

ac

Ã
3

ac

 (4.27c)

Υ′ =

 B̃ac 0 0

ÃacB̃ac B̃ac 0

Ã
2

acB̃ac ÃacB̃ac B̃ac

 (4.27d)

Here Ũ (k) describes the vector of the input variables within the prediction hori-
zon.

Ũ (k) =

 ũac,k
ũac,k+1

ũac,k+2

 (4.27e)

The goal of the MPC is to determine now the optimal Ũ (k) with respect to the
boundary conditions, whichminimizes the cost function J that will be elaborated
in the next section.

The output variables can be calculated in the same way.

Ỹ (k) =

ỹac,k+1

ỹac,k+2

ỹac,k+3

 =


C̃acÃacx̃ac,k + C̃acB̃acũac,k

C̃acÃ
2

acx̃ac,k + C̃acÃacB̃acũac,k
+C̃acB̃acũac,k+1

C̃acÃ
3

acx̃ac,k + C̃acÃ
2

acB̃acũac,k
+C̃acÃ

1

acB̃acũac,k+1 + C̃acB̃acũac,k+2

 (4.27f)

= Γ x̃ac,k +Υ Ũ (k) (4.27g)
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with

Γ =

C̃ac Ãac

C̃ac Ã
2

ac

C̃ac Ã
3

ac

 (4.27h)

Υ =

 C̃ac B̃ac 0 0

C̃ac ÃacB̃ac C̃ac B̃ac 0

C̃ac Ã
2

acB̃ac C̃ac ÃacB̃ac C̃ac B̃ac

 (4.27i)

The system Eqs. (4.27b) and (4.27g) describe the dynamic system behavior for
a given Ũ (k) at a time k for the next N = 3 time steps. In general a short pre-
diction horizon leads to a more aggressive controller behavior and vice versa.

Cost Function for Controlling the AC Currents

To calculate the optimal input Ũ (k) for the next time steps, a cost function is
required. The cost function must be optimized, i.e. minimized, within a control
period of the system in order to satisfy the real-time condition.

The quadratic programming (QP) represents a special form of optimization and is
a good compromise between control result and calculation complexity [114]. In
the QP, the cost function J is a quadratic function with linear limiting functions.
In the presented control approach, it is composed of a term J1 and a term J2.

The first term formulates a quadratic quality measure for the deviation of the
setpoint from the predicted value ξ̃ac,k = ỹ∗ac,k−ỹac,k. Not only the actual error is
included in the calculation, but also the predicted deviations based on the model
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equations. At the sampling time k the following applies to the quadratic term
with N = 3

J1 =

k+2∑
l=k

∣∣∣∣∣∣ξ̃ac,l+1

∣∣∣∣∣∣2
Q
=

k+2∑
l=k

ξ̃
>
ac,l+1

Q ξ̃ac,l+1
(4.28a)

= ξ̃
>
ac,k+1

Q ξ̃ac,k+1
+ ξ̃

>
ac,k+2

Q ξ̃ac,k+2
+ ξ̃

>
ac,k+3

Q ξ̃ac,k+3
(4.28b)

=
[
ξ̃
>
ac,k+1

ξ̃
>
ac,k+2

ξ̃
>
ac,k+3

]Q 0 0
0 Q 0
0 0 Q


ξ̃ac,k+1

ξ̃ac,k+2

ξ̃ac,k+3

 (4.28c)

= Ξ̃
>
ac,kQ̃ Ξ̃ac,k (4.28d)

=
∣∣∣∣∣∣Ξ̃ac,k

∣∣∣∣∣∣2
Q̃

(4.28e)

In combination with Eq. (4.27g)

J1 =
∣∣∣∣∣∣Ξ̃ac,k

∣∣∣∣∣∣2
Q̃

(4.28f)

=
∣∣∣∣∣∣Ỹ (k)

∗ − Ỹ (k)
∣∣∣∣∣∣2
Q̃

(4.28g)

=
∣∣∣∣∣∣Ỹ (k)

∗ − Γ x̃ac,k −Υ Ũ (k)
∣∣∣∣∣∣2
Q̃

(4.28h)

Q is the weighting matrix for the tracking error. Here dim(Q) = dim(ỹac,) ×
dim(ỹac,) applies. Q is a 2× 2 diagonal matrix in this specific implementation.
To achieve a symmetrical weighting and thus symmetrical AC currents, the ap-
proach with the weighting factor qac is

Q = qac I2 (4.28i)

An increase of the weighting factor qac increases the cost of the term J1 in the
realization. Here, the tracking error is reduced as a consequence. By choosing
a Q with equal entries on the diagonal, in Eq. (4.28i) neither of the two currents
is preferred in the control.

The second part of the cost function J formulates a quality measure for the con-
trol effort. This means that the difference of the output variables between the
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time steps ũac,k and ũac,k+1 is weighted and included in the total cost function.
The weighting factor of the control effort is denoted by λu.

J2 =

k+2∑
l=k

λu
∣∣∣∣∆ũac,l

∣∣∣∣2
2
= λu

k+2∑
l=k

(
ũac,l − ũac,l−1

)> (
ũac,l − ũac,l−1

)
(4.29a)

= λu
[
ũ>
ac,k − ũ>

ac,k−1 ũ>
ac,k+1 − ũ>

ac,k ũ>
ac,k+2 − ũ>

ac,k−1

]I2 0 0
0 I2 0
0 0 I2

 ũac,k − ũac,k−1

ũac,k+1 − ũac,k
ũac,k+2 − ũac,k−1

 (4.29b)

= λu

(
S Ũ (k)− E ũac,k−1

)> (
S Ũ (k)− E ũac,k−1

)
(4.29c)

= λu

∣∣∣∣∣∣S Ũ (k)− E ũac,k−1

∣∣∣∣∣∣2
2

(4.29d)

with

S =

 I2 0 0
−I2 I2 0
0 −I2 I2

 (4.29e)

E =

I20
0

 (4.29f)

Ũ (k) =

 ũac,k
ũac,k+1

ũac,k+2

 (4.29g)

ũac,k−1 are the actual output variables during the previous time instance. Here
applies likewise, that an increase of the weighting factor λu leads to an increase
of the costs of the control effort. From the ratio of qac and λu the dynamics of
the controller can be adjusted. This presented design results in a compromise
between tracking accuracy of the setpoint trajectory and the required effort in
regards to the output variables.

100



4.3 Control of the AC grid side

Using Equations (4.28h) and (4.29d) the total cost function is calculated

J = J1 + J2 (4.30a)

=
∣∣∣∣∣∣Ỹ (k)

∗ − Γ x̃ac,k −Υ Ũ (k)
∣∣∣∣∣∣2
Q̃
+ λu

∣∣∣∣∣∣S Ũ (k)− E ũac,k−1

∣∣∣∣∣∣2
2

(4.30b)

= Ũ (k)
>
H Ũ (k) + 2Θ>

k Ũ (k) + θk (4.30c)

Equation (4.30c) describes the cost function of the control approach. This func-
tion has to be minimized by calculating the optimal input vector Ũ (k) for the
prediction horizon.

Equation (4.30c) is composed of several subterms. First important part is the
Hessianmatrix or HessianH . It is a squarematrix of second-order partial deriva-
tives of a function. In this case it is the second-order derivative of J with respect
to Ũ (k). Reshaping Eq. (4.30b) provides

H = qacΥ
> Υ+ λu S

> S (4.30d)

It holds that

H = H> and H � 0 (positive definite) for λu > 0 (4.30e)

The matrixH is a time invariant matrix, depending on Ãac, B̃ac, C̃ac, qac and λu.
The dimension of H is given by H ∈ Rdim(ũac,k)·N×dim(ũac,k)·N = R6×6. The
entire Hesse matrix of the AC current control for a prediction horizon ofN = 3
is given in Sec. A.7 in Eq. (A.14).

Θk is a time variant function of x̃ac,k, the input variable of the preceding sampling
interval ũac,k−1, the setpoint trajectory Ỹ (k)

∗ as well as the weighting factors
λu and qac.

It follows

Θk = −Υ>Q̃
(
Ỹ (k)

∗ − Γ x̃ac,k

)
− λuS

>E ũac,k−1 (4.30f)

with Θk ∈ Rdim(x̃ac,k)·N = R6.

The entire time-variant vector for the AC current control is given in Sec. A.8 in
Eq. (A.15). The term θk is a time variant scalar with θk ∈ R.
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By recalculating Eq. (4.30c) results

θk =
∣∣∣∣∣∣Ỹ (k)

∗ − Γ x̃ac,k

∣∣∣∣∣∣2
Q̃
+ λu

∣∣∣∣E ũac,k−1

∣∣∣∣2
2

(4.30g)

with θk given in Sec. A.9 Eq. (A.16). Since θk does not depend on Ũ (k), it
will vanish for all derivatives of J with respect to Ũ (k). Therefore this term
has no further influence on the minimization of the cost function. The objective
of the MPC is to find the minimum of the cost function J from Eq. (4.30c) in
dependence of the output variables Ũ (k) for each time step k.

State and Output Constraints

The minimum of the cost function must be determined considering boundary
conditions. The maximum values of the currents must not be exceeded. The
available control voltage is also limited by the energy stored in the arm capacitors.
These considerations result in the limitations for the AC currents[

−x̃AC,max
−x̃AC,max

]
≤
[
x̃AC,k,1
x̃AC,k,2

]
≤
[
x̃AC,max
x̃AC,max

]
(4.31a)

Reshaping gives the form
1 0
0 1
−1 0
0 −1

 x̃ac,l ≤ x̃AC,max


1
1
1
1

 (4.31b)

Gxx̃ac,l ≤ gx; l = k + 1, . . . ,k +N (4.31c)
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Equation (4.31a)must be fulfilled at any time k over the entire prediction horizon.
To limit the states depending on the output variables Ũ (k), X̃ (k) is expressed
with Eq. (4.27b) by Ũ (k).Gx 0 0

0 Gx 0
0 0 Gx

 X̃ (k) ≤

gxgx
gx

 (4.31d)

G̃x X̃ (k) ≤ g̃x (4.31e)

G̃x

(
Γ′x̃ac,k +Υ′Ũ (k)

)
≤ g̃x (4.31f)

For the limitation of the output variables, the approach is analog
1 0
0 1
−1 0
0 −1

 ũac,l ≤ ũAC,max


1
1
1
1

 (4.31g)

Guũac,l ≤ gu; l = k, . . . ,k +N − 1 (4.31h)Gu 0 0
0 Gu 0
0 0 Gu

 Ũ (k) ≤

gugu
gu

 (4.31i)

G̃u Ũ (k) ≤ g̃u (4.31j)

Problem Definition

The fundamentals of MPC all together lead to a quadratic programming (QP). To
obtain the optimal control variable trajectories under consideration of the costs
and boundary conditions, the following problem must be solved.

minimize
Ũ(k)

J = Ũ (k)
>
H Ũ (k) + 2Θ>

k Ũ (k) + θk (4.32a)

subject to G̃x

(
Γ′x̃ac,k +Υ′Ũ (k)

)
≤ g̃x (4.32b)

G̃u Ũ (k) ≤ g̃u (4.32c)
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J is a quadratic function. It applies to the Hesse matrix H = H>. J is convex
and thus uniquely solvable, if H � 0, which is satisfied. The inequalities for
limitation are affine functions.

4.3.2 Optimal Output Trajectories by Solving the QP

To calculate the optimal output variables, Eq. (4.32a) must be solved considering
Eqs. (4.32b) and (4.32c). The solution of the unlimited problem can be calculated
analytically. The limitation of the output variables can then be performed. But
for limiting the state variables, a numerical optimization has to be performed if
the problem is not modified further.

Analytical Solution of the Unconstrained Problem

The solution of Eq. (4.32a) is analytically determined

minimize
Ũ(k)

J = Ũ (k)
>
H Ũ (k) + 2Θ>

k Ũ (k) + θk (4.33a)

∇J
(
Ũ (k)

)
= 2H Ũ (k) + 2Θk

!
= 0 (4.33b)

Ũ (k)
∗
= −H−1Θk (4.33c)

Subsequently, all elements from Ũ (k) can be constrained to themaximum values
so that the conditions from Eq. (4.32c) are satisfied. This provides a very good
result and the real-time condition can be met. The calculated values for the first
step ũac,k are then realized. These are the optimal output variables to set the target
currents Ỹ (k) in the best possible way taking into account the cost function J .
However, the states are not constrained in any way. If the result are currents
exceeding the maximum, the solution is not optimal anymore.

Numerical Solution Considering the Limitation of State Variables

To constrain the AC currents, the state variables x̃ac,k must be limited. Equa-
tion (4.32b) describes the inequalities that must be satisfied for each sampling
step. Thus, an optimization in constrained conditions must be solved. The most
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promising approach is the numerical optimization. With respect to the imple-
mentation on the test bench in Chapter 5 this optimization must be performed
within one control period. The system is controlled by means of a DSP, which
is programmed with C-code. To solve the QP, the First-Order Methods (FiOr-
dOs) Matlab Toolbox is used [115]. With the help of this toolbox, C code can
be automatically generated using Matlab, which is able to solve the cost function
taking into account the limitations. The boundary conditions are defined as a
convex set Ξ. A solver for the given problem is generated, which can be directly
embedded into the C-code. The disadvantage of this method is, that this solver
is designed especially for this problem, but still requires so much computational
effort, that the optimization cannot be completed within one controller period at
TA = 125 µs. On existing hardware, cycle times of up to Tsolve,max = 700 µs can
occur. This justifies the fact that no other methods of MPC and optimization are
investigated, since the computational effort is not reduced in every other case.
If the computational performance of the laboratory setup is further increased or
the control frequency is reduced, this method is a very good possibility to adjust
the AC currents of the MMC. Another approach is necessary to realize the state
limitation in real time.

Limitation of State Variables by System Analysis

The limitation of the state variables cannot be handled in real time with the avail-
able computing capacity. However, to satisfy the inequalities from Eq. (4.32b),
the equation can be transformed. To get the needed inequalities, the maximum
and minimum values are investigated separately. Therefore G̃x is split up into
G̃x+ and G̃x−. In this way, the matrices are well suited for inversion. For sim-
plicity, the index is omitted in the next equations, since the result is the same for
both limits. For the maximum and minimum inequalities results

G̃x

(
Γ′x̃ac,k +Υ′Ũ (k)

∗
)
≤ g̃x (4.34a)

G̃xΥ
′Ũ (k)

∗ ≤ g̃x − G̃x Γ
′ x̃ac,k (4.34b)

Ũ (k) ≤
(
G̃xΥ

′
)−1 (

g̃x − G̃x Γ
′ x̃ac,k

)
(4.34c)

Equation (4.34c) is only solvable, if the inverse
(
G̃xΥ

′
)−1

exists. Thus, there
has to be a unique assignment, which output variables result to which currents
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over the prediction horizon. This is possible, if the 3-phase AC system is con-
trolled in transformed quantities, as presented in this thesis. The zero sequence
voltage, which is available as degree of freedom, is set decoupled from the AC
current control and is not a parameter of the MPC. Thus also the limitation of
state variables can be done analytically and the real time condition can be kept. A
MPC control of the AC currents in real time and thereby all further advantages
can be implemented on the MMC. The decoupling and separate feed forward
control of the voltages enables the high-performance use of the system for grid
service even in the event of faults. A control in untransformed variables would
have had the difficulty that the state variables, i.e. the AC currents, could not
be constrained. This would not have permitted a safe operation. By exploiting
the decoupling and transformation, the use of the MPC in the laboratory setup is
possible.

Compensation of a Calculating Time Delay

Due to the discrete implementation on a DSP and the realization by a real inverter
setup, the system has a time delay of one control period. To increase the dynam-
ics of the AC control, this time delay can be compensated. For this purpose, the
states x̃ac,k at time k are estimated from the measured values at time k − 1 and
the optimal output variables ũac,k−1. With Eq. (4.24a) the states at time k result
in

x̃ac,k = Ãac x̃ac,k−1 + B̃ac ũac,k−1 (4.35)

This information is already available at time k. The MPC is extended by this
time delay compensation to obtain a reduced computational effort for the same
prediction horizon, since time delay does not have to be considered.

4.3.3 Control Loop to Determine the Grid Angle

The AC voltage is assumed to be ideally fed forward. But to get information
about the correct current grid angle, a PLL is necessary. This allows to control
the active power PAC and reactive power QAC exchanged with the grid. The
setpoint trajectories of the current are then specified as a function of the grid
angle γk and the desired power factor ϕk.
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Figure 4.9: Phase-locked loop to determine the grid angle, the positive sequence and the
negative sequence of the voltage.
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Figure 4.9 shows the structure of the PLL. A DSRF PLL is used in the stationary
reference system [68, 71, 116]. This structure is suitable to filter the fundamental
frequency of the grid as well as the negative sequence and, if necessary, also
higher harmonics. The rotation matrices T+1

dq and T−1
dq rotate the AC voltages

into the synchronous reference system of the positive or the negative sequence.
For decoupling, the sequences are rotated using the PLL angle θ̃′, filtered and
subtracted into the respective other reference system using the rotation matrices
T+2

dq and T−2
dq . The following applies

T+1
dq = T−1>

dq =

 cos
(
θ̃′
)

sin
(
θ̃′
)

− sin
(
θ̃′
)

cos
(
θ̃′
) (4.36a)

T+2
dq = T−2>

dq =

 cos
(
2 θ̃′
)

sin
(
2 θ̃′
)

− sin
(
2 θ̃′
)

cos
(
2 θ̃′
) (4.36b)

The decoupled voltages are subsequently low pass filtered. The cut-off frequency
of the low pass filters is selected to ωc =

ωg√
2
. This results in the transfer function

of the filter

Gf (z) =

[
1−e−TA ωc

z−e−TA ωc 0

0 1−e−TA ωc

z−e−TA ωc

]
(4.37)

The phase controller is implemented as PI controller. Its control objective is to
bring the decoupled q-voltage of the positive sequence system to 0. The fre-
quency determined in this way is offset by ωg,0 = ωg for better initial response.
Subsequent integration results in the PLL angle θ̃′, which also serves as input
for the rotation matrices. The design of the PI controller is analogous to [71].
The assumption that the step response of a 2nd order system after a settling time
ts = 4.6τ is within a stationary accuracy of ≈ 1% is used as a basis. The
controller parameters are derived from this. The following applies

ωn =

√
kp,PLL

TN,PLL
(4.38a)

ξPLL =
kp,PLLTN,PLL

2
(4.38b)
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For the gain parameter kp,PLL and ki,PLL = kp,PLL/TN,PLL result with respect
to the settling time ts

kp,PLL = 2 ξPLLωn =
9.2
ts

(4.38c)

ki,PLL = kp,PLL
ωn

2 ξPLL
=

2.3 kp,PLL

tsξ2PLL
(4.38d)

Where ξPLL describes a damping factor of the PLL. For the operation of the PLL
on the 50Hz grid, the controller parameters are

ts = 40ms (4.38e)

ξPLL =
1√
2

(4.38f)

These parameters provide a very good compromise between stability and dy-
namics of the PLL. For the overall transfer function of the PLL-PI controller, the
following applies

GPI,PLL (z) = kp,PLL + ki,PLL
z TA
z − 1

(4.38g)

The controller parameters from Eqs. (4.38c) and (4.38d) are normalized to a
voltage amplitude value of

∣∣∣ṽs,αβ∣∣∣ = 1. In order to have the corresponding
dynamics at the real grid, the controller parameters must be scaled accordingly.
With the help of the determined grid angle, an AC current can be adjusted in
phase using the MPC in the first step. This allows a direct specification of PAC
andQAC. This angle is determined sowell even in the case of a negative sequence
occurring, that operation of the MMC is still possible even in the event of a
mains fault. Additionally, the information can also be used for better feed forward
control of the AC voltages in order to be able to improve the control of the MMC
in the event of a fault. The corresponding simulation results for AC side control
are shown in Sec. 4.3.4.
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Table 4.2: Circuit parameters for the simulation of the MPC and the PLL.

circuit parameter numerical value

TA 125 µs
ωg 2π 50Hz
ϕ̃0 π
ṽs,α 1V cos (ωg + ϕ̃0)
ṽs,β 1V sin (ωg + ϕ̃0)

R̃5 = R̃6 3mΩ
L̃5 = L̃6 3.5mH

ts 50ms
ξPLL

1√
2

qac 10
λu 1

4.3.4 Simulation Results

To verify the derivation of theMPC and the design of the PLL, aMatlab Simulink
simulation is created. This is done directly in the decoupled system based on
Fig. 2.3 (d). Table 3.1 and Eqs. (2.21a) to (2.21c) provide the basis for determin-
ing the system parameters.

Simulation of the PLL

Figures 4.10 (a) to 4.10 (d) show the transient response of the implemented PLL.
In Fig. 4.10 (a) the mains voltages can be seen. The measured quantities of the
mains voltage are superimposed with a normally distributed white noise to sim-
ulate the real measurement. To be able to evaluate the initial response, the mains
voltage is given to the PLL with a phase offset of ϕ0 = π. The reference system
is stationary at this point.

Figure 4.10 (b) shows the determined grid frequency f ′
g,PLL. After approximately

75ms the PLL has settled and the determined frequency reaches its stationary
final value.
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(c) The ideal grid angle γ̃g, id, the measured angle γ̃g and the PLL angle θ̃′.
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(d) The positive sequence voltages ṽ+g , ṽ+q and the negative sequence voltages
ṽ−g , ṽ−q in the rotating reference frame (rot. RF)

Figure 4.10: Settling process of the PLL at maximum phase difference at the beginning
and response to occurring grid faults and disturbances.
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In Fig. 4.10 (c) the ideal angle of the positive sequence γ̃g,id, the grid angle γ̃g,
which results from the measured values of the grid voltage, as well as the angle
θ̃′ determined by the PLL are shown. At the beginning, the phase difference with
∆ϕ = π is at its maximum. After the transient process the angles match. If only
a positive sequence occurs, the actual grid angle and the angle of the measured
system match and a decoupling of the negative sequence is not necessary. The
PLL angle can then be used for the orientation of the rotating reference system
and for adjusting the phase angle between current and voltage.

Figure 4.10 (d) shows the mains voltages in the rotating reference system. The
mains voltage consists of a positive sequence only. The d-component corre-
sponds to the amplitude of the mains voltage in the stationary reference system.
The q-component is thereby controlled by the PLL to 0V. The simulation shows
a very good transient response of the PLL. The disturbance behavior of the entire
PLL is given by the settling time ts and damping ξPLL specified in Table 4.2.

At the time t1 = 100ms a frequency jump of ∆ωg = −2π 5Hz is given. After
the settling time of 50ms the frequency is determined sufficiently exactly by the
PLL. The angle of the positive sequence is identified very well.

At time t2 = 200ms a grid fault is simulated. The positive sequence is reduced
in amplitude to 86.60%. Additionally, a negative sequence with

ṽ−s,αβ = 0.75V
[
cos
(
−ωgt− π

2

)
sin
(
−ωgt− π

2

)] (4.39)

occurs.

Figures 4.11 (a) to 4.11 (c) show the corresponding voltage vector trajectory of
the AC voltage with the occurring grid fault. In Figs. 4.10 (b) to 4.10 (d) one can
see how the correct voltages of both, the positive and negative sequence system,
the correct angle of the positive sequence system and the correct frequency can
be determined in spite of mains error after the settling time ts.

This allows to feed a current matching the positive sequence into the grid even in
case of a grid failure. Especially Fig. 4.10 (c) shows that the determined grid an-
gle γ̃g would not be suitable for feeding a symmetrical, sinusoidal current system.
Only the additional decoupling from the occurring negative sequence provides
the resulting angle θ̃′, which serves as a reference for the positive sequence. Ad-
ditionally, the current angle of the negative sequence can be calculated by the

relation γ̃−
g = arctan

(
ṽ−
g

ṽ−
q

)
.
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Due to the MPC employed, other, generic curve shapes are also conceivable in
principle. By feeding in the current in accordance with the positive and negative
sequence, it is ensured that a constant active power exchange with the AC grid is
maintained despite the grid fault that occurs. Additional currents could be used
to increase the RMS value of the mains current to trigger corresponding mains
protection elements and eliminate the mains error using the MMC.

Simulation of the MPC

In order to simulate the dynamics and performance of the presented MPC of the
MMC, in the first step the AC voltage is no longer regarded as ideally feed for-
ward controlled. Nevertheless, the AC voltage can be decoupled and fed forward
according to Eq. (4.24a). It is assumed that the measurement, identification and
calculation of the grid angle is performed at 5 times the control frequency of the
MPC. With respect to the implementation on the test bench in Chapter 5 these
are appropriate assumptions. The feed forward control will be implemented on
a FPGA while the MPC will be programmed on a DSP.

To simulate the MPC together with the PLL, another mains failure is simulated.
To show the behavior more detailed, the grid fault is slightly changed in compar-
ison to the previous one. The test starts with a step change of the setpoint, which
adjusts the current taking into account the maximum control voltage. Then, from
stationary operation, with pure active power injection, an additionally occurring
negative sequence in the voltage is simulated. The setpoint trajectories of the
current are not changed. Afterwards, the values determined by the PLL adjust
the setpoints of the current in such a way that the power feed corresponds to that
in undisturbed, stationary operation.

For the setpoint of the current, a symmetrical, sinusoidal current system without
phase shift to the voltage is selected

x̃∗
ac = 1A

[
cos (ωgt)
sin (ωgt)

]
(4.40)

The output variables are constrained to the range −1V ≤ ũAC ≤ 1V.

Figures 4.12 (a) to 4.12 (d) show the behavior of the control loop in steady-state
operation and in case of a grid fault. The grid voltage is shown in Fig. 4.12 (a).
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(a) Line voltages
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(b) Transformed voltages
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(c) Voltage vector trajectory.

Figure 4.11: Simulated line voltages and corresponding transformed voltages during the
grid fault.
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(a) The grid voltages in the stationary reference system.
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(b) The grid currents and the corresponding setpoints.
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(c) The output variables calculated by the MPC.
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(d) The phase powers and their sum.

Figure 4.12: Reference and disturbance variable of the MPC with limits and influence of
the PLL. At t1 = 50ms the current setpoint is applied. At t2 = 100ms the
grid fault from Sec. 4.3.4 occurs. From t3 = 150ms the power delivered is
constantly to the grid.
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At t1 = 50ms the setpoint of the current trajectory is set to x̃∗
ac,. The phase angle

θ̃ is determined by the subordinate PLL for the calculation of the setpoints. In
Fig. 4.12 (b) the setpoints and actual values of the network current can be seen.
The setpoint is precisely controlled in a stationary manner. The dynamics are
limited by the limitation of the output variables. In Fig. 4.12 (c) the limited output
variables can be seen. The power from Fig. 4.12 (d) is adjusted accordingly.

At t2 = 100ms the grid fault from Sec. 4.3.4 occurs. The setpoint of the grid
current remains unchanged. Due to the collapsing mains voltage, it is incorrectly
biased until the PLL has determined the correct phase angle. This error results
in a current that has to be additionally controlled by the MPC. Despite the con-
strained output variables, the dynamics are sufficient to keep the currents within
a safe operating range. As soon as the PLL has filtered the phase angle of the
positive sequence and the system is in a quasi-stationary state, the current is also
controlled in phase with the positive sequence. As a result, the power delivered
to the grid is no longer constant, but is superimposed with a pulsation of twice
the grid frequency.

At time t3 = 150ms the setpoint of the current trajectory is adjusted so that
the power delivered to the grid corresponds to the power before the grid fault.
Also in this case, the maximum dynamic is achieved under consideration of the
limit values of the output variables. The MPC together with the PLL delivers
highly dynamic and stationary accurate results in the quasi-stationary state as
well as in transient processes, taking advantage of the maximum allowed output
variables.

The selected parameters of the control loop offer a very good tradeoff between
dynamics and stability and allow the adjustment of any current trajectories even
under faulty network conditions. Thus, the MMC can be used not only for the
transmission of high power but also for the support of grids.

Energy Pulsations During Grid Fault

The calculation of the optimal current trajectories from Sec. 3.1.6 can reduce the
energy pulsation not only in stationary operation. It is also possible to reduce
the energy pulsation in case of a failure. This gives a further degree of freedom
for the design of the cell capacitors. To reduce the energy pulsation, lookup
tables are stored for each operating point. Depending on the grid angle and the
amplitudes of the positive and negative sequence, the optimal current trajectories
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are selected. Using the new presented reduction method, the distance between
the maximum arm energy and the switch-off threshold is increased. Therefore, a
fundamental reduction of the arm capacitors is possible. To show the effect, the
energy control from Sec. 4.1 is simulated. The setpoint trajectories of the AC
currents are chosen so that the power exchanged with the grid is constant.

Figure 4.13 (a) shows the profile of the energy pulsation without compensation
currents. At time t1 = 187.5ms a setpoint jump of the AC current amplitude is
given. The arm energies are kept constant on average by the energy controllers.

At t2 = 375ms the grid fault from Sec. 4.3.4 occurs. A negative sequence volt-
age in addition with a positive sequence voltage sag is simulated. Due to the
implemented PLL and the dynamics of the MPC it is possible to keep the AC
power constant after a short transient response. The energy pulsation increases
because the phased load within the system is no longer symmetrical. The pre-
sented control algorithm allows an operation of the MMC also in case of a mains
failure.

If additional compensation currents are injected, the energy pulsation can be re-
duced. For clarity, the energy pulsation without compensation in steady-state
operation is used as a reference value. Figure 4.13 (b) compares the energy pul-
sations without and with currents for reduction of energy pulsation. A significant
reduction of the energy pulsation can already be seen at the setpoint jump.

If a grid fault occurs, with either method the energy pulsation increases. The
arm capacitors must be designed for the maximum energy of the system. With
internal currents for reduction, however, it is possible to reduce the maximum
occurring energy pulsation by 24.91%. Since the voltage occurring at the ca-
pacitor is related quadratically to the stored energy, a significant reduction of the
maximum occurring voltage at the capacitor is achieved. Therefore, it is possible
to use much less capacitance with the same voltage limitation.
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4.4 Conclusion of this Chapter

In this chapter a feedback control scheme of the MMC was derived, designed
and simulated on the basis of the system analysis in Chapters 2 and 3.

In addition to feed forward control for reduction of energy pulsation, the state
variables need to be feedback controlled in order to be able to react to model
errors and occurring disturbance variables. The derived equations of the system
allow a direct transformation into decoupled subsystems. Thus, the average of
the energies are controlled to their setpoints. The corresponding transformation
rule allows a decoupling of the AC side and thus an independent control of the
energies from the AC power supply.

Simple PI controllers are used to control the energies. The current trajectories
for balancing and reduction of energy pulsation are set by subordinate current
controllers. State controllers with finite response time are used.

The control of the AC side is of special importance if the MMC is not only used
for the transmission of large power but also for support of the connected grid. By
using a DSRF PLL together with an MPC, it is possible to adjust the AC currents
of theMMC dynamically and stationarily exact during steady-state operation and
in case of a grid fault.

Themodelling allows the reduction of the energy pulsation of the system depend-
ing on the operating point. The energy pulsation of the arms is also significantly
reduced in the event of an AC grid fault. This allows a reduction of the installed
arm capacitance or an increase of the arm current with the same limit values for
the capacitor voltage.

By combining known grid control methods with the new approach to modelling,
decoupling of the system and function optimization for reduction of energy pul-
sation, theMMC can be easily used for grid-related support tasks such as reactive
current injection for voltage stabilization in the event of a grid fault. The formal-
ism can be easily adapted for other MMC based topologies. In addition, there
is no more need for balancing power term identification for each specific topol-
ogy.
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(a) Absolute energy pulsations in case of a grid fault at time t2 = 375ms
without compensation currents.
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(b) Comparison of the energy pulsations in case of a grid fault at time
t2 = 375ms normalized to operation without compensation.

Figure 4.13: Comparison of the energy pulsations ∆W with a setpoint step and in case
of a mains error without and with compensation currents in relation to the
energy pulsation in the stationary case without compensation.
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Chapter 5

Laboratory Setup for
Validation of the Control
Algorithms

The described control algorithms for the operation of the MMC as a grid serving
converter were derived, designed and simulated in Chapters 2 and 3. For verifi-
cation, the algorithms are implemented on a signal processing system and tested
on a real grid using a laboratory prototype. In the following chapter, the concept
of signal processing and the design of the prototype are presented. Sections 5.1
and 5.2 show the basic structure of the system consisting of a power section and
a signal processing unit. The setup is based on a laboratory prototype from [27].
The power part was modified and the signal processing wasmademore powerful.
The signal processing is based on a System-On-Chip platform [117] developed
at the Elektrotechnisches Institut (ETI). To ensure that the grid connection con-
ditions are reproducible, an inverter-based island grid was developed [E5]. This
allows for the emulation of fixed grid conditions and the verification of control
algorithms.
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Figure 5.1: Overview of the power unit of the laboratory setup

5.1 Description of the power electronics

Figure 5.1 shows the schematic structure of the power electronics for validation
of the described control algorithms. The central component is the MMC, which
is fed on the DC side by an electrically isolated DC source. The power supply
comes from the 400V/50Hz laboratory network. A transformer is used to sup-
ply a converter based on the single printed circuit board (PCB) converter system
(EPSR) from [117]. The EPSR provides a stable DC link voltage for the MMC.
The system of interconnected EPSR is designed for a power of PEPSR = 100 kW
and provides a maximum DC voltage of Vdc,EPSR,max = 850V. The EPSR is
voltage controlled. Thus, the DC current is set by the MMC control.

In order to minimize the feedback effects of the voltage control on the MMC,
the converter can optionally be fed by a machine set. In this case, the current-
dependent voltage drop of the DC machine must be taken into account.

The MMC is connected to an inverter-based island grid [E5] or the laboratory
supply grid on the AC side. This ensures that the control of the MMC can be
investigated under reproducible grid conditions. The inverter supply allows all
parameters of the AC grid to be set arbitrarily within the permissible limits.

Figure 5.2 shows the overview of the standalone network. The MMC is con-
nected to the point of common coupling (PCC). The mains voltage itself is
provided either by another MMC from [23] or by a two level converter with
added LC filter. Additionally, different loads and sources of supply can be con-
nected. These allow for realizing different operating points of the network, which
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Figure 5.2: Overview of the stand-alone grid to create reproducible grid conditions.

can be approached reproducibly. The short-circuit power Sk at PCC is fixed by
the converters to Sk ≈ 50 kVA.

Due to the voltage-forming character of the grid-forming converter and its multi-
level output voltage, a high dynamic, high quality stand-alone grid is provided.

Figure 5.3 shows the EPSR as it is deployed in different versions and configu-
rations in the laboratory setup. Due to the variable application possibilities, the
EPSR can be used both for the DC supply of the MMC and for the realization of
loads in the island network.
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Figure 5.3: The latest version of the utilized EPSR

The achievable output power can be increased by connecting the units in parallel.
The diode rectifier in the island network is also realized with a EPSR based sys-
tem. Here, only the free-wheeling diodes of the modules are used. The control
of the converters is in all cases handled by the ETI-DSP system [117, 118].

Consequently, the island grid can be used not only for validating the MMC con-
trol algorithms but also to investigate new approaches to grid control in different
configurations [E4, E5].

5.1.1 Laboratory Prototype of the MMC

Table 5.1 lists the parameters of the built prototype. The MMC has a nominal
power of PMMC,N = 10 kW. Each arm is a series circuit of N = 5 cells, with
a maximum voltage of vC = 150V. Coupled iron sheet arm inductors are used.
Due to the very good coupling of the arm inductors, additional ferrite inductors
are used as line inductors on the AC side. Figures 5.4 (a) to 5.4 (c) show the
laboratory setup of the MMC with power terminals and signal processing. Each
of the 6 converter arms is realized on a PCB shown in Fig. 5.4 (b). The power
unit is adopted from [27]. Additionally, the signal processing has been modified
and made more powerful. The semiconductors used are IPP110N20N3 from
Infineon [D6].

The cell capacitance is realized from a parallel connection of 3 capacitors with
2.2mF of the EETUQ series from Panasonic [D7]. For the power supply of
the cell logic and gate drivers, a flyback converter is installed, which is locally

124



5.2 Description of the Signal Processing Unit

Table 5.1: Technical specifications of the MMC

Parameter Value

PMMC,N 10 kW
Vdc 650V
VAC 400V
ϕd 0 to 2π

Iarm,max 40A

Ncell per arm 5
full bridge semiconductors IPP110N20N3

Rds,on 10.7mΩ[D6]

fC 8 kHz
fM 40 kHz

Ccell 6.6mF

Lh,arm 241 µH
Lσ,arm 10.5 µH
LAC 1.33mH
LDC 5.0mH

fed from the intermediate circuit of the cells. The communication between the
cells and the higher-level control system is realized galvanically isolated via fibre
optic cable (FOC). The control of the full bridge and measurement of the DC
link voltage of a cell is done with an FPGA 10M08SAE144 from Intel [D8].
Figure 5.4 (c) shows a close-up of the cell logic for an entire arm. The FPGAs
are connected to the cells via a plug-in board.

The laboratory setup of the stand alone network and the extensions of the MMC
from [23, 27] was carried out and supervised in the context of several student
projects [S1–S5].
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(a) lab setup of the MMC

(b) arm PCB with 5 cells

(c) cell controller

Figure 5.4: Complete laboratory setup with power section and signal processing of the
laboratory prototype.

5.2 Description of the Signal Processing Unit

Figure 5.5 shows a basic overview of the signal processing system of the MMC.
In the next section, the individual components of the signal processing chain are
elaborated further. The signal processing system is based on the DSP system
developed at the ETI. It allows a fast implementation of control algorithms and
control of the inverter periphery [113, 117, 118].
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Figure 5.5: Overview of the signal processing unit of the MMC.
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5.2.1 Cell Control

Each of the 45 cells of the converter contains a local unit to control the cell. The
communication between the cell controller and the central logic unit is performed
using a universal asynchronous receiver transmitter (UART) protocol via a FOC
pair. At the same time, the DC link voltage of each cell is measured, limit values
are monitored and the control signals of the full bridge are generated in order to
realize the desired degree of modulation and therefore the output voltage. The
cell-FPGA operates with a frequency of fcell,FPGA = 150MHz. The DC link
voltage is measured with the analog digital converter (ADC) of the MAX 10
with a resolution of 12 bit. From a maximum cell voltage of VC,max = 161.7V
follows a resolution of 3.95mV/bit. The sampling is always done in the middle
of a modulation period. This ensures that the measurement is not influenced by
switching operations of the semiconductors.

The full bridge is triggered with alternating switching using a carrier-based pulse
width modulation (PWM) [110, 119]. Figure 5.6 (a) shows the schematic dia-
gram of the metal–oxide–semiconductor field-effect transistor (MOSFET) full
bridge as it is used in the laboratory setup. The output voltage vcell can have the
following values: +vC, −vC and ±0V. ±0V describes the states for an output
voltage of 0V if S1 and S3 (0+) or S2 and S4 (0−) are switched on. Depending
on the output levels a1 and a2 of the two half bridges HB1 and HB2 the output
voltage corresponds to the setpoint vcell∗ on average over a modulation period
TM. The following applies:

a1 =
vcell

∗

vC
(5.1a)

a2 = −vcell
∗

vC
= −a1 (5.1b)

The switching commands SW1−4 of the semiconductor switches are generated
by comparing the output levels with the carrier signal. The triangular-shaped
carrier has a period TT = 2TM, where TM corresponds to a modulation period.
The new modulation levels of the full bridge are always applied at the minimum
and maximum of the carrier signal. The result is a center-symmetrical voltage
signal at the center of a modulation period TM. With a setpoint of vcell∗ = 0V
it is important to consider the switching state of the cell to avoid unnecessary
switching during a period TT between 0+ and 0−. This allows easy control of
the full bridges.
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Figure 5.6: Modulation of a full bridge cell with MOSFET switches for two exemplary
output levels.
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(a) FPGA plug-in card (b) 12 bit ADC

Figure 5.7: Main FPGA of the laboratory setup with mountable ADC for data acquisition.

The measured voltage values are transmitted to the higher-level control. The
output levels are received accordingly before the start of each modulation pe-
riod. The communication is established by FOC transmitter and receiver with a
maximum transmission rate of 50MBd [D9]. With a clock frequency of FPGA
of 150MHz the evaluation of the UART protocol takes place over at least 3 clock
cycles. A majority decision shows a reliable function of the protocol during op-
eration of the laboratory setup.

5.2.2 Central FPGA of the Laboratory Setup

Figures 5.7 (a) and 5.7 (b) are images of the central FPGA and ADC for data
acquisition. The board carrying the FPGA was developed at the ETI under the
name high power modulator board (HMK) as part of the ETI signal processing
system. The central component is a Cyclone IV FPGA [D10] whose input/output
(I/O) pins are connected to tub connectors. This allows the periphery of the
converter to be controlled, semiconductor switching signals to be generated or
data to be sent and received via FOC or cable-based bus systems.

The HMK generates the global counters for control, modulation and data acqui-
sition. It is responsible for balancing the energy within the arms of the converter,
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5.2 Description of the Signal Processing Unit

handles communication with the cells and controls the circuit breakers. Addi-
tionally, the ADC are directly connected to the HMK. Due to the direct value
acquisition, it is possible to implement the PLL for the detection of the grid an-
gle and for feed forward control of the grid voltage right on the FPGA. For this
purpose, the transformation of the control and output variables must also be car-
ried out on the FPGA. The communication with the superimposed DSP for the
calculation of the control algorithm is realized simultaneously via a 16 bit paral-
lel bus.

Data Acquisition and Evaluation

The ADC from Fig. 5.7 (b) are designed as a extension module for the HMK
FPGA board. The ADC are 12 bit THS 1206 [D11] with 12 bit resolution, 4
channels and a sampling rate of 6MS s−1. Since the power semiconductors have
a minimum on-time, the sampling of the signals to be measured can be done
at the maximum and minimum of the modulation carrier signal. Thus, the dis-
turbances, which can result from switching operations, are minimal. To further
smooth possible interferences, the average of 8 samples around the sampling
point is calculated.

The AC and DC voltages are mapped to the input range of the AD converter via
a high-impedance voltage divider. This results in a resolution of 491.3mV/bit.
The 6 arm currents of the converter are measured with compensation cur-
rent transformers LAH 50-P [D12]. The resolution of this measurement is
25.6mA/bit.

5.2.3 Timing of the System

To ensure stable operation, special attention must be paid to the timing of the
controls. At the beginning of each sampling period, the measured values for
voltages and currents are determined andmonitored for their limit values. Within
one control sampling period, the algorithm for the calculation of output variables
uref must be executed. The output variables must be transferred from DSP to
FPGA and converted into modulation levels. At the same time, the DC link
voltage of each cell is measured using the cell controllers and also transmitted
to the FPGA. In order to ensure an equal distribution of energy within an arm,
the cells are sorted for the next cycle period depending on the power sign of the
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setpoints. At the end of the cycle period the output levels are transmitted to the
respective cell controllers. In order to improve the voltage feed forward for the
control of the AC side, the clock frequency is increased according to [30] with
little effort by calculating the PLL directly on the FPGA.While the measurement
of the AD channels, the sorting of the arm voltages, the calculation of the AC
voltage feed forward and PLL as well as the evaluation of the modulation levels
are calculated with a modulation period TM, the control algorithm for current and
energy control of the system is executed with a control period of Tc = NC TM.

In Fig. 5.8 an exemplary timing diagram for an increase of the modulation fre-
quency by a factor of 2 is shown. 1 describes the counter maximum and counter
minimum of the global modulation period TM. At this point the new modula-
tion levels a are applied to the cells switches. The counter readings of the cells
for determining the switching and measuring times are synchronized by UART
transmission.

At the same time the ADC for voltage and current measurement are triggered
and the averages of the last 4 and the upcoming 4 samples are calculated. The
values are then available on the HMK for further processing.

The measured values of the grid voltage are fed to the PLL at the time 2 . The
PLL algorithm according to Sec. 4.3.3 is calculatedwithin 18 FPGAclock cycles.
The determined grid angle and frequency as well as the voltages of the positive
and negative sequence are supplied to the DSP. At the same time, the setpoints
u∗
1−6,AC,ff are calculated directly on the FPGA for voltage feedforward control.

This means that even in the event of a grid fault, the provided, incorrect voltage
feed forward is still sufficiently accurate. This conditions, that the fault current
of the system remains within its permissible limits.

At the time 3 the control algorithm is triggered on the DSP with the acquired
values, when both periods have started. Otherwise, no trigger signal is generated
in order to have sufficient computing time on the DSP for the more complex
control algorithms.

The cell voltage measurements of the past modulation period are used for energy
control. These are assumed to be constant within a control period TC of the DSP.
4 is located in the middle of the period. The capacitor voltages are measured
in the cells. By choosing the time of measurement, the effects of the switching
operations on the sensors are minimized as described in Sec. 5.2.1.

At 5 the capacitor voltages are sorted. This is necessary to ensure that the volt-
age per arm is distributed equally among the cells on average. A sorting network
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is used, which handles the sorting of the 5 arm cells. From an electrical point
of view, the cells are bipoles, without energy supply. To balance the energy, the
power sign will be used for assigning the switching states within the next mod-
ulation period in the arm. The sorting is described in detail in [23, 27, 30] and
had only minor adjustments in this work.

At the time 6 the calculated setpoints u∗
1−6 of the control algorithm of the DSP

must be available when the integer multipleNC = TC/TM is reached with respect
to the start of the period. Otherwise, the setpoints of the previous control period
TC are used. In the event that the calculation is not completed, the converter is
set to the error state and safely shut down, since the real-time condition is no
longer satisfied and safe operation can no longer be guaranteed.

Afterwards, from 7 on, the output levels of all cells are calculated. Depending
on the sort order it is decided which cells will be switched on completely during
the next modulation period, which will be switched off completely and which cell
will be switched on using the center-symmetric PWM. The aim is to approximate
the arm voltage to be set as best as possible. To scale the PWM to the cell voltage
of the switching cell, one division per arm, i.e. a total of 6 divisions, must be
performed. Due to the high modulation frequency in comparison to the mains
frequency, the assumption of the averaging model for the control of the system
is justified.

Right before the beginning of the new modulation period, at the time 8 the
new modulation levels are transmitted to the cells via UART. With 1 the new
modulation period starts and the new output levels are applied.

The timing of the system allows a highly dynamic feedforward control of the AC
voltage even in the event of a grid failure. The used PLL identifies the positive
sequence as well as the negative sequence. This also allows a correct rotation of
the components to compensate for a sampling time. The different period length
of modulation and control allows a decoupling of AC feedforward and control.
This guarantees stable operation in case of a grid fault on the one hand and suf-
ficient computing time in stationary operation on the other hand.

The presented system of power electronics, signal processing in the MMC and
the inverter-based stand-alone grid are used in Chapter 6 to validate the modeling
and control algorithms.
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Figure 5.8: Exemplary timing diagram of the system with a ratio of the control period Tc

and the modulation period TM of 2.
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Chapter 6

Measurement Results

In this chapter, measurement results obtained from the laboratory setup are pre-
sented. The modeling of the system presented in Chapter 2 and the derived
control structures from Chapter 3 are verified and validated with the structure
discussed in Chapter 5. Quasi-stationary and dynamic measurements at the lab-
oratory grid and the inverter-based island grid are presented to demonstrate the
basic functionality of the control. Finally, the performance in case of a grid
failure is shown and the desired additional reduction of energy pulsation is vali-
dated.

6.1 Quasi Stationary Operation of the System

The MMC is pre-charged and operated quasi-stationarily using the 400V/50Hz
laboratory supply grid. The grid is connected via a Yz-transformer. Through
this, the feeding network string voltage amplitude is V̂AC = 400V/

√
2 = 282V.

On the DC side, the MMC is controlled by a machine set with Vdc = 450V.
The ratio is Vdc/V̂AC ≈ 1.6. A power of P = 8.5 kW at a power factor of
cos (ϕg) = 1 is delivered to the AC grid.

Figures 6.1 (a) and 6.1 (b) show measurements of the grid voltages and grid cur-
rents in this operating point. The values are recorded with the sampling period
TC = 125 µs. The voltage feed forward control and the PLL on the FPGA operate
with factor five of the control frequency.
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Figure 6.1: Quasi-stationary operation at the 400V/50Hz-grid with P = 8.5 kW.
The measured values are sampled with the control period TC = 125 µs.
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As can be seen, the grid currents are precisely controlled stationarily by the pre-
dictive approach of AC control as introduced in Sec. 4.3. Figure 6.1 (c) depicts
the measured arm currents of all six inverter arms. As derived in Chapter 2,
these are composed of a superposition of the AC currents and the DC current.
In addition, currents are controlled to generate balancing power according to
Sec. 4.1. With 0.5A these currents are small compared to the total arm current.
The energy control is steady-state accurate and ensures stable operation of the
system.

Figure 6.1 (d) shows the arm energies calculated from the measured arm voltages
varm according to Eq. (2.2). The occurring energy pulsation is ∆W = 8.567 J.
On average all energies are constant around the mean value Wmean = 264.92 J,
which corresponds to an arm voltage of Vmean ≈ 650V.

Oscillographed Voltages and Currents

The measurements performed with the DSP-system, are validated with oscillo-
scope measurements. To see the influence of the switching, the values must be
oscillographed directly on the setup.

Figure 6.2 (a) shows the voltages of the first and fourth arm in steady state
operation. The voltages were measured with Keysight N2790A 100MHz dif-
ferential probes [D13] directly at the hardware and evaluated with an Keysight
MSOX3034T 350MHz/5GS s−1 oscilloscope [D14]. The individual voltage
levels of the 5 cells can be seen very clearly. The voltage approximately cor-
responds MMC-typically to the superposition of the DC voltage and the AC
voltage. The PWM is a very good approximation of the desired output variable.
The modulation frequency is TM = 40 kHz.

Figure 6.2 (b) shows the voltages with higher temporal resolution. One level of
the voltage depends on the energy of the arms and is approximately 140V. The
switching frequency of 40 kHz is clearly visible.

The measurements from Figs. 6.1 (a) to 6.1 (d) and 6.2 (a) show the basic func-
tionality of the presented control algorithms, modulators and implementations
on the hardware.
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Figure 6.2: Oscillographed arm voltages of the 1st and 4th arm using differential probes
and an increased time resolution.

6.1.1 Dynamic Load Step at the AC Side

Due to the load step on the AC side, the AC currents must be controlled accord-
ingly. The power factor of cos (ϕg) = 1 means that the power must be adjusted
on the DC side as well, to keep the energy within the converter constant. In addi-
tion, all energies must be kept constant around their mean value by the balancing
control. In the following sections, the control objectives are analyzed and the
performance of the control structure is shown.

Control of the AC Currents

To reach the stationary operating point from Sec. 6.1, the AC current must be
adjusted accordingly. The new approach of predictive AC control from Sec. 4.3
allows a current increase along the voltage limit, without overshoot and with
stationary accuracy.

The examination takes place in the transformed system, since the currents and
output variables can be considered decoupled for the AC side. The maxi-
mum output variable for the AC side can be freely adjusted by decoupling the
controlled system. To demonstrate the performance at the voltage limit, the max-
imum control voltage is set to ũAC,max = ±50V.
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Figure 6.3: transformed, constrained output variables and currents during a load step

Figure 6.3 (a) shows the transformed setpoints of the control variable to the time
point of the load step. The limitation to ±50V is clearly visible.

Figure 6.3 (b) shows the transformedAC currents and their setpoints. By limiting
the output variables, the current increases almost linearly until the setpoint is
reached. Due to the modeling and the predictive approach the setpoint is reached
with the greatest possible dynamics without overshoot and is precisely controlled
in a steady-state manner.

The feed forward control of the measured AC voltage is performed directly on
the FPGA with an increased modulation frequency of 40 kHz.
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Figure 6.4: Non-sinusoidal current trajectories

Generic Current Trajectories to the AC Side

In addition to the symmetrical, sinusoidal current waveform, an arbitrary current
trajectory can be injected by using the predictive approach. Since the neutral
point of the AC side is not connected,

∑
iAC

!
= 0 applies at all times.

Figure 6.4 shows a periodic current trajectory to the grid. The setpoints are stored
and retrieved in lookup tables depending on the grid angle.

Figure A.1 shows the transformed AC currents in XY representation. The mea-
surement demonstrates that the control structure can adjust not only symmetrical,
sinusoidal variables. This allows asymmetrical setpoints to be set in the event of
an fault.

Power Supply Tracking From the DC Side

The active power, which is fed into the AC grid, must be tracked via the DC side.
An additional dynamic results from the fact, that the DC voltage does not remain
constant during the load step. The voltage of the feeding machine depends on
the current load.

Figure 6.5 (a) shows the transformed output variable for feed forward control and
regulation of the DC side. Before the load step, the DC voltage is fed forward.
After the load step, the setpoint of the DC current increases.

To be able to control the current, the output variable is calculated by the DC cur-
rent controller from Sec. 4.2.1. The actual value follows the setpoint with a delay
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Figure 6.5: transformed output variable and current of the DC side during the AC load
step

of one control period as in Fig. 6.5 (b). The DC current causes the voltage drop
across the armature resistance of the supplying DC machine to increase. As a
consequence, the DC voltage decreases in magnitude, which leads to oscillations
in the controlled, feeding system.

However, the control structure of the MMC is able to compensate for this change
in voltage. The oscillation could be damped by a reference variable filter. How-
ever, this would result in a more severe drop in the total energy of the system
during the load step.
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Balancing the Energies in the System

During the load step, the arms of the system are stressed differently depending
on the phase angle and need to be symmetrized. The energy pulsation during the
transient process can be reduced as described and shown in Sec. 4.3.4. Without
compensation, it takes longer for the energies to reach their quasi-stationary final
value.

Figure 6.6 (a) shows the currents for balancing the energies and Fig. 6.6 (b) shows
the arm energies for the load step. In this operating point, the energies are bal-
anced without using the zero sequence voltage.

The energy pulsation in steady-state operation after the jump is ∆W = 6.15 J.
The maximum occurring energy pulsation during the load jump is ∆Wmax =
16.05 J.

The energy control also symmetrizes the arm energies during the load jump and
allows a stable operation of the MMC under dynamic conditions.

The measurement results from Figs. 6.1 (a) to 6.1 (d), 6.3 (a), 6.3 (b), 6.5 (a),
6.5 (b), 6.6 (a) and 6.6 (b) show that the presented control concept from Chap-
ter 3 based on the modeling in Chapter 2 can operate the MMC stable, stationary
and highly dynamic.

6.1.2 Reduction of the Energy Pulsation

In Chapter 3 new methods for reducing the energy pulsation were presented.
Depending on the operating point, current trajectories for the internal currents
are calculated in advance. Compared to the reduction of the second harmonic in
the energy pulsation, the ∆W can be significantly reduced.

The feed forward control of the 2nd harmonic is used according to the state of the
art to reduce the energy pulsation. The presented optimization methods allow a
further reduction of the energy pulsation and a better utilization of the installed
capacitors.
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Figure 6.6: arm energies and transformed currents for balancing and the energies during
the load step
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Figure 6.7: Comparison of the measured arm energies and arm currents without com-
pensation, with compensation of the 2nd harmonic and optimal current
trajectories.
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Comparison of Compensation Methods

To validate the statement of the performance from Sec. 3.1.6, the converter is
operated in a stable operating point. A line current with an amplitude of ÎAC =
20A is generated at a power factor of cos (ϕg) = 0.5ind. This corresponds to an
apparent power of SAC = 8.5 kVA. To show the effect of the reduction in the
energy pulsation with the help of optimized current trajectories, both methods
are applied successively and the energy trajectories are shown.

Figure 6.7 (a) shows the energy pulsation of the arms. Until the time t1 = 150ms
no reduction is activated. The energy pulsation is ∆Wno = 16.07 J.

In Fig. 6.7 (b) the corresponding arm currents are shown.

At time t1 the reduction of the second harmonic is activated. After the transient
process the energy pulsation is only 62.5% of the original ∆W .

At time t2 = 300ms the optimized current trajectories are applied. The energy
pulsation can thus be decreased by further 6.5 percentage points to 56.0%. On
the other hand, there are of course the higher currents in the converter, which
cause additional losses. The maximum arm current of 40A is never reached at
any time. The RMS value of the arm currents increases from 7.1A to 8.0A and
to 9.62A.

The reduction of the energy pulsation using the optimized current trajectories is
thus also proven and validated on the hardware design.

Additionally, the transient settling process can be further improved. Approaches
to this are already shown in [26, 86]. Trajectories for the operating point change
are predicted in order to reduce the energy pulsation. With the optimal current
trajectories the results could be improved even further. This procedure can be
applied to the operating point change as long as the stationary operating points
are known.

Compensation for All Phase Angles

As already derived in Sec. 3.1 and shown in [E1] for the compensation of the 2nd
harmonic, the degree of reduction depends on the phase angle of the AC side.
For the hardware setup from Chapter 5 the energy pulsation can be calculated
over the entire phase angle.
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tion of energy pulsation over the whole range of phase angle values

146



6.1 Quasi Stationary Operation of the System

In addition, the theoretical values for the compensation of the 2nd harmonic are
calculated. The theoretical values are then compared with the measured values.
In parallel, the current trajectories for the optimal reduction of the energy pulsa-
tion are determined, tested in a simulation and validated by measurement on the
setup.

Figure 6.8 shows the measured energy pulsation over the whole range of values
of the phase angle ϕg.

In both cases the energy pulsations of the different methods, which theoretically
according to Chapters 2 and 3, are shown. In contrast to the results from Fig. 3.8
the compensation of the 2nd harmonic at each operating point is more effective
than no compensation at all. As already shown in [E2], this depends on the
concrete realization of the hardware.

The reduction of the energy pulsation by using the optimal current trajectories
leads to very good results in all operating points.

For all three approaches it can be seen that the measurement corresponds very
well with the theoretical values. However, the measured pulsations tend to be
higher than the theoretically calculated values. These deviations have two basic
causes.

The theoretical values are calculated with a lossless model. The losses will be
covered at constant AC power for ϕ ≤ ±90° via the DC side. The DC current
is thus greater than in the ideal case. For other phase angles the DC power is re-
duced accordingly. Due to the additional power, the energy pulsation is increased
accordingly.

The second source of inaccuracies is the measurement value acquisition itself.
Besides quantization errors and errors of the amplifications and offsets of the
measuring device, the energies of the arms are only measured indirectly via the
voltage of the capacitors. For the cell capacitance, the same nominal value is
assumed for all cells. According to [D7] the nominal values of the electrolytic
capacitors can deviate from the real values by up to ±20%.

Nevertheless, the measurements show very good congruence between the the-
oretical and measured values. Furthermore, it is clear that the new function
optimization method for reducing the energy pulsation is superior to the state
of the art at any phase angle as long as the maximum allowed arm current is not
exceeded.
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Chapter 6 Measurement Results

6.2 Response of the Converter in Case of a
Grid Fault

The modelling and design of the control from Chapters 2 and 3 achieves a
reduction of the energy pulsation as verified in Sec. 6.1. In addition, the im-
plementation of the PLL on the FPGA in connection with the low-effort increase
of the modulation frequency by a factor of 5 according to [30], enables stable
operation in case of grid faults. As described in Secs. 4.3 and 4.3.3, a nega-
tive sequence can be identified. This allows LVRT and high voltage ride through
(HVRT) events to be passed through if the converter limits are not exceeded. The
theory presented in this thesis enables to reduce the energy pulsation in the best
possible way even in case of a grid fault.

To be permitted to connect a converter to the public grid, certain grid standards
must be met in case of a fault [D1–D3]. In the occurrence of a negative sequence,
the energy pulsation of the arms increases significantly [E6]. In order to ensure
stable operation, the cell capacitance must be designed accordingly larger than
necessary for stationary operation. If the energy pulsation is reduced even in
case of failure, the cell capacitance can be designed smaller and thus effectively
save costs.

6.2.1 Laboratory Setup for the Investigation of Grid
Faults

In order to investigate the performance of the control system, it must be possible
to set grid faults in a targeted and reproducible manner. Comparing the behav-
ior of the compensation methods in a LVRT experiment requires that the mains
voltage always drops by the same value at the same time.

The island grid presented in Fig. 5.2 and [E4, E5] provides the basis for the
test setup. In purpose of minimizing feedback effects of switching converters,
the island grid was provided by a 2-level converter with LC filter on the output
side.

The maximum current amplitude of the grid feeding converter is Imax = 50A
The inductance of the filter was chosen to 1mH and the capacitance to 160 µF.
The voltage amplitude is V̂N = 150V at ωg = 2π 50Hz. The MMC is thereby
fed by a machine set with Vdc = 1.6 V̂N ≈ 240V. In steady-state operation, the
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6.2 Response of the Converter in Case of a Grid Fault

MMC feeds a symmetrical current of Î = 10A. The power factor is cos (ϕg) =
1. This corresponds to an active power of P≈2.25 kW.

A grid fault is simulated and the behavior of the MMC is analyzed. For this
purpose a LVRT event is triggered in the minimum of phase a of the supplying
grid. The positive sequence is reduced by a factor of 0.87. At the same time, a
negative sequence is triggered with

vn = 0.75 V̂N e−j(ωgt+55°) (6.1)

This corresponds to a voltage drop to approximately 20% of the nominal voltage
of the second phase. The first and third phase rise of approximately 40%. The
LC filter of the supplying converter is only feed forward controlled. This causes
transients to occur. Therefore, the power cannot be increased further. The pre-
sented control of the MMC is investigated on the laboratory setup under these
conditions.

6.2.2 Stable Operation During Grid Faults

The MMC is in steady state operation at the time of the grid fault and feeds an
active power into the AC grid.

Figure 6.9 (a) shows the measured grid voltages. The grid fault occurs at t =
20ms. In Fig. 6.9 (b) the grid currents of the MMC can be seen.

Before the grid fault, the current is precisely controlled by the MPC. In case of
a failure, the PLL on the FPGA has to determine the grid angle exactly. Ad-
ditionally, the negative sequence needs be identified. This enables correct feed
forward control of the voltage. During the transient compensation processes, the
current in the line inductors increases because of the incorrect feed forward con-
trol. However, the MPC is able to keep the current within the limits of ±50A
and thus avoid a fault state of the converters. Once the PLL correctly identifies
all quantities, the currents are injected as a three-phase, symmetrical sinusoidal
system despite an unbalanced voltage. Each phase is thereby stressed differently.
This results in large energy pulsations in the MMC system.
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(c) arm energies calculated from the measured arm voltages

Figure 6.9: Directly measured and derived variables during the grid fault at constant AC
current.
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6.2 Response of the Converter in Case of a Grid Fault

Figure 6.9 (c) shows the arm energies of the system. By means of the model and
the energy control derived from it, the arm energies are also kept constant within
their tolerance band and on average. Since the implemented PLL can identify
and decouple the grid voltage in positive and negative sequences, the energies
are balanced with the grid voltage in the positive sequence according to Eq. (4.1).
There is no need to adapt the energy control scheme in case of an error.

Themeasurements fromFigs. 6.9 (a) to 6.9 (c) show that theMPC fromChapter 3
together with the implementation of the PLL and the energy control derived from
Chapter 2 are able to operate the MMC in a stable manner even in case of grid
fault. However, the power delivered to the grid is not constant anymore.
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Figure 6.10: Directly measured and derived variables during grid fault

152



6.2 Response of the Converter in Case of a Grid Fault

Another typical application of a MMC is the feeding of constant power from
the DC side to the AC side. In the event of a grid fault, the power fed into the
grid should be kept as constant as possible. In order to ensure a constant power
supply, the control of the MMC must be able to quickly identify an occurring
negative sequence and adjust the control voltage accordingly.

In order to demonstrate the performance of the PLL in combination with the
MPC of the AC currents of the MMC, the power is fed constantly into the AC
grid in case of grid fault.

Figures 6.10 (a) to 6.10 (d) show the measured values of the laboratory setup in
case of grid fault. Before the grid fault, a constant AC power is delivered to the
symmetrical, sinusoidal grid. At t = 20ms the feeding converter emulates the
grid fault and feeds the negative sequence of the voltage.

Figure 6.10 (a) shows the measured grid voltages. The transient response of
the LC filter is clearly visible. The PLL on the FPGA is designed according
to Sec. 4.3.3 and identifies the positive sequence and the negative sequence as
well as the corresponding grid angle and phase angle of the negative sequence.
Based on this, the current trajectories of the AC currents can be calculated so
that the active power fed into the AC grid remains constant, as can be seen in
Figs. 6.10 (b) and 6.10 (d).

Due to the high repetition frequency of 40 kHz of the PLL and the associated
voltage feed forward control, a stable operation of the converter is possible in
case of a grid fault as well. The grid current is controlled correctly despite a
voltage drop. In addition, it is possible to continue feeding the power constantly
into the AC grid as before the grid fault. This means that the DC side does
not have to be considered further or restricted if the limit values of the feeding
converter are not exceeded.

The corresponding energy pulsation is shown in Fig. 6.10 (c). The arm energies
are kept at their average value by the energy control. This is only possible if the
positive sequence of the voltage is correctly identified, since this voltage is used
to generate balancing power. Due to the unbalanced load of the output phases,
the pendulum power must be temporarily stored in the capacitors. This increases
the energy pulsation in stationary, unbalanced operation. In transient operation
the energy pulsation is even further increased until the PLL has determined the
corresponding quantities and a new operating point has been set.

The measurement results show that the modelling and control of the system al-
lows a stable operation in case of an LVRT event.
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Figure 6.11: Comparison of the maximum energy pulsation in case of grid fault with
(∆Wred) and without compensation (∆W ) currents.

6.2.3 Reduction of the Energy Pulsation During Grid
Fault

In the event of a fault, the arm energies experience a transient pulsation and even
after the fault, the pulsations at constant power are still larger than in steady-
state operation. In order to be able to utilize the capacitors further or to reduce
the installed capacitance, the energy pulsation have to be reduced even in case
of a fault. The transient range is of particular interest here. At this point, the
maximum deviations from the mean value occur. In addition, this is the crucial
operating point and essential for the cell capacitor design.

The new function optimization of the circulating currents optimizes the energy
pulsations that arise in steady-state operation due to the positive sequence of
current and voltage. The implemented PLL enables a fast identification of the
positive sequence in amplitude and phase in case of a fault. Using this infor-
mation, the optimal current trajectories are selected even in the event of a fault.
Thus, the innovative type of feed forward control enables the reduction of energy
pulsations even in the case of a grid fault.

Figure 6.11 shows a comparison of the envelopes of the arm energies in case of
an error. If the grid voltage drops, the energy pulsation becomes significantly
larger. In steady-state operation the energy pulsation was already reduced, so
that overshoot is reduced, as well. After the voltage systems are identified by
the PLL, the energies are transferred back to their stable operating point. The
optimal current trajectories achieve a reduction of the energy pulsation during
the grid fault and even with asymmetrical loading of the system.
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6.3 Conclusion of this Chapter

Chapter 6 presented measurement results obtained at the laboratory setup in or-
der to verify the model and the control structure derived from it.

Section 6.1 shows the performance of the control in steady-state operation. The
modelling from Chapter 2 allows a quick and easy decoupling of the system. The
analytical and systematical derivation of the transformation matrices allows a
simple design of the energy and current controls. Due to the introduced straight-
forward energy control, no adaptation of the chosen balancing terms has to be
derived, even for faulty grid conditions. This even includes other MMC based
topologies described and controlled in this manner.

During steady-state operation, the implemented and presented control of the
AC side enables the required AC currents to be injected along the voltage limit
without overshoot. In addition to symmetrical, sinusoidal current systems, any
current trajectories can be specified. By modelling, the power terms are directly
identified, which can be used for balancing the energy. The corresponding arm
currents are calculated, impressed and enable a stable operation of the MMC.

It was proven that the optimal current trajectories reduce the energy pulsation
significantly in contrast to the reduction using the state of the art analytical ap-
proach. This applies to the entire range of the power factor. With pure reactive
power injection, the effect can even be observed considerably larger.

A widespread application of the MMC is the power exchange between DC sys-
tems and AC systems, resulting in the necessity to operate the MMC safely even
during grid failures such as LVRT and HVRT.

To enable the comparison of control approaches in case of grid faults, a converter
fed island grid is used. Due to the high switching frequency and the calculation
of the PLL as well as the corresponding voltage feed forward, the currents can
be fed in symmetrically in case of a grid fault. Therefore, a stable operation of
the converter is possible even if the phase voltage drops to approximately 20%
within one sampling step.

The MPC based AC control also allows a constant AC power supply in case of
a grid fault. The capacitors of the MMC are usually designed for the energy
pulsation that occur during a transient event. The capacitance must be large
enough so that the maximum arm voltage is not exceeded in the event of a grid
failure. It is proven that the optimal current trajectories allow a reduction of
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the maximum occurring energy pulsation even in the event of a harsh voltage
sag. The quick identification of the symmetrical components of the feeding grid
allows for the choice of optimal current trajectories. This reduces the maximum
energy value and stable operation is quickly achieved.

The modelling from Chapter 2 and the design of the control from Chapter 3
are verified by means of the implementation in the MMC laboratory setup from
Chapter 5.
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Chapter 7

Conclusion

The thesis at hand introduced a new approach to modeling modular multilevel
converter (MMC) based systems. With the help of this modelling it is possible to
design new, efficient control algorithms for the system. In future, it will become
more and more important for grid-feeding converters to be able to operate not
only in a stable but also grid-compatible manner.

A state space model of the MMC was derived with analytically described dif-
ferential equations. A method for decoupling the system was elaborated on,
starting from the state of the art. Mathematical tools which enable a systemati-
cal analysis of the occurring control and output variables were used. A general
transformation rule for MMC based systems has been developed by simple ma-
trix diagonalization. It allows a decoupled consideration of those systems.

This directly resulted in simple possibilities to identify power terms which keep
the arm energies of the system within their limits. Additionally, degrees of free-
dom of the circulating currents and the zero sequence voltage were formulated.
As expected for MMC based topologies, they can be used to reduce the energy
pulsation.

With the presented model description, it was possible to execute new optimiza-
tion procedures including the degrees of freedom, which allow a reduction of the
energy pulsation. According to the state of the art it was difficult to identify those
power terms which allow a symmetrization of the system. With the state space
description, the zero spaces of the system matrices allow a direct derivation of
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those power terms. By superposing the balancing terms, an optimal feed forward
control and simultaneous balancing of the whole system can be achieved.

The simple derivation of the transformation rule also provides the basis for the
design of sophisticated control algorithms. This thesis explains how to design
a closed-loop feed forward controller with finite response time for the DC side
and the circulating currents. The description in matrix notation further allows
a simple implementation of a model-based, predictive control of the AC side.
It is not only possible to limit the output variables of the controller but also to
limit the state variables. This calculation is generally complex and requires the
solution of a constrained optimization problem.

The analysis of the MMC equations has shown that it is sufficient to solve an
unlimited quadratic programming (QP) problem. This calculation can be done
in real time and is therefore the basis of the implemented MPC approach. Thus,
a current control to the AC side at the voltage limit of the converter is easily
achieved.

In order to be able to set the current in the correct phase and to be able to precisely
feed the voltage to the AC side, the phase locked loop (PLL) for grid identifica-
tion is executed with increased clock frequency. The derived energy control,
energy deviation reduction and decoupling is validated with a laboratory setup.
It was demonstrated that the converter can be operated safely in case of a grid
fault. Furthermore, it is possible to reduce the energy pulsation over the entire
operating range in order to save costs in the design of the capacitors. In addition,
power can constantly be fed into the faulty grid.

The new approach presented in this thesis to modelling and controlling MMCs
has significant advantages over the state of the art methods including:

• An unified analytical formalism to describe MMC based systems. The sim-
ilarity transform provides a decoupling of such systems independent of the
specific topology.

• The energy control is derived based on the power terms. Additional topology
related considerations are not necessary.

• The application of advanced optimization methods due to the control engineer-
ing notation.
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• A reduction of the energy pulsation over the entire operating range of theMMC
with function optimization. The circulating currents are determined and pre-
pared in advance to achieve the theoretical minimum energy pulsation. An
exemplary calculation shows that a reduction up to 30% is possible.

• Reduction of energy pulsation is achieved even during AC voltage sags.

• Using cost functions to determine the control objective allow a simple exten-
sion. E.g. losses can be included to find the optimal control strategy for MMC
based converters.

• A straightforward and real-time capable implementation of model based con-
trol approaches for constrained grid side control is possible. Grid currents are
fed into the grid along the voltage limit of the system.

Considering the fundamental results of this work with regards to the modelling
and controlling of MMCs, further possibilities of research emerge. Due to the
increasing complexity of power system equipment, stability considerations gain
more and more importance. Questions arise on how to accurately calculate the
harmonic impedance of an MMC system. No simple methods for impedance
calculation are known so far when using nonlinear control concepts, like the ones
implemented here for AC current control. Likewise, a general stability statement
for model-based control approaches is not yet known. In the future, stability
analysis will gain more importance for meshed, converter-fed grids in order to
ensure a reliable supply of electrical energy to the public. In this context, the
investigations are not limited to the AC side. DC systems will have a greater role
to play in the supply as well. Behavior and response during grid faults will also
play a central role. Using the fundamental description given in this thesis, other
network control strategies can be developed and designed.

Furthermore, additional criteria can be included easily in the design of the control
of MMC systems in the future. For example, by using optimization functions to
formulate the control objectives, efficiency or harmonic impedance can also be
taken into account during optimization. This is immediately followed by the
question of whether optimization can also be calculated online as computing
power continues to increase.

All this combined makes a dynamic, efficient and grid-compatible use of the
MMC possible and enables it as tomorrow’s backbone of the sustainable power
supply.
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Chapter A

Appendix

A.1 System Matrices of the MMC with
Uncoupled Arm Inductors

A =
6

L (L+ 2Lac) (L+ 3Ldc)


a3 a1 a1 a4 a2 a2
a1 a3 a1 a2 a4 a2
a1 a1 a3 a2 a2 a4
a4 a2 a2 a3 a1 a1
a2 a4 a2 a1 a3 a1
a2 a2 a4 a1 a1 a3

 (A.1a)

with

a1=L2R+ 2L2Rac − 3L2Rdc + 6LLdcR− 6LLacRdc

+ 6LLdcRac + 6LacLdcR (A.1b)
a2=L2R+ 2L2Rac + 3L2Rdc + 6LLacRdc + 6LLdcRac − 6LacLdcR (A.1c)
a3=− 5L2R− 4L2Rac − 3L2Rdc − 6LLacR− 12LLdcR− 6LLacRdc

− 12LLdcRac − 12LacLdcR (A.1d)
a4=L2R− 4L2Rac + 3L2Rdc + 6LLacR+ 6LLacRdc

− 12LLdcRac + 12LacLdcR (A.1e)
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B =
6

L (L+ 2Lac) (L+ 3Ldc)


b3 b1 b1 b4 b2 b2
b1 b3 b1 b2 b4 b2
b1 b1 b3 b2 b2 b4
b4 b2 b2 b3 b1 b1
b2 b4 b2 b1 b3 b1
b2 b2 b4 b1 b1 b3

 (A.2a)

with

b1=L2 + LdcL6 + 6LacLdc (A.2b)
b2=L2 − 6LacLdc (A.2c)
b3=− 5L2 − 6LLac − 12LLdc − 12LacLdc (A.2d)
b4=L2 + LacL6 + 12LacLdc (A.2e)

F =


f2 f1 f1 f3
f1 f2 f1 f3
f1 f1 f2 f3
f2 f1 f1 −f3
f1 f2 f1 −f3
f1 f1 f2 −f3

 (A.3a)

with

f1=
1

3L+ 6Lac
(A.3b)

f2=− 2

3L+ 6Lac
(A.3c)

f3=
1

2L+ 6Ldc
(A.3d)

C =

1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1

 (A.4a)
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A.2 System Matrices of the MMC with Coupled
Arm Inductors

A =
1

(2Lac + Lσ)(12L+ 6Lσ)(2L+ 3Ldc + Lσ)

·


a3 a1 a1 a4 a2 a2
a1 a3 a1 a2 a4 a2
a1 a1 a3 a2 a2 a4
a4 a2 a2 a3 a1 a1
a2 a4 a2 a1 a3 a1
a2 a2 a4 a1 a1 a3

 (A.5a)

with

a1=4L2R+ 8L2Rac + Lσ
2R+ 2Lσ

2Rac − 3Lσ
2Rdc + 6LLdcR+ 4LLσR

− 12LLacRdc + 12LLdcRac + 6LacLdcR+ 8LLσRac − 6LLσRdc

+ 6LdcLσR− 6LacLσRdc + 6LdcLσRac (A.5b)
a2=4L2R+ 8L2Rac + Lσ

2R+ 2Lσ
2Rac + 3Lσ

2Rdc + 6LLdcR+ 4LLσR

+ 12LLacRdc + 12LLdcRac − 6LacLdcR+ 8LLσRac + 6LLσRdc

+ 6LacLσRdc + 6LdcLσRac (A.5c)
a3=− 8L2R− 16L2Rac − 5Lσ

2R− 4Lσ
2Rac − 3Lσ

2Rdc

− 12LLacR− 12LLdcR− 14LLσR− 12LLacRdc − 24LLdcRac

− 12LacLdcR− 16LLσRac − 6LacLσR− 6LLσRdc − 12LdcLσR

− 6LacLσRdc − 12LdcLσRac (A.5d)
a4=Lσ

2R− 16L2Rac − 8L2R− 4Lσ
2Rac + 3Lσ

2Rdc

+ 12LLacR− 12LLdcR− 2LLσR+ 12LLacRdc − 24LLdcRac

+ 12LacLdcR− 16LLσRac + 6LacLσR+ 6LLσRdc + 6LacLσRdc

− 12LdcLσRac (A.5e)
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B =
1

6(2L+ Lσ)(2Lac + Lσ)(2L+ 3Ldc + Lσ)

·


b3 b1 b1 b4 b2 b2
b1 b3 b1 b2 b4 b2
b1 b1 b3 b2 b2 b4
b4 b2 b2 b3 b1 b1
b2 b4 b2 b1 b3 b1
b2 b2 b4 b1 b1 b3

 (A.6a)

with

b1=4L2 + 4LLσ + 6LdcL+ Lσ
2 + 6LdcLσ + 6LacLdc (A.6b)

b2=4L2 + 4LLσ + 6LdcL+ Lσ
2 − 6LacLdc (A.6c)

b3=− 8L2 − 5Lσ
2 − 12LLac − 12LLdc − 14LLσ − 12LacLdc

− 6LacLσ − 12LdcLσ (A.6d)
b4=Lσ

2 − 8L2 + 12LLac − 12LLdc − 2LLσ + 12LacLdc + 6LacLσ (A.6e)

F =


f2 f1 f1 f3
f1 f2 f1 f3
f1 f1 f2 f3
f2 f1 f1 −f3
f1 f2 f1 −f3
f1 f1 f2 −f3

 (A.7a)

with

f1=
1

6Lac + 3Lσ
(A.7b)

f2=− 2

6Lac + 3Lσ
(A.7c)

f3=
1

4L+ 6Ldc + 2Lσ
(A.7d)

C =

1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1

 (A.8a)
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Ã =



0 0 0 0 0 0

0 − R+3Rdc
2L+3Ldc+Lσ

0 0 0 0

0 0 − R
2L+Lσ

0 0 0

0 0 0 − R
2L+Lσ

0 0

0 0 0 0 − R+2Rac
2Lac+Lσ

0

0 0 0 0 0 − R+2Rac
2Lac+Lσ



=


0 0 0 0 0 0
0 R+ 3Rdc 0 0 0 0
0 0 R 0 0 0
0 0 0 R 0 0
0 0 0 0 R+ 2Rac 0
0 0 0 0 0 R

 · B̃ (A.9a)

B̃ =



0 0 0 0 0 0
0 − 1

2L+3Ldc+Lσ
0 0 0 0

0 0 − 1
2L+Lσ

0 0 0

0 0 0 − 1
2L+Lσ

0 0

0 0 0 0 − 1
2Lac+Lσ

0

0 0 0 0 0 − 1
2Lac+Lσ


(A.9b)

F̃ =



0 0 0 0

0 0 0 −
√
6

4L+6Ldc+2Lσ
0 0 0 0
0 0 0 0
1

2Lac+Lσ
− 1

2Lac+Lσ
0 0

√
3

6Lac+3Lσ

√
3

6Lac+3Lσ
− 2

√
3

6Lac+3Lσ
0


(A.9c)

C̃ =


2 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 2 0
0 0 0 0 0 2

 (A.9d)
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A.3 Inverted System Matrices

B+ =
1

6


b3 b1 b1 b4 b2 b2
b1 b3 b1 b2 b4 b2
b1 b1 b3 b2 b2 b4
b4 b2 b2 b3 b1 b1
b2 b4 b2 b1 b3 b1
b2 b2 b4 b1 b1 b3

 (A.10a)

with

b1=L+ 2Lac − 3Ldc (A.10b)
b2=L+ 2Lac + 3Ldc (A.10c)
b3=− 5L− 4Lac − 3Ldc (A.10d)
b4=L− 4Lac + 3Ldc (A.10e)

BN =


1
1
1
1
1
1

 (A.10f)

C+ =



1
2 0 0
0 1

2 0
0 0 1

2
1
2 0 0
0 1

2 0
0 0 1

2

 (A.10g)

CN =



−1√
2

0 0

0 −1√
2

0

0 0 −1√
2

1√
2

0 0

0 1√
2

0

0 0 1√
2


(A.10h)
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A.4 Inverted and Transformed System Matrices

B̃
+
=


0 0 0 0 0 0
0 −L 0 0 0 0
0 0 −L 0 0 0
0 0 0 −L− 2Lac 0 0
0 0 0 0 −L− 2Lac 0
0 0 0 0 0 −L− 3Ldc

 (A.11a)

B̃N =


1
0
0
0
0
0

 (A.11b)

C̃
+
=



1
2 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1

2 0 0
0 0 0 0 1

2 0
0 0 0 0 0 0

 (A.11c)

C̃N =


0 0 0
1 0 0
0 1 0
0 0 0
0 0 0
0 0 1

 (A.11d)
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A.5 Calculation of Intrinsic Energy Pulsations

To calculate the intrinsic energy pulsations of the MMC the first summand of
Eq. (2.27c) has to be analyzed. The equation represents a power term that occurs
in each arm and cannot be influenced by any control variable.

ẋint =


ẋ7,i
ẋ8,i
ẋ9,i
ẋ10,i
ẋ11,i
ẋ12,i

 = T> B̃
+
(
C̃

+ ˙̃yref − Ã C̃
+
ỹref − F̃ z

)
� T> C̃

+
ỹref

(A.12a)

During stationary operation, the untransformed designated values yref are as-
sumed to be a sinusoidal symmetrical three phase system. In transformed
coordinates this results in

ỹd,56 =
ˆ̃yg

[
cos (ωg t+ ϕ̃g)
sin (ωg t+ ϕ̃g)

]
(A.12b)

with an amplitude ˆ̃yg, the frequency ωg and a phase shift ϕ̃g The disturbance
variable z is composed of the measured three phase voltage system and the DC
side voltage. Assuming those values to be ideal results in

z =


ẑ cos (ωg t)

ẑ cos
(
ωg t− 2π

3

)
ẑ cos

(
ωg t− 4π

3

)
zDC

 (A.12c)

Here ẑ denotes the voltage amplitude and zDC is the constant DC voltage.
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Inserting those assumptions into Eq. (A.12a) yields

ẋ7,i = − 1

48ωg

(
2 ˆ̃y2g ωg (R+ 2Rac)− 2 ˆ̃yg ẑ ωg

(
3 cos(ϕ̃g) +

√
3 sin(ϕ̃g)

)
+ 2 ˆ̃yg zDC ωg

(
3 cos(ωg t+ ϕ̃g) +

√
3 sin(ωg t+ ϕ̃g)

)
− 2 ˆ̃yg ẑ ωg

(
3 cos(2ωg t+ ϕ̃g) +

√
3 sin(2ωg t+ ϕ̃g)

)
+ ˆ̃y2g

(√
3 (L+ 2Lac) + ωg (R+ 2Rac)

)
cos(2ωg t+ 2 ϕ̃g)

+ˆ̃y2g

(
(−L− 2Lac) +

√
3ωg (R+ 2Rac)

)
sin(2ωg t+ 2 ϕ̃g)

)
(A.12d)

ẋ8,i =
1

48ωg

(
2 ˆ̃y2g ωg (−R− 2Rac) + 2 ˆ̃yg ẑ ωg

(
3 cos(ϕ̃g) +

√
3 sin(ϕ̃g)

)
+ 2 ˆ̃yg zDC ωg

(
3 cos(ωg t+ ϕ̃g)−

√
3 sin(ωg t+ ϕ̃g)

)
− 4

√
3 ˆ̃yg ẑ ωg sin(2ωg t+ ϕ̃g)

+ ˆ̃y2g

(√
3 (L+ 2Lac)− ωg (R+ 2Rac)

)
cos(2ωg t+ 2 ϕ̃g)

+ˆ̃y2g

(
(L+ 2Lac) +

√
3ωg (R+ 2Rac)

)
sin(2ωg t+ 2 ϕ̃g)

)
(A.12e)

ẋ9,i =
1

24ωg

(
ˆ̃y2g ωg (−R− 2Rac) + ˆ̃yg ẑ ωg

(
3 cos(ϕ̃g) +

√
3 sin(ϕ̃g)

)
+ 2

√
3 ˆ̃yg zDC ωg cos(ωg t+ ϕ̃g)

− 2 ˆ̃yg ẑ ωg

(
3 cos(2ωg t+ ϕ̃g)−

√
3 sin(2ωg t+ ϕ̃g)

)
+ ˆ̃y2gωg (R+ 2Rac) cos(2ωg t+ 2 ϕ̃g)

−ˆ̃y2g (L+ 2Lac) sin(2ωg t+ 2 ϕ̃g)
)

(A.12f)
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ẋ10,i =
1

48ωg

(
2 ˆ̃y2g ωg (−R− 2Rac) + 2 ˆ̃yg ẑ ωg

(
3 cos(ϕ̃g) +

√
3 sin(ϕ̃g)

)
+ 2 ˆ̃yg zDC ωg

(
3 cos(ωg t+ ϕ̃g) +

√
3 sin(ωg t+ ϕ̃g)

)
+ 2 ˆ̃yg ẑ ωg

(
3 cos(2ωg t+ ϕ̃g) +

√
3 sin(2ωg t+ ϕ̃g)

)
− ˆ̃y2g

(√
3 (L+ 2Lac) + ωg (R+ 2Rac)

)
cos(2ωg t+ 2 ϕ̃g)

+ˆ̃y2g

(
(L+ 2Lac) +

√
3ωg (−R− 2Rac)

)
sin(2ωg t+ 2 ϕ̃g)

)
(A.12g)

ẋ11,i =
1

48ωg

(
2 ˆ̃y2g ωg (−R− 2Rac) + 2 ˆ̃yg ẑ ωg

(
3 cos(ϕ̃g) +

√
3 sin(ϕ̃g)

)
− 2 ˆ̃yg zDC ωg

(
3 cos(ωg t+ ϕ̃g)−

√
3 sin(ωg t+ ϕ̃g)

)
− 4

√
3 ˆ̃yg ẑ ωg sin(2ωg t+ ϕ̃g)

+ ˆ̃y2g

(√
3 (L+ 2Lac)− ωg (R+ 2Rac)

)
cos(2ωg t+ 2 ϕ̃g)

+ˆ̃y2g

(
(L+ 2Lac) +

√
3ωg (R+ 2Rac)

)
sin(2ωg t+ 2 ϕ̃g)

)
(A.12h)

ẋ12,i = − 1

24ωg

(
ˆ̃y2g ωg (R+ 2Rac)− ˆ̃yg ẑ ωg

(
3 cos(ϕ̃g) +

√
3 sin(ϕ̃g)

)
+ 2

√
3 ˆ̃yg zDC ωg cos(ωg t+ ϕ̃g)

+ 2 ˆ̃yg ẑ ωg

(
3 cos(2ωg t+ ϕ̃g)−

√
3 sin(2ωg t+ ϕ̃g)

)
− ˆ̃y2gωg (R+ 2Rac) cos(2ωg t+ 2 ϕ̃g)

+ˆ̃y2g (L+ 2Lac) sin(2ωg t+ 2 ϕ̃g)
)

(A.12i)

Equations (A.12d) to (A.12i) show the expanded results. All powers consist only
of terms with the frequencies 0, ωg and 2ωg. The converter arm powers only
consists of these 3 frequencies.
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A.6 Power Transformation Matrices

T pn
+ =



1
6

1
2
√
6

1
6
√
2

− 1
2
√
6

− 1
6
√
2

− 1
4 − 1

4
√
3

− 1
4
√
3

− 1
12

1
6 − 1

2
√
6

1
6
√
2

1
2
√
6

− 1
6
√
2

− 1
4

1
4
√
3

1
4
√
3

− 1
12

1
6 0 − 1

3
√
2

0 1
3
√
2

0 0 0 − 1
3

1
6 − 1

2
√
6

− 1
6
√
2

− 1
2
√
6

− 1
6
√
2

1
4

1
4
√
3

1
4
√
3

1
12

1
6

1
2
√
6

− 1
6
√
2

1
2
√
6

− 1
6
√
2

1
4 − 1

4
√
3

− 1
4
√
3

1
12

1
6 0 1

3
√
2

0 1
3
√
2

0 0 0 1
3


(A.13a)

T pn =



1 1 1 1 1 1√
6
4 −

√
6
4 0 −

√
6
4

√
6
4 0

1
2
√
2

1
2
√
2

− 1√
2

− 1
2
√
2

− 1
2
√
2

1√
2

−
√
6
2

√
6
2 0 −

√
6
2

√
6
2 0

− 1√
2

− 1√
2

√
2 − 1√

2
− 1√

2

√
2

− 3
4 − 3

4 0 3
4

3
4 0

−
√
3
4

√
3
4 0

√
3
4 −

√
3
4 0

−
√
3
4

√
3
4 0

√
3
4 −

√
3
4 0

− 1
4 − 1

4 −1 1
4

1
4 1


(A.13b)

T p =



1 1 1 1 1 1
0 0 0 0 0 0
0 0 0 0 0 0

−
√
6
2

√
6
2 0 −

√
6
2

√
6
2 0

− 1√
2

− 1√
2

√
2 − 1√

2
− 1√

2

√
2

−1 −1 1
2 1 1 − 1

2

−
√
3
2

√
3
2 0

√
3
2 −

√
3
2 0

−
√
3
2

√
3
2 0

√
3
2 −

√
3
2 0

0 0 − 3
2 0 0 3

2


(A.13c)
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A.7 Hesse-Matrix

H =


h1 0 h7 0 h8 0
0 h2 0 h9 0 h10

h7 0 h3 0 h11 0
0 h9 0 h4 0 h12

h8 0 h11 0 h5 0
0 h10 0 h12 0 h6

 (A.14a)
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with

h1 =
2

L̃4
5

(
λuL̃

4
5 + 2qacL̃

2
5 + 2qacR̃

4
5 + 2qacR̃

2
5

)
(A.14b)

h2 =
2

L̃4
6

(
λuL̃

4
6 + 2qacL̃

2
6 + 2qacR̃

4
6 + 2qacR̃

2
6

)
(A.14c)

h3 =
2

L̃4
5

(
λuL̃

4
5 + 2qacL̃

2
5 + 2qacR̃

2
5

)
(A.14d)

h4 =
2

L̃4
6

(
λuL̃

4
6 + 2qacL̃

2
6 + 2qacR̃

2
6

)
(A.14e)

h5 = λu +
4qac

L̃2
5

(A.14f)

h6 = λu +
4qac

L̃2
6

(A.14g)

h7 = − 1

L̃4
5

(
λuL̃

4
5 + 4qacL̃5R̃5 − 4qacR̃

3
5

)
(A.14h)

h8 = −4qacR̃
2
5

L̃3
5

(A.14i)

h9 = − 1

L̃4
6

(
λuL̃

4
6 + 4qacL̃6R̃6 − 4qacR̃

3
6

)
(A.14j)

h10 = −4qacR̃
2
6

L̃3
6

(A.14k)

h11 = −λu −
4qacR̃5

L̃3
5

(A.14l)

h12 = −λu −
4qacR̃6

L̃3
6

(A.14m)

173



Chapter A Appendix

A.8 Timevariant Vector Θk of the Cost Function

Θk =


θ1
θ2
θ3
θ4
θ5
θ6

 (A.15a)
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with

θ1 = −λuũAC,k−1,1

+
2qac

L̃5

(
ỹ∗AC,k+1,1 +

2R̃5

L̃5

x̃AC,k,1

)

− 2qacR̃5

L̃2
5

(
ỹ∗AC,k+2,1 −

2R̃2
5

L̃2
5

x̃AC,k,1

)

− 2qacR̃
2
5

L̃2
5

(
ỹ∗AC,k+3,1 +

2R̃3
5

L̃3
5

x̃AC,k,1

)
(A.15b)

θ2 = −λuũAC,k−1,2

+
2qac

L̃6

(
ỹ∗AC,k+1,2 +

2R̃6

L̃6

x̃AC,k,2

)

− 2qacR̃6

L̃2
6

(
ỹ∗AC,k+2,2 −

2R̃2
6

L̃2
6

x̃AC,k,2

)

− 2qacR̃
2
6

L̃2
6

(
ỹ∗AC,k+3,2 +

2R̃3
6

L̃3
6

x̃AC,k,2

)
(A.15c)

θ3 = −2qac

L̃5
5

(
−L̃4

5ỹ
∗
AC,k+2,1 + L̃3

5R̃5ỹ
∗
AC,k+3,1

+2x̃AC,k,1

(
L̃2
5R̃

2
5 + R̃4

5

))
(A.15d)

θ4 = −2qac

L̃5
6

(
−L̃4

6ỹ
∗
AC,k+2,2 + L̃3

6R̃6ỹ
∗
AC,k+3,2

+2x̃AC,k,2

(
L̃2
6R̃

2
6 + R̃4

6

))
(A.15e)

θ5 =
2qac

L̃4
5

(
L̃3
5ỹ

∗
AC,k+3,1 + 2R̃3

5x̃AC,k,1

)
(A.15f)

θ6 =
2qac

L̃4
6

(
L̃3
6ỹ

∗
AC,k+3,2 + 2R̃3

6x̃AC,k,2

)
(A.15g)
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A.9 Timevariant Scalar θk of the Cost Function

θk = λu
(
ũ2
AC,k−1,1 + ũ2

AC,k−1,2

)
+ qac

(
ỹ∗AC,k+1,1 +

2R̃5

L̃5

x̃AC,k,1

)2

+ qac

(
ỹ∗AC,k+1,2 +

2R̃6

L̃6

x̃AC,k,2

)2

+ qac

(
ỹ∗AC,k+2,1 −

2R̃2
5

L̃2
5

x̃AC,k,1

)2

+ qac

(
ỹ∗AC,k+2,2 −

2R̃2
6

L̃2
6

x̃AC,k,2

)2

+ qac

(
ỹ∗AC,k+3,1 +

2R̃3
5

L̃3
5

x̃AC,k,1

)2

+ qac

(
ỹ∗AC,k+2,2 +

2R̃3
6

L̃3
6

x̃AC,k,2

)2

(A.16)

A.10 AC Current Trajectory in XY
Representation
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ĩAC

Figure A.1: XY representation of the measured, transformed AC currents from Sec. 6.1.1.
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