**Editorial**

Critical information infrastructures are sociotechnical systems comprising essential software components and information systems with pivotal impact on individuals, organizations, governments, economies, and society. Here at the Karlsruhe Institute of Technology (KIT), our research group works on practice- and research-driven challenges concerned with the design, development, and evaluation of reliable and secure software and information systems. Our research features a strong focus on Internet and health care industries as well as on the industry-specific application of secure and trustworthy AI models. The principal goal of our research is theorizing on and designing the applications and methods required for the creation and innovation of sociotechnical systems with promising value propositions. Our work accounts for the multifaceted use contexts of information and communication technologies with research on human behavior affecting critical information infrastructures and vice versa. This enables us to rigorously generate strong theoretical insights while simultaneously producing research outputs of relevance to practical audiences.

Every year, our research group supervises more than 150 bachelor and master students during their studies at the KIT. Because it is of our utmost interest to offer a compelling, engaging, and fruitful teaching experience for our students, we actively introduce our research topics to the students in various seminars and lectures and give the students not only the chance to work on emerging topics in practice and research but also provide them a first insight into our daily work as researchers. During our courses, students mostly work in groups and deal with problems and issues related to sociotechnical challenges in the realm of (critical) information systems. Usually, topics align with our current research endeavors. In addition, students also propose their own research topics or even perform their studies in cooperation with small, medium, or large-sized organizations. Topics vary every semester and range from privacy risks when using disruptive health information systems (Gojka et al. 2021; Yari et al. 2021); securing data in cloud, fog and edge services (Lins et al. 2021); designing and implementing distributed ledgers (Kannengießer et al. 2020); understanding how to achieve trustworthy AI in autonomous vehicles (Renner et al. 2021); to the specification and training of sophisticated AI models to solve prevalent issues in economies and our society, such as the COVID-19 pandemic (Pandl et al. 2021b). Students are supervised by our research group throughout the complete research process, including an assistance on to how to identify and structure problems, apply appropriate research methods rigorously, develop and communicate a potential solution, and finally write a scientific report.

Bringing the scientific work closer to students and actively engaging students in our everyday work offers many opportunities, not only for the students but also for our research group and the research community as well as practice in general. Students get involved in timely practice problems that research is trying to solve. Knowledge and experience gained throughout the seminars and lectures help students to better understand and apply the theoretical foundations learned during prior lectures. Offering such scientific courses also helps students to gain first experiences or deepen already existing knowledge on how to write upcoming bachelor and master theses. Indeed, most students continue their research after finishing the seminars or lectures either in form of a thesis, as part of their novel student job at our research group, or even voluntary in their free time. Students also commonly get in touch with organizations, enabling first cooperation and even paving the way for upcoming employments.

Our seminars and lectures often result in excellent student works. Unfortunately, brilliant student works have far too often disappeared into drawers in the past, although disruptive and game-changing insights have been proposed by students. While we as a research group always highly acknowledge brilliant students’ works, incorporate their findings into our own research projects, and have often published exceptional findings on scientific conferences and in journals (e.g., Gräbe et al. 2020; Kannengießer et al. 2020; Lins et al. 2021; Petry et al. 2021; Renner et al. 2020; Schmidt-Kraepelin et al. 2020b), we believe that students’ huge efforts and promising findings often get little appreciation. Therefore, we conceived the idea for this book, offering students the possibility to publish their excellent works in this dedicated miscellany. We are very pleased to present such a collection for the first time, summarizing the best student works of 2020 and the first half of 2021. The works included in this miscellany come from four different courses, which offer students a broad selection of topics related to (critical) information systems:
Emerging Trends in Digital Health:

The seminar Emerging Trends in Digital Health aims at providing insights into current topics in the field of information systems with a focus on innovative digital healthcare systems. Kicking off with a short introduction and corresponding topics, students can choose to work on many different topics around the lectures and research topics of the research group, including genomics, distributed ledger technology, artificial intelligence, and gamification in healthcare. An example of a publication in this area is the paper by Thiebes et al. (2020c), which address the lack of knowledge concerning business models of DTC genetic testing services by systematically identifying the salient properties of various DTC genetic testing service business models as well as discerning dominant business models in the market.

Emerging Trends in Internet Technologies:

Similar, the seminar Emerging Trends in Internet Technologies aims at providing students insights into current topics in the field of information systems while mainly focusing on fundamental and innovative Internet technologies. Students are offered a selection of topics around the lectures and present research of our group including distributed ledger technology (Kannengießer et al. 2020), cloud, fog and edge computing (Lins et al. 2018; Renner et al. 2020), artificial intelligence (Renner et al. 2022; Thiebes et al. 2020a), security, and privacy (Gojka et al. 2021; Yari et al. 2021). For example, our research group has recently provided a thorough conceptualization of the phenomena Artificial Intelligence as a Service given a lack of conceptual clarity in academia and practice (Lins et al. 2021).

Critical Information Infrastructures:

The course Critical Information Infrastructures introduces students to the world of complex sociotechnical systems that permeate societies on a global scale. Being offered every winter term, master students learn to handle the complexities involved in the design, development, operation, and evaluation of critical information infrastructures. In the beginning of the course, critical information infrastructures are introduced on a general level (Dehling et al. 2019). The following sessions focus on an in-depth exploration of selected cases that represent current challenges in research and practice. Students work in groups of four on specific topics and must write a course paper. The research group has also published a book chapter providing a discussion on the characteristics and challenges of critical information infrastructures (Dehling et al. 2019).

Digital Health:

The course Digital Health introduces master students to the subject of digitization in healthcare. Students learn about the theoretical foundations and practical implications of various topics surrounding digitization in healthcare, including health information systems, telematics, big healthcare data, and patient-centered healthcare (e.g., Pandl et al. 2021a; Rädsch et al. 2021; Thiebes et al. 2020b; Warsinsky et al. 2021). After an introduction to the challenge of digitization in healthcare, the following sessions focus on an in-depth exploration of selected cases that represent current challenges in research and practice. Students work in groups of three to four on specific topics and must write a course paper. At the moment, the research group deals, among others, with the topic of a lack of knowledge concerning best practices in the design and implementation of gamification for health-related mobile apps by identifying archetypes of gamification approaches that have emerged in pertinent health-related mobile apps and analyzing to what extent those gamification approaches are influenced by the underlying desired health-related outcomes (Schmidt-Kraepelin et al. 2020a).

Out of these courses, we selected the student works that represent the best and most interesting studies. The student works in this book cover a wide range of research problems, including a deep dive of the promising GAIA-X project, direct-to-consumer genetic testing, machine learning in digital health, learning from IT security catastrophes, the overlap of user preferences with search engine performances, and a review of the application of social comparison theory in mobile health research.
Deckers et al. investigate how direct-to-consumer business models have changed and evolved due to novel advances in genetic technology, consumer demand, and legal regulations. Looking at archived service provides websites, they compared the services’ business models along the taxonomy developed by Thiebes et al. (2020c).

The study by Kruse and Kramsakov provides deeper insights into the historical business models of the direct-to-consumer genetic testing companies 23andMe and Ancestry by conducting a systematic literature review.

Enderle, Remmele and Stöcker performed a literature research on the current application of machine learning for the discovery of antibiotics. Their results show, that neural networks, support vector machines, and decision trees are widely used in the generation and discovery of novel drugs.

Similar to the previous study, Seitter et al. also performed a literature review on machine learning methods for antibiotic discovery. Their findings show that currently machine learning is mainly used for virtual screening and end-to-end approaches.

Budig et al. explored trade-offs between privacy-preserving and explainable machine learning in healthcare by performing a literature review and subsequently evaluating mentioned explainability methods in terms of their ability to preserve privacy.

Traub et al. developed a post IT catastrophe checklist by studying select literature on past incidents. In doing so they provide a valuable tool for practitioners and researches to analyse IT security catastrophes in a structured manner.

Bänfer et al. conducted interviews with members of the GAIA-X project, an initiative to create a federated, open data infrastructure based on common European values, to gain insights on challenges and opportunities the venture faces.

The study by Abt et al. undertook a four-step approach, including an online survey and expert assessment, with the aim of evaluating the overlap of user preference with search engine performance. Their findings show that search results quality, ease of use, and privacy protection are the main drivers of search engine performance.

Last, Binder, Rauh and Schrötter shed light onto the use of social comparison techniques such as leaderboards for mobile health applications, by conducting a systematic literature search. Their results indicate a high potential for social comparison features, while practical implementation is still scarce.

Ending this brief overview, we are thankful and glad that students once again took their free time to revise and further improve their submitted and graded papers to ensure the high quality of this book. Next to the students who authored the articles for this miscellany, this book would not have been possible without the dedicated research associates of our research group, who supervised the students during the courses. Therefore, we would like to take the opportunity to express our sincere thanks for their active support, motivation, and commitment in the supervision of all student works from the cii research group.

We are looking forward to continuing in our mission of excellent teaching and want to publish the best student works annually within a miscellany, thus bringing scientific work closer to students.

Sincerely,

Ali Sunyaev, Maximilian Renner, Philipp A. Toussaint, Scott Thiebes, Sebastian Lins
Miscellany Team 2021
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Abstract

**Background:** Due to the intervention of the American Food and Drug Administration (FDA) in the previously unregulated market of direct-to-consumer (DTC) genetic testing in 2013, providers were forced to adapt certain business practices to the new requirements. This has brought changes in the business models, which will be researched further.

**Objective:** With this thesis we look at the changes in the business models of DTC genetic testing providers in the past.

**Methods:** For this purpose, the first systematically developed taxonomy by Thiebes et. al. (2020) is used, which is a snapshot of the year 2018, but does not consider the past. The referenced taxonomy is applied to the years 2008/2009 as well as 2013/2014 to investigate the temporal course of the changes. 55 services are selected and examined in the different time periods.

**Results:** Our paper shows that regulatory measures can have an impact on the business models of DTC genetic test providers. To understand the extent of the changes, further research on the background and interrelationships of the DTC genetic test market is required. This will allow us to better assess the response of DTC genetic test providers to warnings and bans by regulators. In turn, this will allow legislators to be more specific about the alignment of competitive conditions and consumer protection.

**Conclusion:** The changes in the business models between the periods 2013/2014 (after the FDA intervention) and 2018 are particularly evident.

**Keywords:** direct-to-consumer, genetic testing, business models, taxonomy

Introduction

**Problem Definition**

In April 2003 the Human Genome Project published the full sequence of the human genome to the public (What is the Human Genome Project? n. d.). As early as 2005, the first genetic test providers entered the private market and offered tests that were sold directly to the private end consumer, also known as direct-
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to-consumer (DTC) genetic testing (What is direct-to-consumer genetic testing? 2020). These companies offered services for sequencing and interpretation of the human genome for a variety of purposes like ancestry, predictions on health and paternity testing. Driven by decreasing costs of sequencing and analysis of gene data (DNA Sequencing Costs: Data 2019), genetic testing became more and more popular (Bowen 2018, para. 2; Regalado 2018, 2018). In 2013, the unregulated market led the Food and Drug Administration (FDA) to protect consumers by issuing cease and desist letters to suppliers for certain business activities. As a result, genetic testing providers gradually adapted their tests to the new regulatory requirements, which Allyse et al. (2018) defines as “DTC 2.0”. The FDA approved the first tests under new conditions subsequently in 2015, which leads us to the current form of DTC genetic testing known today. This was followed in 2020 by a scientific study of business models by Thiebes et al. (2020). Within that work a taxonomy of business models was developed and then all services were divided into archetypes (cluster). This was the first systematic taxonomy development in the field of DTC genetic testing. The results of scientific study represent a snapshot of the period under research (2018) and call for further research in this area. Specifically, they invoke for an examination of past time periods and the change of the business models over time. If we now also consider the timeline of Allyse et al. (Figure 2), with its important events in the world of DTC genetic testing, we see that an overview of the development of business models over time makes an important contribution (knowledge gain) to the current state of research. This knowledge gain is valuable beyond the scope of research. It would be particularly interesting for established and future market participants in the DTC genetic industry and players in the health care segment. Furthermore, seeing how the business models have developed over the last two decades would be useful for consumers, to better assess the decision to use such DTC genetic testing services.

This leads us to the question:

What changes have occurred for business models of DTC genetic testing providers in the periods 2008/2009 and 2013/2014?

Objective of the Work

The aim of this work is to contribute two further periods from the past to the taxonomy of Thiebes et al., which reflects the year 2018. The results of an applied taxonomy provide an understanding of the business model changes in the DTC genetic testing environment due to more data and information. Once the changes have been identified, an attempt is made to analyze why the changes have taken place. The gained knowledge makes contribution to research by identifying the full-time span in the emerging competitive landscape of DTC genetic testing business models. It can help end consumers as well as health professional’s decision-making process in selecting the right service for their own needs and interests. Moreover, our findings can serve the genetic testing industry to differentiate its business models from those of other competitors. Finally, the results will enable regulators to design laws that allow competition without compromising consumer protection.

Structure of the Work

This work is structured in five chapters and can be summarized as follows. The previous chapter defines the problem statement and objective by outlining the research gap in the changes of business models of DTC genetic testing services before 2018. Chapter two describes the theoretical background of DTC genetic testing and highlights the difference between sequencing and genotyping. The developed taxonomy of business models in DTC genetic testing by Thiebes et al. (2020), will be introduced in chapter 2.3. Chapter three presents the research approach, which consists of four steps. Chapter 3.1 describes how to select the relevant time periods that optimally reflect the changes in business models. In chapter 3.2, the selection of the DTC genetic testing services to be examined, will be introduced. This includes the reduction of services, supporting tools to be applied and the identification of services to be provided. Following, in chapter 3.3, the data collection will be explained. Chapter 3.4 focuses on the data comparison of the collected data. Chapter four will present the results of the services selection within the relevant time periods. Finally, the data collection and the data comparison will be stated. After presenting the research results, they will be discussed in chapter five. Principal findings will be stated, and theoretical and practical implications will be derived. Lastly the limitations of the research approach will be reflected and an outlook for further research will be given.
Theoretical Background of Genetic Testing and the Taxonomy

Direct to Consumer Genetic Testing

In the following, the term "Direct-to-Consumer Genetic Testing" (DTC genetic testing) will be considered. DTC genetic tests "are marketed directly to customers via television, print advertisements, or the Internet (What is direct-to-consumer genetic testing? 2020)." These tests can be bought online or in stores. In order to analyze the customers' DNA, the "customers send the company a DNA sample and receive their results directly from a secure website or in a written report (What is direct-to-consumer genetic testing? 2020)." Genetic tests allow people to get an "access to their genetic information without necessarily involving a health care provider or health insurance company in the process (What is direct-to-consumer genetic testing? 2020)." There are different methods of genome data collection which we will discuss in more detail in the next chapter.

Sequencing vs. Genotyping

In general, there are two ways of obtaining genome data. A distinction is made between sequencing and genotyping. In genotyping, there are two different procedures. Whole genome sequencing (WGS) is a laboratory process to “analyze the entire genomic DNA sequence of a cell at a single time, providing the most comprehensive characterization of the genome (Morgensztern 2018).” After the publication of the Human Genome Project in 2003, WGS became available which generated the reference for human genome sequences (Morgensztern 2018). One level below there is a laboratory method used “to focus on targeted sequencing of the protein coding regions of the genomic DNA (Gleason und Juul 2018), called whole exome sequencing. It is a tool for “gene discovery for complex diseases and for facilitating the accurate diagnosis of individuals (Gleason und Juul 2018).”

On the other hand, genotyping can be used to determine “which genetic variants an individual possesses (Difference Between DNA Genotyping & Sequencing 2020).” Depending on the variants of interest and the resources available, “genotyping can be performed through a variety of different methods. For looking at many different variants at once, especially common variants, genotyping chips are an efficient and accurate method. They do, however, require prior identification of the variants of interest (Difference Between DNA Genotyping & Sequencing 2020).” DTC genetic testing can be offered due to the different methods of genome data collection.

Overview of the Taxonomy of Business Models in DTC Genetic Testing

In business, there is a wide range of definitions of business models. Since our work is based on the paper of Thiebes et al. (2018), we use their definition of business models. Business models are understood as "a representation of a firm's underlying core logic and strategic choices for creating and capturing value within a value network (Shafer et al. 2005)."

Based on this, in the paper “Valuable Genomes: Taxonomy and Archetypes of Business Models in Direct-to-Consumer Genetic Testing” (Thiebes et al. 2020) a taxonomy was developed in which 277 services consisting of six clusters could be compared and analyzed. The taxonomy was developed using the methodology of Nickerson et al. (2018) and consists of seven iterative steps and provides guidelines for each step in the taxonomy development, as shown in Figure 1 (Nickerson et al. 2013).

The final taxonomy arose from the application of this methodology. 15 dimensions with two to four characteristics resulted in a total of 41 characteristics which are mutually exclusive. The dimensions were divided into the following four categories (Thiebes et al. 2020):

- Strategic Choices
- Value Network
- Create Value
- Capture value

Furthermore, six clusters were classified so that each cluster addresses a different target group. Thereby, each cluster is focusing a different target group. In cluster four for example, providers of simple health tests
Research Method

Selection of Relevant Time Periods

As already described in chapter one, despite the establishment of DTC genetic testing providers since 2005, full regulatory intervention by the FDA did not occur until 2013 (Allyse et al. 2018). In response to a previously published Report of the US Government Accountability Office (GAO) about investigations into business practices in 2010 (Kutz 2010), the FDA first sent warning letters to the largest DTC genetic testing companies. Later, in 2013, cease and desist letters were sent out to several DTC genetic providers (Green and Farahany 2014). The choice of periods is made depending on those crucial events. There, the greatest changes are assumed to occur. Accordingly, business models before and after the FDA intervention in 2010 and 2013 will be considered. Figure 2 illustrates the events and selected time periods in a timeline, which will be explained in the following.
Furthermore, there was no restriction on panel content and no validation of user understanding was required (Allyse et al. 2018).

For the second period the choice is 2013/2014 (time-period B). It is chosen in such a way that a regulatory procedure has already been initiated and cease and desist letters have been sent by the FDA, but DTC Carrier Screens have not yet been approved (Allyse et al. 2018). The aim is to assess whether and how DTC genetic providers were reacting to the circumstances. According to the regulations, DTC genetic tests were increasingly medically integrated and panel content was classified according to risk level. In addition, analytical validation became necessary, as well as validation of user understanding. Furthermore, there was a stronger separation between health and entertainment in terms of results. Due to the lack of data and redirects on Archive.org, both periods must be expanded to two years to have a bigger source of data.

**Selection of DTC Genetic Testing Services**

**Reduction of Services to be Examined**

Since the evaluation of 277 DTC services for two periods would go beyond the scope of a seminar paper, the target is 60 services. This seems reasonable in view of the time and the group size of four persons. The six clusters defined in the paper of Thiebes et al. (2020) are to remain in place. Accordingly, an attempt is made to evaluate ten providers per cluster for each period.

**Supporting Tools for the Selecting Process**

Two tools are used to support the process for reducing the number of providers from 277 to at most 60. On the one hand, the data availability for the periods A and B is checked via archive.org. Second, the providers are ranked according to their degree of popularity with the help of Alexa.com. The two websites will be described subsequently.

Alexa.com offers various analysis tools such as Search Engine Optimization (SEO) analysis or keyword research (Alexa - Alexa Internet - About Us n. d.). Regarding to the popularity ranking, however, the statistics on website traffic are in the foreground. Alexa.com was chosen because it contains information on most DTC genetic testing providers. After entering the web address of the respective DTC genetic service, a list appears which includes the site rank. The rank is calculated using a combination of the average number of daily visitors and page views of the website in the last three months (Alexa - Alexa Internet - About Us n. d.).

Archive.org is a digital non-profit archive for websites and other cultural artefacts as well as the largest existing database for this kind of information in the world (Hoeren 2006). Using the Wayback Machine to check archived Websites, there are two capabilities. On one hand there is the option to save only certain screenshots of the site, these are marked with a blue dot in the calendar view. If, on the other hand, the entire website is saved, but in certain circumstances at various times, a green dot appears as Figure 3 shows.

![Figure 3. Calendar View in Archive.org. Following the Source (Wayback Machine n. d.)](image)
For the selection of the services, first the two time periods A and B are searched for the availability of green dots on archive.org. Afterwards, providers for which data is available in both periods are included in the selection. When the taxonomy is used later, information is taken from the fully archived websites.

Identification of Services to be Examined

According to chapter 3.2.1, we want to determine ten services per cluster. To reach this, data must be created which indicates whether green dots are present for period A and period B. If this is the case, an "x" will be placed in the cell "available (green dot?)" for the examined service according to the respective period. Table 1 shows an excerpt of the excel table used and illustrates the procedure.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Website</td>
<td>available (green dot?)</td>
</tr>
<tr>
<td>23andMe</td>
<td><a href="https://www.23andme.com">https://www.23andme.com</a></td>
<td>x</td>
</tr>
<tr>
<td>ActX</td>
<td><a href="https://www.actx.com/">https://www.actx.com/</a></td>
<td>x</td>
</tr>
<tr>
<td>ANABOLICGenes</td>
<td><a href="https://anabolicgenes.com">https://anabolicgenes.com</a></td>
<td>x</td>
</tr>
<tr>
<td>Ancestry DNA</td>
<td><a href="http://ldna.ancestry.com">http://ldna.ancestry.com</a></td>
<td>x</td>
</tr>
<tr>
<td>Arivale</td>
<td><a href="https://www.arivale.com/">https://www.arivale.com/</a></td>
<td>x</td>
</tr>
<tr>
<td>AthGene</td>
<td><a href="http://www.athgene.com/">http://www.athgene.com/</a></td>
<td>x</td>
</tr>
<tr>
<td>Athletigen</td>
<td><a href="https://athletigen.com/">https://athletigen.com/</a></td>
<td>x</td>
</tr>
</tbody>
</table>

Table 1. Excerpt of the Table Used to Identify Existing Data from of Service Websites

After the database has been created, it must be determined if more than ten services have archived data (green dots) for the respective periods. If this is the case, the filtered services are classified in descending order using the website ranking of Alexa.com. This is done to choose the potentially most popular services. For this purpose, another table is created in which the corresponding ranking for each service is listed. Table 2 shows an excerpt of this table.

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Website</th>
<th>Alexa Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>23andMe</td>
<td><a href="https://www.23andme.com/health/">https://www.23andme.com/health/</a></td>
<td>7,480</td>
</tr>
<tr>
<td>ActX</td>
<td><a href="https://www.actx.com/">https://www.actx.com/</a></td>
<td>4,039.673</td>
</tr>
<tr>
<td>Ancestry DNA</td>
<td><a href="http://ldna.ancestry.com/offers/buyKit.aspx">http://ldna.ancestry.com/offers/buyKit.aspx</a></td>
<td>1,330</td>
</tr>
<tr>
<td>Arivale</td>
<td><a href="https://www.arivale.com/">https://www.arivale.com/</a></td>
<td>2,210.718</td>
</tr>
<tr>
<td>AthGene</td>
<td><a href="http://www.athgene.com/">http://www.athgene.com/</a></td>
<td>10,626.398</td>
</tr>
<tr>
<td>Athletigen</td>
<td><a href="https://athletigen.com/">https://athletigen.com/</a></td>
<td>1,202.240</td>
</tr>
</tbody>
</table>

Table 2. Excerpt of the Table Used to Rank Services

The selection is carried out for all six clusters for the defined time periods and is explained step by step in the following sections. The detailed excel tables regarding the data identification and website ranking are available by the authors upon request.

Approach for Selection of Time Period A:

For the beginning of the analysis, period A is examined first, as it is prior to period B. We assume that less datasets are available for period A than for period B because many of the services were still under development in period A (Allyse et al. 2018).

For the selection of the services we prioritize the explicitly mentioned services in the referenced paper (Thiebes et al. 2020). These can be found in Table 3.
We give priority to these services because of their representativeness and, if possible, examine them for changes within the 15 dimensions.

The selection process was carried out according to the following procedure:

1. **START.**

At this point we have a list of services which websites have been stored for the period on archive.org with the mentioned “green dots”. So far, we have not yet selected exactly which services we want to use in the analysis later.

2. Select services out of list that are archived with a “green dot” and proceed procedure.

3. Are more than ten Services archived?
   - If not applicable (less than ten Services), stop the iterative process and proceed with the analysis of the services.
   - If applicable perform step four.

4. Selection of services explicitly mentioned in the paper (see table 3).

5. Filling up to ten services by comparing the services with Alexa Ranking (possibility that not all websites have been ranked).

6. Are exactly ten services selected?
   - If not applicable randomly fill up to exactly ten services.
   - If applicable perform step seven.

7. **STOP** the iterative process and proceed with the analysis of the development.

For a better understanding the process is shown in a flow chart (see Figure 4).

### Approach for Selection of Time Period B:

The identification of the services for period B is based on the results from period A. The services from period A are transferred to period B if archived data exists for period B. This is done to be able to compare the same services through different periods afterwards.

The approach of period A is therefore extended with step two. For a better understanding of the entire workflow, the entire workflow is shown again below. Apart from step two, the workflows in period A and B are identical.

1. **START.**
2. Transfer of the selected services from period A and check, if we also have archived data for these services for period B.

At this point we have a list of services which websites have been stored for the period on Archive.org with the mentioned “green dots”. So far, we have not yet selected exactly which service we want to use in the analysis later.

3. Select service out of list that are archived with a “green dot” and proceed procedure with the select services and the checked services of period A.

### Table 3. Explicitly Mentioned Services in Referenced Paper

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
<th>Cluster 5</th>
<th>Cluster 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>23andMe</td>
<td>African Ancestry</td>
<td>DNA Diagnostics Center</td>
<td>SkinDNA</td>
<td>Genetic Genie</td>
<td>Dante labs</td>
</tr>
<tr>
<td>FamilyTreeDNA</td>
<td>EasyDNA</td>
<td>Alpha Biolabs</td>
<td>International Bioscience</td>
<td>Promethease</td>
<td>Full Genomes Corporation</td>
</tr>
<tr>
<td>MyHeritageDNA</td>
<td>FitGenes</td>
<td>Dadchecksilver</td>
<td>Pillcheck</td>
<td>Roots for Real</td>
<td>Helix</td>
</tr>
<tr>
<td>Genographic Project</td>
<td>The Making of Me</td>
<td>Who'z the daddy</td>
<td></td>
<td>My Genetic Health</td>
<td>Gene Products</td>
</tr>
</tbody>
</table>

*Table 3. Explicitly Mentioned Services in Referenced Paper*
4. Are more than ten Services archived?
   - If not applicable (less than ten Services) Stop the iterative process and proceed with the analysis of the services.
   - If applicable perform step five.

5. Selection of services explicitly mentioned in the paper (see table 3).

6. Filling up to ten services by comparing the services with Alexa Ranking (possibility that not all websites have been ranked).

7. Are exactly ten services selected?
   - If not applicable randomly fill up to exactly ten services.
   - If applicable perform step eight.

8. STOP the iterative process and proceed with the analysis of the development.

For a better understanding the process is shown in a flow chart (see Figure 5).

![Figure 4. Process Flow Service Selection Period A](image)

**Data Collection**

The following paragraph explains how the already identified services are examined for the 15 dimensions from the paper by Thiebes et al. (2020). The services are classified per cluster and time period by the same group member to ensure a consistent analysis within the clusters. This is done because the classification of the individual dimensions can differ depending on the individual's perception.

Additionally, the first cluster was examined by all the group members together to ensure a common understanding of each dimension of the taxonomy. To classify the services, the already identified website addresses of the respective services from the referenced paper are used to access the archived websites at Archive.org. Then the websites for the periods A and B are successively examined for the 15 different dimensions and corresponding characteristic.
Figure 5. Process Flow Service Selection Period B

The results are notated according to the following methodology:

- If a dimension can be characterized, an "x" is placed in the corresponding characteristic.
- If it is not possible to specify the characteristics of a dimension exactly, all characteristics of the dimension under investigation are marked with a question mark "?"
- In case the service is not existing for period A or B, it is marked as "Company not existing".
- If the service does not provide DTC genetic tests for the period A and B, it will be entered as "no DTC test offered".

<table>
<thead>
<tr>
<th>Company</th>
<th>Cluster</th>
<th>Data available?</th>
<th>Line</th>
<th>Business purpose A→B</th>
<th>Business purpose B→C</th>
<th>Region of operation A→B</th>
</tr>
</thead>
<tbody>
<tr>
<td>23andMe</td>
<td>1</td>
<td>data available</td>
<td>S1</td>
<td>No Change</td>
<td>No Change</td>
<td>Change</td>
</tr>
<tr>
<td>ActX</td>
<td>1</td>
<td>data available</td>
<td>S2</td>
<td>Change</td>
<td>No Change</td>
<td>Change</td>
</tr>
<tr>
<td>DNA Ancestry Project (Genebase)</td>
<td>1</td>
<td>data available</td>
<td>S3</td>
<td>No Change</td>
<td>No Change</td>
<td>No Change</td>
</tr>
<tr>
<td>Myriad</td>
<td>1</td>
<td>data available</td>
<td>S6</td>
<td>No Change</td>
<td>No Change</td>
<td>Change</td>
</tr>
<tr>
<td>Ancestry DNA</td>
<td>1</td>
<td>no data</td>
<td>S7</td>
<td>no data</td>
<td>No Change</td>
<td>no data</td>
</tr>
</tbody>
</table>

Table 4. Overview of the Changes Template (Exemplary Representation)
**Data Comparison**

After data collection and filling the taxonomy with both periods, a method is needed to reflect the changes in a summarized form. For this purpose, we have created an Excel file that is based on the taxonomy data and visualizes the changes between period A to B and B to C.

<table>
<thead>
<tr>
<th>Number of Changes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dimension</strong> / <strong>Cluster</strong></td>
</tr>
<tr>
<td>Business purpose A→B</td>
</tr>
<tr>
<td>Business purpose B→C</td>
</tr>
<tr>
<td>Region of operation A→B</td>
</tr>
<tr>
<td>Region of operation B→C</td>
</tr>
<tr>
<td>Consumer target group A→B</td>
</tr>
<tr>
<td>Consumer target group B→C</td>
</tr>
<tr>
<td>Consumer research consent A→B</td>
</tr>
<tr>
<td>Consumer research consent B→C</td>
</tr>
<tr>
<td>Distribution channel A→B</td>
</tr>
<tr>
<td>Distribution channel B→C</td>
</tr>
<tr>
<td>Sample site A→B</td>
</tr>
<tr>
<td>Sample site B→C</td>
</tr>
<tr>
<td>Sampling kit provider A→B</td>
</tr>
<tr>
<td>Sampling kit provider B→C</td>
</tr>
<tr>
<td>Sample storage A→B</td>
</tr>
<tr>
<td>Sample storage B→C</td>
</tr>
<tr>
<td>Genome test type A→B</td>
</tr>
<tr>
<td>Genome test type B→C</td>
</tr>
<tr>
<td>Data storage A→B</td>
</tr>
<tr>
<td>Data storage B→C</td>
</tr>
<tr>
<td>Data ownership A→B</td>
</tr>
<tr>
<td>Data ownership B→C</td>
</tr>
<tr>
<td>Data processing A→B</td>
</tr>
<tr>
<td>Data processing B→C</td>
</tr>
<tr>
<td>Fee type A→B</td>
</tr>
<tr>
<td>Fee type B→C</td>
</tr>
<tr>
<td>Fee payer A→B</td>
</tr>
<tr>
<td>Fee payer B→C</td>
</tr>
<tr>
<td>Reselling of genome data A→B</td>
</tr>
<tr>
<td>Reselling of genome data B→C</td>
</tr>
</tbody>
</table>

| Average no. of changes (w/o 0) | x = 2,125 | ≈ | Z = 3 |

Table 5. Overview of Changes per Dimension and Cluster

In Table 4 the first step is to check whether the corresponding data for all periods A, B and C (C-period data if delivered by the Thiebes et al. (2020) taxonomy) is available for each service. Then one of the options "No Information in A or B, No Data, Change, No Change is displayed."
The meaning is as follows:

- “No Data” – if there was no data available for the respective service in that period.
- “No information in A (or B)” – if there was a “?” in the characteristic of a dimension in period A or B.
- “Change” – if the information/data changed in the characteristic of the dimensions in the time periods AB or BC.
- “No Change” – if no data has changed in the characteristics of a dimension.

Using the table in Table 4, the changes per dimension and cluster are now to be counted. This should produce a table with the number of changes, which can be seen in Table 5.

To show above-average amounts of changes, we calculate the mean value without zeros for the entire table and round up the result to the next larger integer ($\mathbb{Z}$). The rounding up indicates that we only focus on above-average changes in the context of this work. This number serves as an indicator for the conditional formatting in Table 5, which follows the rule: Mark all cells yellow, which are greater or equal to $\mathbb{Z}$. The detailed excel tables of the data comparison are available by the authors upon request.

**Results**

**Results of Selection of Services**

The services of Period A and B were examined for each cluster and selected according to the iterative process in chapter 3.2. Using the tables mentioned above, which have been shown in extracts in Tables 1 and 2, in total 30 services for period A and 55 services for period B were selected. In Table 6, the selected services are presented in tabular format. For Cluster one, six services were selected for period A and ten services for period B. The selection for Cluster two also resulted in six services for period A and ten services for period B.

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th></th>
<th>Cluster 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Period A</td>
<td>Period B</td>
<td>Period A</td>
<td>Period B</td>
</tr>
<tr>
<td>1</td>
<td>23andMe</td>
<td>23andMe</td>
<td>Genebase</td>
<td>Genebase</td>
</tr>
<tr>
<td>2</td>
<td>ActX</td>
<td>ActX</td>
<td>GenePlanet</td>
<td>GenePlanet</td>
</tr>
<tr>
<td>3</td>
<td>DNA Ancestry Project (Genebase)</td>
<td>DNA Ancestry Project (Genebase)</td>
<td>Genosense (and DNA Plus)</td>
<td>Genosense (and DNA Plus)</td>
</tr>
<tr>
<td>4</td>
<td>Myriad</td>
<td>Myriad</td>
<td>Holistic Health International</td>
<td>Holistic Health International</td>
</tr>
<tr>
<td>5</td>
<td>Family Tree DNA</td>
<td>Family Tree DNA</td>
<td>Home DNA Inc.</td>
<td>Home DNA Inc.</td>
</tr>
<tr>
<td>6</td>
<td>Genographic Project</td>
<td>Genographic Project</td>
<td>The Carlson Company LLC</td>
<td>The Carlson Company LLC</td>
</tr>
<tr>
<td>7</td>
<td>Ancestry DNA</td>
<td></td>
<td>African Ancestry</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>MyHeritage</td>
<td></td>
<td>FitGenes</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Map My Genome</td>
<td></td>
<td>The Makings of Me</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>DNAFit</td>
<td></td>
<td>DexaFit LLC</td>
<td></td>
</tr>
</tbody>
</table>

**Table 6. Overview of Selection of Services to be Examined Cluster One and Two**

For Cluster three, eight services were selected for period A and ten services for period B. The selection for Cluster four resulted in nine services for period A and ten services for period B.

For Cluster five, no services were selected for period A and seven services for period B. The selection for cluster six resulted in one service for period A and nine services for period B.

**Results of Data Collection**

After the services for both periods were selected, the business models were examined for their characteristics. This was done using the taxonomy. The services divided into six clusters were examined for their characteristics in the mentioned 15 dimensions. Among other things, the type of the distribution
channel and the sample kit provider were identified. The other characteristics can be taken from Table 2 of the paper by Thiebes et al. (2020).

<table>
<thead>
<tr>
<th>Cluster 3</th>
<th>Cluster 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Period A</td>
</tr>
<tr>
<td>1</td>
<td>American Paternity</td>
</tr>
<tr>
<td>2</td>
<td>DNA Solutions USA</td>
</tr>
<tr>
<td>3</td>
<td>Genetic Profiles</td>
</tr>
<tr>
<td>4</td>
<td>Genetic Testing Laboratories Inc. (GTL)</td>
</tr>
<tr>
<td>5</td>
<td>Genetica DNA Laboratories Inc.</td>
</tr>
<tr>
<td>6</td>
<td>LabCorp</td>
</tr>
<tr>
<td>7</td>
<td>Molecular Diagnostic Services (PTY) LTD</td>
</tr>
<tr>
<td>8</td>
<td>Who´z the daddy?</td>
</tr>
<tr>
<td>9</td>
<td>Alpha Biolabs</td>
</tr>
<tr>
<td>10</td>
<td>DNA Diagnostics Center (DDC)</td>
</tr>
</tbody>
</table>

Table 7. Overview of Selection of Services Cluster to be Examined Three and Four

First, period A was considered. Of a total of 30 services in period A, two service providers did not offer DTC genetic tests. Furthermore, it could be determined that one service provider did not exist at that time.

<table>
<thead>
<tr>
<th>Cluster 5</th>
<th>Cluster 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>Period A</td>
</tr>
<tr>
<td>1</td>
<td>Enlis Genomics</td>
</tr>
<tr>
<td>2</td>
<td>Geneknot</td>
</tr>
<tr>
<td>3</td>
<td>Genetic Genie</td>
</tr>
<tr>
<td>4</td>
<td>NutraHacker</td>
</tr>
<tr>
<td>5</td>
<td>Promethease</td>
</tr>
<tr>
<td>6</td>
<td>Sports Gene LCC</td>
</tr>
<tr>
<td>7</td>
<td>Xcode</td>
</tr>
<tr>
<td>8</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Overview of Selection of Services to be Examined Cluster Five and Six

In addition, in 36 of 450 cases the exact characteristics could not be determined. In period B, 55 services were considered. One of the services did not offer DTC genetic tests. In our analysis, the exact characteristics could not be determined for this period B in 73 of 825 cases. In summary, we were nevertheless able to determine 91% of the examined characteristics. In over 90% of the cases, service providers were already profit-oriented and operated globally more often than locally. Furthermore, most undetectable characteristics were in the dimension sample storage. (As the list of all services examined would go beyond the scope of this work, the detailed results can be found in Multimedia Appendices which are available by the authors upon request.)
### Results of Data Comparison

The following section illustrates the results of changes within the dimensions from period A to B and from period B to C broken down into six clusters.

<table>
<thead>
<tr>
<th>Number of Changes</th>
<th>Dimension / Cluster</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Sum of Changes / Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business purpose A--&gt;B</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Business purpose B--&gt;C</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Region of operation A--&gt;B</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Region of operation B--&gt;C</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Consumer target group A--&gt;B</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Consumer target group B--&gt;C</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Consumer research consent A--&gt;B</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Consumer research consent B--&gt;C</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Distribution channel A--&gt;B</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Distribution channel B--&gt;C</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Sample site A--&gt;B</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Sample site B--&gt;C</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Sampling kit provider A--&gt;B</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Sampling kit provider B--&gt;C</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>5</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Sample storage A--&gt;B</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Sample storage B--&gt;C</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>19</td>
<td></td>
</tr>
<tr>
<td>Genome test type A--&gt;B</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Genome test type B--&gt;C</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>Data storage A--&gt;B</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Data storage B--&gt;C</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>Data ownership A--&gt;B</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Data ownership B--&gt;C</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Data processing A--&gt;B</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Data processing B--&gt;C</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Fee type A--&gt;B</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Fee type B--&gt;C</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Fee payer A--&gt;B</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Fee payer B--&gt;C</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Reselling of genome data A--&gt;B</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Reselling of genome data B--&gt;C</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

| Average no. of changes (w/o 0) | Σ = 2,125 ≈ Z = 3 |

| Sum of Changes / Cluster | 54 | 46 | 26 | 24 | 29 | 59 | Σ 241 |
| Sum of Changes / Cluster for A to B | 24 | 12 | 1 | 15 | 0 | 3 | Σ 58 |
| Sum of Changes / Cluster for B to C | 30 | 34 | 25 | 9 | 29 | 56 | Σ 183 |

Table 9. Results of Changes per Dimension and Cluster
As shown in Table 9, calculating the mean value without zeros provides a value of 2.152. This is rounded up to three due to the discreteness stipulation. Therefore, 33 changes are highlighted in yellow and will be investigated further. From all dimensions and time periods examined, 13.7% (33/241) of potentially relevant changes are identified. A further comparison of the individual intervals AB and BC reveals that the number of changes in interval BC is larger.

Looking at the table horizontally, it is evident that some dimensions contain lots of potentially relevant changes, while others have none. The Consumer target group dimension contains relevant changes for all clusters. Furthermore, the dimensions Consumer research consent and Sample storage also show a lot of changes. In contrast, the dimensions Fee type, Fee payer and Reselling of genome data show below average changes. Vertically, and thereby cluster-dependent, Cluster six contains the most changes, Cluster four the least.

**Discussion**

**Principle Findings**

By applying the taxonomy and adding the two periods A and B, changes in the business models for DTC genetic test providers were identified. As was highlighted in chapter 4.3, there were significantly more changes between periods B and C. This could be caused by the reaction of DTC genetic testing providers to cease and desist letters from the FDA. After one of the largest providers was given a warning, it can be assumed that other smaller services adapted their business models as well (Sharkey 2019). DTC genetic testing was declared as a medical product and therefore approval by the FDA was required (Sharkey 2019). Due to the classification as a medical product, higher requirements regarding clinical and analytical validity are applied (Sharkey 2019). As a result, DTC genetic testing providers have changed the way they interpret the tests and involve physicians in the evaluation of the analysis. This development is also reflected in our results in the Sample site dimension.

With reference to the selection and investigation of services in chapter 4.1, it is noticeable that no companies in cluster five could be selected in period A. DTC genetic testing providers in cluster five mainly focus on the interpretation of DNA analyzes, which they mainly obtain from third party providers. The establishment of the companies in cluster five could be based on the fact that the interpretation by large companies such as 23andme was prohibited by the FDA and these services were taken over by other providers such as Promethease (Regalado, 2018. Another reason could be the FDA's warning letters to the major suppliers in 2010, following which numerous companies focusing on the interpretation of health-related information were founded in the following years (Allyse et al. 2018).

Furthermore, the results show that, on the one hand, changes in the dimension Consumer target group are present across all clusters and, on the other hand, these are also the most changes within a dimension. In 2017, the FDA authorized DTC tests for ten hereditary diseases (Sharkey 2019. As a result, it can be assumed that the DTC genetic test providers may have expanded their product portfolio and therefore reached new target groups in response.

**Implications for Researchers and Practitioners**

For Researchers:

For research purposes, the results provide an overview of general changes in the DTC market. They also provide a suitable basis for further questions and more detailed work in the future. From the overview of changes in certain time intervals, correlations with regulatory events can be drawn, and further research into the background of the DTC genetic test market can be facilitated. Following the paper of Thiebes et al. (2020), this paper presents deeper insights into the application of business models in the health care segment.

For Practitioners:

The results of this elaboration can be used to track the performance of the competitors from industry perspective. In addition, the findings can be applied by established DTC genetic testing providers, potential newcomers, and other healthcare players to make better decisions for the future. Regulatory authorities
benefit from a better assessment of the reaction of the DTC genetic test market to regulatory interventions and can use this knowledge for future proceedings. Furthermore, politicians and legislators could be made more sensitive to the handling of sensitive health data. On one hand this could ensure the secure handling of end-consumer genetic data. On the other hand, it could help to create a level playing field. The results also help to raise the awareness of consumers who are considering using such DTC services.

**Limitations**

The target number of services was set at maximum of 60 services and could not be achieved. Using the methodology in chapter 3.2.3 only 55 services met the selection criteria, which were further analyzed. At the beginning, two clusters were classified collectively by all group members to create a general understanding. During the data collection, each cluster was classified by the same group member to ensure consistent analysis within the clusters. Accordingly, different persons were responsible for different clusters. Since the classification of each dimension may vary depending on individual perceptions, the data collected are not collected with a completely unambiguous decision making. A collection from a single individual could produce a more accurate and consistent data collection.

The referenced green dots on the Archive.org website correspond to a large network of redirects, which attempt to represent the web address with individual stored pages for the past. As a result, it is possible that the various subpages were saved at different dates. This is important for us because we have fixed periods in which we carry out the analysis. With constantly changing points in time for the storage of subpages, the analysis of the individual dimensions of the taxonomy is more difficult, since often the stored subpages are no longer in the period and are therefore unusable. Larger intervals or a different data source could provide a solution to this problem.

For a better comparability of the data, the already known results from the paper by Thiebes et al. (2020) were adapted. All "informed guesses (x)" have been converted to "applicable characteristics" which decreases the quality of the data but allows comparison.

**Future Work**

Since most of the non-detectable characteristics were in the dimension Sample storage, it could be interesting to research why the regulations for sample storage were so non-transparent in the past. Furthermore, there were found just a few changes in dimensions such as Fee payer and Reselling genome data. An additional research could provide information on why only minor changes in these dimensions have taken place. In addition, there is a field of research on the providers in Cluster four, as here scarcely any changes can be observed over time. It might be interesting to know why there so few changes in this cluster have been. To make more precise statements about the reasons of the changes of the business models, the examination of the remaining services from the work of Thiebes et. al. (2020) could give a bigger overall picture of the history of the DTC genetic testing industry.

**Conclusion**

The DTC genetic testing market has only developed in the last 15 years and offers several advantages such as fast and affordable genetic testing for consumers. Despite the rapid technical and economic development, many regulatory measures and consumer protection laws have fallen by the wayside, especially in the early days (Allyse et al. 2018). After Thiebes et al. (2020) gave a first insight into the business models of DTC genetic test providers with the help of a specially developed taxonomy, our paper provides further in-depth findings based on past time periods. The taxonomy is applied to business models of up to 55 providers in the periods 2008/2009 and 2013/2014, and the changes between these periods and 2018 are shown. This provides new information about the development of the business models over time and can serve as a basis for further research. The causes of the changes and the exact relationships between the actions of actors in the health care segment and political decision-makers and consumers could be investigated.
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Abstract

Background: Initial research results show that the market of Direct-to-Consumer (DtC) genetic testing today is dominated by heterogeneous business models. Thus, a valuable contribution to the lack of knowledge and understanding about business models in this market is already given. Previous research has been limited to three different research areas: First, the medical and ethical value of DTC genetic tests is expatiated in most of the scientific work. Only little research is found about current snapshots of the business models of various DTC genetic test providers as well as the general market development since the beginning of the sector as second and third research areas.

Objective: This scientific work follows on from this and closes the gap between the current snapshots of the business models and the general market development by examining and comparing the concrete evolution of the business models of two selected DTC genetic test providers.

Methods: Employing a systematic literature review, we reconstruct and analyze the development of the business models of 23andMe and Ancestry that represent probably the two greatest players among this market segment.

Results: In the past, 23andMe acted very innovatively with huge objectives and visions and benefited greatly from its role as a pioneer while accepting risks. In addition, 23andMe uses the market of direct-to-consumer genetic testing as a base for two additional pillars, namely drug research and -development as well as research services for pharmaceutical-, biological- and research companies. Ancestry, on the other hand, is more cautious. Major modifications only will be made if Ancestry observes the success of a new strategy at another market participant. Otherwise, Ancestry prefers to stick with efficient and well-functioning business models. In addition, Ancestry remains focused on direct-to-consumer genetic testing as its primary market and does not rely on other pillars in its business model.

Conclusion: The development and modification of business models may be strongly influenced by the corporate philosophy and the self-image of the company. Comparing the two providers shows that the development of the business models over time can proceed very differently despite this small niche market.

Keywords: direct-to-consumer genetic testing, business model, 23AndMe, Ancestry, history, literature review, development
Einleitung

Hintergrund und Zielsetzung


heutigen Stand ganz unterschiedlich verlaufen können und daher auch die heutigen Cluster ihre Begründung erhalten.

**Definition Direct-to-Consumer Gentests**


**Definition Geschäftsmodelle**


- Strategische Entscheidungen (strategic choices)
- Wertschöpfung (creating value)
- Wertnutzung bzw. -erfassung (capturing value)
- Wertschöpfungsnetzwerk (Value network)

Des Weiteren konnten Shafer et. al (2005) durch das Zusammenführen der vier Eigenschaften und unter Einbeziehung aller vorherigen Definitionen eine allgemeine Definition für Geschäftsmodelle aufstellen:

History of Business Models - 23andMe and Ancestry


Methodik

Vorgehen zur Auswahl Geeigneter Anbieter


Methodik bei Anbieter 23andMe: Vorgehen des Literaturreviews

Input:


Abbildung 1. Filtern der Literatur zu 23andMe

untersuchten Anbietern lag. In diesem Sinn wurden unter anderem zwei Quellen ausgeschlossen, da sie vor dem Gründungsjahr von 23andMe veröffentlicht wurden. Somit können diese Quellen zwar den DtC-Gentest Markt beleuchten, aber keine Aussage über das Geschäftsmodell von 23andMe treffen und sind daher für uns nicht von Relevanz. Im Anschluss wurden die Volltexte der übrigen 12 Quellen auf Relevanz und Eignung überprüft. Es konnten allerdings keine weiteren Quellen ausgeschlossen werden. Stattdessen wurden über eine Rückwärtssuche die in unseren Quellen relevanten zitierten Quellen in unsere Betrachtung einbezogen, auch wenn dies den Einbezug von nicht-wissenschaftlicher Literatur bedeutet.

Verarbeitung:

Die wichtigen, aussagekräftigen Informationen der Quellen über die Geschäftsmodelle des DtC-Gentest Anbieters 23andMe wurden kleinschrittig in den Verlauf einer zeitlichen Abfolge eingefügt.

Output:

Als Ergebnis erhalten wir eine Darstellung des historischen Verlaufs des Geschäftsmodells von 23andMe, welcher nach der Darstellung von Ancestry einen Vergleich der zwei Anbieter ermöglicht.

Methodik bei Anbieter Ancestry: Vorgehen des Literaturreviews


Ergebnisse

Historie des Geschäftsmodells von 23andMe – ein Dreiteiliges Geschäftsmodell


Dennoch sorgte der gesamte DtC-Gentest Markt bei der allgemeinen Bevölkerung sowie Experten in der Genforschung für eine kontroverse Diskussionen und viel Kritik (Hudson et al. 2007). Man war besorgt in Bezug auf die Glaubhaftigkeit der Tests, die Sicherheit der DNA-Verwendung, die Privatsphäre genetisch


Es wird auch von der Unterscheidung zwischen einem Frondend-Business, den DtC-Gentests an Kunden, und einem Backend-Business als größte genetische Bio- und Datenbank der Welt gesprochen (Spector-


**Historie des Geschäftsmodells von Ancestry**


Nach nur drei Jahren hatte der AncestryDNA-Test über 1 Million Kunden (Phillips 2016). Der entwickelte Ahnenforschungs-DNA-Test war also das perfekte Komplement zur historischen Familienarchivbank von Ancestry. Der Ahnenforschungs-Test hat dank der Datenbank nicht nur umfassendere Ergebnisse, als die der Konkurrenz liefern können, sondern die Datenbank auch erweitert und somit für künftig noch genauere


**Vergleich der Anbieter 23andMe und Ancestry**


Auch bei der Verarbeitung von personenbezogenen Daten gehen beide Unternehmen unterschiedlich vor. Ancestry verwendet die DNA-Daten nur zu internen Zwecken wie zur Erweiterung ihrer Services, zur Untersuchung aggregierter genetischer Daten und zur Verbindung mit möglichen Verwandten, sog. „DNA-Matches“. Sie bieten ebenfalls die Option, Daten freiwillig zur statistischen und historischen Forschung freizugeben. 23andMe auf der anderen Hand behält die Rechte an den Ergebnissen des DNA-Tests und verkauft diese weiter an Pharmahersteller und Institute zur Forschung. Durch diese zusätzlichen Einnahmen jedoch kann 23andMe zu einem wesentlich niedrigeren Preis einen ähnlich umfangreichen Service wie die teurere Konkurrenz bieten.


**Diskussion und Fazit**

**Grundsätzliche Resultate**

Bei 23andMe und Ancestry handelt es sich um zwei unterschiedliche DTC-Gentest Anbieter, die auf ihre eigenen Weisen erfolgreich sind. 23andMe offenbart sich als junges, flexibles, agiles, innovatives Unternehmen mit dem Ziel Revolutionäres zu leisten. Es agiert häufig als Vorreiter und ist seinem Markt voraus, kann dadurch aber auch leichter Fehler begehen. Ancestry hingegen besinnt sich gerne auf funktionierende Marktstrategien und wagt erst Neues, wenn ein gewisser Erfolg bereits bei anderen DTC-Gentest Anbietern vermerkt wurde. In diesem Sinne existiert nicht nur heute, sondern auch in der vergangenen Entwicklung ein heterogenes Geschäftsumfeld.

**Grenzen**


Auszwirkungen und Zukünftige Forschung

Unsere Arbeit wird hoffentlich sowohl ihren Beitrag zur Forschung als auch zur Praxis leisten und zu einem umfassenderen Verständnis der zwei DtC-Gentest Anbieter in Bezug auf die historische Entwicklung ihrer Geschäftsmodelle beitragen. In Verbindung mit der Momentaufnahme der heutigen Geschäftsmodelle von Thiebes et al. (2019), an die wir anknüpften, manifestiert sich ein grundlegendes Wissen über die Geschäftsmodelle. Als Grundlage für weitere Forschung könnte unsere Arbeit, wie im letzten Kapitel angereißen, ein Anreiz zur Untersuchung der historischen Geschäftsmodelle weiterer DtC-Gentest Anbieter sein, um ein facettenreicheres Bild einerseits im Detail für jeden interessanteren Anbieter, andererseits aber auch als Big Picture ganzheitlich zu erhalten. Ein weiterer Forschungsansatz könnte auch die Untersuchung der Vernetzung des DtC-Gentest Markts mit weiteren Märkten sein.


Fazit

Unsere Arbeit zeigt die unterschiedliche Handhabung der Anbieter im DtC-Gentest Markt eindeutig ebenso wie die Heterogenität selbst bei einem kleinen Nischenmarkt wie diesem. Der eine Anbieter fokussiert sich in seinem Geschäftsmodell vollständig auf seinen DtC-Gentest Markt, der andere nutzt ihn für ein noch größeres Geschäft und besitzt noch weitere Standbeine im Geschäftsmodell. Es wurde ein Mehrwert für Forschung und Entwicklung generiert, der hoffentlich als Basis für weitere Forschung genutzt werden kann.

Weiterführende Informationen

Auf Anfrage kann eine genaue Übersicht über die Vorgehensweise und die Ergebnisse des systematischen Literaturreviews zu 23andMe mitgeteilt werden.
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Abstract

Background: Artificial intelligence as well as machine learning are now widely used, including in medicine. One potential use case is an otherwise lengthy and yet not necessarily successful process, the discovery of new antibiotics. This process, marked by setbacks and costly, is becoming less attractive to pharmaceutical companies, resulting in fewer antibiotics being developed. In addition, there is the increased incidence of multidrug-resistant germs that cannot be controlled by conventional antibiotics, creating additional demand.

Objective: This paper addresses the question of which machine learning methods are applied in which steps of the discovery of a new antibiotic, in which steps the application of the methods makes sense, which advantages and disadvantages they entail, and an outlook on further potentials.

Method: For the literature review, a forward search was performed on three different databases, starting from a search string containing keywords relevant to the topic. The initial 850 hits could be narrowed down to 25 relevant publications after further screening.

Results: The literature found shows that neural networks, support vector machines as well as decision trees have been used so far in the generation and discovery of structures of new potential drugs, but also in the assessment of potential efficacy.

Conclusion: In the future, ML methods are likely to be used more frequently, as an algorithm can work much faster in this use case, and the increasing computational capacity will likely accelerate over time. The focus is likely to be on KNN, as this algorithm is very easy to train, requires little preprocessing, and does not require kernels such as SVM.

Keywords: machine learning, antibiotics, artificial neural networks, support vector machine, decision tree, random forest

Einleitung

Motivation und Hintergrund

Der Themenbereich der künstlichen Intelligenz und die damit verbundenen Techniken des maschinellen Lernens (ML) haben mittlerweile in vielen unterschiedlichen Gebieten Anwendung gefunden - digitale Sprachassistenten auf Mobiltelefonen, die Auswertung von großen Datenmengen, aber auch in der Medizin. So ist es unter anderem bereits möglich, Krebszellen durch Algorithmen zu erkennen, wofür sonst langjährig ausgebildete Experten benötigt werden. Ein weiterer Anwendungsfall ist die Unterstützung bei


Ziele der Arbeit


Grundlagen


Maschinelles Lernen


Eine Schwachstelle dieser Methode ist jedoch, dass nicht klar ist, wie genau das Problem vom Algorithmus gelöst wurde (Rebala et al. 2019).

Biologische Datenbanken


Antibiotika


„Polypeptid-Antibiotika bestehen aus linearen, ringförmig geschlossenen oder verzweigten kurzen Ketten von Aminosäuren“ (Fritsche 2016). Auch sie können entweder bakteriostatisch oder bakterizid wirken. Hierbei wirken sie an der Zellmembran der Bakterien und stören die Transportmechanismen, weswegen die Bakterien nicht mehr schädlich sind (Fritsche 2016).

Polypeptide Antibiotika spielen eine wichtige Rolle im Zusammenhang mit der Entdeckung durch ML und werden in vielen Quellen behandelt (vergleiche z.B.: (Grafskaia et al. 2018), (Giguère et al. 2015). Methoden


Für die eigentliche Literaturrecherche benutzten wir drei verschiedene Datenbanken:

Abbildung 1 zeigt beispielhaft unser Vorgehen für die Datenbank bioRxiv, da wir bei dieser am meisten Paper gefunden haben.

Abbildung 1. Ablauf der Suche

Für alle Datenbanken verwendeten wir den gleichen Suchstring, den wir nur an die jeweilige Syntax anpassten.

“(Antibiotic OR Antibiotics) AND discovery AND (machine learning OR deep learning) NOT Corona”


Um von den ungefähr 800 Papern, die wir mit diesem Suchstring insgesamt fanden, einige ausschließen zu können, filterten wir auch nach Themengebieten. Wir entschieden uns beispielsweise für die Bereiche Bioinformatics, Immunology, Microbiology, Molecular Biology.

1. Behandelt das Paper ML, Deep Learning oder generell eine Methode aus dem Bereich der künstlichen Intelligenz in Kombination mit Antibiotika oder Peptiden?

2. Spielt das maschinelle Lernen eine unterstützende Rolle bei der Entdeckung neuer Antibiotika beziehungsweise neuer, geeigneter Wirkstoffe?


**Ergebnisse**

In der Literatur stößt man immer wieder auf dieselben Methoden, die verwendet werden, um mithilfe von ML Antibiotika zu entdecken. Drei der am häufigsten vorkommenden werden im Folgenden vorgestellt und die Inhalte der Paper kurz erläutert.

**Künstliche Neuronale Netze**


Im Buch „Neural networks, a comprehensive foundation“ von Haykin wird ein KNN folgendermaßen definiert (Haykin 1999):

**Definition 1 (Künstliche neuronale Netze)**

„Ein neuronales Netzwerk ist ein massiver parallel verteilter Prozessor, der aus einfachen Verarbeitungseinheiten besteht, die eine natürliche Tendenz haben, Erfahrungswissen zu speichern und zur Verfügung zu stellen. Es ähnelt dem Gehirn in zweierlei Hinsicht:“

1. Wissen wird vom Netzwerk von seiner Umgebung durch einen Lernprozess gewonnen.
2. Interneuron-Verbindungsstärken, so genannte synaptische Gewichte, werden verwendet, um das erworbbene Wissen zu speichern.“

Hierbei kann man KNN für zwei Klassen von Problemen verwenden: supervised- und unsupervised learning.
Definition 2 (Supervised learning)

„Supervised learning ist das Lernen auf Basis von Input-Output-Paaren. Ein KNN lernt für einen Input die Gewichte so anzupassen, dass der gegebene Output approximiert wird. Es leitet also eine Funktion von gelabelten Trainingsdaten ab.“

Definition 3 (Unsupervised learning)

„Unsupervised learning ist ein selbstorganisiertes Lernen, das dazu führt, dass unbekannte Strukturen in Daten gefunden werden. Es findet hierbei ohne Zielwerte statt und erfordert nur Inputwerte.“

Bei den meisten der Verfahren zur Entdeckung von Antibiotika handelt es sich um supervised learning. Ein KNN besteht im Wesentlichen aus Folgenden Elementen:


Bei einem tiefen KNN handelt es sich um ein KNN, welches mehrere Hidden-Layers besitzt. Dadurch ist es in der Lage, komplexere Probleme zu lösen.

Verwendung


Nachdem das LSTM die Strukturen generiert hatte, wurde mittels eines antimikrobielle-Peptide Vorhersage Tools vom CAMP Server (Waghu et al. 2016) die antimikrobielle Aktivität hervorgesagt mit dem Ergebnis, dass 82% der generierten Sequenzen als aktiv bestimmt wurden (Müller et al. 2018).


**Support Vector Machine**


**Verwendung**


Nicht nur zur Entdeckung von herkömmlichen Antibiotika wurden Techniken des ML benutzt. Im Paper “Sequence-based analysis and prediction of lantibiotics: a machine learning approach” behandeln


**Entscheidungsbäume**

**Decision Trees**

Decision Trees, zu Deutsch auch Entscheidungsbäume, sind Werkzeuge aus dem Bereich des Data Minings und maschinellen Lernens, die dazu verwendet werden, Klassifizierungsaufgaben durchzuführen (Olson 2020). Grundsätzlich ist ein Entscheidungsbaum ein spezieller Graphentyp, er besteht also aus einer Menge von Knoten und Kanten. Die Besonderheit liegt hierbei darin, dass der Graph eine geordnete Struktur und keine geschlossenen Kanten hat, es sind also keine Schleifen vorhanden (Pavlov 2019).

Ein Entscheidungsbaum unterteilt, ausgehend von einem Wurzelknoten, über die Kanten den Wertebereich eines Attributes in zwei disjunkte Teilmengen, was als eine Entscheidung anhand dieses Attributes zu verstehen ist. Die Entscheidung kann dabei binär und nicht-binär getroffen werden, aus dem Knoten führen also genau zwei oder mehr als zwei Kanten heraus. In der einfachsten Form folgen auf den Wurzelknoten direkt zwei Blätter, sogenannte Klassifikationen. Normalerweise beinhaltet ein Entscheidungsbaum aber beliebig viele weitere innere Knoten, welche ebenfalls wieder Entscheidungen darstellen.


**Random Forests**

Verwendung


Ergebnisdiskussion

Im Folgenden werden die im vorherigen Kapitel näher erläuterten Methoden des maschinellen Lernens gegenübergestellt. Alle vorgestellten Methoden wurden verwendet, um vielversprechende Bestandteile für Antibiotika zu entdecken. Es handelt sich hierbei um neue, aber auch schon zuvor für andere Verwendungszwecke bekannte Bestandteile. Alle drei Methoden behandeln leicht unterschiedliche Anwendungsgebiete. So werden KNNs dafür benutzt, bereits bestehende Sequenzen in active und nicht-active Sequenzen zu klassifizieren. Ein weiterer Anwendungsbereich von KNNs ist die Entdeckung neuer Strukturen von Stoffen, die aktiv sein könnten, bisher aber nicht als solche bekannt sind.

SVM gegen hingegen dient der Vorhersage passender Sequenzen, die als Bestandteile für Antibiotika geeignet sind. Es handelt sich hierbei sowohl um bereits bekannte als auch unbekannte Sequenzen. Des Weiteren können hiermit aber auch active und nicht-aktive Verbindungen vorhersagt werden.


Die vorgestellten Methoden haben alle unterschiedliche Vor- und Nachteile. Für KNN zählt Haykin in seinem Buch „Neural networks: A comprehensive foundation“ mehrere Vorteile auf (Haykin 1999):

- Nichtlinearität: Ein KNN ist nichtlinear. Dies führt dazu, dass ein KNN auch zum Lösen von sehr komplizierten Problemen geeignet ist.


SVM haben als Vorteil, dass sie schon auf geringen Datenmengen ein gutes Ergebnis liefern. Andere Methoden, wie z. B. KNN benötigen mehr Daten zum Trainieren. Des Weiteren generalisieren sie gut, was es einfacher macht, neue Daten zu klassifizieren. Da die Klassifizierung durch SVM mithilfe der Stützvektoren funktioniert, ist sie besonders schnell. Nachteile von SVM sind, dass sie sehr lange zum Trainieren von großen Datensätzen brauchen und dass sie recht anfällig für Rauschen, also falsche Daten, sind.


Tabelle 1 stellt eine Übersicht aller erklärten Vor- und Nachteile dar.

<table>
<thead>
<tr>
<th>Methode</th>
<th>Vorteile</th>
<th>Nachteile</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>• Nichtlinearität</td>
<td>• Blackbox Ansatz</td>
</tr>
<tr>
<td></td>
<td>• Input-Output Mapping</td>
<td>• Benötigt viel Rechenkapazität zum Trainieren</td>
</tr>
<tr>
<td></td>
<td>• Kontextuelle Informationen</td>
<td>• Stark trainingsdaten-abhängig</td>
</tr>
<tr>
<td></td>
<td>• Schnelle Vorhersage, wenn erstmals trainiert</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>• Große Generalisierungs-fähigkeit zur Lösung realer Probleme</td>
<td>• Trainiert lange auf großen Datensätzen</td>
</tr>
<tr>
<td></td>
<td>• Modell kann mit relativ kleinen Trainingssets generiert werden</td>
<td>• Sehr anfällig für Rauschen in den Daten</td>
</tr>
<tr>
<td></td>
<td>• Sehr effiziente Methode zur Klassifizierung von Objekten</td>
<td></td>
</tr>
<tr>
<td>Entscheidungs-</td>
<td>• Einfache Interpretation des Baumes</td>
<td>• Gefahr Overfitting</td>
</tr>
<tr>
<td>bäume</td>
<td>• Effiziente Auswertung</td>
<td>• Optimaler Entscheidungsbaum exponentiell schwierig zu bestimmen</td>
</tr>
</tbody>
</table>

Tabelle 1. Vor- und Nachteile der Vorgestellten Methoden
Fazit


Ein weiterer Grund warum in Zukunft vermutlich häufiger Techniken des maschinellen Lernens angewendet werden, ist die steigende Rechenkapazität von Computern. Die wachsende Rechenleistung ermöglicht die Benutzung komplizierter Strukturen, die sehr flexibel und vielseitig sind. Es besteht die Möglichkeit, diese auch auf Grafikeinheiten zu trainieren, was den kompletten Prozess erheblich beschleunigt.

Wir denken, dass der weitere Fokus vor allem auf KNN liegen wird, da dieser Algorithmus sehr gut zu trainieren ist, nicht viel Preprocessing durchlaufen muss und zum reibungslosen Funktionieren auch keine Kernels wie SVM benötigt.
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Abstract

Background: The World Health Organization considers antibiotic resistance as one of the greatest economic and public health challenges of our time, which is why there is an urgent need for the discovery of new antibiotics. To improve the research process regarding the time and economic resources, machine learning techniques are used. These can be applied at various points in the development process and can be realized with different concepts. An overview of the most current and promising approaches is therefore of significant importance.

Objective: We aimed to provide an overview of the use of machine learning techniques in antibiotic discovery. The objective was to identify the most important methods that are useful and promising in antibiotic research. We sought to classify existing approaches by area of application.

Methods: The research paper was based on a systematic literature search including the databases ACM Digital Library, AIS EBSCOhost, IEEE Xplore Digital Library and PubMed. After defining central core terms and a resulting search string, 489 results were obtained. These were filtered and grouped by temporal currency (from December 2019 to June 2020) and relevance. Marginal topics and under-researched methods were omitted, while promising approaches were researched in more detail through an additional backwards search. Finally, the work is based on 30 currently relevant research publications.

Results: The review identified two main areas in which machine learning techniques can be usefully applied in antibiotic discovery: virtual screening and end-to-end approaches. In the area of virtual screening, the quantitative structure-activity relationship (QSAR) methods, successful extensions of classical methods and virtual screening of molecular fragments emerge as promising. QSAR methods use classification methods (e.g., decision trees). For the extensions of classical screening methods, random forest or direct-message passing deep neural network (D-MPNN) provide useful support. In the fragment-based drug discovery approach the hunting FOX algorithm is applied. In terms of end-to-end concepts, research is currently being conducted on the two holistic concepts for prototype-based drug discovery and drug interaction, which are built on conditional diversity networks or convolutional neuronal networks.
Conclusion: The actual success of the novel models presented can only be assessed in a few years. Furthermore, the discovery of antimicrobial peptides, which offer an alternative to antibiotics in the fight against bacterial infections, was not included in this work.

Keywords: antibiotic discovery, machine learning, deep learning, neuronal network, virtual screening, quantitative-structure-activity-relationship, fragment-based drug discovery, phenotypic drug discovery, prototype-based drug discovery, drug interaction

Einleitung


**Theoretischer Hintergrund**

**Biologische Grundlage**

Antibiotika leitet sich vom griechischen Wort anti bios (gegen das Leben) ab. Im Allgemeinen versteht man unter Antibiotika Chemotherapeutika mit antimikrobieller Wirkung, welche selektiv toxisch auf bakterielle Strukturen wirken (Fritsche 2016).

Die Stärke dieser Wirkung wird durch die MIC gemessen, welche die geringste wachstumshemmende Konzentration abbildet.

Konzepte des Maschinellen Lernens

Maschinelles Lernen


Deep Learning


Neural Networks

Convolutional Neural Networks

Convolutional Neural Networks (CNN) sind eine spezielle Form von künstlichen neuronalen Netzen zur Verarbeitung von Daten, die eine bekannte gitterartige Topologie haben (Goodfellow et al. 2016). In mindestens einer ihrer Schichten wird die Faltung anstelle der allgemeinen Matrixmultiplikation verwendet. Die Faltung ist eine Art der linearen Operation.


<table>
<thead>
<tr>
<th>Angriffsziel</th>
<th>Beschreibung</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zellmembran</td>
<td>Veränderung der Permeabilität der Plasmamembran</td>
</tr>
<tr>
<td>Zellwandsynthese</td>
<td>Beeinflussung des Zellinnendrucks durch Behinderung des Aufbaus einer Peptidoglykanschicht</td>
</tr>
<tr>
<td>Proteinsynthese</td>
<td>Störung von Transkription und Translation</td>
</tr>
<tr>
<td>Replikation des Erbguts</td>
<td>Keine Zellteilung durch Störung der DNA-Replikation</td>
</tr>
<tr>
<td>Stoffwechselwege</td>
<td>Verhinderung der Synthese wichtiger Stoffe</td>
</tr>
</tbody>
</table>

Tabelle 1. Übersicht über die Gängigsten Angriffspunkte von Antibiotika (Fritsche 2016)
**Fully Connected Neural Network**

Diese Art von neuronalen Netzen ähnelt den traditionellen neuronalen Netzen, bei denen alle Neuronen miteinander verbunden sind. Der Output ist das Ergebnis der gewichteten Summe aller Outputs, die durch die zuvor verbundenen Neuronen gegeben sind und auf die eine Aktivierungsfunktion angewendet wird (Monteiro et al. 2020).

**Autoencoder**


Variational Autoencoders (VAE) sind spezielle Encoder-Decoder-Architekturen, die versuchen, die Datenverteilung auf eine Weise zu lernen, die später zur Generierung neuer Beispiele abgetastet werden kann (Harel & Radinsky 2018).

**Random Forest**

Random Forest (RF) wird als eine Art Klassifikations- und Vorhersagemodell betrachtet (Lan & Pan 2019). Es besteht aus mehreren Entscheidungsbäumen, die sich jeweils leicht unterscheiden und die gemeinsam einen „Wald“ bilden. Die Methode nutzt die Ergebnisse der verschiedenen Classification Trees (CT), um eine bestmögliche Vorhersage treffen zu können. Die Klassifizierung neuer Daten erfolgt anschließend durch Betrachtung aller angepassten CTs sowie entsprechernder Mehrheitswahl, d.h. die Klasse, welche am meisten vorhergesagt wurde, wird auch insgesamt prognostiziert (Pereira et al. 2015).

**Methoden**

Die Seminararbeit wird sich mit der Problemstellung in Form von einer systematischen Literaturrecherche beschäftigen. Dazu werden zunächst die relevanten Publikationen ermittelt und ausgewertet.


Die initiale Suche ergab insgesamt 489 Ergebnisse. Bei den Datenbanken ACM und Ebsco musste bei der Suche eine zeitliche Beschränkung vorgenommen werden, da die Anzahl der Publikationen zu groß war. Da dieses Forschungsgebiet sehr neu ist und ein Großteil der für die Publikation relevanten Forschung nach 2019 publiziert wurde, lässt sich die Annahme treffen, dass die Menge an wissenschaftlichen Arbeiten sehr begrenzt ist. Es ist davon auszugehen, dass die aktuellsten Publikationen zum Thema in Summe alle relevanten, vorher publizierten Arbeiten aufgreifen. Auf Basis dieser Annahme und unter Betrachtung des zeitlichen Rahmens dieser Arbeit, wurde die Suche der Artikel zwischen Dezember 2019 und Juni 2020...


Um Gemeinsamkeiten und Diskrepanzen zwischen den Methoden des ML bei der Entdeckung neuer Antibiotika zu erkennen, wurde eine qualitative Inhaltsanalyse durchgeführt. Zu den ermittelten Daten bei der Inhaltsanalyse gehören zum einen die Methoden des ML, die Prozessschritte bzw. Ziele und zum anderen die Kategorie der Publikationen.


Methoden des Maschinellen Lernens in der Entdeckung von Antibiotika

**Virtuelles Screening: Prädiktive Methoden**

**Quantitative-Struktur-Wirkungs-Beziehung Methoden**

modelliert werden kann (Danishuddin & Khan 2016). Die 2D-Methode beruht auf der Berechnung und der Gegenüberstellung molekularer Eigenschaften, wohingegen die 3D-Methode strukturbasiert ist.

Im Rahmen der QSAR-Studien haben sich quantenchemische Deskriptoren bei der Vorhersage antibiotischer und biologischer Aktivitäten als nützlich erwiesen (Pereira et al. 2015).


Da die biologischen und antibiotischen Aktivitäten von Verbindungen nicht einfach quantifiziert werden können, wird mithilfe von molekularen Deskriptoren dieser Vorgang vereinfacht. (Cherkasov 2005).


Um antibiotische Aktivitäten vorhersagen zu können, wird ein Modell erstellt, das unter Verwendung von internen und externen Bewertungen das QSAR-Modell validiert (Pereira et al. 2015). Vor diesem Hintergrund werden ML-Methoden wie z.B. CT oder RF gegenübergestellt. Dabei werden die antibiotischen Wirkungen der aktiven und nicht aktiven Verbindungen durch den Mehrheitsbeschluss der k ähnlichen Verbindungen im Trainingssatz getroffen (Pereira et al. 2015).

Wirkungen treffen kann, müssen gewisse Eigenschaften und Entscheidungskriterien mit einer bestimmten Anzahl an Deskriptoren ermittelt werden.

Neben den CTs wird auch der RF-Algorithmus verwendet, der zu Beginn die Trainingssätze auswählt und anschließend die geteilten Knoten ermittelt (Pereira et al. 2015). Die RF-Modelle werden mit 500 Bäumen und unterschiedlichen Ansätzen von Deskriptoren durchgeführt, wobei die Anzahl der Deskriptoren durch die Aufteilung der Knoten definiert wird. Je nach gesuchter Aktivität, z.B. antibiotischer Aktivität variiert die Anzahl der Deskriptoren im Modell. Zudem bestimmt die Methode die Wichtigkeit eines Deskriptors durch die Zunahme der Fehlklassifizierung, die dann auftritt, wenn die Werte des Deskriptors ständig verändert werden. Wie auch bei den CTs hängt die Vorhersage beim RF bezüglich der antibiotischen Wirkungen von den Eigenschaften und Entscheidungskriterien der einzelnen CTs ab, welche eine unterschiedliche Anzahl an Deskriptoren benötigen.

Durch den Vergleich der Ergebnisse der jeweiligen ML-Methoden kann gezeigt werden, dass der implementierte rechnergestützte Ansatz unter Verwendung von Deskriptoren zur Vorhersage biologischer und antibiotischer Aktivitäten bereits vorhandener oder neuer Molekulstrukturen erfolgreich verwendet werden kann (Pereira et al. 2015).

Die QSAR bildet die Basis des Virtuellen Screenings. Im Folgenden Kapitel wird die Bedeutung des Virtuellen Screenings im Rahmen des QSAR dargestellt.

**Erfolgreiche Erweiterungen Klassischer Methoden**

Um neue Antibiotika zu entdecken, reicht einfaches Screening von existierenden Datenbanken kaum aus, weswegen die Methoden ergänzt werden müssen.


– a Open Source Software for Chemoinformatics with the under other Deskriptoren for ML generated to see (Landrum 2006) – calculated were. For so developed D-MPNN was with 2335 structure diverse Molekülen trained and for three different Databanken angewandt (Stokes et al. 2020). For each application was the D-MPNN with the discovery Data gewonnenen Daten neu trained. The model calculates a number between 0 and 1 (for the following prediction Score), for wobei die 0 keine antibakterielle Aktivität and the 1 antibakterielle Aktivität repräsentiert. For Vergleich mit fünf weiteren Methoden shows that the model good geeignet ist, um structure diverse, antibakterielle and to existierenden Antibiotika unähnliche Verbindungen to find. For erst Screening found for Drug Repurposing Hub, a Bibliothek, bestehend 6111 Molekülen in unterschiedlichen Stadien der Medikamentenentwicklung (Stokes et al. 2020), statt, wobei aus den 6111 Molekülen 99 Verbindungen with dem höchsten prediction Score ausgewählt wurden and auf antibakterielle Aktivität against E. coli getestet wurden. For von den 51 aktiven Molekülen wurden prediction Scores, Forschungsstadium, strukturelle Unähnlichkeit zum Trainingsset and Toxizität betrachtet and Halicin was in allen Bereichen as gut eingeschätzt. For Mit Halicin were in vitro and in vivo Tests durchgeführt, die eine Breitbandaktivität against mehrere Bakterienarten and Resistentzgene in E. coli suggerieren. For Anwendung on the two Databanken, which Moleküle enthält, die sich strukturell deutlich from the Trainingsset unterschieden, shows that the Modell generalisieren kann. Hier wurden keine aussichtsreichen Kandidaten identifiziert. For With der dritten Datenbank ZINC15, which a virtuelle Sampling von ca. 1.5 Milliarden Molekülen für in silico Screening ist, wurde die Anwendungen on große Maßstäbe getestet. For von den 1.5 Milliarden wurden ca. 107 Millionen Moleküle with antibiotaähnlichen physikalisch-chemischen Eigenschaften für das Screening ausgewählt. For aus den 3260 Verbindungen with prediction Scores > 0.8 wurden die 23 mit einer Tanimoto Ähnlichkeit < 0.4 für empirisches Testen ausgewählt. Davon zeigen acht a Wachstumsinhibition of mindestens einem der fünf getesteten Bakterienarten and zwei zeigen eine Breitbandaktivität.

**Virtuelles Screening von Molekülfragmenten**

In der wissenschaftlichen Literature wird neben der Antibiotika-Entdeckung of the Focus also auf die Molekularstrukturerkennung gelegt. In diesem Themenbereich zeichnet sich the Ansatz Fragment-Based-Drug-Discovery (FBDD) with seiner Effizienz and seinen aussichtsreichen Ergebnissen aus. For FBDD ist ein Ansatz, welcher zunehmend in the pharmazeutischen Industrie eingesetzt wird. For Besondere zur Verringerung der Attrition and Lieferung von Leitfaden für zuvor schwer to handhabenden biologischen Zielen (Murray & Rees 2009). For FBDD identifiziert Liganden with niedrigem molekularem Gewicht (~150 Da), which sich an biologisch wichtigen Makromolekülen anbinden (Murray & Rees 2009). For dreidimensionale experimentelle Bindingsmodus this Fragment will be bestimmt under Verwendung von Röntgenkristallographie or Kernspinresonanzspektroskopie. Dieser wird für the Optimierung in potente Moleküle with arzneimittelähnlichen Eigenschaften verwendet (Murray & Rees 2009). For Abbildung 1 provides a Überblick über the Effizienz des FBDDs Ansatz.

Im Vergleich zum Hochdurchsatz-Screening erfordert the Fragment-Ansatz weniger Screening der Verbindungen and bietet trotz der geringeren Anfangspotenz the Screening-Treffer, effizientere and fruchtbare Optimierungsaktionen (Murray & Rees 2009). For Zudem decken Fragment basierte Bibliotheken einen größeren chemischen Raum ab (Tam et al. 2019).

For Der Algorithmus Hunting FOX, „Hunting FOX“ for „Hunting Fragments of X“, tells a gutes Beispiel für die Methodik of the Fragment-Ansatzes dar and untermauert the Wichtigkeit of the Neuentdeckung von niedermolekularen Wirkstoffen with erwünschten Eigenschaften, die später als Baustein for the Medikament Entwicklung dienen.

Ein wichtiger Schritt for der Suche nach niedermolekularen Wirkstoffen is the Identifizierung der Neuentdeckung of new chemical Zuleitungen (Murray & Rees 2009). For Der Hunting FOX Ansatz entspricht einem konzeptionellen Beweis, indem auf rationale Weise a chemisches Vokabular identifiziert wird (Mansbach et al. 2020). For Dieses „chemische Vokabular“ is in Zusammenhang with einer bestimmten Arzneimittelaktivität of Interesse, ohne bekannte Regeln anzuwenden (Mansbach et al. 2020). For Der Hunting FOX Algorithmus identifiziert automatisch a Reihe of relevanten Fragmenten, which für hybrid Fragment-basierten Entwicklung von Molekülen in Frage kommen. Diese sind in the Lage, P. aeruginosa (Stäbchenbakterium) zu durchdringen (Mansbach et al. 2020). For Im Gegensatz zu dem herkömmlichen FBDD Ansatz, berücksichtigt the Hunting FOX Algorithmus alle möglichen Fragmenten innerhalb of a Reihe von
Verbindungen, von einer Einfachbindungslänge im Radius um ein Zentralatom bis zu 10 Bindungslängen (Mansbach et al. 2020).

Abbildung 1. Übersicht über FBDD (Quelle: Murray & Rees, 2009)

Der Gesamtnworkflow des Algorithmus besteht aus vier Teilen: (i) Definition einer Repräsentation für die Zusammensetzung; (ii) Experimentelle Messung und Datenbereinigung für eine ausgewählte Teilmenge des kuratierten Datensatzes, um die Eingabe der Arzneimittelaktivität in den Algorithmus zu ermöglichen; (iii) Durchführung einer Feature Selektion zur Identifizierung eines Vokulars mit relevanten submolekularen Fragmenten; (iv) Anpassung eines Vorhersagemodells basierend auf dem identifizierten Vokabular (Mansbach et al. 2020). Abbildung 2 stellt diesen Aufbau Graphisch dar.

Abbildung 2. Aufbau des Hunting FOX Algorithmus (Quelle: Mansbach et al., 2020)

Die Definition einer Repräsentation für die Zusammensetzung erfolgt dadurch, dass eine 2-dimensionale Darstellung der Moleküle aufgestellt wird. Unter Betrachtung jedes einzelnen Atoms, werden die Fragmente bestimmt, die aus dem jeweiligen Atom plus jener Atome, welche sich im Radius von k (1 ≤ k ≤ 10) Bindungen befinden, bestehen (Mansbach et al. 2020). Insgesamt ergeben sich 22.139 verschiedene Fragmente, die den Trainingsatz von 595 Molekülen bilden (Mansbach et al. 2020). Jedes Molekül M wird als ein \( N_f = 22,139 \) langer Häufigkeitsvektor repräsentiert, bei dem jeder Eintrag der Summe des Eintretens


**End-to-End Konzepte**

**Prototypbasierte Arzneimittelforschung**


$$\text{Diverse } z = (n \times \hat{\sigma}_l) + \hat{\mu}_l \sim N (\hat{\mu}_l, \hat{\sigma}_l^2 \times D) \text{ mit } n \sim N (0, D)$$

Dabei ist $z$ die latente Darstellung des Moleküls (hier mit Einberechnung der Diversität), $n$ der verrauchte Datensatz der Stichprobe, verteilt mit der Gauß-Verteilung und dem Diversitätsparameter $D$ und $\hat{\sigma}_l, \hat{\mu}_l$ die Standardabweichung bzw. Mittelwert der i-ten Stichprobe (Harel & Radinsky 2018).


Wechselwirkung mit dem Wirkstoff (DTI)


Abbildung 4. Darstellung des End-to-end Ansatzes für DTI (Quelle: In Anlehnung an Monteiro et al., 2020)

Für das CNN werden zwei parallele Serien von 1D-Faltungsschichten verwendet, eine für die Proteinsequenzen und eine weitere für die SMILES-Strings, um tiefe Muster (Repräsentationen oder lokale Abhängigkeiten) aufzudecken (Monteiro et al. 2020). Daraufhin wird nach jeder Reihe von Convolutonal Layer ein Maxpooling Layer angewendet, um die räumliche Größe jeder Merkmalskarte auf ihr maximal repräsentatives Merkmal zu reduzieren. Die erhaltenden Strukturen werden zu einzelnen Merkmalsvektoren verkettet, welche nun DTI Paare darstellen. Die resultierenden Vektoren sind nun der Input für die FCNN Architektur. Um die Überanpassung zu reduzieren, wird zwischen jeder vollständig verbundenen Schicht ein Dropout verwendet. Dies ist eine Regulierungsmethode, bei der eine zuvor spezifisch festgelegte prozentuale Anzahl an Neuronen ausgeschaltet wird, welche während des Trainings Korrelationen bilden. Nach dieser Architektur folgt eine Ausgabeschicht, dass aus einem Neuron besteht und die Art der Interaktion (0/1), da es sich um ein binäres Klassifikationsproblem handelt, zurückgibt.

**Diskussion**

Die aktuelle klinische Pipeline für antibakterielle Wirkstoffen ist unzureichend, um das Resistenzenproblem zu lösen, da vor allem die geringe Spezifität der Screening-Methoden und der Mangel an geeigneten Verbindungen in den chemischen Bibliotheken der Pharmaunternehmen große Hürden für die Medikamentenentwicklung darstellen (WHO 2019). ML bietet eine Möglichkeit die Screening-Methoden zu verbessern, da im Vergleich zu klassischem Screening mehr Daten in kürzerer Zeit verarbeitet werden können.


Der Einsatz von Deep Learning in Form von CNN kann die Charakterisierung der Moleküle mittels Deskriptoren flexibilisieren (Ching et al. 2018; Yang et al. 2019b). Dadurch können im Vergleich zu klassischen Methoden wie z.B. SVM bessere Ergebnisse erzielt werden (Monteiro et al. 2020; Stokes et al. 2020). Wie die beste Performance der CNN Modelle erreicht werden kann, indem z.B. der generierte Input mit weiteren Informationen ergänzt wird, ist noch herauszufinden, denn die hier vorgestellten Modelle


Auch das Problem der Limitierung der chemischen Datenbanken lässt sich mithilfe von ML in Angriff nehmen. Sowohl prototypenbasierten Konzepte, welche neue Zusammensetzungen im chemischen Raum der Datenbanken generieren (Harel & Radinsky 2018), als auch das Screening von Molekülfragmenten (Mansbach et al. 2020), was den chemischen Raum sogar erweitert, bieten Möglichkeiten von den Verbindungen.


Fazit

In der vorliegenden Arbeit wurden die unterschiedlichen Ansätze des ML und der Antibiotika Entdeckung sowie der daraus resultierenden Effizienz vorgestellt und erläutert. Dabei wurde eine systematische Literaturrecherche zu Grunde gelegt, bei welchem die die ML Ansätze identifiziert und damit verbunden den Einsatz in der Antibiotika Entdeckung klarstellte. Neben der begrifflich systematischen Grundlegung wurden die relevanten ML Ansätze erläutert. Es wurden zwei Konzepte ausgewählt, die bei der Entdeckung neuer Antibiotika von großer Bedeutung sind. Vor diesem Hintergrund wurden die Bereiche in Virtuelles Screening und End-to-End Konzept gegliedert. Zu jedem Bereich wurde eine Beschreibung angegeben und die Konzepte entsprechend vorgestellt, welche für die Entdeckung der Arzneimittel essenziell.
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Abstract

**Background:** Machine Learning has enormous potential for applications in various fields. Explainability and privacy are two key questions when training a Machine Learning model especially in critical information infrastructure such as the healthcare sector.

**Objective:** The goal of this paper is to identify the current state of research and possible trade-offs between explainability and privacy of Machine Learning models. Furthermore, the aim was to identify possible ways of implementing explainability methods in Federated Learning, a privacy-preserving setting.

**Methods:** First, we have conducted a systematic literature review to identify possible trade-offs. Second, we evaluated and selected methods that one can theoretically implement without risking privacy in a Federated Learning application with a focus on medical image analysis.

**Results:** Our results show that only a few researchers have so far been discussing possible trade-offs between explainable and privacy-preserving Machine Learning. The three relevant papers show that there is a natural trade-off, and a higher level of explainability can make a model more vulnerable to attacks and therefore have a higher risk of privacy leakage. For our implementation example of explainable Machine Learning methods in Federated Learning we came to the result that it seems to be theoretically possible. Our selected methods are SHapley Additive exPlanations, Gradient-weighted Class Activation Mapping, and Local Interpretable Model-Agnostic Explanations. However, experiments would be necessary to confirm these ideas.

**Conclusion:** To summarize, we showed that possible trade-offs between explainable and privacy-preserving Machine Learning methods exist, though, is not yet fully discussed in the literature.

**Keywords:** machine learning, privacy-preserving, XAI, federated learning, trade-offs
Introduction

Motivation

Machine learning (ML) has enormous potential in healthcare and has been used in medicine since the very beginning of the field (Ahmad et al. 2018). However, only in recent years, the importance of ML-based solutions in healthcare has been recognized, and in a few years, it will become indispensable.

For example, ML helps immensely in the detection of chronic diseases. The careful analysis of medical data ensures that maladies are detected earlier, and patients receive better care (Chen et al. 2017). As the University of Pennsylvania was able to co-develop a technology, which can train an artificial intelligence (AI) so that it can identify brain tumors in x-ray images using the privacy-preserving method federated learning (Intel 2020).

The increasing computing capacity, the use of electronic health records in hospitals, and the availability of data cause this area to evolve rapidly (McCradden et al. 2020). Nevertheless, big data also entails ethical concerns about responsibility, trust, and accountability, among others. In the implementation of ML, public views are fundamental. On the one hand, to encourage companies to invest in AI, on the other hand, to support educational initiatives that encourage trust and support among the population. These ethnic controversies and the speed with which this technology is advancing and developing can affect public confidence.

An important issue is to protect the privacy of an individual. Therefore, privacy-preserving machine learning (PPML) tries to ensure that one cannot exploit the used training data. Especially in the healthcare sector as (McCraden et al. 2020) showed in her study about "Ethical concerns around use of artificial intelligence in health care research [...]", this is essential, as sensitive data is involved, hence trust is inevitable. While some people are open to new technologies, many cautious users are skeptical about them and wait to see how they develop (HSBC 2017). Advertisers and designers make every effort that their product inspires confidence and spend vast amounts of money to ensure this. The survey by HSBC also shows the distrust towards technology in medicine. Only 14% state that they would trust a humanoid robot programmed by leading surgeons to perform open-heart surgery on them, compared to already 9% who would trust a family member led by a surgeon.

An explanation is essential to build trust. However, there is no mathematical definition of explainability (Molnar 2019). A non-mathematical definition is that explainability "is the degree to which a human can understand the cause of a decision." It is easier for one to understand why predictions or decisions have been made, the better the explanation of the ML model is. However, there is the problem that many ML methods are hard to explain, as they work like a black box (Ahmad et al. 2018). Explainable machine learning (EXML) allows the user to understand, question, and even improve the ML system.

Furthermore, the explainability and privacy of ML models is also part of ongoing political discussions, as we have seen with regulations such as European General Data Protection Regulation (GDPR) or the California Consumer Privacy Act (CCPA). These regulations include statements about how data can be used for automated decision and some even argue for a "right for explanation" (Goodman and Flaxman 2017) in the GDPR. Hence, the topic is not only part of current research but also essential for practical implementations. For the given practice problem, it is of interest if there are trade-offs between EXML and PPML and how these are relevant to the field of healthcare.

Objectives

Privacy and explainability are crucial when using ML in healthcare. There is currently only limited literature discussing both topics and especially their trade-offs. Therefore, our main objective with this work is to examine possible trade-offs between EXML and PPML.

An overview would benefit future research on these topics. To answer this question, we want to discuss the findings of the relevant literature and present the effects of EXML on privacy exploitation risk, how PPML can hamper this risk and what are overall outcomes of PPML and EXML on a model’s performance. Thus, giving an overview of the latest research on these topics. As healthcare is one of the fields, we want to assess the relevance of EXML and PPML for healthcare.
To do so, we examine if different EXML methods can be implemented in a PPML setting. In this context, we have chosen the example of federated learning for Image Analysis as the implementation of EXML would be highly beneficial in this application.

**Background**

*Privacy-Preserving Machine Learning*

As mentioned in our introduction, one of the key challenges of ML in healthcare is keeping the patient’s data private and secure. For medical research purposes, it is highly beneficial to share data and collect larger data sets to train better ML models. Therefore, helping medical personnel make more precise and correct decisions. However, medical records are some of the most sensitive data, and keeping this data private is inevitable. Due to this need, researchers have developed privacy-preserving methods.

We will introduce the most crucial ones that are or will be relevant to healthcare applications, such as differential privacy (DP), trusted execution environment (TEE), cryptographic approaches, and federated learning.

**Differential Privacy**

DP is a privacy-preserving method that is based on a probabilistic model (Dwork and Roth 2014). Given the situation of a database where each row represents the information about an individual, the goal is to ensure that a single change to the database does not affect the results by much. Therefore, the input of an individual is privacy secured. Adding random noise, mostly LaPlace or Gaussian distributed, to the data accomplishes this.

Definition 1. (Differential Privacy) A randomized mechanism \( M: D \rightarrow R \) with domain \( D \) and range \( R \) satisfies \((\epsilon,\delta)\)-differential privacy if for any two adjacent inputs \( x,y \in D \) and for any subset of outputs of \( S \subseteq R \) it holds that

\[
\Pr[M(x) \in S] \leq \exp(\epsilon) \Pr[M(y) \in S] + \delta,
\]

where \( \delta \) represents the privacy budget (Dwork and Roth 2014).

In general, a smaller \((\epsilon,\delta)\)-value provides higher privacy. This definition provides multiple advantages such as "composability, group privacy, and robustness to auxiliary information" (Abadi et al. 2016).

**Trusted Execution Environment**

A TEE is defined as “a secure, integrity-protected processing environment, consisting of processing, memory, and storage capabilities” (Asokan et al. 2014). TEEs are already in use in many of our mobile devices as a way to secure two-factor authentication or IoT applications (Ekberg et al. 2013). In the context of ML TEEs can provide a solution for protecting the privacy of training data as the training of a model can be run within the TEE. A user sends encrypted data to the enclave, which then decrypts the data and trains the model (Narra et al. 2019).

This approach is also interesting for healthcare applications as a clinic could send sensitive encrypted data to a research site to support the training of a ML model, for example, on image classifications of brain tumors. By doing so, a large number of clinics can train the model as long as the clinic trusts the TEE. Current work also proposes the use of TEE in a federated learning setting (Mo and Haddadi 2019). This approach should hamper the information leakage as the model is trained within a TEE on the client-side, and one only encrypted data is sent to the central server.

**Cryptographic Approaches**

Two of the most relevant cryptographic approaches are secure multiparty computation (SMC) and homomorphic encryption (HE). SMC is a method that "enables computation on sensitive data from multiple sources while maintaining privacy" (Chen et al. 2019). It guarantees that only each computation reveals the outcome to other users. The theoretical approach was introduced in 1982 by A. C. Yao (Yao 1982), but due
to the high need for computation power, it took until 2004 for a first general notable implementation (Malkhi et al. 2004). One of the most used methods is Shamir’s secret sharing (Shamir 1979).

HE requires algorithms to allow certain operations to be carried out on ciphertexts (Aslett et al. 2015). By doing so, there is no difference between operating on the ciphertext or the original message. The user encrypts the data with a public key, and only certain individuals with a private secret key can decrypt the data at any point in time.

In healthcare, HE can be used to share data between research institutes or store sensitive data securely in a cloud (Raisaro et al. 2018). Furthermore, there are also first implementations of HE in other PPML methods, like federated learning, to ensure a higher level of privacy (Xu et al. 2019). Current restraints in HE includes the high computational cost (Aslett et al. 2015), the inability to perform division operations, and the large data size of the ciphertext.

**Federated Learning**

By definition, federated learning is the collective training of one model by multiple clients orchestrated by one central server. It provides the advantage of decentralized training data and a high level of privacy by design. Especially in the context of the GDPR federated learning is currently a promising technique to ensure PPML.

Since its introduction in 2016 (Konečný et al. 2016), a wide range of applications use federated learning. One of the most prominent is the use in the Gboard mobile keyboard by Google. Each user downloads the current model, trains it with their local data, and then sends the updated model back to the server, which averages all inputs to compute the latest model. By doing so, the user can get recommendations for any input on their smartphone based on the data of millions of other users without ever revealing their private data to any other user or server (Yang et al. 2018).

Federated learning currently faces also challenges in the implementation and security (Kairouz et al. 2019), which are also relevant to the field of healthcare. First, the central server can be an exploitable weakness as it has to handle all the clients’ inputs. Furthermore, it requires a certain level of trust by the clients as some centralized authority has to decide on what to train and how to train the model. There is a risk of information leakage from the server to the client or at the server. An adversary could use this information to reconstruct a client’s data based on the model and the gradient update.

Therefore, it is advisable to implement further privacy-preserving techniques such as DP, TEE, or cryptographic approaches in the design of a federated learning system to hamper such attacks. So far, it seems that DP and cryptographic approaches are the only efficient techniques (Huang et al. 2020). Due to the promising results concerning privacy, researchers also try to implement applications in various fields of healthcare, such as dentistry (Schwendicke et al. 2020), wearables (Chen et al. 2020), and image analysis (Li et al. 2019).

**Explainable Machine Learning**

In this section, we want to give a brief overview of EXML techniques with a focus on the explanation of images predictions.

EXML refers to an ML system that "produces details or reasons to make its functioning clear and easy to understand" (Arrieta et al. 2020). To reach this, different approaches are developed depending on the class of ML model. Here we differentiate between transparent and complex ML models, which consider the inherent complexity. For complex models, we need to generate an explanation after training. These so-called "post-hoc" techniques can be classified into two dimensions.

First, the scope of the explanation, global or local, describes whether the aim of an explanation is only for one prediction or the overall behavior. Second, explainable algorithms can be, on the one hand, model-specific if they only work with some kind of model architecture. On the other hand, model-agnostic algorithms are independent of the model properties and can, therefore, be applied to all kinds of ML models (Molnar 2019).
Transparent and Complex Machine Learning Models

Simple ML models, like linear regression or decision trees, can be interpreted without further techniques. Here, humans can interpret the weights of the regression to understand the model’s decisions. Their advantage is providing out-of-the-box explainability, but shallow models are not as powerful as complex ones in nonlinear domains.

On the other hand, we need to use post-hoc methods for complex ML models like neural networks to achieve explainability. In this case, we cannot interpret the neural network’s weights directly due to the huge number of parameters and the inner complexity (Molnar 2019). Therefore, there is a trade-off between the intrinsic model explainability and the model accuracy (Arrieta et al. 2020).

Local and Global Explanations of Machine Learning Models

ML explanations can have a different scope. On the one hand, local explainability describe which input features have a big impact on one specific predicted result. Common methods are Local Interpretable Model-Agnostic Explanations (LIME), Gradient-weighted Class Activation Mapping (Grad-CAM) and SHapley Additive exPlanations (SHAP). They are useful to justify an end-user (Doshi-Velez and Kim 2017). On the other hand, global explanations describe the behavior of the whole model. Methods, such as ProtoDash (Gurumoorthy et al. 2017), try to investigate and describe the patterns learned by the model. Incorrect learnings (e.g. biases) can be discovered here (Doshi-Velez and Kim 2017). However, local explanations can also help to identify biases in ML predictions (Selvaraju et al. 2017).

Model-Agnostic and Model-Specific Explainability

Model-agnostic post-hoc algorithms only need the input object and the result of an ML model to provide explainability for this model. Therefore, they do not depend on specific model structure or architecture. There are two main classes of model-agnostic post-hoc methods.

First, explanation by simplification, where we try to approximate parts of the complex ML model with simpler ones. Here, LIME is the most known approach. It builds local linear models trained by the original model input-output pairs to explain individual predictions. One can apply it to tabular, image, or text data. LIME for image explanations will be discussed later in section 5.3.2.

The second class, feature relevance explanations, tries to rank or measure the impact of features on the predicted result. SHAP is currently the most popular approach in this field. It uses each possible combination of input features to get a marginal contribution to the result (Lundberg and Lee 2017). SHAP can be used for every neural network like a convolutional neural network (CNN).

In contrast, model-specific techniques can use internal parameters like architecture or optimization algorithm. They can benefit from direct access to the weights of a model. For Instance, Grad-CAM, the most common model-specific technique for CNNs, utilizes the gradient of the last convolutional layer (Selvaraju et al. 2017).

Methodology

Data Collection

Our approach for this paper can be separated into two different methods. For section 2 and section 5.2 we used a non-systematic literature review. The trade-offs between PPML and EXML were analyzed by a systematic literature review. To do so, we focused our search on the following scientific databases: IEEE Xplore, ArXiv, ACM Digital Library, AIS Electronic Library, Science Direct, and Scopus.

We believe that these databases are the most relevant for the discussed topics and cover a wide range of journals and conference publications. We used the following search string: TIKEAB((explain* OR interpret*) AND "machine learning" AND (privacy OR federated OR trust*)).

This search string requires the publication to have at least one of the search terms in the fields of explainability and privacy, respectively. Furthermore, it requires the papers to discuss ML. For the database
ArXiv, we included only papers published since 2018 as papers on ArXiv are not peer-reviewed. We conducted the search on June 3rd, 2020 and had 526 results shown in Table 1 grouped by their database.

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEEE Xplore</td>
<td>100</td>
</tr>
<tr>
<td>ArXiv</td>
<td>150</td>
</tr>
<tr>
<td>ACM Digital Library</td>
<td>189</td>
</tr>
<tr>
<td>AIS Electronic Library</td>
<td>5</td>
</tr>
<tr>
<td>Science Direct</td>
<td>21</td>
</tr>
<tr>
<td>Scopus</td>
<td>61</td>
</tr>
</tbody>
</table>

**Table 1. Results of Literature Review**

**Data Analysis**

As the following step, we analyzed our results and looked for papers that discuss PPML and EXML. The majority of the found papers only discussed one of the topics and were, therefore, not applicable for a literature review on the trade-offs. We were able to identify three papers that discussed trade-offs. Section 4.1 examines these papers. It seems like the topic is part of ongoing research and can be a topic for further papers. Shokri et al. (Shokri et al. 2019) and Harder et al. (Harder et al. 2020) have stated to be the first ones to discuss possible trade-offs. Besides, these papers were recently published. Backward search from our results has shown that ML models are vulnerable to Membership Inference Attacks. In other words, the attacker can exploit these black-box models only by accessing input and output queries to reconstruct members of the training set of the model (Shokri et al. 2017; Song et al. 2019; Truex et al. 2019). Even worse, (Oh et al. 2019) showed, that it is possible to reverse-engineer some parts of Neural Networks like architecture or hyperparameters.

These results and the mentioned points in the papers raise three questions

1. Does Explainable Machine Learning increase privacy exploit probability?
2. Which Privacy-Preserving Machine Learning techniques save Machine Learning models from exploitation?
3. What impact do Explainable and Privacy-Preserving Machine Learning have on the model's accuracy?

which will be discussed in the Results section.

**Trade-Offs**

After conducting the systematic literature review as described in 3.2, we got three relevant papers. Two of it – (Harder et al. 2020) and (Shokri et al. 2019) - discuss the privacy explainable trade-off directly. Furthermore, (Arrieta et al. 2020) focus on EXML in general but also investigate the privacy-explainable question from data-fusion perspective. To start, we first present the relevant key findings of the three relevant papers for further discussion.
Relevant Papers

Privacy Risks of Explaining Machine Learning Models

Shokri et al. (2019) discuss the possibilities for an adversary to use a model explanation to infer sensitive data of the training’s set. In their work, they focus on Membership Inference Attacks and Reconstruction Attacks. The authors conducted experiments using gradient-based attribution methods or record-based influence measures. The used data sets included two sets with binary features and up to circa 200,000 records. Another two sets with mixed Features and up to circa 100,000 records. Furthermore, the authors used CIFAR-100, a benchmark data set for image classification. They used "fully connected multi-layer networks with tanh activations" for training the datasets with binary and mixed features and a convolutional neural network for the CIFAR-100 image dataset.

When running a Membership Inference Attack, the adversary tries to determine the training set’s data point. On the other hand, a Reconstruction Attack tries to get as many data of the training set as possible, basically reconstructing the training set.

They show that an adversary can exploit record and feature-based explanations. Furthermore, she can get the training set membership information of a data point. The only way to reduce information leakage is by adding noise to the data, using DP. In addition, they were able to conduct Reconstruction Attacks to extract parts of a training set given a record-based explanation. In this context, they also state that minorities in the training data have a high risk of being revealed by this attack.

The authors believe to be the first to discuss the trade-offs between explainability and privacy of a ML model.

Interpretable and Differential Private Predictions

Harder et al. (2020) main question is if it is possible to have an explainable model without data lost cause of privacy protection. They claim to be the first ones to enquire about this question. Their approach is using locally linear maps (LLM) on a family of simple models, which should ensure privacy and do not expose the whole model, only the LLM.

LLM act as an approximation of differentiable functions, i.e., a collection of piecewise linear functions. If sufficient linear maps are available, local models compared to complex model counterparts have a relatively low loss inaccuracy. The more complex the data, the higher the loss of prediction accuracy. For using LLM, explainability and privacy are necessary.

The authors explain two ways to gain explainability. One relies on inherently explainable models. The other is post-processing schemes, for example, using gradient-based attributions. To provide privacy, they use DP, which lead them to the conflict that adding a large among noise ensures a high level of privacy but is disadvantageous for predicting accuracy. They also state that high dimensional parameters imply high security lost. That is why they propose using a relatively small network, which can be partly trained and guarantees privacy using LLM. Their contributions are proposing a novel family of explainable models, providing explanations for 'local' and 'global' DP on classification and suggesting using random projections to deal better with privacy and accuracy trade-offs.

After explaining their method using LLM, they evolute the trade-off between privacy, explainability, and accuracy with experiments. They realize that it is tough to assure all three assertions. For example, reducing the level of privacy and removing random projections implies better explainability results. Meanwhile, private training benefits form increasing the dimensionality of random projections. Also, raising the number of LLM, the accuracy of private models decreases because the privacy budget is distributed over more parameters.

In conclusion, it is possible to use LLM to provide explainability and privacy. However, the data set, which they use, is simple and relatively small, so there is still the question: what is the limit of complexity for the LLM models? They also state that "several open questions for future research remain".
**Explainable Artificial Intelligence (XAI): Concepts, Taxonomies, Opportunities, and Challenges Toward Responsible AI**

The literature review "Explainable Artificial Intelligence (XAI): Concepts, taxonomies, opportunities, and challenges toward responsible AI" by (Arrieta et al. 2020) gives an overview of the current EXML research. Moreover, the authors provide a global taxonomy of EXML by classify current explainable techniques. In the beginning, they state that responsible AI needs explainable AI as well as privacy-preserving AI. Therefore, the authors investigated not only current EXML techniques but also their privacy impact.

Despite the explainability of ML models enable third parties to investigate the model, many papers about EXML do not cover the privacy topic.

A general privacy concern of ML models are attacks like membership inference attacks or approaches to reverse engineer the model's parameter, even with black-box models where third persons only have access to the input features and output predictions. EXML can, therefore, be used to increase the attacker's success probability.

Furthermore, the authors explore the field of responsible ML for data fusion. They state that EXML can compromise privacy for data fusion on different levels (data, model, Knowledge) (Arrieta et al. 2020).

As a result, the authors conclude that further research is needed to ensure explainability as well as privacy for ML in general and data fusion.

**Results**

In the next subsections, we describe the contributions of the reviewed literature to the questions motivated in the Data Analysis section.

**Does Explainable Machine Learning Increase Privacy Exploit Probability?**

In general, ML models are vulnerable to privacy leaks through membership inference attacks (Shokri et al. 2017) or reverse-engineering attacks (Oh et al. 2019; Shokri et al. 2019) showed that EXML techniques can increase the privacy exploit probability because some EXML techniques like "gradient-based methods can leak a significant amount of information, much beyond what is leaked through the predicted labels." Moreover, they showed that record-based influence measures - a technique that explains the result by outputting the most critical point from the training set - is even worse. An adversary could reconstruct nearly 99% (Shokri et al. 2019) of the used example. Experiments by (Shokri et al. 2019) show, that especially minorities are vulnerable to these attacks. Here, the authors demonstrated for a diabetic hospital dataset that data rows of minorities like children or African-American people could be regenerated. Outliers are more likely to memorize by the model during training is the explanation for this behavior by (Shokri et al. 2019).

In contrast, new, designed explainability techniques can be privacy-preserving. Harder et al. (2020) describes a novel approach with LLM to guarantee privacy by making the gradient differential private. Nevertheless, in this paper, they have specific constraints like a relatively simple dataset and the lack of interaction with a complex counterpart (Harder et al. 2020). Therefore, we cannot interpolate these results for other cases.

Furthermore, Arrieta et al. (2020) states that common EXML techniques like LIME or SHAP are not investigated towards privacy concerns yet.

**Which Privacy-Preserving Machine Learning Techniques Save Machine Learning Models from Exploitation?**

To tackle the privacy question raised by model explanations, both - Shokri et al. (2019) and Harder et al. (2020) - propose to use noise towards the gradients to guarantee data protection. There are two techniques offered. First, differential private training should be immune to gradient-based attacks due to "gradient-based explanations only interact with the model, and not with the underlying training set." (Shokri et al. 2019). Especially smoothed gradients are resistant to the attacks performed by Shokri et al. (2019).
average of the gradients in the surrounding area to the original point, together with adding Gaussian noise,
seem to be a privacy-preserving approach, as the authors state.

Second, Harder et al. (2020) developed an explainable method to provide privacy-preserving local and
global explanations. The aim is to provide a set of LLMs to approximate the neural network's predictions. The
authors realize this by adding weighted linear functions where the differential private stochastic
gradient descent computes the linear coefficients. That means, adding noise to the gradient to make it
differential private (Harder et al. 2020).

In addition, the authors used random projection (Johnson-Lindenstrauss transformation) to reduce the
dimensions of the privatized parameters to increase accuracy (Harder et al. 2020).

What Impact do Explainable and Privacy-Preserving Machine Learning Have on the Model’s
Accuracy?

Harder et al. (2020) states that there is a natural trade-off between privacy and accuracy. He also describes
a triangle trade-off between privacy, explainability, and accuracy of an ML model. All three goals cannot be
achieved simultaneously. If one focuses on two of the three trades, the third one will be decreasing.

Also, DP comes with the cost of accuracy lost, which one could tackle by using a bigger dataset as Shokri et
al. (2019) states. Arrieta et al. (2020) summarizes that there is a "need for further research toward the
development of XAI Tools capable of explaining ML models while keeping the model’s confidentiality in
mind."

Implementation of Explainable Machine Learning in Federated
Learning for Image Analysis

In the following section, we like to present a highly relevant example of the use of PPML in healthcare and
how one can implement EXML methods in this scenario.

Convolutional Neural Networks for Image Analysis

CNNs are a special class of neural networks that use convolutions in place of general matrix multiplication
(Goodfellow et al. 2016). Forms of CNN are widely used in the field of visual computing and have shown
great performance in object recognition and image classification (Ciregan et al. 2012; Ciresan et al. 2011;
Lawrence et al. 1997). Therefore, CNN is the standard for medical imaging applications.

Federated Learning for Medical Image Analysis

Medical images, taken by techniques like Magnet Resonance Imaging, X-ray, and ultrasound, present one
of the greatest opportunities for using AI in healthcare. Clinics have millions of medical information. This
data would be a good training set for a ML model (Dash et al. 2019). However, especially in the field of
diagnosis, which most image analysis is part of it is crucial to have PPML and EXML models. Images like a
brain scan are highly sensitive data, and it is in the patient’s interest to have them maximally secured and
not open to any other non-authorized third party. If one uses this data to train a ML model, it is even more
important to ensure the privacy of the training data as multiple hospitals might use the final model.
Therefore, it should not be possible to extract any of the original training data from the model.

For these reasons, we discuss the use of one of the most promising approaches in the field, federal learning
for the application of medical image analysis. First implementations showed that it is possible to train a
model on brain tumor segmentation data with federated learning that had a 99% accuracy of a model with
shared data (Sheller et al. 2019).

Furthermore, as we have seen in our previous sections, it is also crucial in the healthcare sector to offer the
explainability of ML models to the end-user like a doctor. A decision based on images like a brain scan can
have far-reaching consequences, and therefore it is inevitable to explain to the decision-maker if she is
supposed to rely on the results of a ML model. Due to this fact, we present possible ways to incorporate
explainability methods in a model that one trained with the federal learning approach.


**Explainability Methods for Image Classification**

**Gradient-Weighted Class Activation Mapping**

Selvaraju et al. (2017) introduced Grad-CAM in 2017. The method is based on Class Activation Maps (Zhou et al. 2016). Class Activation Maps highlight discriminative areas of an image. However, it is only applicable to a particular kind of CNN architecture. For this reason, the researchers developed Grad-CAM as a method that did not require any particular kind of CNN architecture. One can apply it to any already trained CNN. It uses gradient information in the last convolutional layer to highlight discriminative areas such as certain objects or classes. Due to the reason that this layer has "the best compromise between high-level semantics and detailed spatial information" (Selvaraju et al. 2017).

**Local Interpretable Model-Agnostic Explanations**

As a model-agnostic explainable method, LIME can be applied to all ML models and therefore for CNNs, too. This method aims to approximate the decisions of the model at a specific point in a linear way. To achieve this, one generates a set of random data-points. In the case of image data, this means to divide the image into sections called super-pixels. As the second step, the model performs predictions of every sample point. Due to the local aim of the explanation, all samples are weighted in descending order of distance from the original point. In the last step, the model trains a linear classifier by the weighted random sample set and its predicted values. As a result of image data, super-pixels are turned on or off to identify the areas that contribute to the classification (Ribeiro et al. 2016).

**S**Hapley Additive exPlanations

SHAP introduced in section 2.2.2 is a method to explain individual predictions. This method uses optimal Shapley Values from coalitional game theory. Shapely Values indicate how the prediction can be fairly distributed among the features. To do so, one calculates each feature's contribution to an individual prediction (Molnar 2019).

To achieve this, the model generates a super-set of all possible combinations ("coalitions") of input features for every prediction. After that, for every of these $2^F$ coalitions, where $F$ is the number of features, a model is trained. The difference between the prediction of two elements of the super-set computes the marginal contribution. Finally, weighing the marginal contributions results in a feature-wise explanation. (Lundberg and Lee 2017) describes a technique to approximate the process by reducing the number of coalitions.

DeepSHAP is a model-specific sister algorithm of SHAP and researchers use it for CNNs. It leverages knowledge from internal weights and is optimized for Neural Networks (Lundberg and Lee 2017).

**Result**

Model-agnostic (e.g. SHAP, LIME) and model-specific (e.g. Grad-CAM) explainability approaches combined with federated learning should be possible because they only need local data even if methods require access to the model’s parameters. Hence, one can perform the methods on a local and global level of federated learning. For a Shapley values explainability approach (e.g. SHAP), Wang (2019) proposes a method to balance model explainability and privacy in a federated learning setting. They showed that this approach enables explanations at the local guest system, without getting access to detailed information on guest data. Furthermore, explainability techniques can help detect bias in the training data as it gives a visual explanation of a decision. This is especially useful in healthcare, as there is a high risk of biased data and decisions (Gianfrancesco et al. 2018).

SHAP provides a complete explanation of all features as it is based on a well-founded theory (Molnar 2019). The unified federated features of SHAP give useful information about the contribution of the federated features from the guest party, although the guest data does not need to be released (Wang 2019). Nevertheless, the Shapley Value method has a bad performance. However, SHAP provides approximations that lead to an increase in computational performance and are, therefore, more applicable.

LIME is a model-agnostic explainability method, meaning it is possible to change the underlying model. The short and human-friendly explanations are easy to understand even for a layperson or in situations
with little time and where a full explanation is not required (Molnar 2019). It provides a correct definition of distance in general, however in this case, especially for the distance between super-pixels, Molnar recommends trying to use different kernels settings. A disadvantage of LIME is that it is not stable as Alvarez-Melis and Jaakkola (2018) state, "On the robustness of interpretability methods showed that even close points can result into different explanations."

In federated learning, the number of members’ privacy increases because the local model’s parameters are merged at the central server. However, there is the problem of unequal distributed data, which could decrease the model’s performance and increase the bias (Bonawitz et al. 2019).

**Discussion**

In the previous sections, we have shown the current state of research on the trade-offs between PPML and EXML, as well as the possible implementation of EXML methods in a federated learning environment for healthcare focusing on the particular example of image analysis. We have seen that both topics are part of ongoing research and highly relevant in healthcare.

**Principal Findings**

In general, most current ML models are vulnerable to membership inference or reverse engineering attacks, leading to a loss of privacy or intellectual property. These results are independent from EXML methods. A key insight by our literature review is that EXML could increase the exploit probability of ML models. To tackle this issue, new EXML techniques, based on differential private gradients, are developed. The approach seems to be promising due to the properties of DP. Another approach to guarantee privacy is federated learning. It can help protect the privacy of learning data between clients and the central server and between two clients. EXML methods do not require access to the model itself (model-agnostic) or if the only access to the local model of the client (model-specific). Therefore, we expect EXML techniques together with federated learning to protect privacy as Wang (2019) showed for Shapley Values. Furthermore, concerning our example in Section 5.2, we see EXML for image data as one of the most relevant and promising applications in healthcare. An explanation of an image is an intuitive approach that can be understood by all kinds of users.

**Implications for Research and Practice**

These results lead to the conclusion that users must handle ML models carefully. Even black-box models, which often make up application programming interfaces, can be partially reverse-engineered even without EXML (Dash et al. 2019). Researchers should focus more on EXML methods that are privacy-preserving to provide more real-world value. By doing so, they enable medical institutions to safely use ML methods. Responsible ML needs to be privacy-preserving and explainable.

**Limitations and Future Research**

Due to the few papers, we have found and the simple assumptions in the research methods, a general statement on possible trade-offs is so far not possible. A next step could be to test the common EXML algorithms as Grad-CAM, SHAP and LIME, for their influence on specific attack scenarios. DP for the gradient or training data seems to be a promising approach that researchers should continue to test. For example, a possible research question could be to focus on EXML for DP and evaluate the privacy loss. In addition, federated learning seems to be another useful approach, since the data remains local, and the risk is, therefore, more in the data transfer than in the ML model itself. A significant challenge here is to carry out a meaningful fusion of the data in the central server because the populations of the nodes can be different and of different quality.

Also, we see advantages concerning the common challenges of federated learning. First, federated learning does not eliminate the risk of biased training data. However, using EXML methods can identify such bias and therefore improve the overall results and accuracy. For example, the authors of Grad-CAM show that they were able to identify gender bias in a training data set with their visual explanation technique (Selvaraju et al. 2017). Moreover, the fairness of the federated setting is highly relevant and also linked to biased training data. Visual explanations would be able to identify the misrepresentation of minority
groups. Hence, it is beneficial to implement EXML methods in federated learning for image classification in the field of healthcare.

Overall, the reviewed literature speaks not with the same voice. One group was able to reverse-engineer a black box model and could, therefore, attack privacy. The other group described a novel approach to prevent such attacks. Now it is not clear how EXML techniques influence privacy attacks. Hence, further research is needed.
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Abstract

**Background:** Our reliance on IT increases the impact of each IT security incident, often making them a costly catastrophe. IT security guidelines and standards aim at recommending security measures, that should prevent IT security catastrophes. However, guidelines and standards tend to be very brought and are not always up to date on security recommendations, protecting from the latest threats.

**Objective:** This work builds up a checklist on how to learn from the latest IT security catastrophes after they have happened. After immediate firefighting has ended, our checklist can be used by both practitioners and researchers and offers suggestions on how IT security catastrophes can be analysed.

**Methods:** We iteratively analysed literature on past IT security catastrophes to build a checklist that considers practice as well as research, to help learning from IT security catastrophes. We chose IT security catastrophes, that best reflect our defined IT security catastrophe spectrum. Finally, we provided an exemplary instantiation of the developed checklist on the IT security catastrophe caused by the ransomware WannaCry.

**Results:** As a result, we developed a checklist that enables both practitioners and researchers to analyse IT security catastrophes in a structured manner after immediate firefighting has ended. Also, we provided a definition, that helps classify an IT security issue as catastrophe.

**Conclusion:** Further iterations with the most recent IT security catastrophes are advised to continually improve our checklist. Our work thereby contributes to the awareness, on how important it is to build methods in order to learn from past catastrophes.

**Keywords:** IT security catastrophe, IT security, IT security guidelines, IT security standards, cyber security, security incident
Introduction

With the fast development and increasing complexity of IT (Information Technology) (Alenezi & Zarour 2020), it is argued that IT security becomes more and more difficult (Shin & Williams 2008). Consequently, IT security catastrophes (ITSC) are more likely to occur. In addition, our increasing reliance on IT (Attwood 2020) increases the number of affected market participants (e.g., IT provider, IT consumer), in the occurrence of an ITSC. The occurrence of an ITSC can therefore become very costly. Heartbleed, as an example of ITSC, has made data of many companies vulnerable to attack, due to a simple coding error in an open-source cryptographic library, OpenSSL (Wheeler 2014). A simple coding error sufficed for an estimate of “24–55% of HTTPS servers in the Alexa Top 1 Million” (Durumeric et al. 2014) to be vulnerable. In the case of the Yahoo data breach, three billion user accounts were exposed in the result of an attack (Ormerod 2019). Due to the extent of damage ITSCs can trigger, IT security becomes a crucial requirement for the success of market participants, such as IT providers.

Market participants usually have measures in place to shield themselves from an IT security threat and protect their data (Kersten 2020). Many guidelines are proposed from reliable institutions (e.g., BSI) to support the creation of those measures. However, these guidelines tend to be very broad, applicable to most market participants and covering as many IT security threats as possible (Fliehe 2014). Even though broad guidelines intend to help as many market participants as possible, generic language might not lead to practical IT security measures. Moreover, most guidelines are renewed in fixed time intervals (mostly yearly), not necessarily covering the most recent IT security threats (Schönbohm 2020). With standards such as BSI being updated only yearly, market participants are sometimes left with outdated IT security measures in place over the course of the remaining year.

Furthermore, existing work and especially guidelines often focus on the ex-ante prevention of ITSCs and include ex-post measures only as an ad hoc approach. After immediate ‘firefighting’ has ended, available ex-post analysis often focuses solely on their impact in one area (e.g., social aspects, technical aspects, legal responsibility) (Trautman & Ormerod 2017b) or in one specific user group (Jackson 2014). Although ex-post analysis offers potential for learning from past ITSCs, not all market participants feel compelled to implement learned IT security measures, such as in the case of Heartbleed, where many companies failed to patch their servers (Durumeric et al. 2014). Often, conclusive studies are missing, that show what a past ITSC made us learn, considering IT security measures. A habit of deducing practical security measures from past ITSCs could be beneficial with regard to the increasing complexity of IT, mentioned above. In the search for a structured approach to deduce practical security measures out of ITSCs, we want to answer the following research question:

*How can security measures be deduced from use cases of IT security catastrophes?*

To answer the research question, we develop a checklist of analytic considerations for practitioners as well as researchers, to investigate ITSCs ex-post for practical security measures. We focus on a predefined set of ITSC cases, that aims at reflecting the majority of the ITSC spectrum (as defined in “The IT Security Catastrophe Spectrum”). On each of our predefined ITSC cases, we want to map out the considerations that were made after the ITSC, to avoid similar mistakes in the future. The resulting list of considerations serves as checklist of analytic considerations after the occurrence of an ITSC. Finally, the checklist is subjected to an exemplary instantiation with a recent ITSC.

Our work is structured as follows:

- **Literature identification**: The first part focuses on an identification of literature on our preselected set of ITSC cases. Only literature on the ex-post analysis of the ITSC cases are relevant.
- **Deduction**: The identified literature is then evaluated for usable analytic considerations, that can be made after the occurrence of an ITSC.
- **Synthesis**: Iteratively, the hereby found considerations are merged to a checklist.
- **Instantiation**: At last, the checklist is instantized on a current ITSC.

We expect the checklist to be applicable to an ITSC, regardless of its kind, in order to investigate an ITSC, after its occurrence, for applicable security measures. This work contributes to the development process of approaches on how to learn from ITSCs in three ways. First, we offer potential for the further development of an ITSC ex-post analysing checklist. Second, we provide a possibility for quick and systematic generation
of applicable security measures, in both practice and research. Third, the checklist builds an overview of key security issues, triggering ITSCs.

**Foundations of IT Security Catastrophes and their Handling**

*Foundational Concepts of IT Security*

From an IT Security Issue to an IT Security Catastrophe

To understand what triggers ITSCs, the term ITSC needs to be clearly defined, starting with the term ‘security’. The terms ‘security’ and ‘safety’ are often used interchangeably in daily life, some dictionaries even define them as synonyms (e.g. Merriam-Webster 2020). However, in the context of information technology it is important to distinguish between the two concepts. We follow the definition, provided by Nas (2015). Hence, the following definitions of ‘safety’ and ‘security’ will be considered in our work:

- **Safety:** The state of being away from harm caused by random natural forces.
- **Security:** The state of being away from harm caused by active attackers with malicious intentions.

A non-IT example of both measures of safety and security would be the act of closing all windows before leaving your home. This prevents both rain (random natural force) and thieves (malicious attacker) from entering a house or an apartment.

Not all IT issues harming the IT security can be classified as ITSC. Even further, not all IT issues harm the IT security. We consider an IT issue to be harmful for the IT security, when the IT issue prevents a system (a) to be ready for correct service, (b) to lack improper system alterations, and (c) to prevent unauthorized disclosures. This triad of attributes are called (a) Availability, (b) Integrity, and (c) Confidentiality (Avizienis et al. 2004). Therefore, IT issues compromising at least one attribute can be classified as IT security issue.

We distinguish between three major stages of IT security issues. This definition builds up a taxonomy provided by the NIS Cooperation Group, 2018:

- **IT security incidents:** “Incidents affecting the security of network and information systems, in any sector of society” (ib.).
- **ITSC:** Incidents which must be notified to national authorities under the EU-level requirements of Article 14&16 of the NIS directive (Directive (EU) 2016/1148, 2016), Article 13a of the Framework directive (Directive 2009/140/EC, 2009), and Article 19 of the EIDAS regulation (Regulation (EU) No 910/2014, 2014) or under any further national legislation.
- **Large-scale ITSC:** IT security catastrophes requiring EU cooperation (NIS Cooperation Group 2018).

The respective EU directives, frameworks and regulations build the foundation for national legislation. With focus on different types of IT systems, services, and industries, these legal texts establish that incidents having a ‘significant’ or ‘substantial’ impact on continuity, provision, operation, and/or integrity of a service provided need to be notified to national authorities and the European Commission (Directive 2009/140/EC 2009; Regulation (EU) No 910/2014 2014; DIRECTIVE (EU) 2016/1148 2016). Thus, an IT security incident, that has been notified to national authorities and the European Commission, is categorized as ITSC.

**The IT Security Catastrophe Spectrum**

After defining ITSCs, we need to understand the main triggers for ITSCs. The main triggers mentioned in this work are inspired by the EU Commission’s ‘Cybersecurity Incident Taxonomy’ (NIS Cooperation Group 2018). “The scope of this taxonomy is cybersecurity incidents in general, for the sake of completeness.” (ib.). Hence, the taxonomy provides us with a thorough categorization of IT incidents and thereby ITSCs into their trigger categories. Five trigger categories can be identified (see Figure 1), according to the taxonomy (all cited from ib.):

- **System failures:** “The incident is due to a failure of a system, i.e. without external causes.”
- **Natural phenomena:** “The incident is due to a natural phenomenon.”
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- **Human errors:** “The incident is due to a human error, i.e. system worked correctly, but was used wrong [sic.].”
- **Malicious actions:** “The incident is due to a malicious action.”
- **Third party failures:** “The incident is due to a disruption of a third-party service, like a utility.”

As described above (see Chapter “From an IT Security Issue to an IT Security Catastrophe”), natural phenomena are the trigger of safety issues. Therefore, we mention natural phenomena in our pentagon for the sake of completeness, but as we focused on security, we did not include ITSCs triggered by natural phenomena into our deductions.

**Figure 1. Triggers for IT Security Catastrophes**

### IT Security Guidelines/Standards

Once an IT security incident counts as ITSC and the further aggravation of the impact on market participants has been stopped, affected market participants might reevaluate the IT security in place. IT security guidelines and standards provide help for the reevaluation of IT security. Although, in order to be able to observe IT security guidelines correctly, a demarcation to the IT security standards must be made. Standards and guidelines provide guidance for improving cyber security, ”but guidelines usually lack the level of consensus and formality associated with standards” (Scarfone 2009). Guidelines are applied when standards need to be extended by a technical specification or technical reports and the immediate release of a standard is not possible (International Organization for Standardization 2016). This is the case when the topic in question is still in development (Scarfone 2009).

The large number and diversity of today's security standards and guidelines is a result of the different needs developed by companies (e.g. different industries) but also from the roles and responsibilities of people in the company (Fliehe 2014). This is the reason why numerous committees worldwide are working on the development of IT security standards and guidelines. Due to the large number of different standards and guidelines we will only briefly explain the most common ones.

**ISO 27001:** The ISO 27001 consists of general requirements for the management of the introduction, implementation, and continuous improvement of information security (Kersten 2020). The standard does not describe explicit methods and criteria for establishing information security. Instead, it provides guidelines that can be selected and applied by the respective user. Therefore, the standard can be used in organizations of different type and size and can be applied in any country. It was first published in 2005 and was revised in 2013 and 2015 due to technical corrections (Kersten 2020).

**BSI-Standard 200-1:** The BSI-Standard 200-1 is published by the German ‘Bundesamt für Sicherheit in der Informationstechnik’ (BSI) and was first published in 2008 (BSI-Standard 100-1) and completely revised in 2017 (Bundesamt für Sicherheit in der Informationstechnik 2018). The BSI designs information security in digitisation through prevention, detection and reaction for the state, economy and society and publishes standards or guidelines that are updated regularly (Schönbohm 2020).
The goal of the standard is to find an efficient procedure to manage information security in different organizations, no matter if they are individuals or international organizations (Bundesamt für Sicherheit in der Informationstechnik 2018). In addition, the user is continuously informed about how the recommendations of the standard can be adapted to suit the individual/organization. (Bundesamt für Sicherheit in der Informationstechnik 2018). This standard is primarily intended for persons in charge of information security, security officers, security experts, security consultants, and all parties interested in or charged with information security management.


The framework was developed to improve cybersecurity in any organization or community. It uses already existing and effectively working standards, guidelines, and practices to offer a flexible way to address and manage cybersecurity risk in a cost-effective way (Framework for Improving Critical Infrastructure Cybersecurity, Version 1.1 2018).

**Related Work**

As well as preventing ITSCs through complying to IT security standards and guidelines, learning from ITSC ex-post is no new concept. It is occasionally found in academia under specific subject areas (e.g. computer science, legal science) (Jackson 2014; Trautman & Ormerod 2017a; Wheeler 2014). Unlike common belief, the ex-post analysis of ITSC is not reserved to computer scientists. An ITSC can be analysed on different levels. For instance, in the context of ITSC, the legal community is debating on security obligations IT provider have towards their users and on penalties for cyber attackers. After an ITSC, one question will always arise: did the IT provider act within their legal obligations? If so, should laws be adapted? If not, are the consequences of the breach of law not heavy enough? (Trautman & Ormerod 2017b).

Another remarkable example for the development of an approach to ex-post analyse an ITSC comes from the universe of law librarians (Jackson 2014). Jackson suggests a set of recommendations that law librarians should assess after ‘firefighting’ after the catastrophe has ended. This contribution is very similar to our work but due to the limited user focus only applicable to law librarians. Nevertheless, this example serves as an inspiration for building a post-catastrophe analysing checklist.

**Research Methods**

**Criteria for Selection of IT Security Catastrophes**

In order to build the checklist, we select ITSC cases, that we analyse for considerations to make after the occurrence of an ITSC. Our selection of ITSC is based on the following three criteria: (1) be current (recent catastrophes), (2) comply with our ITSC definition, and (3) cover the selection scheme.

First, the reason for the importance of actuality is that recent catastrophes are more valuable to our checklist. This assumes that older vulnerabilities are already captured in the regularly updated guidelines and could therefore be prevented today using software or guidelines. Secondly, to use only catastrophes that are relevant for a broad crowd we decided that the analysed ITSC should comply with our definition of ITSCs presented in Chapter “From an IT Security Issue to an IT Security Catastrophe”. Third, the last criteria described above is the coverage of the pentagon ‘Cybersecurity Incident Taxonomy’ (see Chapter “The IT Security Catastrophe Spectrum”) through the analysed catastrophes. The target is therefore to cover all trigger categories with the selection of ITSC cases, except ‘Natural phenomena’.

**Literature Identification on Selected IT Security Catastrophes and Analysis**

We conduct a qualitative literature identification on the selected ITSC cases, which represent our ITSC set. From the identified literature, we deduce a list of analytic considerations that authors made for developing practical recommendations after the occurrence of each ITSC in the ITSC set. The resulting analytic considerations are then merged into a structured approach in the form of a checklist that practitioners and researchers can use as a starting point to investigate recent ITSCs after they have occurred.
The literature identification with its deduction of analytic considerations is conducted in the following iterative manner (see Figure 2):

- We choose an ITSC case \( i \) out of our ITSC set, composed of \( N \) ITSC cases.
- We deduct analytic considerations by conducting a literature identification on the respective case \( i \), answering the questions:
  - How did authors analyse the ITSC case \( i \) ex-post in our identified literature? The answer of this question provides us with an unstructured list of analytic considerations.
  - From which of the analytic considerations could practical measures be deduced from? With this step we have a more refined list of analytic considerations with their respective practical recommendations.
  - We add the deduced list of analytic considerations to our checklist. Similar considerations are merged into one consideration.
  - If we haven’t conducted our literature identification on each ITSC case from our ITSC set \((i \leq N)\), we go into the next iteration \((i = i+1)\), with the next ITSC case of our ITSC set.

Finally, after \( N \) iterations, our complete list of analytic considerations builds our checklist. To provide a verification of the resulting checklist, we conduct an exemplary instantiation of a recent ITSC, that has not been used for the building of the checklist.

The literature identification itself needs to be adapted to the ITSC case. Not every ITSC case is covered by academia. To avoid relying exclusively on grey literature in some ITSC cases, we conduct the literature identification as follows. First, the name of the ITSC case represents the search string in an EBSCOhost search. If the EBSCOhost search either doesn’t provide any result or the results are only constituted by grey literature, a search on Publish or Perish (Harzing 2007) is conducted with the same search string as in the EBSCOhost search. The goal of the Publish or Perish search is to find a research paper that covers the ITSC case by suggesting practical measures that could have prevented the ITSC case. Further, that research paper can be used as a starting point of a forward reference search, with citing literature indicated by Google Scholar.

A forward reference search focuses on the publications created after an article’s date of publication, so called secondary studies (Felizardo et al. 2016). The forward reference search is usually carried out in several
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iterations. The starting point reveals a certain number of citing articles in the first iteration. Based on these citing articles, relevant articles can be identified and investigated for their citing articles – resulting in another iteration. Since our work focuses on the development of a checklist, our forward reference search continues if the previous iteration delivers a novel analytic consideration for our checklist, otherwise the search is aborted.

Whether the resulting list of literature is based on the EBSCOhost or the forward reference search, the list is then categorized into literature that is included into or excluded from the deduction phase. Literature is excluded if it is non-English, inaccessible, off-topic, out of scope or of low relevance. Low relevance includes literature, where no central argument is based on the respective ITSC. Moreover, grey literature is treated as the respective author’s opinion.

**Deducing a Structured Checklist for Analysing IT Security Catastrophes Ex-Post**

**Selected IT Security Catastrophes**

Before identifying the literature, according to Chapter “Literature Identification on Selected IT Security Catastrophes and Analysis”, we select the ITSCs to be searched for in literature, according to Chapter “Criteria for Selection of IT Security Catastrophes”. Our selection of ITSCs is composed of five different ITSCs \((N=5)\), which are described below.

**Heartbleed**

Heartbleed is a buffer over-read failure in the OpenSSL cryptography library which affected about 500,000 websites since 2012 (Mutton 2014) and was caused by an update on March 3, 2012 which implemented ‘Heartbeat’. The update improves the monitoring of the connection status and reduces the administrative effort for long-lasting client/server connections. (Carvalho et al. 2014).

The beat is composed of a short character string and a number which indicates the length of the string (Durumeric et al. 2014). The character string is sent to the server and answered with the same string, but the replying software does not check whether the specified string length and the actual length match. Malicious attackers could use the missing query to send a short string and a large number which makes the server reply with the random parts of his main memory located right next to the short string until the given number of chars is reached. Using the described method, attackers can capture valuable information such as private keys, passwords or usernames which can be used to steal data or eavesdrop communication from the accounts (Lewis 2014a). Although OpenSSL is widely used, the failure was not found until April 7, 2014 (Durumeric et al. 2014). One week later the failure was published simultaneously with the patch, but to fix the vulnerability updating the system is not enough, it is also necessary to revoke old certificates and issue new ones and to change the private key.

The classification of Heartbleed in the Cybersecurity Incident Taxonomy is the following (see Figure 3):
• **System Failure:** The failure is caused by a lack of one specific test in the software.
• **Third Party Failure:** Programming error was caused by the use of a trusted third-party software (Open SSL protocol).

### Xerox

In 2013 the computer scientist David Kriesel discovered in computer scans that the printing workstations of the Xerox company happened to randomly replace certain characters in the scans with other similar-looking ones (Jehle 2018). Xerox stated that they have been aware of the bug for 8 years and pointed out that there is a warning for this issue in the user manual. Nevertheless, the customers used the wrong settings for scanning and created unintentionally manipulated documents (Kriesel 2013b) *(later further investigated, please refer to Chapter “Instantiation of Checklist with the WannaCry Ransomware Attack”)*.

The bug was caused by incorrect parameterization when encoding in the JBIG2 image format (Kriesel 2013b), which led to breaches of integrity in the form of information loss and incorrect changes in PDF documents. In response to the Xerox bug, the BSI has published a guideline that prohibits the use of JBIG2 in tandem with pattern matching due to the loss of data integrity (BSI Technische Richtlinie 03138 Ersetzendes Scannen Bundesamt für Sicherheit in der Informationstechnik 2015; Kriesel 2015).

The classification of Xerox in the Cybersecurity Incident Taxonomy is the following *(see Figure 4)*:

- **System Failure:** Due to faulty parameterization in image format JBIG2.
- **Third Party Failure:** Error occurs at the retail customer and was caused by Xerox (third party).

### Yahoo Data Breach

In 2013 the computer scientist David Kriesel discovered in computer scans that the printing workstations of the Xerox company happened to randomly replace certain characters in the scans with other similar-looking ones (Jehle 2018). Xerox stated that they have been aware of the bug for 8 years and pointed out that there is a warning for this issue in the user manual. Nevertheless, the customers used the wrong settings for scanning and created unintentionally manipulated documents (Kriesel 2013b) *(later further investigated, please refer to Chapter “Instantiation of Checklist with the WannaCry Ransomware Attack”)*.

The bug was caused by incorrect parameterization when encoding in the JBIG2 image format (Kriesel 2013b), which led to breaches of integrity in the form of information loss and incorrect changes in PDF documents. In response to the Xerox bug, the BSI has published a guideline that prohibits the use of JBIG2 in tandem with pattern matching due to the loss of data integrity (BSI Technische Richtlinie 03138 Ersetzendes Scannen Bundesamt für Sicherheit in der Informationstechnik 2015; Kriesel 2015).

The classification of Xerox in the Cybersecurity Incident Taxonomy is the following *(see Figure 4)*:

- **System Failure:** Due to faulty parameterization in image format JBIG2.
- **Third Party Failure:** Error occurs at the retail customer and was caused by Xerox (third party).
In 2013 an unnamed third party hacked into the Yahoo’s Data Network and stole up to 3 billion user accounts with sensitive information like names, telephone numbers, passwords, and unencrypted security questions (R. McMillan 2017; Pearce 2018). This was accomplished by sending a phishing mail to a Yahoo employee with access to the data network and account management tool (Williams 2017). The hackers then gained access to user accounts by creating faked session cookies and searched for sensitive user information.

The classification of the Yahoo Data Breach in the Cybersecurity Incident Taxonomy (see Figure 5):

- **Human Error:** First access to system through phishing mail by incautious employee.
- **Malicious Action:** Use of data to access user accounts and steal user data.

### Amazon Server Shutdown

![Figure 6. Amazon Server Shutdown Classification](image)

On February 28, 2017, a four-hour disruption occurred in the Amazon S3 Service in the Northern Virginia (US-EAST-1) region (Amazon Web Service 2017, Summary of the Amazon S3 Service Disruption). Due to an incorrect command from a software engineer, a larger than intended number of servers was removed from the network during a routine server check-up (Guy 2017). The accidentally removed servers were part of other server subsystems, causing a chain reaction resulting in further server shutdowns. Customers of the server provider had to accept increased access times to their websites or failures of parts of their billing system during the downtime (How E-Commerce Sites Were Affected by the Amazon S3 Outage Apica Inc. 2017). Affected customers were among others Victoria’s Secret, Nike, and Target.

The classification of the Amazon Server Shutdown in the Cybersecurity Incident Taxonomy (see Figure 6):

- **Human Error:** The reason for the outage was an incorrect input of a software engineer.

### Equifax Data Breach

Equifax Inc. is one of the largest American consumer credit reporting agencies and was the target of a 76 days long-term data breach started on May 13, 2017 (Bottum 2018). The vulnerability exploited for the malicious action is caused by an open-source web application framework called Apache Struts 2. Although the failure of the Software was known months in advance and the patch was available since March 7, 2017 it hasn’t been installed on the Equifax system until July 29, 2017 (Rasalam & Elson 2019). Among the possibly gathered data are the four main personal security identifiers: name, address, birth date and social security number (Primoff & Kess 2017), which can be used for many crimes. Since consumer credit reporting is widespread, about 145 million individuals have been affected (Bottum 2018).

The classification of the Equifax Data Breach in the Cybersecurity Incident Taxonomy (see Figure 7):

- **Human Error:** Administrators failed to install the patch after the release.
- **Third Party Failure:** The error was caused by a vulnerability of an open source software.
Deducing from Heartbleed

With $i=1$, we start our literature identification and analysis with Heartbleed. The following analysis was conducted on a set of literature found on EBSCOhost using the search term ‘Heartbleed’. The search was limited to the attribute ‘Scholarly (Peer Reviewed) Journals’ and, after removing duplicates, provided us with 32 individual items of literature. Eleven search results were off topic, mainly because they were out of scope. Six papers were of low relevance to our research question, mainly because they did not contain any recommendations. After limiting the result list to publications in English or German and therefore excluding one paper, we conducted our deduction on a set of 14 pieces of literature. Three of these were articles in the non-peer reviewed industry magazines ‘Computer’ (Garber 2014; Wheeler 2014), and ‘IEEE Security & Privacy’ (Carvalho et al. 2014) that were published in the direct aftermath of the publication of the Heartbleed issue. The remaining eleven were published between 2014 and 2018. A brief overview can be found in Table 1.

<table>
<thead>
<tr>
<th>Search Term</th>
<th>‘Heartbleed’ limited to attribute ‘Scholarly (Peer Reviewed) Journals’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
<td>EBSCOHOST</td>
</tr>
<tr>
<td>Total search results</td>
<td>32</td>
</tr>
<tr>
<td>Excluded</td>
<td></td>
</tr>
<tr>
<td>Of topic</td>
<td>11</td>
</tr>
<tr>
<td>Of low relevance</td>
<td>6</td>
</tr>
<tr>
<td>Non-English</td>
<td>1</td>
</tr>
<tr>
<td>Included</td>
<td></td>
</tr>
<tr>
<td>Peer reviewed journal papers</td>
<td>11</td>
</tr>
<tr>
<td>Grey literature</td>
<td>3</td>
</tr>
<tr>
<td>(Carvalho et al. 2014; Garber 2014; Wheeler 2014)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Overview of Literature Search Results for ‘Heartbleed’

From these 14 pieces of literature, we deduced three steps of our structured checklist (see Table 2):

- User interaction (Jackson 2014)
- Importance of cybersecurity in companies and/or society (Garber 2014; Kamp 2014; M. McMillan 2015)
Testing and Verification

As the Heartbleed vulnerability has been active for more than two years (see Chapter “Selected IT Security Catastrophes”), the question of why it has not been discovered earlier became part of several research papers. A potential research hypothesis is that “Heartbleed created a significant challenge for current software assurance tools, and we do not know of any such tools that were able to discover the Heartbleed vulnerability at the time of announcement.” (Kupsch & Miller 2014). The reasons for the technical difficulty of detecting the issue lie in (a) the use of pointers, (b) the complexity of the execution path from buffer allocation to misuse, (c) validity bytes of the TLS message being a subset of the allocated buffer, and (d) contents of the buffer not coming directly from the attacker (Kupsch & Miller 2014). In recent years, there have been new approaches to software testing that enhance our abilities to find issues like Heartbleed. Both metamorphic testing (T. Chen et al. 2016) and fuzzy mining (Kang & Park 2017) were proven to – with little alteration – be able to redetect the Heartbleed malfunction. Formal verification of its composite state machine showed that OpenSSL not only did not check the content of the client’s heartbeat message (Heartbleed), but also allowed for skipping the ‘verify’ message in TLS exchange protocols and thus opened doors for client impersonation (Beurdouche et al. 2017). Furthermore, negative testing methods (Wheeler 2014), context configured source code weakness analysers (Carvalho et al. 2014) and Memcheck (Vassilev & Celi 2014) have been assumed, but not proven to be able to detect Heartbleed.

<table>
<thead>
<tr>
<th>Unit of analysis</th>
<th>Steps of approach</th>
<th>Unassigned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Articles/papers</td>
<td>Testing &amp; verification</td>
<td>User interaction</td>
</tr>
<tr>
<td>Citation</td>
<td>New methods for software testing</td>
<td>Formal verification of software</td>
</tr>
<tr>
<td>Allen et al. 2017</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Beurdouche et al. 2017</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Carvalho et al. 2014</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Chen et al. 2014</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Durumeric et al. 2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garber 2014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jackson 2014</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Kamp 2014a</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kang &amp; Park 2017</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Kupsch &amp; Miller 2014</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Liang Zhang et al. 2018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>McMillan 2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vassilev &amp; Celi 2014</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Wheeler 2014</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Concept Matrix of Heartbleed Literature
The cited literature shows that Heartbleed was an inspiration for researchers to fruitfully work on testing and verification. These altered methods could then be applied to different settings, including commercial IT systems relevant for practitioners. We therefor include in our structured checklist the following two recommendations for researchers and practitioners:

- **For practitioners:** Check, whether some researchers have introduced a new testing method to find issues like the recent catastrophe.
- **For researchers:** Check, why existing testing methods did not find the issue and if existing testing patterns could be modified or altered to find similar issues.

### Commercial Focus and Importance

In the early aftermath of Heartbleed, The Wallstreet Journal stated the total annual funding of the OpenSSL foundation was less than $2,000 USD (Yadron 2014). Although this number was put in perspective by Steve Marquess of OpenSSL foundation (Marquess 2014), it generated a public discussion about funding of open source software and cybersecurity in general. “Security experts say Heartbleed’s existence for two years without being discovered illustrates that a lot of important open source Internet [sic.] software is not funded, developed, or reviewed carefully enough.” (Garber 2014). Kamp states that the most productive way to assure decent software quality was to pay the developers (Kamp 2014). In the context of commercial IT in hospitals, it has been shown that “[o]rganizations that do not invest proactively in IT security face a significant risk of incurring much greater costs from incidents involving compromised data security.” (M. McMillan 2015).

From the cited research we include in our structured checklist the following recommendations for practitioners and researchers:

- **For practitioners:** Check the funding of your organization’s IT security department.
- **For researchers:** Check, whether the case could have been prevented by better funding of the software developers or IT security department.

### User Interaction

The Heartbleed flaw was also used as inspiration for researchers to advocate on increased user training. A remarkable contribution was made by Jackson (Jackson 2014), researching on the learnings that law librarians could take from IT security catastrophes. They suggest that law librarians should for example encourage users to use safe internet connections and “[…] assist [the IT department ed.] by evaluating security products and services and participating in the educational process.” (Jackson 2014). Furthermore, it is arguable that the philosophy of freedom of law libraries materialized in non-restrictive access rights might impose a security risk (Jackson 2014).

Although it is possible to argue that Heartbleed could not necessarily have been prevented by users, we consider the issue of user training and access rights as relevant step of our structured checklist. We deduct the following recommendation for practitioners:

- **For practitioners:** Rethink access rights and strengthen user training.

### Further Areas Mentioned but not yet Included in the Structured Checklist

Further research areas mentioned in or applied in the literature on the matter of Heartbleed were the complexity of IT systems (Carvalho et al. 2014; Wheeler 2014), server certificates or password changes (Durumeric et al. 2014; Zhang et al. 2018) and the use of new sources of information to find out about IT security incidents earlier (Allen et al. 2017). These areas were not covered thoroughly enough to allow for generalization. Only together with deductions from other IT security catastrophes, these areas could form further steps of the structured checklist developed in this paper.

### Deducing from Xerox

For the analysis of the Xerox catastrophe (i=2) the following literature analysis was conducted. In the beginning 3 results (Aldemir et al. 2020; Rodríguez-Díaz & Sánchez-Cruz 2014; Shiah & Yen 2013) were
Search Term 'Xerox JBIG2' and 'Published between 2013 and today'

<table>
<thead>
<tr>
<th>Database</th>
<th>Google Scholar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total search results in 1st iteration</td>
<td>73</td>
</tr>
<tr>
<td>Excluded</td>
<td></td>
</tr>
<tr>
<td>Off-topic</td>
<td>66</td>
</tr>
<tr>
<td>Low relevance</td>
<td>0</td>
</tr>
<tr>
<td>Non-English</td>
<td>5</td>
</tr>
<tr>
<td>Double</td>
<td>0</td>
</tr>
<tr>
<td>No access</td>
<td>0</td>
</tr>
<tr>
<td>Included</td>
<td></td>
</tr>
<tr>
<td>Grey Literature</td>
<td>2</td>
</tr>
<tr>
<td>Journal Paper</td>
<td>0</td>
</tr>
</tbody>
</table>

Forward research based on (Kriesel 2013b)

| Total search results in 2nd iteration | 13            |
| Excluded                              |                |
| Off-topic                             | 0              |
| Non-English                           | 0              |
| Double                                | 0              |
| No access                             | 0              |
| Included                              |                |
| Grey Literature                       | 13             |
| Journal Papers                        | 0              |

Table 3. Overview of Literature Search Results for 'Xerox'

From these 13 pieces of literature, we included 13 and deduced one new step for our structured checklist (see Table 4):


User Interaction

In addition to the discovery of the category "Communication of bug", the category "User interaction" is examined again, since many referenced sources criticized a poor user training. As a result, the category is examined from a different perspective.

During the uncovering of the problem, it was discovered that Xerox had been aware of the error for eight years and that recommendations for users were included in the manual as well as in the printer's associated software ("Xerox schaltet Zahlendreher-Funktion ab" 2013b; Kriesel 2013d). Despite these recommendations it is not clear to the user which settings lead to a possible change in the document during scanning ("Xerox Scan-Problem: Was Sie wissen müssen" 2013a; Kelion 2013; Kriesel 2013d). As a result of the misunderstanding that arose during the application of the machines, Xerox has published a statement.
regarding the correct application of the scan settings. This led to the rectification of the situation (“Xerox Scan-Problem: Was Sie wissen müssen” 2013a). Furthermore, the scanner settings have been revised about unambiguous comprehensibility in order to exclude further errors. We therefore include the following step for practitioners into our method:

- **For practitioners:** Introduce an unambiguous user training.

<table>
<thead>
<tr>
<th>Unit of analysis</th>
<th>User interaction</th>
<th>Importance of IT security</th>
<th>Communication of bug/failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Articles/papers</td>
<td>Access rights</td>
<td>User training</td>
<td>Strategic importance of IT security in organizations</td>
</tr>
<tr>
<td>Citation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kriesel D. 2013a</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Xerox Inc. 2013</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>BSI 2015</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Jehle C. 2018</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Coldeway D. 2013</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Colins H. 2013</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Chang J.M. 2013</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Kelion L. 2013</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Coy P. 2013</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Spiegel online 2013</td>
<td></td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Kriesel D 2013b</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Kriesel D 2013c</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Kriesel D 2013d</td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>

**Table 4. Concept Matrix of Xerox Literature**

**Communication of Bug/Failure**

After the discovery of the error and the explanation of the consequences - "models dating back to 2005 offer Jbig2 compression, representing hundreds of thousands of individual units"- (Kelion 2013), Xerox initially did not take the error seriously (Coldewey 2013; Kriesel 2013b, 2013d). As a result, the discovery got published by Kriesel and then was critically discussed in international press shortly after (Chang 2013; Collis 2013; Coy 2013). Even after its publication by the press, Xerox’s still considered the bug as minor, because the company assumed that only a minority of users could experience the bug (Kelion 2013).
Communicating the bug more quickly and transparently would have probably meant less attention and less damage to the company (Kriesel 2013a).

Furthermore, it must be considered how all users affected by the error can be contacted as quickly as possible ("Xerox schaltet Zahlendreher-Funktion ab" 2013b; Jehle 2018; Kriesel 2013d). In the Xerox case, contacting affected users is difficult because the scanners are distributed through subcontractors and, as a result, complete user information is not available. Whether all affected systems have been patched to date cannot be verified.

From the cited research we include in our structured checklist the following recommendations for practitioners and researchers:

- **For practitioners:** Check, whether the current catastrophe requires a change in the communication strategy of your organisation.
- **For researchers:** Check, whether the error and the resulting consequences would not have occurred or would have been less if the information had been diffused more rapidly.

**Deducing from Yahoo Data Breach**

For the analysis of the Yahoo data breach (i=3) the following literature analysis was conducted. In the beginning 2 peer reviewed journal paper were found with the search string 'yahoo data breach', using the database EBSCOhost. None of the two search results were included in the deduction, due to non-English content and no relation to the topic. Further, the search was extended to Publish or Perish (Harzing 2007). With the search string 'yahoo data breach', 9 pieces of literature were found, of which 1 was included into the deduction. An additional forward reference search provided 46 pieces of literature of which 15 are used in the deduction. Of those 15, the second iteration was based on 5 pieces of literature, that deal with the Yahoo data breach as source for new learning potential as well as provide new steps to our approach. Through the second iteration 2 new pieces of literature were included into the deduction. However, no new step has been found for our checklist, so the forward reference search has been aborted after 2 iterations. A brief overview can be found in Table 5, for more detail, please refer to attached multimedia appendix.

From these 17 pieces of literature, we used 8 pieces of literature to deduce two new steps for our structured checklist (see Table 6):

- Applicability of prevention methods (Blackwell 2018; Blue et al. 2017; Jalkanen 2019), taking up 2 sub-steps of the former category ‘Unassigned’
- Law enforcement (Brill & Jones 2016; Edwards 2018; Ogle 2019; Ormerod 2019; Trautman & Ormerod 2017a)

**Applicability of Prevention Methods**

Since the Yahoo data breach has affected users’ email accounts, possible data affected by the breach include “bank and family details as well as passwords that users share between systems or have received in their email accounts” (Thielman 2016). Although Yahoo has the responsibility to protect user data, the breach has revealed that users could have protected themselves with simple actions. For instance, saving emails and sharing passwords via email are aspects that favored the accessibility of sensitive data for intruders. Moreover, one password was often used for different websites (Weiss 2016), revealing once more that users need a different password for each website. Therefore, on top of changing user passwords regularly, possible practicable security instructions can be: (1) Emails should be deleted when the user has no use for them in the future, (2) one password should provide authentication for one website.

On the company side, it has been argued that Yahoo could have reset passwords automatically in order to protect their users’ accounts (Jalkanen 2019). Further, Yahoo has been known to not attach enough importance to data security (Blackwell 2018), since their security measures have been questioned by own employees. For one, Yahoo did not use end-to-end encryption, but instead used “depreciated one-way encryption functions such as MD5 and SHA-128” (Blue et al. 2017). Moreover, Yahoo could have provided a reward program for hackers – a common practice for IT companies (e.g., Google Vulnerability Reward Program) (Pabrai et al. 2020) - in order to reveal existing IT security vulnerabilities (Jalkanen 2019).
Therefore, practicable security instructions for organizations, that can be learned from the Yahoo data breach are: (1) favour end-to-end encryption, (2) provide a reward program for hackers.

Since the ability to formulate security measures, that could have prevented the ITSC, express applicability of the resulting prevention methods, we include the following steps into our checklist:

For practitioners: Check, whether user security instructions can be formulated and check, whether security instructions can be formulated for the members of your organization.

For researchers: Check whether the given instructions could have prevented the ITSC.

### Law Enforcement

After being considered the biggest data breach in history, the question of accountability has been raised in academia (Brill & Jones 2016; Ormerod 2019). Trautman even argues in his law review, whether Yahoo’s conduct before and after the breach “constitutes a breach of the [legal ed.] duty to provide security, the duty to monitor, the duty to disclose, or some combination thereof” (Trautman 2017).

For instance, Yahoo’s conduct after the breach has been criticized for its way of disclosing the data breach. In fact, user information was already compromised in 2014. Only in 2016, the data breach had been disclosed for the first time, leaving many users compromised for two years (Trautman 2018). Allegedly, Yahoo knew about the breach long before the public was informed (Edwards 2018; Ogle 2019). Yahoo had even the chance to protect their users after the breach has been noticed by the company, by simply resetting all user passwords, as mentioned above. Yahoo’s then-CEO Marissa Mayer, however, feared that a password change would drive email users away to other services (Ormerod 2019).

Moreover, Yahoo’s conduct before the breach revealed how deliberately Yahoo’s management chose to take a risk, by not providing the necessary security measures for their users. In fact, Yahoo employees advised
to increase security measures (e.g., by adopting end-to-end encryption). Yahoo’s management responded, that “end-to-end encryption would block the company from indexing and searching the contents of users’ message data” (Ormerod 2019) and thereby preventing the company to use that data for tailored advertisement purposes in the future.

<table>
<thead>
<tr>
<th>Unit of analysis</th>
<th>Steps of checklist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Articles/papers</td>
<td>User interaction</td>
</tr>
<tr>
<td>Citation</td>
<td>Access rights</td>
</tr>
<tr>
<td>Beckmann et al. 2018</td>
<td>x</td>
</tr>
<tr>
<td>Blackwell 2018</td>
<td>x</td>
</tr>
<tr>
<td>Blue et al. 2017</td>
<td>x</td>
</tr>
<tr>
<td>Brill &amp; Jones 2016</td>
<td>x</td>
</tr>
<tr>
<td>Edwards 2018</td>
<td>x</td>
</tr>
<tr>
<td>Furey &amp; Blue 2019</td>
<td>x</td>
</tr>
<tr>
<td>Jalkanen 2019</td>
<td>x</td>
</tr>
<tr>
<td>King 2017</td>
<td>x</td>
</tr>
<tr>
<td>Ogle 2019</td>
<td>x</td>
</tr>
<tr>
<td>Ormerod 2019</td>
<td>x</td>
</tr>
<tr>
<td>Rife 2019</td>
<td>x</td>
</tr>
<tr>
<td>Trautmann 2018</td>
<td>x</td>
</tr>
<tr>
<td>Trautmann &amp; Ford 2018</td>
<td>x</td>
</tr>
<tr>
<td>Trautmann &amp; Ormerod 2017</td>
<td>x</td>
</tr>
<tr>
<td>Trautmann &amp; Ormerod 2018</td>
<td>x</td>
</tr>
<tr>
<td>Trautmann et al. 2020</td>
<td>x</td>
</tr>
<tr>
<td>Wynne 2019</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 6. Concept Matrix of Yahoo Data Breach Literature
With Yahoo’s decisions on security, the company chose profitability over the investment in security. Yahoo as well as other companies tend to balance profitability and security, in order to maximise profits (Trautman 2018). Ormerod argues that “underinvesting in security and retaining excessive data are often perfectly rational decisions” (Ormerod 2019). However, in the case of Yahoo, the costs of not protecting users’ information has not been assessed correctly. Legislators therefore felt the need to put more pressure on companies.

Only after the Yahoo data breach, the Federal Trade Commission (FTC) Policy Statement on Unfairness has been broadened to “pursue companies that fail to adequately protect users’ and customers’ information” (Ormerod 2019). Until then, “the FTC has only alleged unfairness in instances involving the unauthorized disclosure of (1) directly-identifiable personal information (2) that is clearly ‘sensitive.’” (Brill & Jones 2016). Consequently, the cases, that have been mostly brought forward, were cases involving provable monetary harm (Brill & Jones 2016).

Yahoo’s “settlement of $35 million penalty to settle charges that it misled investors by failing to disclose one of the world’s largest data breaches” (Ormerod 2019) seems minuscule, considering that three billion user accounts have been exposed (Ormerod 2019). We therefor include the following steps to our checklist:

- **For practitioners:** Check, whether laws are enforced to punish the occurred ITSC and its possible miscommunication.
- **For researchers:** Assess, whether the current case law complies with the meaning of the law.

### Deducing from the Amazon AWS Outage

<table>
<thead>
<tr>
<th>Search Methodology</th>
<th>Two searches with the term ‘Amazon AWS outage’, the second one including ‘SmartText Searching’ and results limited to the attribute ‘Scholarly (Peer Reviewed) Journals’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
<td>EBSCOHOST</td>
</tr>
<tr>
<td>Total search results</td>
<td>64</td>
</tr>
<tr>
<td>Excluded</td>
<td>Off topic</td>
</tr>
<tr>
<td></td>
<td>Of low relevance</td>
</tr>
<tr>
<td></td>
<td>Non-English</td>
</tr>
<tr>
<td>Included</td>
<td>Peer reviewed journal papers</td>
</tr>
<tr>
<td></td>
<td>Grey literature</td>
</tr>
</tbody>
</table>

**Table 7. Overview of Literature Search Results for ‘Amazon AWS outage’**

The following analysis was conducted on a set of literature found on EBSCOHOST using the search term ‘Amazon AWS outage’. The search provided 18 results. A second repetition using the ‘SmartText Searching’-feature and limiting the results to the attribute ‘Scholarly (Peer Reviewed) Journals’ provided further 46 search results. Of these 64 pieces of literature, 14 were included in the deductions (see Table 7). A brief overview can be found in Table 7. For a detailed view on the concepts covered in literature on AWS, see Table 8.

From nine of these 14 pieces of literature, we deduced one further step of our structured checklist. The remaining five pieces did not add any further category or did not deviate significantly from the recommendations deduced from the other ITSC. The deduced further step of our checklist is:

- **Integrity** (Araujo et al. 2019; Arora et al. 2018; B. Chen & Curtmola 2017; Ivanova et al. 2018; Jaeyoung et al. 2019; Li et al. 2020; Rash 2017; Saran 2017; Scott 2018)
Learning from IT Security Catastrophes

Units of analysis | Data loss prevention | Testing
---|---|---
Citation

<table>
<thead>
<tr>
<th>Citation</th>
<th>New software for assuring integrity</th>
<th>Rethink system architecture</th>
<th>New testing methods for software</th>
</tr>
</thead>
<tbody>
<tr>
<td>Araujo et al. 2019</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Arora et al. 2018</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Chen &amp; Curtmola 2017</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Ivanova et al. 2018</td>
<td>x</td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Jaeyoung et al. 2019</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li et al. 2020</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scott 2018</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amazon AWS outage impacts dozens of online retailers 2017</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weise 2017a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weise 2017b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frank 2017</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaudin 2017</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rash 2017</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saran 2017</td>
<td>x</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8. Concept Matrix of Amazon AWS Outage Literature

Integrity

When a significant proportion of AWS-servers was shut down by a human error in 2017 (Amazon Web Services Inc. 2017; Frank 2017; Gaudin 2017; Weise 2017b), according to the blog Retailcustomerecperience.com, more than 50 online retailers experienced downtimes in their system (“Amazon AWS outage impacts dozens of online retailers” 2017; Weise 2017a). This downtime showed that even in the age of seemingly all-available cloud computing, availability might become an issue. In the direct aftermath the 2017 security catastrophe, Chen and Curtmola proposed a method for server-side testing in a distributed cloud setting where nodes might act maliciously. In this setting the proposed server-side repair mechanism will help to assure integrity (B. Chen & Curtmola 2017). The AWS outage was also an inspiration for researchers to develop and suggest new and safer cloud architectures (Araujo et al. 2019; Arora et al. 2018; Ivanova et al. 2018). In media and specialized magazines the need for new and safer cloud architectures was stretched (Jaeyoung et al. 2019; Rash 2017; Saran 2017; Scott 2018; Wang et al. 2018).

From our literature identification we therefor deduce the following suggestions for practitioners and researchers:

- **For practitioners:** Check, if there are new methods available for assuring data integrity.
- **For researchers:** Check, if existing system architecture models could be changed or altered or if the system could be enhanced by software to better cope with the risk of data loss or improper alteration.
**Deduction from the Equifax Data Breach**

The following analysis is conducted on a set of literature found on EBSCOHOST using the search term ‘Equifax data breach’. In prevention of receiving many off-topic results, only papers between the data breach in 2017 and today are considered. The search provided 26 pieces of peer-reviewed literature of which 9 are used for the deduction. A brief overview can be found in Table 9 and Table 10.

<table>
<thead>
<tr>
<th>Search Term</th>
<th>‘Equifax data breach’ limited to attributes ‘Scholarly (Peer Reviewed) Journals’ and ‘Published between 2017 and today’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database</td>
<td>EBSCOHOST</td>
</tr>
<tr>
<td>Total search results</td>
<td>26</td>
</tr>
<tr>
<td>Excluded</td>
<td></td>
</tr>
<tr>
<td>Off topic</td>
<td>11</td>
</tr>
<tr>
<td>Low relevance</td>
<td>3</td>
</tr>
<tr>
<td>No access</td>
<td>3</td>
</tr>
<tr>
<td>Included</td>
<td>Relevant peer reviewed journal papers 9 (Ahmad &amp; Barbacki 2019; Berghel 2017; Bottum 2018; Lin 2018; Luszcz 2018; Rasalam &amp; Elson 2019; Skedsvold 2017; Tantleff 2017; Trope 2018)</td>
</tr>
</tbody>
</table>

**Table 9. Overview of Literature Search Results for ‘Equifax Data Breach’**

From these 9 pieces of literature, we deduced three steps for our structured checklist:

- **Commercial focus and importance:** (Ahmad & Barbacki 2019; Berghel 2017; Lin 2018; Luszcz 2018; Trope 2018)
- **Testing and verification:** (Ahmad & Barbacki 2019; Berghel 2017; Luszcz 2018; Rasalam & Elson 2019; Trope 2018)
- **Communication of bug/failure:** (Bottum 2018; Skedsvold 2017; Tantleff 2017; Trope 2018)

**Commercial Focus and Importance**

After the ‘Apache Struts 2’ vulnerability was disclosed on March 8, 2017 (Bottum 2018) the IT department was assigned to install the published security patch within 48 hours, according to the testimony of the former Equifax CEO (Smith 2017). About six months and 143 million stolen datasets later it is clear that the IT department for unknown reasons has not followed their orders. The failure implies that the importance of cybersecurity in the specific firm is insufficient. Four of nine analysed paper recommend increasing the importance of cybersecurity in the company to avoid this kind of human failure (Lin 2018; Berghel 2017; Ahmad & Barbacki 2019; Trope 2018). The rise of importance can be designed in different ways, but it should sensitize the employees and implement a system which prevents security updates from being missed. Additionally, the donation amount for used open source code should be reconsidered (Luszcz 2018) to support them during testing to avoid errors in advance.

- **For practitioners:** Ensure that all employees are aware of the monetary risk that goes along with a weak cybersecurity and search for tools which coordinate the software actuality.
- **For researchers:** Compare existing software actuality coordination systems.

**Testing and Verification**

During the attacking period from March 13, 2017 until July 29, 2017 the Equifax IT security department ran scans to identify vulnerable system on a regular basis (Rasalam & Elson 2019; Smith 2017). But because of unacceptable deficits in their security systems, they were not able to detect their vulnerabilities (Ahmad & Barbacki 2019) and also failed to identify the unauthorized accesses until July 29, 2017 (Trope 2018). According to Jeff Luszcz “Development teams need to move beyond applying patches, and address vulnerabilities in processes. Taking preventive action keeps code safer, saving time and money while protecting reputations” (Luszcz 2018). Even if a firm will not follow Luszcz’s attitude, the firm should at
least use verified or validated test methods to ensure exploring simple vulnerabilities like missing patches. Also, the employees must be trained significantly better, because that could prevent a data breach of this scope (Berghel 2017).

- **For practitioners:** Search for new test methods and software structured checklists to detect vulnerabilities. In addition, sensitize your employees to the relevance of installing necessary security software.
- **For researchers:** Check, how to improve existing testing models to detect security vulnerabilities.

---

<table>
<thead>
<tr>
<th>Units of analysis</th>
<th>Steps of checklist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Article/Papers</td>
<td>Communication of bug failures</td>
</tr>
<tr>
<td>Citation</td>
<td>How to reach all affected users?</td>
</tr>
<tr>
<td>Ahmad and Barbacki 2019</td>
<td>x</td>
</tr>
<tr>
<td>Berghel 2017</td>
<td>x</td>
</tr>
<tr>
<td>Bottun 2018</td>
<td>x</td>
</tr>
<tr>
<td>Lin 2018</td>
<td></td>
</tr>
<tr>
<td>Luszcz 2018</td>
<td>x</td>
</tr>
<tr>
<td>Rasalam &amp; Elson 2019</td>
<td>x</td>
</tr>
<tr>
<td>Skedsvold 2017</td>
<td>x</td>
</tr>
<tr>
<td>Tantleff 2017</td>
<td>x</td>
</tr>
<tr>
<td>Trope 2018</td>
<td>x</td>
</tr>
</tbody>
</table>

**Table 10. Concept Matrix of Equifax Data Breach Literature**

**Communication of Bug/Failure**

Equifax disclosure the data breach on September 7, 2017, five weeks after it was found (Skedsvold 2017) without an explanation for this delay and excluding their own negligence on the situation (Trope 2018). Although they had weeks to prepare, there was no communication strategy for the affected people which lead to a complete overstrain of telephone and website (Skedsvold 2017). Due to the delay, there had been a fifty-state class action lawsuit, because people were deprived of the opportunity to compensate for the impact as quickly as possible (Bottun 2018). To avoid such a situation in the future, the EU adopted the ‘General Data Protection Regulation’ in 2018, which stipulates that the injured party must be informed within 72 hours (Tantleff 2017).
For practitioners: Check, whether the communication strategy fits the General Data Protection Regulation and reaches all affected user after a data breach.

For researchers: Check, if another communication strategy might have lowered the commercial impact of the data breach.

Resulting Checklist

Using the deductions of the five ITSCs, we build a structured checklist which can be used to ex-post-analyse future ITSCs. It is necessary to specify the structure the approach should have. However, the order of steps by nature remains arbitrary and carries no meaning. Within the steps, the recommendations are sorted by the criterion ‘expected ease of application’. This criterion consists of the expected time and resources necessary to follow the recommendation. However, these measures can differ between users, as different users have different abilities. Therefore the ordering of recommendations within the steps is to be seen as arbitrary.

We developed our approach according to the following requirements:

- General usability for ITSC with different root causes
- Not every step is relevant for every ITSC
- Ability to consider the user’s time / resource restrictions
- Easily extendable for further ITSC
- Applicable for both practitioners and researchers

Structured Checklist for Analysing IT Security Catastrophes

In accordance with the requirements mentioned above the model of choice is a structured checklist divided in seven parts, one for each category of deduction. To address both target groups, all parts are divided into a practitioner and a researcher section. Within the sections for practitioners the deductions are arranged in ascending order according to the time and resources required to implement the recommendations. Within the researcher section the ordering of the checklist items is not time critical, but elective. The advantage for users is that the required parts of the checklist for the current ITSC can be selected and the rest skipped. Which section of the checklist is important depends on the origin of the case under consideration.

To give a rough idea of how it might work, we will use the taxonomy introduced in “The IT Security Catastrophe Spectrum”, to show which parts of the checklist might be the key sections for the four considered corners of the pentagon.

The consideration of an ITSC should focus on the origin of the ITSC and how to prevent a similar happening in the future. In the case of a human error the checklist parts ‘applicability of prevention methods’, ‘commercial focus and importance’ and ‘user action’ might be the most important checklist parts to consider. A raise of awareness or using a simple warning signal may have prevented an ITSC like the ‘Amazon AWS Outage’. To review a malicious action the main attention should be with ‘integrity’ and ‘testing and verification’ so that after assuring the data integrity new tests and verification methods can be used to prevent further catastrophes. Is the source a ‘third party failure’ then ‘testing and verification’, ‘communication of bug failure’ and ‘commercial focus and importance’ should be considered as most important. Apart from prevention thorough testing or increasing the funding of open source software, it is necessary to communicate bugs to the users so that they can initiate measures. For ‘System failure’ we recommend a focus on ‘integrity’ and ‘testing and verification’ to assure the data security for further incidents and prevention through better gap detection.

Applicability of Prevention Methods

Applicability of prevention methods contains among others the question on why existing guidelines, prevention methodologies or others have not prevented the ITSC. Practitioners and researchers can apply this guideline item as follows:

- For practitioners:
1. Assure that the current user security instructions of your company cover the behavior that caused or enhanced the recent ITSC. In addition, review the instructions to ensure that they are understandable and complete.

2. If the regarded vulnerability was caused by human error or a misunderstanding of security instructions, you should consider whether the lessons learned can and should be formulated into security instructions for members of your organization.

- **For researchers:**
  1. With regards to the variety of applied IT security standards (see “IT Security Guidelines/Standards”) the question arises of what caused these standards to not prevent the most recent ITSC. Potential research hypothesis could include that instructions were either not sufficiently specific or applied incorrectly.

### Commercial Focus and Importance

This item of the checklist focuses on the commercial dimension of an ITSC and can be applied by researchers and practitioners as follows:

- **For practitioners:**
  1. As demonstrated by Equifax a simple neglected security patch can force a CEO to resign and plummet the share price. Ensure that all employees are aware of the monetary risk that goes along with a weak cybersecurity and search for tools which coordinate the software actuality.
  2. Check the funding of your organization’s IT security department. Although it is often stated that there is no glory in prevention, the proactive cost for a strong cybersecurity is lower than potential damage caused by an ITSC. To avoid this, also invest money or resources for testing of used open source code.

- **For researchers:**
  1. Especially in situations where the potential thread remains undetected for a long period of time, the question arises of why the developer community did not detect the issue earlier. A potential research hypothesis could be that a better funding of the software developers could have detected the issue earlier or even prevented it in first place. Possible influencing factors include tight software deadlines with insufficient staff capacity or a low budget for pricy security software licenses.
  2. From the ITSC cases analysed in this work the question arises if and why the IT security issues remain open for a longer than necessary time period. Potential areas of research include a comparison of existing software actuality coordination systems and conducting a quality appraisal.

### Communication of Bug/Failure

This section collects analytic measures in the field of communication around the ITSC.

- **For practitioners:** Xerox and Equifax have led to a public discussion about the adequateness of the communication strategy of the respective inflicted parties, as described above. We suggest practitioners to assess whether the current catastrophe requires a change in the communication strategy of an organisation. For organizations operating within the European Union, we recommend aligning the communication strategy with the General Data Protection Regulation of the European Commission.

- **For researchers:** In the aftermath of Xerox and Equifax the abovementioned public discourse concluded that the respective company’s communication was sub-optimal. The question arises if and to what extent a different communication strategy could lead to a more rapid spread of information causing a shorter duration and therewith a less negative impact of an ITSC.

### Integrity

This checklist item covers the dimension of integrity, as defined above. Practitioners and researchers can apply this section as follows:
For practitioners: In the aftermath of the AWS outage questions arose on whether the integrity of data was always assured during this downtime. As mentioned above, the research community used this incident as motivation to develop a variety of new methods to assure data integrity in complex IT systems. Since future ITSC might lead to similar topics research, we recommend practitioners to check, if there are new methods available for assuring data integrity.

For researchers: After the AWS shutdown happened, the public questioned the integrity of Amazon’s servers. Especially in the age of large, distributed IT systems and cloud architectures, this question gains importance. A potential topic of research could be to check, if existing system architecture models could be changed or altered or if the system could be enhanced by software to better cope with the risk of data loss or improper alteration.

Testing and Verification

This section includes analytic measures in the field of software testing and verification.

For practitioners: Check, whether researchers have introduced a new testing method to find issues like the recent catastrophe. In addition, we recommend sensitizing your employees to the relevance of installing necessary security software.

For researchers:
1. Many ITSC reveal that the applied testing methods have failed to detect an IT system's vulnerability. A short-term field of research could be to improve existing testing models to expose this specific weakness.
2. In the longer run it should be considered why existing testing methods did not find the current issue and assessed if existing testing patterns could be modified or altered to find similar issues in the future.

User Interaction

User interaction collects recommendations on how to interact with users. It is especially relevant for practitioners.

For practitioners:
1. Some IT security catastrophes are caused by human error, as described above. We recommend practitioners to assess whether their current policy of access rights aligns with minimizing the risk of potential damage.
2. Xerox and Heartbleed have revealed inconsistencies or ambiguities in user training material. We therefore recommend practitioners in the aftermath of a future ITSC to assess whether the respective catastrophe is unambiguously mapped in user training.

Law Enforcement

This section covers the legal dimension of an ITSC and can be applied by practitioners and researchers as follows:

For practitioners: In the aftermath of the Yahoo data breach, a discourse about accountability arose in the US legal community. For future ITSC we therefore recommend practitioners to build an opinion on whether laws are enforced to punish certain behavior with regards to an ITSC (e.g., potential miscommunication).

For researchers: If a future ITSC reveals behavior of one market participant, that is not in the spirit of the law, the question might arise, whether current laws are properly formulated to discourage unlawful behavior. A potential research topic could also be to assess whether the current case law complies with the meaning of the law.

Instantiation of Checklist with the WannaCry Ransomware Attack

Before the checklist can be instantiated on the example of WannaCry, we need to describe how WannaCry identifies as ITSC. WannaCry is commonly regarded as “the most successful ransomware to date in terms of its spread to the market.” (Bundesamt für Sicherheit in der Informationstechnik 2019, translated by...
Ransomware is a type of software that maliciously encrypts files or even whole computer systems and blocks user access until a specified ransom is paid. “Wannacry [sic.] attacked many hospitals, companies, universities and government organization across at least 150 universities, having more than 2,00,000 victims” (Mohurle & Patil 2017). The ransomware used a vulnerability in Microsoft’s Server Message Block (SMB) protocol to encrypt user data into a .WCRY format and demands between $300-$600 USD of ransom for the decryption, to be paid in Bitcoin. (Kumar et al. 2018). In the ITSC spectrum, WannaCry covers both malicious actions and third-party failures. The first category emerges from the fact, that the United Stated, Canada and Australia hold North Korea as accountable for the ransomware attack (Bossert 2017) – therefor assuming a malicious intention. The categorization as third-party failure is due to the fact, that infected organizations relied on Microsoft Windows – which then turned out to be vulnerable.

The classification of WannaCry in the Cybersecurity Incident Taxonomy (see Figure 8):

- Malicious Action: North Korea blamed for the attack.
- Third party failure: Vulnerability in Microsoft Windows that made other organizations hostage of the ransomware.

![Figure 8. WannaCry Classification](image)

The case of WannaCry therefor clearly defines as ITSC. Further we collect examples in the fields of research and practice that could have been inspired by our checklist. The focus thereby lies in visualizing the instantiation step required for seamless application of our approach; this means to decide which checklist item is relevant for the recent catastrophe. With the aim of exemplifying the necessary de-generalization step, the cited work is to be seen as incomplete and arbitrary list of examples with the focus on illustrating what an application of our checklist could look like.

**Applicability of Prevention Methods**

In the aftermath of WannaCry the UK department of health conducted a survey on the infected NHS instances and concluded “organisations [sic.] infected by WannaCry shared the same vulnerability and could have taken relatively simple action to protect themselves.” (Department of Health 2018)

With regards to the variety of applied IT security standards (see “IT Security Guidelines/Standards”) the question arises of what caused these standards to not prevent the most recent ITSC. Potential research hypothesis could include that instructions were either not sufficiently specific or applied incorrectly; to our knowledge there is no such work currently focusing on this matter in the context of WannaCry.

**Commercial Focus and Importance**

We consider the item of ‘commercial focus and importance’ as highly relevant for the analysis of the ITSC WannaCry since it is commonly regarded as “the most successful ransomware to date in terms of its spread
to the market.” (Bundesamt für Sicherheit in der Informationstechnik 2019, translated by author). Both researchers and practitioners used the incident as inspiration for working on the topic of commercial focus and importance.

- **What practitioners did:** Castillo & Falzon (2018) used the catastrophe of WannaCry to investigate the impact of cyberattacks on stock market returns. They showed that “WannaCry had a positive effect on the equity returns of cybersecurity companies and cybersecurity investment vehicles” (Castillo & Falzon 2018). This again undermines the importance of cybersecurity.
- **What researchers did:**
  1. Hockey (2020) stated that “The research revealed that only 24% of those surveyed felt that cyber security budgets were at an adequate level – this is particularly surprising considering the publicity surrounding the WannaCry attack and the calls to action that occurred as a result.” This media report we see as indication that researchers have used WannaCry as motivation to investigate funding and budgeting of IT security.
  2. The second part of our checklist item to our knowledge remains un-researched. Potential areas of further research in the context of WannaCry include a comparison of existing software actuality coordination systems and the identification of potential gaps.

**Communication of Bug/Failure**

- **What practitioners did:** WannaCry was successfully used as inspiration to study the effect of crisis-communication on company reputation (Mañas-Viniegra et al. 2019). During the WannaCry catastrophe, Telefonica transferred the role of the “traditional official spokesperson to the social networks of one of its directors.” (Mañas-Viniegra et al. 2019).
- **What researchers did:** To our best knowledge there is no piece of research investigating the sensitivity of impact of catastrophes with regards to the style of communication; WannaCry could be a motivation for such research.

**Integrity**

- **What researchers did:** In the years after the WannaCry-attack, researchers have used this catastrophe as a motivation to “propose a more fundamental approach to protecting valuable files by applying the Moving Target Defense (MTD) concept.” (Lee et al. 2019) Others have used the incident as inspiration to develop new data integrity verification systems for cloud storages (Apolinário et al. 2018). Due to the nature of ransomware, we consider the topic of integrity as important for the analysis of WannaCry.

**Testing and Verification**

We consider the checklist item of ‘testing and verification’ as highly important to the catastrophe of WannaCry. Since the ransomware used “a zero-day vulnerability that exist in Windows Server Message Block (SMB)” (Lee et al. 2019), the incident was used as a motivation for researchers to work on the topic of testing and verification. This can be seen an example of a potential application of our checklist.

- **What researchers did:**
  1. “[The] emerge of new ransomware families, such as WannaCry, showed that ransomware keeps evolving and cyber criminals are upgrading the ransomware code with more sophisticated features” (Akbanov et al. 2019). Researchers have used this continuous evolvement as motivation to improve existing testing models to expose or further investigate potential gateways for ransomware: For example, the methods of software defined networking (SDN) (Akbanov et al. 2019) and static/dynamic malware analysis (Jones & Shashidhar 2017) were slightly modified and used for detection and analysis of the WannaCry ransomware.
  2. In the years after WannaCry, an enhanced form of the control flow graph (CGF) representation was suggested to better understand the dynamic behaviour of ransomware (Nguyen et al. 2018).
User Interaction

To our best knowledge, WannaCry has not been used as an inspiration to work on the topic of user interaction.

Law Enforcement

To our best knowledge, WannaCry has not been used as an inspiration to work on the topic of law enforcement.

Discussion

Principle Findings

The central point of this work is to answer the original research question: How can security measures be deduced from use cases of IT security catastrophes? Therefore, we identified the most recent ITSCs until the Pentagon described in “The IT Security Catastrophe Spectrum” was covered apart from the excluded section. The abstraction of the measures identified to remedy the ITSC were combined to learn how to use the ITSC. After sorting the measures, they have been instantized and compiled in a checklist which enables us to give the most specific instructions possible for prevention. An essential part of our checklist is the usage in the time before necessary measures are implemented in official guideline documentations. It is therefore intended to provide practitioners with a list of potential gaps that should be closed immediately and to provide researchers with ideas to create new pointers for future guidelines and adjustments. Of course, the checklist is a dynamic element that will never be completed, as each new ITSC can add a new perspective. In line with the research question, the resulting checklist provides an approach that can already help practitioners and researchers to derive security measures for future ITSCs.

Contributions

To help learning from future ITSCs, the results indicate that a checklist providing an overview of past ITSC ex-post analytic considerations could help practitioners and researchers in developing practical recommendations in IT security. Issues in the implementation, management, or regulation of IT security, that favored the occurrence of an ITSC, are more likely to be reconsidered in future decisions, when provided with a checklist of considerations. Therefore, we can assume that our work helps learning lessons from past ITSCs. However, our contributions for academia and practice are very different.

Academia

For researchers, we contribute a potential for further development of an ITSC ex-post analysing checklist. With an ITSC ex-post analysing checklist, the complex concept of learning from an ITSC is broken down to understandable pieces of information and is easier to grasp. Thereby the checklist provides a foundation of what information is needed to learn from ITSCs.

First, the development of the checklist showed, that ITSC needs to be well defined. With a clear definition of ITSCs, an ITSC can be identified as such. The identification of an ITSC then helps to assess how pressing the topic of learning from this ITSC is. ITSCs are rather rare events, but often end in cost intensive effects. Further, by offering a view on what makes an IT security issue an ITSC, we contribute to the definition of ITSCs.

Second, our work shows, that in order to learn from mistakes in IT security, transparency is necessary. Transparency is essential, not only in practice but also in academia, in order to make sense of the complexity of IT security. The more an ITSC was covered by literature, the easier practical recommendations could be formulated for the improvement of the overall IT security. Heartbleed, that had been covered more thoroughly by literature, than Xerox, for instance, lead to a quicker deduction of practical recommendations.

Third, the checklist builds an overview of security issues, triggering ITSCs, reflected in academia. Based on this overview, it can be assessed how well academia covers the analysis of ITSCs. Some of our chosen ITSCs...
have not been covered by academia at all (e.g., Xerox). Therefore, our work contributes to the awareness of ITSC research and of the need for more contributions in this topic area.

**Practitioners**

For practitioners, our results provide a systematic possibility to generate applicable IT security measures, after the occurrence of an ITSC. Companies, that have been affected by the ITSC may be in a hurry to learn from the ITSC, in order to quickly prevent similar happenings.

Further, our checklist requires the expertise of different areas of expertise (e.g., computer science, corporate management, legal department). The collaborative work in different areas of expertise can be administered to different departments in a company, which is simplified by the checklist. Learning from a recent ITSC then happens in parallel. In order to keep track of the progress of learning from a recent ITSC, in these different departments, the checklist provides the possibility to create an overview of the progress, by simply checking the points, that have been considered.

**Limitations**

Although our structured checklist provides many advantages, it is based on the analysis of ‘catastrophes’ which were categorized as such by their impact on different areas of interest, e.g., society, technology, industries and/or individual companies. By nature, this categorization is binary: An IT security incident either does or does not belong to the category ‘catastrophe’. We do not further distinguish the magnitude and dimension of impact. Our results depend on the definition of ‘catastrophe’ and might slightly differ if IT incidents with a lower magnitude of impact were included in the deductions.

However, this binary categorization considers that even with different root triggers, incidents might have similar outcomes allowing for a generalizable ex-post treatment featured in our structured checklist. In the category ‘active attacker’ we consequentially do not distinguish between different motifs, intentions, knowledge backgrounds, group memberships or other attributes of the attacker or attack vectors. This reflects the implicit assumption that although these attributes might differ, the attacks can have a similar impact at this work’s level of generalization.

Like all methods based on the analysis of historic information, our structured checklist works better, if input information remains within the historically manifested range. However, if for any reason, one or several input attributes change to values far outside the historically manifested range, our structured checklist might provide inconclusive or implausible results.

We selected ITSC according to their root trigger and reduced the spectrum to aspects covered by the definition of security. This led to a de-facto exclusion of the safety-relevant category of natural phenomena. However, there is no standardized definition of ‘safety’ and ‘security’ and interpretation differs among authors. It remains undetermined if and to what extent the addition of ‘natural phenomena’ to the definition of ‘security’ changes aspects of our structured checklist.

We conducted the selection process of ITSC until each of the potential root causes in our spectrum was covered at least once. The inclusion of additional ITSCs leaves room for future research, potentially broadening, updating, or enhancing our suggested approach.

The goal of our work was to provide researchers and practitioners with a hands-on approach to analysing ITSC after they have happened. The abovementioned selection of a limited number of ITSCs from the potentially unlimited set of catastrophes that have happened in the past, together with the methodology of literature identification (in contrast to a thorough literature review across all existing literature) and the grey-literature nature of this work distinguish our hands-on approach from a scientific method. Future contributions could be made by iteratively applying and re-enhancing the structured checklist, by including future literature, and by conducting a scientific review process.

The exemplary instantiation of the proposed structured checklist aims to exemplify the necessary re-generalization step, as described above. It is conducted with a single ITSC by the authors of this paper. Together with the selection of a historic ITSC, this introduces laboratory conditions. Practicality, generalizability, verifiability, and applicability – and therewith also validity – of our checklist remain to be proven and leave room for future research.
We conducted our deduction on literature published in English and German. We excluded all papers in other languages. It remains undetermined whether or to what extent the inclusion of further languages changes aspects of our structured checklist.

The literature identification is focused on the scientific database EBSCOhost. Therefore, a piece of literature that EBSCOhost’s search engine does not reveal, will not be used in our structured checklist. In the case of the Yahoo data breach and the Xerox bug, this shortcoming of the database led to the necessity of using alternative sources of literature. In the process of further enhancing the structured checklist until it eventually becomes a method, future research can increase the number of databases used for the identification of literature.

Generalization of analytic steps such as we did in this work require a rather general formulation. This assures applicability on different types of IT security issues but makes it necessary for users to select which parts of the structured checklist are relevant for the most recent ITSC. Generic wording introduces a potential source of ambiguity and disputability since the application of our approach remains in the hands of the user.

**Future Work**

In the process of determining our checklist, three unresolved questions respectively research fields have emerged which could possibly be resolved by future research. First, the checklist could be extended by examining ITSCs caused by natural catastrophes. This would lead to a complete coverage of the spectrum and would provide another possibility for the classification of ITSCs, thus potentially extending the checklist with new components. Second, the checklist can be further enhanced by an iterative application in which future literature is examined and a review process of the previous checklist is conducted.

Third, to cover the spectrum, only as many catastrophes were evaluated until the spectrum of the pentagon was completely covered. An analysis of further catastrophes can update, enhance, and extend the checklist. Furthermore, the checklist has been instantiated with only one disaster, requiring a review with other catastrophes to create a valid scientific method. By further improving the checklist, the method may become a tool that allows researchers to examine catastrophes from all perspectives and could possibly allow a faster and more effective recovery of future IT catastrophes.

**Conclusion**

As the last conclusion, after which we will leave the interested reader to his or her own impression, we state that our checklist by nature can never be complete. It is designed to grow, change, and evolve with every further application and therefore continuously adapts to changing environmental conditions. This allows for flexibility and enables a wide spectrum of potential applications. We are looking forward to seeing our work evolve and adapt further!
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Abstract

Background: In recent years, data has become an increasing relevant resource and source of competition for companies. However, the data market is currently dominated by US companies, limiting the independence of European companies. Therefore, the project GAIA-X was introduced, to create a federated, open data infrastructure based on common European values. As this constitutes a large project, involving multiple businesses, research institutes and governments, difficulties can arise which could possibly hinder the realization of the project.

Objective: To aid in the project’s success, the following paper analyzes key opportunities and challenges of GAIA-X, to help maintain clarity over its goals and understand challenges faced.

Methods: Several interviews with project members from different backgrounds were conducted. Open Coding was then used to interpret the given insights and identify the opportunities and challenges mentioned.

Results: The control, sovereignty and protection of data, as well as interoperability were seen as vital opportunities of the project. These would aid in the creation of data markets, foster innovation and lead to more independence of large service providers. On the other hand, the project still faces significant challenges and risks. Especially the coordination of the various project members poses a challenge, but also cyber security concerns and potential adoption issues by the market are mentioned.

Conclusion: GAIA-X bears many opportunities that have the potential to create major impact for companies regarding their data initiatives, but also faces some significant challenges which have to be overcome before the project can reach its full potential. To help aid tracking and overcoming these challenges as well as prevent them from becoming risks, a risk management team should be created as a central authority on all subject related matters.
Introduction

In the recent years, the use of IT services has increased significantly, especially in the corporate context, thereby creating a new area, in which data has become a commodity for organizations, governments and individuals. The data, which has become ever more present in everyday life, has become a central resource and is handled within data ecosystems using so called data infrastructures (Oliveira & Lóscio, 2018; Kitchin, 2014). As data becomes an increasing relevant parameter of competition, helping with the development of Artificial Intelligence (AI), Machine Learning and furthering digitalization, making it available plays an essential role (European Parliament, 2020). However, the market leaders in cloud computing, software development, search engines and social networks are mainly non-European companies, restricting the independence of European companies (European Parliament, 2020). Here, the EU sees a risk regarding the stored data of European companies and their competitiveness (BMWi, 2020b). In addition, currently high lock-in effects exist, limiting data portability and interoperability, which are seen as essential for data sharing (European Parliament, 2020).

Due to the current situation of the market and data being an essential part of competitiveness, there is a strong incentive to build a “high performance, competitive, secure and trustworthy data infrastructure for Europe” (BMWi & BMBF, 2019). To this end, the project GAIA-X was introduced as a “federated, open data infrastructure based on European values” (BMWi & BMBF, 2019). Its core objective is to increase industrial competitiveness and to reduce European dependence from non-European companies by creating an “open, federated, secure and trustworthy data and cloud infrastructure for Europe as the basis for a digital ecosystem” (BMWi, 2020b). GAIA-X, which will be structured into regional hubs, is building a network of an increasing number of member states across Europe (BMWi, 2020a), with many larger and smaller corporations already participating or interested in joining (BMWi, n.d.).

The unprecedented number of companies and member states joining the initiative in the early stages sent a clear positive signal regarding the importance of the project and its potential impact. But this could also pose a threat, as multiple participants could potentially mean diversified interests in the project goals and therefore the focus it should have. In addition, a larger project can face multiple challenges ranging from strategic over technical to user acceptance. This work thus is trying to answer the research question: What are the main opportunities and challenges for GAIA-X? This allows to understand and avoid (or at least mitigate) the faced challenges, thereby helping with a smoother realization of the project. In addition, understanding the main opportunities that members see in the project, can help maintain clarity of the goals that are supposed to be achieved. Following this line of thought, this paper therefore aims to analyze and deliver a structured overview, as well as a comparison of the main challenges and opportunities, by conducting qualitative research in the form of semi-structured interviews with project members and industry experts. In this paper, opportunities are referred to outcomes or properties that potentially add value for users, industry and other market players resulting from GAIA-X. Challenges on the other hand describe potential obstacles, problems and highly complex tasks. Furthermore, risks describe challenges that could lead to the failure of the project under certain circumstances.

To thoroughly answer our research question, the paper is structured into the following chapters Background, Method, Results and Conclusion. In Background, the GAIA-X project will be presented and defined, highlighting its objectives as well as its structure. Following this, in Method our research approach will be introduced within three separate sub-chapters. Firstly, we present how we proceeded for our interview acquisition, secondly, we describe the interview preparation and execution process and lastly, we provide an insight on how we analyzed the interviews using coding methods. In the chapter Results the main findings of the interviews are presented. This three-parted chapter introduces and describes the main opportunities and challenges, which are mentioned by the interview partners. In addition, it further analyzes our findings and highlights the importance and interrelationships between the mentioned opportunities and challenges. The final chapter Conclusion summarizes the principal findings and introduces the implications for practice & research. As GAIA-X is in the middle of the development, the implications focus mainly on suggestions to aid in the successful development of the project. In addition, limitations of the research will be discussed and an outlook on future research is given.
Background

**Definition of GAIA-X**

GAIA-X is a European project that started in Autumn 2019. To foster its establishment the international, non-profit “GAIA-X foundation AISBL” has been founded in Belgium (BMWi 2020a). The project aims at building a “high-performance, competitive, secure and trustworthy data infrastructure based on European values” (BMWi & BMBF 2019). These European values are set as seven guiding principles (BMWi 2020b):

1. European data protection
2. Openness and transparency
3. Authenticity and trust
4. Digital sovereignty and self-determination
5. Free market access and European value creation
6. Modularity and interoperability
7. User-friendliness

GAIA-X is seen as a step towards a federated data infrastructure that creates a digital ecosystem for Europe. In that digital ecosystem data can be stored and shared between participants to spur innovation while digital sovereignty is ensured (BMWi & BMBF 2019). To implement the data infrastructure and to create the digital ecosystem an architecture of standards will be developed. The architecture of standards defines regulatory, industry-specific and technical standards (BMWi 2020c).

**Objectives of GAIA-X**

Europe’s current digital infrastructure is based on a few major non-European companies that also offer a larger variety of digital services than European companies do. The objective of GAIA-X is to reduce European dependence from non-European companies and to increase industrial competitiveness at the same time. GAIA-X aims to achieve “an open, federated, secure and trustworthy data and cloud infrastructure for Europe as the basis for a digital ecosystem” (BMWi 2020b). Because a digital ecosystem is based on shared data, the objective is to create a data sharing architecture, an EU federation of cloud infrastructure, related infrastructure and data services (BMWi, 2020d). This objective goes along with the European Data Strategy that aims to create one single market for data, which is still open to international data (European Commission, 2020). To make cloud services more attractive for European companies and to enhance trust in these services, GAIA-X is based on the seven principles mentioned beforehand. Additionally, the GAIA-X network can be extended by edge-components. By sharing and using data together data pools are created, which can be used to develop new ideas and business models by science and companies (BMWi & BMBF 2019). Through an open data approach (BMWi & BMBF 2019) and common standards, the data infrastructure improves the exchange in and between domains. Inter- and intra-domain data exchange might facilitate the development of advanced smart services, like artificial intelligence as a service (BMWi 2020e). Several domain-specific use cases tailored to their market players have been compiled. Users might choose services corresponding to their individual needs (BMWi 2020e).

**Structure of GAIA-X**

GAIA-X is organized in hubs that build a network between an increasing number of member states. The widespread distribution of members across Europe corresponds to the diverse regional economic structures (BMWi, 2020a). The digital infrastructure is structured in three architecture levels. It includes the network level (hardware and data-transfer networks), the data level (data storages incl. software) and the service level (data processors, services, functions, applications). The data and service level together form the data infrastructure (BMWi & BMBF 2019).

Figure 1 shows a high-level overview of the architecture of GAIA-X. The digital ecosystem delivered by GAIA-X can be differentiated in an infrastructure ecosystem and a data ecosystem. In the center of both ecosystems are the four domains of federation services. They create the basis for an interoperable and legally secure connection between providers and users. These federation services include “federated identity and access management, a federated catalogue with a directory of all providers and services, specifications and solutions for the sovereign exchange of data, as well as certification and compliance” (BMWi 2020a).
Thus, they ensure that participants comply with the guiding principles (BMWi 2020d). The infrastructure ecosystem provides infrastructure components to store, transfer and process data as well as services (BMWi 2020d).

The main assets of the infrastructure ecosystem are called “Nodes”. These Nodes build a network and, further, can be structured in hierarchies. Each one represents a computational resource, e. g., hardware, a data center, or infrastructure operation services (BMWi 2020d). In the data ecosystem, the main asset constitutes the data, which is made available by a data provider, owned by a data owner, and received by a data consumer. The data owner decides to make data available for other participants or to keep it private. Data can be exchanged or traded by checking self-description regarding protection and other restrictions. The self-description includes information about the owner, usage policies, provenance details, technical descriptions, content related descriptions, accompanied by a statement of proof. Further details, like legal aspects, can also be included (BMWi 2020d). Any participant who registers for GAIA-X needs to accept its terms and conditions to ensure each participant’s self-determination over their data (BMWi 2020d).

GAIA-X declared commitment to neutrality. For this reason, any new and any established provider that satisfies GAIA-X terms, conditions and guiding principles can become a Node in the network (BMWi & BMBF 2019). GAIA-X will be an open ecosystem based on existing solutions. Therefore, non-European companies that provide essential data and analysis infrastructure can also collaborate (BMWi 2020b).

---

**Figure 1. High-Level Overview of the GAIA-X Architecture (BMWi, 2020a)**

**Methods**

**Interview Acquisition**

For the acquisition of our interview partners, we first reflected on the areas from which we wanted to interview people. It was important to us that we put together a balanced pool of partners from the different areas of the GAIA-X development (industry, research, politics) as well as future users of GAIA-X.

Using the webpage of the GAIA-X summit on November 18th and 19th (GAIA-X Summit 2020), we identified possible experts for our interviews. We received an overwhelming response from the contacted parties, conducting a total of seven interviews with nine interview partners.

In the following Table 1 we have summarized the pseudonymized demographic data of our interview partners. As one can see, we interviewed people from both the development and user side, who work at medium-sized or large organizations and are involved in the project in various ways.

*ciit Student Papers - 2021*
Interview Execution

To prepare the expert interviews, we developed an interview guideline which consists of general questions complemented by more specific queries adapted to the experts’ sectoral background and respective role in the project.

<table>
<thead>
<tr>
<th>Speaker</th>
<th>Background</th>
<th>Size of the Organization</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. 1</td>
<td>German Government</td>
<td>1750 employees</td>
</tr>
<tr>
<td>No. 2</td>
<td>Cloud Service Provider</td>
<td>&gt; 200,000 employees</td>
</tr>
<tr>
<td>No. 3 and No. 4</td>
<td>Association</td>
<td>200 employees</td>
</tr>
<tr>
<td>No. 5 and No. 6</td>
<td>Research Institute</td>
<td>532 members</td>
</tr>
<tr>
<td>No. 7</td>
<td>Applied Research Institute</td>
<td>239 employees</td>
</tr>
<tr>
<td>No. 8 (written interview)</td>
<td>Applied Research Institute</td>
<td>95 employees</td>
</tr>
<tr>
<td>No. 9</td>
<td>French Association</td>
<td>1 million members</td>
</tr>
</tbody>
</table>

Table 1. Demographic Data

This guideline therefore is divided into two parts: The first set of questions investigates usual aspects such as the interviewee’s professional experience and other demographic data. After briefly introducing our research aim, the interview continues with a second set of questions depending on the experts’ sectoral background. Differentiated according to the interviewees’ involvement in GAIA-X (“computer scientists” vs. “corporate user” perspective), we prepared two different question pools containing more detailed queries. This second part of our interview guideline is structured into several key words, for instance IT-security, interoperability, dependance and user expertise. Each keyword comprises various questions examining a specific area of interest. Our approach therefore follows the concept of a semi-structured interview. This offers the opportunity to dynamically include new questions which might arise while conducting the interviews (Myers, 2009). By structuring our research interests with the help of this guideline, we ensure a continuous flow of the interview. Furthermore, utilizing a prepared question pool ensures covering our main areas of interest and facilitates our coding analysis by making the experts’ insights comparable.

To guarantee an academic approach and enquire all relevant aspects, we decided to conduct the interviews in pairs of two. One person was responsible for the introduction and formalities whereas the other one conducted the interview and asked the main questions. Furthermore, due to scheduling conflicts we had to change the format of one interview (No. 8) from video call to a written questioning.

Interview Analysis

After transcribing the interviews, we analyzed them using the Open Coding method. The interviews had an average length of 1 hour with some of them slightly longer (80min) and others shorter (33min). The Open Coding method allowed us to identify the most important concepts and thus the main issues of opportunities and challenges. Each section was considered one by one and summarized with the help of a generic term (a code). The constant comparison of similarities and differences between existing codes and the respective section helped to find connections (Myers, 2009). In order to avoid keeping the codes from becoming too general, we have refined codes by adding more detailed names in some cases, e.g., Challenge_Interoperabilitaet and Challenge_Interoperabilitaet_Entwicklungsurngebung.

A total of 96 codes were used, which can be divided into 6 clusters:

1. Demographic data (5 codes)
2. Project GAIA-X (3 codes)
3. Motivation and definition of GAIA-X (8 codes)
4. Opportunities and biggest potential (20 codes)
5. Challenges and potential risks (28 and 10 codes)
6. Miscellaneous (22 codes)

Based on these clusters as well as the individual codes, we were able to formulate the most important concepts and connections for our further analysis of challenges and opportunities. Our code book has 20 codes for opportunities of the GAIA-X project with a total of 145 hits. Further, it contains 48 codes referring to challenges with 124 hits in total. Out of these challenges we identified 10 codes as potential risks with 23 hits.

For a detailed analysis, we examined our different clusters: The first cluster, demographic data, comprises generic information regarding the experts and their related organization. It is subdivided into 5 categories such as personal and corporate information or the interviewee's connection to GAIA-X. To further categorize the acquired knowledge related to GAIA-X, we introduced the clusters project GAIA-X and motivation and definition of GAIA-X. These two categories consist of various individual codes which contain project-related information as well as visions, its planned roadmap and industry-specific use cases. The next cluster named opportunities and biggest potential displays subcodes regarding data related topics, interoperability of the GAIA-X approach, potential innovations, especially for Small and Medium Enterprises (SME's), and positive responses driving the projects progress. The fifth cluster challenges and potential risks is two-parted. The codes for challenges include e.g., project specification, hyperscalers, market acceptance, interoperability or data availability. Closely connected to this, we summarized other codes depicting risks. The identified subcategories for risks describe cyber security, data protection, costs, a slow development and dependency on cloud service providers. The last cluster called miscellaneous includes all codes which could not be assigned clearly or would represent a very small cluster representing too many details. Some exemplary codes attributed to this category are legal foundations or user expertise.

Results

Opportunities

The opportunities largely coincide with the seven guiding principles listed in the project's position papers (see Background). Some of the opportunities were mentioned frequently and, in all interviews, while others only occurred in some interviews. The codes within the cluster of opportunities were grouped thematically and result in nine key opportunities as listed in Table 2.

The assurance of data control, sovereignty and protection is of great importance. Currently, the market leaders in IT services are mainly non-European, which means that European standards for data security and ownership are not guaranteed. GAIA-X is intended to counteract this situation by introducing integrity with regard to data: Services offered on GAIA-X will comply with the EU requirements for data protection, data sovereignty and data control. Thus, the immense amount of data that is produced nowadays, can be stored securely. The EU is striving for data sovereignty. This implies that users of GAIA-X services can be confident that their data is secure and data misuse is prevented. Users also have control over their data, which means “as the provider of a data set, [they] [...] always see who, how, when and where the data is being processed” (Speaker 1). Thus, it could enable consuming IT services as “cloud services in areas where it is not possible today from a regulatory point of view”, e.g., in the financial sector or in health care management (Speaker 1).

One of the biggest benefits GAIA-X will bring is the development of a data market. The large mass of data produced only becomes of added value when it is shared and can be used properly (Speaker 9). Through an organized data market, SMEs that produce data can “attach a kind of price tag to it, so that you can trade data, so that you can provide companies that need data” (Speaker 1) with targeted data such as developers of AI. Through the aspect of data control, companies can decide exactly what data they offer and to whom. Access to data from a wide range of sectors and the cross-sectoral use of this data will give rise to new business models, innovations and services that we cannot yet imagine (Speaker 4).

Another central advantage of GAIA-X is the interoperability function. Interoperability in this case means that information can be exchanged easily via interfaces and common standards. It will have two major benefits. The interface function will enable a data market. Thanks to the data security, protection, and control features, the market will be organized and secure. The transfer of information to other services and ecosystems will allow users to be more flexible. Thus, users will have the flexibility to switch service providers when needed, scale services, or distribute their workload across multiple services. This gives users
the advantage of gaining independence, flexibility and avoiding a lock-in effect (Speaker 5, Speaker 9). Furthermore, the interoperability feature and the open market strategy in Europe mean that service providers are competing with each other to a greater extent than before, and that the importance of single service providers is decreasing. This should lead to a dynamic market in which services develop and a market that “massively cushions the shockwaves that such a thing [the loss of a service provider] could cause, because it is possible to migrate capacities that are available and booked there without any problems” (Speaker 5).

Another central advantage of GAIA-X is the **interoperability** function. Interoperability in this case means that information can be exchanged easily via interfaces and common standards. It will have two major benefits. The interface function will enable a data market. Thanks to the data security, protection, and control features, the market will be organized and secure. The transfer of information to other services and ecosystems will allow users to be more flexible. Thus, users will have the flexibility to switch service providers when needed, scale services, or distribute their workload across multiple services. This gives users the advantage of gaining independence, flexibility and avoiding a lock-in effect (Speaker 5, Speaker 9). Furthermore, the interoperability feature and the open market strategy in Europe mean that service providers are competing with each other to a greater extent than before, and that the importance of single service providers is decreasing. This should lead to a dynamic market in which services develop and a market that “massively cushions the shockwaves that such a thing [the loss of a service provider] could cause, because it is possible to migrate capacities that are available and booked there without any problems” (Speaker 5).

The interoperability function paired with the data market could promote creativity, **innovation and flexibility** in the European market. The new gained flexibility could help develop new businesses and business models. For example, companies with limited resources such as start-ups have the possibility to pick exactly the needed services from the GAIA-X catalogue in the beginning and “can migrate directly to any new server environments without the whole fuss, because I [they] know immediately who can do it following the same technical requirements” (Speaker 3) while still being able to scale or change their services later on in case of growth and development. In addition, the advantage of common standards and interfaces could also be used in advancing digitalization in more conservative sectors (Speaker 5). Speaker 5 sees that “especially in the energy and healthcare sectors […] the potential of GAIA-X is infinite, because these are primarily perceived as conservative industries where nothing has happened for a long, long time”. The ultimate vision is the development of advanced smart services through connecting data or adapting

<table>
<thead>
<tr>
<th>Opportunities</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data control, sovereignty, protection</td>
<td>In contrast to the services provided by non-European hyperscalers, data protection, sovereignty and control are to be assured in GAIA-X based on European standards.</td>
</tr>
<tr>
<td>Data market</td>
<td>Users should be able to offer data on an organized data market and receive financial compensation in return or be able to procure data.</td>
</tr>
<tr>
<td>Interoperability</td>
<td>Common standards and technical interfaces will enable an interoperability function allowing the exchange of data.</td>
</tr>
<tr>
<td>Innovation and flexibility</td>
<td>New business models such as advanced smart services can be developed, and users achieve greater flexibility and independence.</td>
</tr>
<tr>
<td>Transparency</td>
<td>GAIA-X services aim to be more transparent than existing IT services, so that processes can be retraced.</td>
</tr>
<tr>
<td>Cyber security</td>
<td>GAIA-X is expected to be secure against cyber-attacks despite its status as a future digital center.</td>
</tr>
<tr>
<td>Promotion of SMEs</td>
<td>European SMEs are to be supported in the areas of digitalization, independence and data exchange which will foster innovation.</td>
</tr>
<tr>
<td>Momentum</td>
<td>GAIA-X is currently receiving a lot of positive reactions from politicians, developers and future users, and this should be seized as an opportunity.</td>
</tr>
<tr>
<td>Project management approach</td>
<td>The large number of project members with different backgrounds provides the necessary diversity of expertise for an IT project of this size.</td>
</tr>
</tbody>
</table>

Table 11. Overview of Opportunities
algorithms across sectors. One example occurred in the analysis of data from agricultural and environmental field, which could then be coupled with health data to find more efficient correlations (Speaker 5).

Another important advantage of GAIA-X is the transparency of processes for its users. The transparency refers on the one hand to the services offered and on the other hand to the service providers themselves. It is intended to lead to an increase in confidence in GAIA-X on the side of the users. They ought to be informed about the different ways of data usage and to be able to comprehend it. The open-source approach should make it possible to verify how internal processes work, so that users are not facing a kind of “black box” when they decide to use a service (Speaker 2). Speaker 7 suggests a certification mechanism comparable to eco-labels for food, which could increase the comprehensibility of the level of compliance to GAIA-X standards. This would allow users to decide which data should be protected through higher standards and for which - e.g., public data - existing standards are sufficient (Speaker 1).

Cyber security plays an important role in the development of GAIA-X which aims to be designed to be secure from cyber-attacks. Its users can trust the data infrastructure and be confident that their data will be safe from attacks. Presumably, GAIA-X will be located at the digital center, making it attractive to cyber-attacks. However, a “security by design” approach is being applied, meaning that the security aspect is being incorporated into the concept phase from the “very beginning of the development” to make the infrastructure as secure as possible (Speaker 3). The interviewed project members were confident that the experts involved will develop the appropriate security mechanisms to ensure that future users will be able to use GAIA-X without any concerns.

“The focus in the strategies of GAIA-X is on small and medium-sized enterprises” (SMEs) and their promotion (Speaker 2). Regarding the user side, GAIA-X brings three major advantages to SMEs. Firstly, digitalization in companies is to be simplified and accelerated, as currently many smaller companies do not yet use clouds (Speaker 1). Secondly, the interoperability function gives them “much greater power, also over the cloud providers” and makes them more independent (Speaker 1). The third major advantage for SMEs is the data market, through which they can generate additional profit as data providers or procure data from a wider area (Speaker 5). From the service provider perspective, GAIA-X represents for “smaller special cloud providers […] an interface, […] a technology […] so that they can interconnect” there and offer their services (Speaker 1).

In general, GAIA-X is perceived very positively by the industry (both involved partner companies and future users) and by policy makers, “within a year there has been a momentum for GAIA-X and also an encouragement […] [like no other] in the last 10 years for any IT topic or even digital topic” (Speaker 3). Politicians, future users, and “the industry really have a need for […] a data infrastructure” like GAIA-X to keep the European market competitive (Speaker 1). On the one hand, GAIA-X aims to fully utilize the potential of produced and existing data masses and to obtain a higher data protection standard. On the other hand, it will also help users to gain more independence from service providers and, as a result, to strengthen the European economy. The political support is reflected for example in the fast creation of the GAIA-X association (AISBL). The potential for the industry is reflected in the constantly growing number of interested companies to become part of the project. This momentum should be used to introduce the first parts of GAIA-X to future users in a timely manner and to maintain trust and acceptance.

Despite project management challenges, which are discussed more detailed in the next section, the way the project is set up and driven holds opportunities. The involvement of industry partners, developers, policy makers and other experts with a wide range of backgrounds and from different countries brings a great deal of expertise in many areas to the project (Speaker 9). Furthermore, “future users can already have a say in how the open data infrastructure should look and be used” (Speaker 8) as they are involved from the beginning on. Furthermore, they are helping to identify needs as well as requirements. Use cases are introduced and discussed to model and test as realistically as possible. In contrast to the hyperscalers, GAIA-X is driven more by a top-down approach, which makes it possible to agree on the standard requirements followed by incorporating and structuring them from the beginning on. Thus, a greater diversity of service providers can be achieved than from the bottom-up approach as seen in the US where “individual players who, simply because they are the first, then absolutely dominate the market” (Speaker 7).
Challenges

As in the opportunity section, there are frequently and rarely occurring challenges. Challenges arise in all stages of the project.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coordination of project members</td>
<td>Only a few working groups, but a lot of project members with different interests might lead to underemployment and disagreements.</td>
</tr>
<tr>
<td>Stagnating development</td>
<td>Stagnation can be caused by “coordination of the members” and might lead to decreasing trust and acceptance, eventually to participants leaving the project.</td>
</tr>
<tr>
<td>Specification of GAIA-X</td>
<td>Difficulties in finding unanimous specifications of GAIA-X can be experienced, due to disagreements or particular-interests among the project members themselves.</td>
</tr>
<tr>
<td>Creating interoperability</td>
<td>To create interoperability interfaces, standards and functions that ensure inter- and intra-domain exchange of data need to be defined.</td>
</tr>
<tr>
<td>Data security</td>
<td>The data security concept is in the initial development phase. Market players see difficulties in sharing data because of competitive advantages.</td>
</tr>
<tr>
<td>Demand and fulfilment of expectations</td>
<td>Market acceptance is required. Expectations cannot be defined ultimately due to GAIA-X facing a dynamic market environment.</td>
</tr>
<tr>
<td>Dealing with hyperscalers</td>
<td>Hyperscalers are vital to GAIA-X, but could also turn into main competitors.</td>
</tr>
</tbody>
</table>

Table 3. Overview of Challenges

The challenge mentioned the most refers to the coordination of project members due to a high number of participating parties. The project started with a few project members and has grown very fast. Currently, there are 181 participating companies and institutions in several countries, mainly in Germany and France. The high number of participants make project management and decision-making processes more complex (Speaker 5). “If every enterprise brings a handful of employees, then we talk about 500 to 900 workers. If they all want to be included in the [six] working groups, it will be organizationally difficult to keep such a group working and to bring results. There would be too much friction” (Speaker 2). Due to the high number of participants, project members that are willing to work on GAIA-X, might not be actively engaged within the six existing working groups in the technical committee. A ‘first come, first served’ approach might not satisfy all participants and lead them to think “Thanks, but no thanks. I will leave” (Speaker 2).

Coordinating the high number of participants is a challenge on the higher management levels leading to inconsistent expectations. For example, France and Germany are both developing individual federation services on their own (Speaker 4). Although all members aim at building an open, transparent data infrastructure, there are various particular-interests because individual participants have different expectations how they might benefit from GAIA-X. Additionally, for participating companies the voluntary contribution to GAIA-X might conflict with their annual financial statement (Speaker 5). Further, there are disagreements considering the content of the frequently published position papers. Some co-authors want it as marketing material, others prefer a strategic paper and yet others aim to include more technological details. The task is to steer a middle course between defining terms specifically and setting a framework that everyone agrees with (Speaker 2). Finding the middle ground between different positions might lead to uncertainties, thus for some project members the meaning of the federation service “sovereign data exchange” is still ambiguous (Speaker 4).

The challenge of a slow development is another representation of the coordination challenge of project members caused by time-consuming disagreements or contradicting particular-interests among the participants themselves. A slowing development of the project might lead to the risk of a decreasing momentum, as well as the decrease of trust and acceptance in GAIA-X. This could either lead to participants reducing their contribution to GAIA-X or to participants leaving the project (Speaker 2).

The second most mentioned challenge is creating interoperability in the GAIA-X ecosystem. This challenge is multilayered. It begins by defining which interfaces, which standards and which functions need to be included to create yet non-existing, domain-overreaching interoperability (Speaker 1). Instead of creating new standards, it is planned to build on already existing standards. “At first, existing standards and new
offers have to be identified. Then, universal standards can be defined or a network that can connect multiple standards can be developed” (Speaker 5). Thereby, the groundwork done by the “International Data Spaces” incentive, that created standards for a secure and sovereign data exchange, might be used (Speaker 8). Additionally, to ensure interoperability, not only software but also hardware needs to be considered. Especially, the bandwidth in the GAIA-X network needs to be sufficiently large. It might be increased dynamically to handle the data streams within the technological framework (Speaker 3) and to keep latency as low as possible (Speaker 1). Furthermore, a certification mechanism that guarantees interoperability needs to be defined and established. One idea is to have different certificates describing the rank of interoperability for each service. They might be interpreted as “You have now achieved a Bronze interoperability level, or a Silver interoperability level, or a Gold interoperability level.” (Speaker 1). But there are still unanswered questions: “Who will do that? Will a trusted third party commissioned by the GAIA-X AISBL or by the individual enterprises do it as a certification authority?” (Speaker 2).

Data security, one of the key aspects of GAIA-X, is considered a challenge on both the developer’s and on the user’s side. On the developer’s side, “there are discussions about how something like this can really be implemented. [...] For me the whole thing is still not so clear. We are still relatively at the beginning” (Speaker 4). On the user’s side, “the fear of disclosing central data and business secrets when exchanging data across companies is a decisive reason for companies not to do so” (Speaker 8). Companies might disclose sensitive information including their competitive advantages or how to maintain them that competitors might be interested in. An enterprise might interpret that as “support one’s own competitors in order to better compete against oneself” (Speaker 2). In the case of data security violations companies require rules for liabilities. “In particular, the complex requirements for data protection, such as those in terms of the General Data Protection Regulation, pose challenges for companies when exchanging data across companies and thus form an obstacle that must be reduced through uniform regulations with regard to the handling of data and with the help of controlled access to data ecosystems” (Speaker 8).

Another challenge is seen in the demand of GAIA-X once the project is rolled out on the market. To achieve significant demand market acceptance is required and “acceptance means performance” (Speaker 1). But GAIA-X will be a living construct that adapts to requirements of its users. Therefore, the services that need to be provided when GAIA-X is launched, cannot be identified definitively today (Speaker 5). Moreover, GAIA-X needs to be well known by potential users when it goes to market. Some group members perceive current marketing measures as insufficient and would prefer to have it organized more professionally. “I think marketing is also a bit of a step-motherly issue at GAIA-X, because it’s assumed that government and corporate support will be enough to push the issue” (Speaker 5).

Further difficulties could arise from the hyperscalers, that are strongly incorporated and considered a vital part of GAIA-X—because without the services of Amazon, Google, Microsoft [...] the whole thing won’t work. We will still depend on them. [...] They also have a very, very own interest in influencing GAIA-X and the question is whether they always play by the rules. We will see” (Speaker 5). That issue might be addressed in terms of governance and compliance. “One must assume that they will make two offers” (Speaker 5). Due to their market position, they might offer GAIA-X-compliant services but also cheaper equivalent services, without ensuring the user’s data control, simultaneously (Speaker 5).

**Discussion**

Many of the aspects from the previous sub-chapters are closely connected and hold the potential for opportunities as well as challenges.

When it comes to cyber security, we observed that most interview partners actively involved in the project did not see cyber-attacks as a major challenge. However, our interview partner with strong technical background which was not part of the project seemed more concerned about potential attacks once GAIA-X is in the digital center of attention (Speaker 7). On the other hand, the involved interview partners argued that the matter of cyber security is incorporated from the beginning on in the concept phase to guarantee security (Speaker 3). On the technological side, the most modern standards and possibilities of IT-security will be implemented (Speaker 5). “I think a lot is being done to reduce the risks. But I would not presume that everything is always fully eliminated. That would be a bit too naïve.” (Speaker 2).

Another point is the excitement and importance attached to the projects’ outcome. One should take advantage of the current momentum and the positive response of project members, authorities, industry
and future users in order to progress quickly with the project and make use of the current market openness. If the project proceeds slowly, the enthusiasm might decrease. A slow development may entice participants to leave the project due to frustration. An option to keep the momentum high could be to develop and launch a test version of GAIA-X within the current year that provides certified services. Speaker 2 suggests to “take specific use cases and pre-implement them together with some companies in interaction as a mini-ecosystem”. Considering that major investments are being made in cloud technology this year, the importance of a test version increases (Speaker 8). In order to meet users’ expectations, users should be strongly incorporated within the development of the test version. As the project progresses, involving users ensures that their needs are actively addressed. If they are not involved, services that are no longer relevant to customers, as they are also in a dynamic market environment, might be developed.

Ultimately, GAIA-X must deliver its value proposition. If GAIA-X cannot ensure interoperability, data control and secure data exchange, it will not be established. Due to their value proposition, GAIA-X services might be more expensive than services outside the GAIA-X catalogue from established providers. For that reason, the customer’s willingness to pay for secure digital services needs to be analyzed (Speaker 7). One interesting question for a market analysis might be “how many people would be willing to pay 5€ per month for an internet search engine that does not use one’s data for other purposes?” (Speaker 7). Besides economic aspects, trust is considered as a key to the market acceptance of GAIA-X. In addition to technological measures regulatory measures can also be considered to make it as trustworthy as possible. On the legal side, trust can be increased by a legal framework that asserts certain rights (Speaker 7).

The fulfillment of the expected opportunities is challenged by its technical realization. The technical measures for data security, and the definition of common standards and interfaces for an interoperability function are crucial. This should enable data security, sovereignty, control, interoperability, independence for users, and establish a data market.

For the creation of such data markets the market players need to share their data. However, in the interviews the refusal to share data was discussed. Although the project members, which partly include potential users, know that for GAIA-X willingness to share data is vital, they see difficulties in sharing their data because they are afraid to disclose corporation trade secrets or other sensitive information (Speaker 8). However, competition might grow out of cooperation in the form of shared data (Speaker 3). The participants rather discuss about legal rights of use and licenses instead of comprehending GAIA-X as a big cooperation to spur innovation. If the opportunity of cooperation is not understood by corporations, and “if it's always about what's in it for me and not what's it in it for us, then the project might fail” (Speaker 3).

From a project management point of view, the involvement of a wide range of experts with different professional and cultural backgrounds brings the expertise needed for such a large IT-project (Speaker 9). It is crucial to get the input from developers, authorities, future service providers and potential users. However as mentioned earlier, the coordination of a large number of group members but also contradicting particular-interests might hinder the development of the project.

Besides, the correlations between opportunities and challenges, interdependencies between the individual opportunities can also be stated, meaning one opportunity makes the other possible. For example, to enable a functioning data market where data is traded based on European standards, data control must be with the data owners. They should be able to determine who has which access to which of their data. The data market serves as a basis for further opportunities, such as the promotion of innovation, of creativity or of existing small and medium-sized enterprises. Innovative processes and services such as advanced smart services can be developed mainly through access to a wide range of data. This is also due to the function of interoperability. It enables the use of data in different services and from different areas to create links. For example, by merging data from different sectors synergy effects can be used, such as applying analytical methods from medicine to quality management in industry (Speaker 1).

In general, all interview partners mentioned similar opportunities and challenges. It was noteworthy that the importance of challenges varied in the interviews. This can probably be traced back to two factors. On the one hand, many of our interview partners had different backgrounds (technical or business management). On the other hand, they are involved in different areas of the project, deal with other daily challenges and thus have a different perspective. The enthusiasm for GAIA-X was also reflected in the share of opportunities and challenges mentioned. Clearly challenges were less emphasized than opportunities during the interviews. This could be due to the project being in its starting phase.
Conclusion

Principal Findings

GAIA-X bears many opportunities that have the potential to create major impact for companies regarding their data initiatives, but also faces some significant challenges that have to be overcome before the project can reach its full potential.

Sharing data between companies can lead to the development of new business models and foster innovation within European companies. This is where GAIA-X promises significant opportunities over the current deployed solutions by focusing on interoperability as well as control of data and secure data exchange as key elements of the data infrastructure. This will also lead to higher independence of smaller enterprises from large service providers and foster competition. Given the potential of GAIA-X, it is unsurprising that the project is currently met by great enthusiasm from many different parties and therefore is experiencing a great momentum that pushes the project forward.

This seen enthusiasm might decrease quickly, due to stagnating development or differences in the vision of the future of GAIA-X, which could lead to serious project risks and companies even potentially leaving the project all together. Additional risks arise if the project cannot fulfill its promises, especially regarding interoperability and cyber security. It is also unclear if the project will be able to reach its full potential due to the fact that companies might have a mindset issue, hereby focusing more on the competition that could arise then on the potential positive impact newly formed cooperations could have. Further, the willingness of companies, as profit-oriented entities, to pay for these services are not yet assessed, leading potentially to a reduced market adoption if the benefits do not outweigh the costs. In general, it is important to keep in mind that challenges can potentially turn into risks if not addressed properly.

Implications for Practice and Research

To ensure GAIA-X’ smooth development, challenges and risks should be monitored frequently. It would also be wise to create and implement concrete steps to mitigate challenges early on, to prevent them from becoming risks to the project in the future. For this, it would be helpful to create a risk analysis team that can function as a central authority for all related topics. As it is also key to keep the companies’ focus on the positive side of the project, the team could aid in highlighting the key opportunities and help to clarify the vision of GAIA-X.

To overcome some of the more dominant challenges mentioned by the interview partners, we propose to create a clear Go-To-Market strategy that is communicated with all project members; especially testing functions early on with businesses could improve integration and acceptance later on. Furthermore, the customer’s willingness to pay for services should be analyzed to understand the companies “cost-benefit” ratio and to facilitate the planning process.

Limitations

We have presented many interesting findings in the previous sections that have demonstrated a vast variety of challenges and opportunities regarding the GAIA-X project, but when reading and interpreting the given information, there are some limitations that need to be considered.

Even though we believe we were able to discover many of the given opportunities and challenges faced by the GAIA-X project, there could still be aspects of the project that we were unable to highlight and explore fully. This is mainly due to the limited number of interview partners. In addition, our interview partners were mainly German (with one French interview partner) as well as people who may be positively biased towards the project, as they represent stakeholders or project contributors. The limited number of interviews and the selection of the partners may have influenced our result to focus more on the opportunities, as well as to focus mainly on the opportunities and challenges faced by the German hub, companies and developers. Therefore, international insights might have been limited.

The research is conducted in a very early phase of the GAIA-X project, therefore scientific literature is limited. This limits the amount and variety of sources that could be consulted, meaning that the research is only based on a few key authors. In addition, due to the early phase of the project, the interview partners...
may feel excitement that the project is moving forward and therefore focus on the positive aspects. Further, some challenges could be overlooked as they have not yet been materialized. This holds true especially for the user side of the story (regarding acceptance, necessary qualifications, and user experience), due to the fact that to this day no prototype exists and therefore the questions were discussed on a hypothetical basis.

As the research was conducted by students, the time was restricted to a semester and therefore limiting a more in-depth research of the presented topic area. Through this, an in-depth research with multiple interview partners and different approaches to the topic area was not possible. Due to the time constraints, we were only able to focus on qualitative research (interviews), limiting the insights regarding the impact and importance of the challenges and opportunities found.

Outlook Future Research

We believe our research serves as a basis for future investigations along the GAIA-X project and the opportunities and challenges faced. To gather more insights and complement the findings, further research is necessary. Regarding the limitations it would make sense to expand the interview base, by not only conducting more interviews but also trying to capture an even broader variety of members involved in the project; mainly interviewing partners from different participating countries and also people not directly involved in the project. This would not only give insights to differences in national challenges and opportunities but also display the differences between people working on the project and people who have a certain distance to GAIA-X. This could illuminate why certain companies are (not) willing to join the GAIA-X project and which challenges and opportunities they see as the dominant reasons. In addition, a quantitative study could be conducted, and therefore giving insights into the importance of the found opportunities and challenges, also eliminating biases.
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Abstract

Background: The assessment of information systems such as Search Engines (SEs) from the users’ perspective needs to assure that it does not introduce a bias towards the systems’ technical implementation. Instead, the socio-technical nature of SEs and a users’ contextual evaluation based on previous experiences should be at the center of attention.

Objective: Therefore, we introduce a methodological approach for a User Centered Information System Evaluation (UCISE) and apply it to a SE evaluation. This approach allows for comparing selected SEs based on a derived set of user-based evaluation criteria.

Method: Our methodology consists of four steps, including a criteria synthesis, a criteria importance assessment by a large-scale survey and an expert assessment of selected SE performances regarding the user-based criteria. In the final step, we visualize the fit between the users’ criteria preferences and the assessed SE performances.

Results: The first step of our methodological approach enabled the synthesis of a set of ten criteria for the SE differentiation from user-perspective. Of these ten criteria, only the three criteria ‘search result quality’, ‘ease of use’ and ‘privacy protection’ emerged as being perceived as ‘extremely important’ or ‘important’ by the user. The assessment of selected SEs with regard to all ten criteria shows significant differences between the providers, which lead to a very differentiated picture in the visualization of the fit of providers to user preferences.

Conclusion: Our research indicates that seven out of ten criteria are not decisive for a user’s SE selection. The ‘search result quality’ emerges as the only criterion being perceived as ‘extremely important’ for a user’s SE evaluation, followed by ‘ease of use’ and ‘privacy protection’. When assessing the fits of three selected SE providers to the derived criteria, Google largely outperforms its competitors. This appears to be realized by overcompensating its major weakness in ‘privacy protection’ by superior results in ‘search result quality’ and ‘ease of use’ where the other assessed providers noticeably lack behind.
**Keywords:** user perspective, user-centered, search engine, information system, evaluation, assessment, Google, DuckDuckGo

**Introduction**

Within today’s internet-based society, the World Wide Web has become one of the most important and highly valued services for information exchange and retrieval (Sunyaev 2020). Due to the web’s crucial role for society and its vast amount of nearly two billion available websites (Statista 2019), quickly differentiating information of value from irrelevant information is of high importance. This is when SEs come into play. They enable users to filter the wealth of available information for content of interest. Consequently, it is not surprising that, together with the web’s evolution, the global search engine market has evolved into a multi-billion-dollar market (Argenton and Prüfer 2012).

Upon closer inspection of this market, one can notice a significant imbalance of market shares. Handling a worldwide amount of more than 71% of all desktop and more than 91% of all mobile queries, Google is by far the globally leading player (Statista 2020). Google’s strongest competitors are Bing and Baidu, each with approximately 13% of all desktop and with 1% or respectively 6% off all mobile queries (Statista 2020).

This concentration of market power among only a few providers may entail the risk of adverse consequences. One example is consumer dependency. With Google holding the lion’s share of search queries, the majority of users depend on a single provider for being directed to the content of interest. Economists claim that such monopolistic markets can cause economic inefficiencies if providers abuse their market power for profit maximization (Varian 2016). In SE markets this is done by special relations with merchants as sponsoring third parties, where prices are raised when competition among merchants increases. Thereby big players like Google can circumvent natural market mechanisms and exploit their monopolistic position (Clemons and Wilson 2016). Another aspect is Google’s algorithmic editing of search results based on individual preferences which are known from previous web searches (Weinberg 2020). Considering that the visual appearance of search results heavily influences users’ behavior (Pan et al. 2007), this distortion of displayed results again raises concerns about the highly concentrated market power (Commission 2010). Due to this level of concentrated power and the strong dependency both on the end of the consumer and third parties, Google’s disruption or unintended consequences of the system could have detrimental effects on critical societal functions such as people’s economic or social well-being (Sunyaev 2020). Therefore, it is evident that the major SEs can be considered Critical Information Infrastructure (CII).

Regardless of the known disadvantages of Google’s market power, there still seem to be compensating factors that can explain the market success and the lack of focus on alternative providers. Possible reasons have already been in the focus of intense research. Findings range from economic explanations such as market failure, further to system specific factors like technically superior implementations, up to social or psychological influences like peer imitation or force of habit (Argenton and Prüfer 2012; Clemons 2019; Clemons and Wilson 2016; Dritsa et al. 2020). Nevertheless, single scientific metrics of professionals familiar with the technical details of SEs may lack meaning for the multidimensional evaluation of the market situation from the untrained users’ perspective (Crudge and Johnson 2004). SEs, as CII, are information systems that incorporate a socio-technical nature (Sunyaev 2020). To avoid a possible bias towards a system view, an evaluation of SE market imbalance needs to focus on a socio-technical perspective and involve user preferences during contextual interaction with the technical subsystem. Additionally, from the user’s point of view it might not be a decisive criterion how the SEs perform in terms of absolute measures but rather how they perform in relation to their competitors since this represents the possible range of alternatives. Accordingly, it appears that previous research does not fully reflect the evaluation scheme of the users. What are the distinctive features of SEs in the eyes of the users, and which of them dominate their decision for a certain SE? And how far off do users perceive the strengths and weaknesses of competitors such as DuckDuckGo or others from the market leader Google?

To understand the users’ preferences for SE selection more profoundly, our research aims at facilitating a comparison from the users’ perspective. Nevertheless, before being able to compare SEs from the users’ position, it is first necessary to know the distinction criteria that reflect the user perspective. Therefore, this paper firstly focuses on identifying criteria that are decisive for the users’ SE differentiation before
measuring how selected providers perform within these criteria in comparison to one another, leading to
the following research questions:

- **RQ 1**: Which criteria are decisive for the users’ search engine selection?
- **RQ 2**: How do selected providers perform within these criteria in relation to the market leader?

In order to answer these research questions, we identify four objectives that we examine in a four-step exploratory research approach that we call the User Centered Information System Evaluation (UCISE) and adapt it to fit a SE evaluation. First, to answer **RQ 1**, we derive search engine differentiation criteria from the user’s perspective by combining previous research and current market implementations of SEs. Subsequently, the user perceived importance of the derived differentiation criteria is determined with the help of a large-scale survey. To answer **RQ 2**, we examine the performance of selected SEs with the help of an expert-assessment of selected SEs regarding the user-based criteria. Finally, the user-based criteria importance and the expert-based SE-performances regarding these criteria are combined in a two-dimensional framework for three different SEs. This allows to illustrate the overlap of their performances with user preferences (market fit) and to compare provider performances with one another.

Following the introduction, the Background section provides insights into relevant theories, concepts, terms, and related research, such as the System Usability Scale (SUS) and the repertory grid method. The Methodology section provides a detailed look into our research strategy consisting of the UCISE as a four-step methodological approach with a comprehensive look into the methods used for deriving user-based criteria, their importance ranking, the SE performance assessment and the result synthesis in a single framework. Afterwards, the Results section contains a description of our results while the Discussion lays an emphasis on discussing results and limitations of this work. Finally, the last section concludes our research and presents future research opportunities.

**Background**

The following section provides information on theoretical concepts and related research to ensure a common ground concerning the context of our work. A brief definition of essential terms and definitions regarding Information System (IS) and SE research is given in the first part. Subsequently, part two presents important findings of related research on SE assessment and user-based system evaluation as well as a basic concept of market fit analysis in business studies.

**Terms and Definitions**

A **Search Engine (SE)** is a program that examines a body of data for items that meet certain specified criteria and returns these items or their location (Butterfield and Ngondi 2016). Within the context of the World Wide Web, the term generally refers to a program that can be accessed via a website and allows users to search for web content. Therefore, in our work, we will use the term search engine or its abbreviation (SE) for web search engines that are publicly accessible via a web domain and focus on website-indexing of publicly accessible web domains.

Due to their set of interrelated components that serve the purpose of information retrieval, SEs classify as being **Information Systems (IS)**. An IS is a system consisting of several “interrelated components that work together to collect, process, store and disseminate information to support decision-making and control” (Jessup and Valacich 2008; Laudon and Laudon 1999). One of the fundamental characteristics of ISs is that they incorporate a socio-technical nature. ISs not only consist of software, hardware, and data components but also of organizational structures and people who use and interact with the system (Sunyaev 2020). As already stated in the Introduction, this is especially true for SEs. Their performance and results depend on both technical and social aspects. The technical aspects include architectural elements such as servers, databases and algorithms leading to the search results that match a particular search query. The dependency of the technical system’s outcome on human-generated input stresses the role of the social subsystem (Orlikowski 2007). Due to this entanglement of social and technical components, SEs can be defined as so-called *Socio-Technical Systems*.

In turn, the strong entanglement of SEs with social components leads to another important term for this work, **Critical Information Infrastructure (CII)**. Some ISs have become so essential for society that their disruption or malfunction will yield adverse consequences of critical magnitude, critical breadth, and
critical duration. Therefore, the term CII describes ISs, that in case of interruption can have disadvantageous effects on “vital essential societal functions or the health, safety, security, or economic and social well-being of people” (European Union 2008). As stated in the Introduction, the global SE market is dominated by only a few large providers. This resembles a largely monopolistic market structure of critical proportion. Since their position yields a competitive advantage through increasing data aggregation, large providers benefit of natural entry barriers for competitors. Therefore, it is not to be expected that a disturbance of the major providers could immediately be overcompensated by other providers. Additionally, due to the high market shares, the impact of a possible interruption or disturbance in one of the large providers would immediately affect a large user-base and therefore be of critical breadth. Thus, it is especially the level of concentrated power and the strong dependency, both on the end of the consumer and third parties, that account for the crucial role of SEs within society. Accordingly, SEs must be considered CII as they can have a severe impact on today’s way of information dissemination and thus people’s economic and social well-being (Sunyaev 2020).

**Relevant Concepts and Related Research**

As stated in the Introduction, SEs and their differentiation have already been in the focus of intense research. However, many existing SE comparisons on performance measures are based on isolated professional metrics from a system perspective. For example, Dritsa et al. (2020) propose an objective similarity score, using the content and ranking of search responses to measure SE performance. As a further example, Azzopardi et al. (2018) suggest a metric to measure the utility and costs of SE result pages. Whereas this focus may be necessary to evaluate technical details from a system perspective, it might not allow to holistically assess the socio-technical context of SEs, in a way that allows to explain their differentiation from a user’s perspective. Crudge and Johnson (2004) state that when trying to understand user-based evaluation constructs, the derivation of evaluation constructs defined by the system objective arguably adopts a bias towards a system view. To avoid this bias, they find the repertory grid technique suitable for determining user-based SE evaluation constructs and capture the broad range of relevant evaluation criteria from a user engaged with a system. The repertory grid technique is based on semi-structured interviews with the elicited data being recorded in a two-dimensional matrix. For their work, Crudge and Johnson (2004) used a sample of five SEs as elements which were presented to ten participants for dyadic elicitation to derive evaluation constructs that allowed discrimination of these SEs from user perspective. The suitability of this approach is suggested as the users’ view on a system is based on a subconscious set of evaluation criteria derived by experiences, prior knowledge and the judgement of systems or objects to be alike or different from others (Kelly 2003). Therefore, it might not be a decisive criterion how the SEs perform in terms of absolute measures but rather how they perform in relation to their competitors, representing the possible range of alternatives.

It follows that user-based SE evaluation will always happen as a comparison to what the user is already familiar with and therefore needs a certain framing. Using the repertory grid technique, Crudge and Johnson (2004) elaborate a foundation of user-based differentiation dimensions in five thematic areas with detailed influencing factors. These thematic areas were named “Result issues”, “Search mechanism”, “Features”, “Front page design” or “Advertisement”. Since Crudge and Johnson (2004) do not elicit the user-perceived importance of the thematic areas, they suggest deploying a large-scale survey for future work. A more detailed description of the areas, including their influencing factors, will be provided in Part I of the Methodology section.

The relativity of evaluation constructs from the users’ perspective is also stated by Brooke (1995) concerning the usability of ISs. Brooke (1995) argues that the usability of a system does not exist in any absolute sense and therefore is strongly context-dependent and subjective. To overcome this subjective nature of usability and allow a generalized system assessment that bears cross-system comparison, ten statements were introduced as items on a five-point Likert-scale that interviewees could agree or disagree with. The Likert-scale allows transforming individual opinions, perceptions or preferences into objective data with the help of an ordinal or interval scale. It therefore helps in the scientific assessment of attitudes towards a system by quantifying subjective preferential thinking in a validated and reliable manner (Joshi et al. 2015). To facilitate easy agree- or disagree- ment with the items, Brooke (1995) emphasizes that all statements should be formulated in first-person perspective and as extreme expressions regarding the topic being captured. By combining all ten items in a single score from 0-100, the SUS represents a composite overview of a
system’s overall usability and therefore allows to globally quantify single subjective evaluations. Moreover, an adaption of this approach seems especially suitable for the purpose of SE evaluation since it allows to translate single subjective user evaluation into aggregated objective data while respecting the users’ contextual nature of system evaluation. Additionally, when using multiple diversified statements, it permits to consider that from the users’ position, not only single aspects of the technical subsystem of an IS but the whole socio-technical system is being evaluated.

Using relative concepts for system evaluation is not only utilized in IS research but is also a common approach in strategic management when assessing a firm’s most efficient resource allocation. Grant (2005) suggests putting a firm’s resources and capabilities into perspective by assessing them based on the two criteria of relative strength and strategic importance (see Figure 1). By comparing the firm’s resources and capabilities in terms of relative strength to the aggregate of its competitors and considering their strategic importance, a firm can identify its key or superfluous strengths as well as key or irrelevant weaknesses. Whereas this framework was initially meant to identify the most efficient resource allocation for business purposes, it can be slightly adapted to assess the current fit of a firm to its market. Transferred to the context of SE evaluation from users’ perspective, an adaption of this framework seems to be useful when comparing the strengths and weaknesses of SEs and identifying their importance to the user.

![Figure 1. Framework for Appraising a Firm’s Resources and Capabilities as Suggested by Grant (2005)](image)

**Methodology**

According to the four identified objectives mentioned in the Introduction, we created the UCISE (see Figure 2) as a synthesized methodological research approach with four sequential parts to answer the two research questions. The UCISE is directly adapted to evaluate SEs but can easily be altered to fit other ISs. Part I focused on the derivation of SE differentiation criteria from the users’ perspective. Existing criteria from related literature were gathered and regrouped to form the basis of our work. Additionally, to reflect the current market and consider the latest developments of SE-providers, a compilation of existing SEs was considered to finally form our suggested set of ten criteria for SE differentiation from the users’ perspective. In Part II the ten criteria from users’ perspective were then assessed regarding their user-perceived importance by an online survey. In parallel, Part III addressed the performance ranking of three selected SEs by an expert-assessment. A set of professionals assessed the SE-performance in regard to the user-based criteria from Part I. Finally, in Part IV previous results could be combined to illustrate the overlap of different providers with user preferences (and thus their market fit) and create comparability between different providers.

**Part I: Derivation of Criteria for SE Differentiation**

The derivation of criteria for SE differentiation from the users’ perspective splits up into two components. The first component is based on former research of Crudge and Johnson (2004) using the repertory grid technique to derive five user-based evaluation thematic areas for SEs. Since establishing these five thematic areas originally aimed at unifying diverse user-derived statements from multiple semi-structured
Interviews, the thematic areas and their descriptions had to be logically regrouped and renamed as shown by Table 1 to assure a consistent criteria description as the basis of our research.

As it must be assumed that SEs have considerably evolved since the previous research of Crudge and Johnson (2004), the second component of Part I was introduced to ensure the criteria base’s topicality. To ascertain that the final criteria also allow differentiating the current market, the criteria-set derived with the help of previous research was logically extended. As a users’ evaluation construct is always based on experience, prior knowledge and the judgement of systems or objects to be alike or different from others (Kelly 2003), the logical extension of the criteria list was done by introducing additional criteria deemed necessary to compare and distinguish currently available SEs. For this cause, we compiled a set of over 500 SEs using various sources. Thereof, a set of 78 suitable SEs was derived by the exclusion of entries that were invalid (e.g. copyright update older than three years) or inappropriate for the context of our research (e.g. no website-indexing). The rules for exclusion and the complete list of 78 SEs can be taken from Appendix. Since a dyadic comparison of these 78 elements would have led to over 3000 direct comparisons, a random sample of 10 elements was used instead to reduce complexity. As this work aims to examine whether the current market imbalance reflects user preferences, this random sample was enriched by the six globally most-used SEs Google, Bing, Yahoo!, Yandex, DuckDuckGo and Ask (Statista 2020). This formed the final sample of 16 SEs used in Part I of this work, which can also be taken from the Appendix. The instances of this finalized SE sample were then compared in pairs, and new criteria were introduced whenever the derived criteria from literature (Table 1) were not deemed sufficient to state in which dimension the instances were alike or different.

These two components of Part I of the UCISE led to a final set of ten criteria as a basis for the evaluation of SEs from the users’ perspective. It is important to understand, that the identification of these criteria is an important prerequisite for a user-centered system evaluation since the following steps of the methodological approach build on these user-based criteria. The final criteria set, including a detailed description of each criterion with exemplary features, is presented in the Results.

**Part II: Determination of User-Perceived Criteria Importance**

To answer our first research question and identify criteria that are decisive for the users’ SE selection, the users’ perceived importance of the derived SE criteria was captured in an online survey. Online surveys offer the possibility to collect self-reported data, and as such, are an ideal tool to gain insight into the user’s perceived importance and preferences of the criteria (Bhattacherjee 2012). They are especially feasible by offering many advantages as a tool with efficient data collection, easy access to a large target group and low incurred costs (Selm and Jankowski 2006).

The survey design was chosen to contain three main parts: a general part about previous SE usage, the presentation and rating of the derived user-based SE criteria from Part III of the Methodology and a collection of demographic data. The detailed survey is available from the authors on request. By capturing
the users’ previous SE experience and usage, the first part of the survey served to verify representation of the current market situation within our set of participants and thus assured the suitability of the survey results for generalization (Weimann and Brosig-Koch 2019). Part three served a similar purpose by capturing demographic features about our set of participants. In the second part the participants of the survey were first asked to arrange the ten criteria in descending order, according to their perceived importance, which yielded in a priority list from the users’ position. Afterwards, the participants were asked to rate the ten criteria using a 7-step, symmetric Likert-scale (Joshi et al. 2015). This Likert-scale was chosen to range from extremely unimportant (weight 1) to extremely important (weight 7) with neither unimportant nor important (weight 4) as a neutral element. As mentioned in the Background section, this allowed to translate the subjectively perceived importance of SE criteria into an aggregate global mean. The 7-step Likert-scale was selected since it can increase the reliability of the participants’ responses in a survey compared to a 5-step Likert-scale. This originates from the fact that it provides more varieties of options which in turn increase the probability of meeting the participants’ subjective reality (Joshi et al. 2015).

<table>
<thead>
<tr>
<th>Dimensions from Crudge and Johnson, 2004</th>
<th>Regrouped/ renamed to</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Thematic area</strong></td>
<td><strong>Influencing factors (excerpt)</strong></td>
</tr>
<tr>
<td><strong>Result issues</strong></td>
<td>Content, quantity, balance</td>
</tr>
<tr>
<td></td>
<td>Layout</td>
</tr>
<tr>
<td></td>
<td>Viewing sites (e.g. sneak-a-peek)</td>
</tr>
<tr>
<td><strong>Search mechanism</strong></td>
<td>For obtaining results, ease of use</td>
</tr>
<tr>
<td></td>
<td>After obtaining results</td>
</tr>
<tr>
<td><strong>Features</strong></td>
<td>Directory, images, quantity</td>
</tr>
<tr>
<td></td>
<td>Languages</td>
</tr>
<tr>
<td></td>
<td>Presentation, location, visibility</td>
</tr>
<tr>
<td><strong>Front page design</strong></td>
<td>General, color, logo</td>
</tr>
<tr>
<td></td>
<td>Clarity and focus of search</td>
</tr>
<tr>
<td><strong>Advertisements</strong></td>
<td>Front page, results page, location</td>
</tr>
</tbody>
</table>

To verify the completeness of the provided criteria base, by an additional question, participants were given the opportunity to mention criteria that were missing in the provided collection from their perspective. Additionally, to ensure the validity of the user preferences, the constructs of SE criteria were described to the user in detail, utilizing the definitions and descriptions as presented in Table 2. Thus, the survey ensured a common baseline about the evaluated constructs for all survey participants. To further increase the validity of the survey results, countermeasures were taken to avoid the common method variance (Podsakoff et al. 2003). The Common Method Variance (CMV) is a variance, especially present in self-report questionnaires, that is created by the measurement method rather than by the construct itself (Chang et al. 2010). To prevent the CMV, the survey was designed following guidelines of Chang et al. (2010), such as encouraging participants to truthfully state their own opinion or asking for the demographic data at the end of the survey.
In conclusion, based on the results of the user-based criteria importance ranking on the 7-step Likert-scale, it was possible to finally calculate an importance score for each criterion. This was done by calculating the mean of the Likert-scale rating from Question 5 of the survey for each criterion in the following way:

\[
I_c = \frac{\sum_{i=1}^{7} (i \times n_i)}{N}
\]

- \(I_c\) = Importance score for criterion \(c \in R\)
- \(i\) = Position on Likert-scale \(\in [1,7]\)
- \(n_i\) = Amount of survey participants selecting position \(i\) on Likert-scale
- \(N\) = Total amount of survey participant

The priority list that was generated as a result from another survey question served as a control scheme to verify the plausibility of the calculated importance scores per criterion.

**Part III: Assessment of SE Performance per Criterion**

To answer the second research question about the relation of actual performances of SEs, it was first necessary to assess selected SE-performances in regard to the criteria from the users’ perspective. As stated in the Background section, user-based measures are defined by the context in which the assessed system is used and thus do not exist in an absolute sense (Kelly 2003). Since many user-based criteria such as ease of use or usability cannot directly be quantified in an objective way, user-based SE performance assessment and its measures must consider their context and perception dependency (Brooke 1995). To take these difficulties into account when attempting to objectively assess the subjective topic of usability, Brooke (1995) developed the System Usability Scale (SUS), which was introduced in the Background section. For this work’s purpose, the core principal of the SUS was adapted and modified to fit the UCISE approach for a user-based SE assessment. This was done by creating a questionnaire concerning SE performance in regard to the user-based criteria. This questionnaire contained between one and three statements for each of the ten user-based SE criteria. Within the final set of 21 statements, each item was created in such a way that it closely resembled one or multiple aspects of the respective user-based criterion-definition to allow the evaluation of SE performance from the users’ point of view. A 7-step Likert-scale was then used to measure the degree of agreement or disagreement with the provided statements. The scale ranged from strongly disagree (weight 1) to strongly agree (weight 7) with neither agree nor disagree (weight 4) as the neutral element. To facilitate easy agree or disagreement with the provided items, all statements were formulated in the first-person perspective and as extreme formulations regarding the criterion being captured. A complete version of the questionnaire is available from the authors on request.

Subsequently, a set of three diverse SEs was selected to be assessed regarding their performances. This set consisted of the market leader Google, the most popular privacy-focused competitor DuckDuckGo and an independent provider Gigablast which maintains an own website index. By selecting SEs that differ vastly in regard to multiple criteria, such as aesthetics or popularity, it was considered that user-based system evaluation is contextual and always takes place in relation to existing experiences. Therefore, the selection of extreme exemplary SEs aimed at easier assessment of crucial differences in regard to the user-based criteria. Additionally, by selecting distinctive and unique SEs, this work also aims at examining a diverse range of findings to provide different cases of possible results and assess the feasibility of the UCISE.

After creating the questionnaire based on statements related to the user-based criteria and the composition of the set of three extreme SE examples, the actual assessment of SE performance was conducted with the help of an expert assessment. This method was chosen because relying on the experiences and the intuitions of experts in judging the presented situations allows an assessment of situations that otherwise are hard to measure or cannot be measured directly (Boiko 2018). To allow for a well-founded assessment of the degree to which the three examined SE performed, we chose to select experts with a background in Information Technology (IT), computer science or User Experience (UX) as they possess in-depth knowledge of the matter and it can be expected, that due to their profession, they have a larger base of experience than the average user. Therefore, it was assumed that they can judge on a sounder and more qualified context regarding the SE performance in the user-based criteria and not only based on their immediate perception.

During the assessment process, the participants were provided with the definition of the ten criteria, as presented in Table 2. By presenting the criteria, we were able to raise awareness of the different focus points
in the context of this work and direct the experts focus towards a more perception-based view of the average user. Afterwards, the participants were provided with the landing pages of the SEs one after the other. They could interact and use each SE for a maximum of 20 minutes to become familiar with it and develop an opinion. The order in which the three SEs were provided was randomized for each expert. After the assessment was completed for all 3 SEs of our set, the participants were asked to state their degree of agreement or disagreement to the questionnaire statements on the 7-step Likert-scale. The expert-assessment was led and documented by an interviewer to avoid uncontrolled data entry into the results. This removed the need to randomize the statement or criteria order, as the risk of wrong or faulty entries was minimized. While rating the statements, the participants were allowed to revisit the landing page of each SE if needed. Since SEs constantly evolve, it is important to note that the assessment was based on the state of the SEs as of January 2021. Each SE’s performance was finally derived for each criterion by building the equally weighted mean of the expert agreement or disagreement to the statements assigned to the respective criterion.

As the questionnaire also contained negated statements, there was the need to negate their ratings to maintain score consistency. This was done by calculating $8 - x_{h,i}$ for the actual score for these statements. Further details on this approach can be drawn from Brooke (1995).

$$S_c = \sum_{i=1}^{j} \left( \frac{\sum_{h=1}^{k} x_{h,i}}{k} \right)$$

$S_c =$ Score for criterion $c \in \mathbb{R}$
$\hat{h} =$ Current statement in criteria $c$
$k =$ Total amount of statements for $c \in [1,3]$
$i =$ Current question
$j =$ Total amount of questions
$x_{h,i} =$ Score for statement $i$ from expert $h$, $x_{h,i} \in [1,7]$

Part IV: Illustration of Overlap of SE Performance with User Preference

As depicted in Figure 3, the final part of the UCISE combines the results of the three previous parts in an adaption of Grant’s (2005) framework (see Background section). This allows to visualize the fit of a SE to users’ preferences on the one hand and sets the ground for comparing performances of different SE providers on the other hand.

Based on the previous results, the ten user-derived criteria were considered as instances and arranged in a two-dimensional feature space for each examined SE. The two features of each criterion are the criterion’s user-based importance and the expert-based performance of a SE regarding this criterion. The user-based criteria importance is known from the online survey and is assigned to the x-axis of the adapted framework. It is labelled “perceived importance”. The higher the mean of the user-based importance ranking within the survey, the more important (further right) the respective criterion. Whereas the perceived importance of a criterion remains constant throughout all different frameworks, the second feature of each criterion varies depending on the performance of the examined SE within the user-based criterion. Since this performance is known by the expert assessment and based on comparing different providers with one another, this feature is labelled “relative strength”. Within the framework, the relative strength is assigned to the y-axis.

After plotting the data, the strengths and weaknesses of each SE were revealed. For example, if a SE performs well in a criterion that is important to the users, this yields a crucial strength. If it performs weak in an important criterion, this yields a major weakness. The other way around, if a SE performs weak in a criterion that is unimportant to the users, this is a minor weakness. If it performs well in this unimportant criterion, this results in a useless strength. Therefore, to perfectly address user preferences, the relative strength of a SE in regard to a criterion should at least match the user-perceived importance of this criterion. Thus, SE should outperform the market (represented by the solid horizontal line) in more important criteria and underperform the market only in less relevant criteria. Regarding the user priorities it follows that a SE should at least perform as strong regarding a criterion as the users perceive the importance of this criterion.
Thus a “perfect fit” to user preferences consists of criteria performances that match the frameworks diagonal line. The area over this curve marks an area when a SE outperforms the perceived importance in a certain criterion. Vice versa, the area under the curve indicates when a SE underperforms the perceived importance.

By changing the original x-axis of the framework that is suggested by Grant (2005) into user-perceived importance, the statement of the framework fundamentally changes. This change allows the evaluation of SE performances from the user’s perspective, permitting insights into a SE’s adaption to user preferences. Due to the large-scaled survey of Part II, one can assume that (at least to a certain extent) a large enough user-base is captured to reflect the general preferences of users on the SE market. Therefore, the adaption of the framework can be used to illustrate the market fit of an IS and is deemed suitable for our UCISE research approach. It will in the following be referred to as the UCISE framework which in our case is adapted to evaluate SE market fit.

Results

The following section provides the representation of the results of our research. To allow the reader to draw immediate conclusions about the methodological origin of the results, the presentation is divided into the four parts of the UCISE as depicted in Methodology section. Hence, we first present the resulting ten final criteria for SE differentiation from the users’ perspective. Subsequently, their user-perceived importance will be shown. Afterwards, the performance score of the three assessed SEs regarding the ten criteria is provided. Finally, the last part of this section puts all the previous results into context by arranging them in the dimensions of the UCISE framework adapted for SE evaluation (see Methodology Part IV).

Ten Criteria for SE Differentiation from Users’ Perspective

Part I of the UCISE methodology led to the finding of ten final criteria for the differentiation of SEs from users’ perspective as depicted in Table 2. Of these criteria, six were adapted from previous research by regrouping and renaming the five thematic areas from Crudge and Johnson (2004) and four criteria were derived from current market. The six criteria based on previous research were renamed to aesthetics, customization, disturbance of advertisement, ease of use, number of search-related features and search result quality. Additionally, the criteria automated personalization, popularity, privacy protection and social or environmental contribution were deemed necessary to differentiate the full range of current web search implementations. A detailed description of each criterion, including an exemplary specification, can be drawn from Table 2.

User-Perceived Importance of the Criteria

The conducted online survey of Part II of the methodological approach had 263 participants with a female to male ratio of 44.1% to 55.9%. The average age of the participants was 33.37 years, and 58% of the
participants stated to hold a bachelor’s degree or higher. When asked for their primary SE, 85% of the participants named Google, only 6% stated Ecosia, and 4% stated DuckDuckGo as their primary SE (5% stated other providers). The results concerning the importance score are depicted in Table 3. The ranking of the SE differentiation criteria according to their perceived importance on the 7-step Likert-scale revealed that search result quality is by far the most decisive criterion for SE differentiation from a users’ perspective.

| Aesthetics                  | Describes whether the SE has a pleasant visual appearance.  
| E.g.: The chosen colors and proportional arrangements on the provided website are well balanced. The design is perceived as aesthetically. |
| Automated personalization* | Describes the automated tailoring of the search results to the user based on the user profile.  
| E.g.: The SE automatically displays results based on my search history and personal information. It knows my individual preferences. |
| Customization              | Describes the possibility to control or alter the basic layout and default settings.  
| E.g.: The SE provides the possibility to modify and store presets which may alter search-behavior and/or visual default settings. |
| Disturbance of advertisement | Describes the non-existence of paid links within the search results or their placement in a non-disturbing position.  
| E.g.: There is no placement of advertisement within the list of results or in areas that are interfering with the search process. |
| Ease of use                | Describes how effortless it is to use the SE. High ease of use describes the absence of difficulty or great effort when using the SE.  
| E.g.: The SE is intuitive to use and easy to navigate. The desired features are easy to find. |
| Number of search-related features | Describes the scope and the variety of available functions that the SE provides in addition to the basic web search.  
| E.g.: There are plenty of available features like for example auto correction or proactive results (E.g., “do you mean XX”). Also refers to search filters like result restriction to images, videos or geographic regions. |
| Popularity*               | Describes that the SE is well known and used by many other users. |
| Privacy protection*       | Describes that the SE does not accumulate search requests or meta-data for other reasons than delivering results to the current search process.  
| E.g.: User data is not accumulated and post-processed for business purposes by the SE and/or is not passed on to third parties. |
| Search result quality      | Describes the delivery of qualitative results that enable the user to quickly find satisfactory information.  
| E.g.: A sufficient amount of relevant results is provided that can be found in appropriate time. They consist of the right amount of known and new links. |
| Social/ environmental contribution* | Describes that the search engine focuses on charitable contributions that serve other than pure business purposes.  
| E.g.: The search engine is committed to be CO2 neutral or donates money for charitable projects like social inequality or plastic waste. |

Table 2. Ten Criteria for SE Differentiation from Users’ Perspective. The Four Criteria that Were Derived from Current Market are Marked with an Asterisk (*)
with an importance score of 6.59 out of 7. The ease of use is ranked as the second most important criterion with an importance score of 5.3, followed by privacy protection with an importance score of 5.07. This importance ranking of the top three most important criteria is also confirmed by the survey control question that lead to the Priority list as displayed in Table 3.

The importance scores of the remaining seven criteria show that these criteria are all perceived as being between “neither important nor unimportant” and “rather unimportant”, (please recall that 4 was defined as the neutral element). Additionally, their scores indicate only one point difference between the fourth most important criterion (disturbance of advertisement with 3.81) and the least important criterion (customization with 2.96). Furthermore, it can be drawn from the priority list that for these seven criteria the ranking that was derived from the control question differs from the ranking of the importance score.

The additional question verifying the completeness of the provided criteria base only led to 17 mentions in total. After unification and grouping, four main topics were revealed. Four mentions concerned the interoperability of SEs between different devices, three mentions concerned the mobile friendliness and two were aimed at the transparency in regard to open source approaches. The speed of the SE was mentioned eight times.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Criterion</th>
<th>Importance score (Q5)</th>
<th>Priority list (Q4 - control question)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Search result quality</td>
<td>6.59</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Ease of use</td>
<td>5.3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Privacy protection</td>
<td>5.07</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Disturbance of advertisement</td>
<td>3.81</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>Social/ Environmental contribution</td>
<td>3.79</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>Number of search-related features</td>
<td>3.71</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>Popularity</td>
<td>3.61</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>Aesthetics</td>
<td>3.25</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>Automated personalization</td>
<td>3.07</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>Customization</td>
<td>2.96</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 3. User-Perceived Importance of the Ten Criteria for SE Differentiation from Users’ Perspective Sorted by Descending Importance Score

**SE Performance per Criterion**

The SE performance score per user-based criterion resulted from the expert assessment in Part III of the UCISE approach. The detailed results of the assessment are presented in Table 4. As already stated, it was ensured that all experts had profound expertise concerning IT or UX. Therefore, the set of experts consisted of two IT-consultants, a software developer, a hardware developer, a design thinking expert and a data scientist. As presented in Table 4, within the sample of three selected providers, Google achieved the best ratings in search result quality (6.22), ease of use (6.67), number of search related features (6.22) as well as aesthetics (6.33), automated personalization (5.67) and popularity (7). This way, Google dominates the selected competitors in six of the ten evaluated criteria. DuckDuckGo was rated best in privacy protection (6.50) and customization (3.67). Additionally, it shares the best score for social and environmental contribution (3.67) together with Gigablast. Besides social and environmental contribution, Gigablast also achieved the best score for the criterion disturbance of advertisement (7). A remarkable low performance for Google is its score in terms of privacy protection (1.67) which is not only its lowest performing criterion but also a remarkable difference to its competitors. Both Googles’ and DuckDuckGos’ performance is above
the neutral element of 4 in eight of ten examined criteria. In comparison, Gigablast performs below the neutral element in eight of the ten criteria. The lowest overall score is achieved by Gigablast concerning the criterion popularity.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Google</th>
<th>DuckDuckGo</th>
<th>Gigablast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Search result quality</td>
<td>6.22</td>
<td>5.28</td>
<td>1.94</td>
</tr>
<tr>
<td>Ease of use</td>
<td>6.67</td>
<td>6.42</td>
<td>3.75</td>
</tr>
<tr>
<td>Privacy protection</td>
<td>1.67</td>
<td>6.50</td>
<td>5.5</td>
</tr>
<tr>
<td>No. of search-related features</td>
<td>6.22</td>
<td>5.17</td>
<td>2.94</td>
</tr>
<tr>
<td>Disturbance of advertisement</td>
<td>5.25</td>
<td>5.33</td>
<td>7</td>
</tr>
<tr>
<td>Social/ Environmental contribution</td>
<td>3.5</td>
<td>3.67</td>
<td>3.67</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>6.33</td>
<td>6.17</td>
<td>1.83</td>
</tr>
<tr>
<td>Customization</td>
<td>4.39</td>
<td>6.06</td>
<td>2.5</td>
</tr>
<tr>
<td>Automated personalization</td>
<td>5.67</td>
<td>2.33</td>
<td>2</td>
</tr>
<tr>
<td>Popularity</td>
<td>7</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4. Averaged SE Performance Scores per Criterion and SE. Bold Scores Represent the Best Score per Criterion Across the Three SEs

**SE market fit**

The last part of the results combines the findings of the three previous methodological Parts I-III. This is realized by the UCISE framework, which visualizes the fit of the three expert-assessed SEs to the importance of the user-based criteria. Figure 4 illustrates the market fit for the market leader Google. Starting from the top right, Google has a strong performance concerning the search result quality which is the most important criterion to SE users. Nevertheless, with 6.22 the performance in terms of search result quality still slightly lacks behind in relation to the user-perceived importance of this criterion which is 6.59. This is reversed when it comes to the second most important criterion ease of use. With 6.67 Google’s performance is very strong whereas the user only perceives this criterion as rather important (5.3). Overall, Google’s strong performance in terms of search result quality and ease of use regarding the two criteria perceived as most important lead to crucial strengths.

A crucial weakness however shows when looking at Google’s weak to very weak performance in terms of privacy protection (Recall that this criterion is perceived third most important by the users). Google’s performance in regard to almost all of the remaining seven criteria remains above the perfect fit. Nevertheless, the remaining seven criteria are all rated between neutral and rather unimportant in regard to their perceived importance which makes Google’s performance in these criteria being classified as useless strengths. The only exception is social/ environmental contribution being a minor weakness.

The UCISE-frameworks of all examined SEs are depicted in Figure 5 with Google’s framework being shown gain in part (a). DuckDuckGo’s fit is illustrated in part (b) in the upper right of the figure. With 5.28 its performance in terms of search result quality is only scored as rather strong and therefore lower as Google’s score. Nevertheless, when it comes to ease of use DuckDuckGo nearly performs as good as the market leader. In terms of the third most important criterion, namely privacy protection, DuckDuckGo outperforms Google by far. Similarly, to Google’s performance, DuckDuckGo also performs above the line of the perfect fit for the seven criteria that are perceived less important. The criterion automated personalization is an additional minor weakness to Google’s minor weakness in social/ environmental contribution.
Gigablast’s market fit is shown in part (c) of Figure 5. In general, its performance is rated very contrary to that of Google. This can be drawn from the weak performance in the most important criterion search result quality. In this regard, Gigablast only scores 1.94 (Likert-scale for performance ranking started at 1).

Additionally, Gigablast only scores a 3.75 in regard to ease of use. This yields two major weaknesses concerning the two criteria that are perceived as most important by the users. Gigablast’s only crucial strength is the privacy protection where it nevertheless falls short of DuckDuckGo’s score. With a very strong performance regarding the disturbance of advertisement, Gigablast achieves a useless strength. In regard to all remaining and rather unimportant criteria, Gigablast’s performance yields six minor weaknesses.

To summarize, Google dominates the examined SEs in regard to the two most important criteria search result quality and ease of use. DuckDuckGo takes the lead concerning the third most important criterion, privacy protection and otherwise largely resembles Google’s performances. With disturbance of advertisement the third examined SE Gigablast only dominates a criterion that users perceive as neither important nor unimportant. A clear dominance regarding the remaining seven criteria that are perceived as rather unimportant cannot be observed. Nonetheless, Gigablast’s performance mainly yields minor weaknesses concerning these criteria, whereas the other two providers mainly show useless strength.

Discussion

In order to better understand the overlap of user preferences with SE performance, we synthesized the UCISE approach for ISs with four sequential parts and directly applied it to SEs. Through this approach, it was possible to assess decisive criteria for the users’ SE selection and differences between market leaders and competitors from the users’ perspective. First, we derived ten criteria that allow a SE differentiation from the users’ perspective (see Table 2) by building on differentiation schemes of previous research and introducing additional constructs with the help of currently available SEs on the market. Second, we examined the user-perceived importance of these ten criteria with the help of a large-scale survey with 263 participants that was deployed online. This led to the result of only three of the presented criteria being perceived as important in the eye of the users. The criterion with the by far highest importance is the search result quality. This criterion is the only one that is perceived as extremely important within our research. The second and third most important criteria are the ease of use and the privacy protection both being perceived as rather important by the users. The remaining seven criteria for SE differentiation from users’ perspective are all perceived as being neutrally important or rather unimportant (see Table 3). Third, our methodological approach led to the performance assessment of three diverse SE providers (Google, DuckDuckGo and Gigablast) with the help of experts that have a professional relation to IS.
Figure 5. Market Fit of (a) Google (b) DuckDuckGo (c) Gigablast and (d) Combination of all Three Providers. (Source: Own Visualization)
Fourth, the results of the expert assessment as well as all previous findings were combined in a common framework. This UCISEs framework opposes an ISs (in our case SEs) performance regarding the user-based criteria to their user-perceived importance and thus leads to a visualization of a systems’ market fit. It additionally allows to compare different providers to one another on an aggregated level. The combination of all findings in this manner resulted in the observation that Google outperforms its competitors in the first two most important criteria (search result quality and ease of use) but largely lacks behind in terms of privacy protection although this criterion is perceived as third most important to SE users. Therefore, Google’s performance in regard to search result quality and ease of use yield crucial strengths and its weak privacy protection can be considered as a major weakness with both DuckDuckGo and Gigablast outperforming Google in this respect.

Our results indicate that it is worth noticing that user-based SE evaluation is done by a multidimensional construct of criteria that evolves over time and is not purely content related. In the previous work of Crudge and Johnson (2004), five thematic areas for SE differentiation from a users’ perspective were identified. However, within our work these areas had to be regrouped to six criteria and appended with four additional criteria for allowing differentiation of the current market situation. One example is the recent tendency towards a focus on social and environmental contribution in all industry sectors, which has gained a lot of attention lately (Ruch et al. 2011). Due to this evolving behavior of evaluation constructs and the underlying exploratory nature of the UCISE approach, it has to be stated that it cannot fully be ensured that the elicited ten criteria reflect the topical users’ perspective in a holistic manner. Nevertheless, our survey results indicate that with a total of 17 mentions, there were only a few suggestions for additional evaluation dimensions. Considering that the provided ten criteria descriptions already partially contained those additional suggestions, this finding is further put into perspective. For example, the suggestion of speed as an additional criterion is already partially contained in the description of search result quality by the wording “...in appropriate time...” (see Table 2). Additionally, it could be argued that ease of use is defined broad enough to also include the suggestion of mobile friendliness.

The findings about the perceived importance of the ten criteria illustrate that users mainly evaluate SE based on the three criteria search result quality, ease of use and privacy protection. This result is partially in line with the findings of a recently published paper of Prüfer et al. (2020), who assessed the data-drivenness of the current SE market by a discrete choice experiment. They find that both a reduction in the quality of search results and the degree of personalization (which is concluded as an equivalent to our definition of privacy protection) of a search engine have a significantly negative effect on user satisfaction. Additionally, Prüfer et al. (2020) also consider the number of ads to have a significant effect on user satisfaction, whereas in our work the disturbance of advertisement was perceived as neither important nor unimportant and thus did not show an equally significant effect on users.

Prüfer et al. (2020) also indicate that the criteria that they find to be significant do not have an equal weight, with the quality of search results being roughly twice as important as their definition of privacy protection (degree of personalization). This is also shown within our findings. It can be noted that there is already a significant margin within the averaged criteria importance within our research (search result quality with 6.59, ease of use with 5.3 and privacy protection with 5.07). This indicates that the search result quality, as the only criterion rated extremely important, largely dominates all other criteria. This should come as no surprise, given the fact that search engines are massive information retrieval systems (Seymour et al., 2011), tasked with finding and presenting relevant information to the user. An even larger gap shows between the third and fourth most important criteria with disturbance of advertisement being rated as neither important nor unimportant (3.81) on average. Hence, the large margins may suggest the classification of all ten criteria into three different levels of importance. Following this reasoning, the first importance level is suggested to consist of search results quality alone, the second level includes ease of use as well as privacy protection and the third level contains the remaining seven criteria.

Additionally, it is noteworthy that the seven criteria of the third level are only separated by 0.85 points in their importance score. This level is bounded by the fourth most important criterion disturbance of advertisement with an importance score of 3.81 and customization with the lowest overall importance of 2.96. Moreover, within the third importance level some criteria are only separated by 0.1 points in their importance scores. Keeping in mind that by these scores, the criteria are rated as neutrally important to rather unimportant, this suggests that users do not perceive them as decisive for the SE differentiation. This conclusion is supported by the results of the survey control question that yields the criteria priority list (see
Table 3). Within this list the same seven criteria are placed fourth to tenth rank but their order changes considerably. This supports the assumption that criteria of the third importance level are indeed perceived as less important and that their ranking could be interchangeable in contrast to the criteria of the first two importance levels that keep a consistent order in both the importance score and the priority list.

Another interesting aspect concerning the perceived importance of the criteria is that user preferences could appear to be slightly inconsistent or contradicting. As already stated, search result quality was ranked as the dominant criterion by a substantial margin. It therefore may seem surprising to find that privacy protection was rated as the third most important criterion. As previous research has shown, SE providers rely on personalization strategies to increase their perceived search result quality (Hannak et al. 2013; Teevan et al. 2010). Due to the necessity of aggregated user data in this regard, this comes at the cost of a users' privacy (Castellà-Roca et al. 2009). Hence, one can conclude that there is a trade-off between a high search result quality and privacy protection because a higher search result quality can be achieved by neglecting the users' data privacy. It follows that automated personalization and search result quality have an inverse effect on privacy protection. Nonetheless, by a high perceived importance of both search result quality and privacy protection and at the same time with automated personalization being perceived as rather unimportant (see Table 3), our findings of the survey suggest that users are not aware of this direct relation. One possible explanation for not perceiving this dependency could be the lack of knowledge and understanding of the general concept of personalization and how it is applied in the context of SEs. Untrained users without sufficient in-depth knowledge about technical details of search algorithms might not consider the logical connection between the criteria in their mental evaluation process. Another possible explanation for the high perceived importance of privacy protection could be a phenomenon known as the “privacy paradox”. This phenomenon describes the discrepancy in a users’ self-proclaimed preference to not disclose personal information and their actual behavior. While participants of surveys seem to place a high value on their privacy, they often disclose a lot of data for very little benefit in their actual behavior (Norberg et al. 2007). Hence, it is possible that the participants of our survey rated privacy protection according to their self-proclaimed intentions instead of their actual preference or behavior. Whereas the actual cause of this discrepancy is of great interest, a detailed examination of the underlying phenomenon was beyond the focus of this work. However, it must be kept in mind that concerning the importance score of privacy protection might overdraw the real influence of this criterion on a users’ SE selection.

The findings derived by the UCISE framework concerning the market fit of our three examined SEs indicate that alternative SE providers like Gigablast and DuckDuckGo cannot keep up with Google's performance regarding its major strengths in search result quality and ease of use. Nevertheless, there are considerable differences between the two examined alternative competitors in terms of the performance gap to the market leader. Whereas the performance differences of Gigablast and Google are considerably large and therefore could explain their different market shares (Statista 2020), DuckDuckGo realizes a much more similar performance to Google (see Figure 5, d). The major differences of DuckDuckGo and Google arise from the three most important criteria. When considering Google's dominant market share (Statista, 2020), even DuckDuckGo's much stronger performance in terms of privacy protection does not seem to overcompensate its slight deficit of performance regarding the two most important criteria search result quality and ease of use.

This may be caused by two possible reasons. A first possibility is that, the already explained “privacy paradox” manifests in the results. Alternatively, this disproportional impact of criteria could lead to the assumption that the underlying Likert-scale for the ranking of the perceived criteria importance is not equidistant. In other words, it indicates that the difference between rather important and important is not the same as the difference between important and extremely important. This refers to a well-known discussion among researchers with two schools of thoughts where one claims the Likert-scale to be an ordinal scale and the other insisting on it to be an interval scale (Joshi et al., 2015). With the already mentioned findings of Prüfer et al. (2020), this once again supports the conclusion that performance deviations in more important criteria play a disproportionately large role for the users. This topic is taken up again in the Conclusion.

The findings about the user preferences yield three implications for SE providers in practice. First, in order for a SE provider to match the users’ priorities, it is essential to focus on three distinctive criteria. Thereof, the main focus should be a providers’ search result quality, as it is the only criterion that is perceived as extremely important by the users. Subsequently, an emphasis should be laid on the ease of use which is
perceived as rather important to important. Privacy protection is ranked with almost the same importance as ease of use and therefore should not be neglected by providers either. Nevertheless, when putting this result in the context of Google's major weakness in privacy protection and also taking into account the “privacy paradox”, it follows that providers may overcompensate a weak performance in privacy protection with a strong to very strong performance in the two most important criteria. Still, especially for Google’s competitors a credible focus on privacy protection should not be neglected and might be a differentiating criterion to the market leader due to its rather high importance.

Second, in regard to the market fit, it can be concluded that small providers may neglect strong performances in the seven criteria that are perceived as least important by the users, as this only yields in useless strengths. Especially when alternative providers face the problem of sparse resources the focus on more important criteria has a by far bigger impact on the market fit and user preferences.

Finally, when considering the dominating importance of the search result quality together with the findings of Prüfer et al. (2020) about the direct influence of data aggregation on the quality of search results, it can be concluded that there is a huge entry barrier for small competitors. Due to Google’s high market share and thus large access to user data, it may be a considerable challenge for competitors to achieve an equally strong performance in terms of search result quality.

In addition to useful findings for practice, we find that this work also helps at expanding the existing, scientific knowledge base about user preferences in web search. In this regard, we see three main implications for research. By the derivation of ten criteria for SE differentiation from the users’ perspective, this work provides an extensible foundation for user-based evaluation of SEs and insights into evaluation constructs from the users' point of view. Thereby, the findings emphasize that in order to understand a users’ evaluation construct, it is important to holistically focus on the socio-technical nature of SEs instead of isolated technical aspects. Furthermore, by providing findings about user-perceived importance of the criteria base, this work may contribute to existing and future explanations of market imbalances, failures or other market-related phenomena when assessing the SE market. Finally, the synthesized UCISE approach, though being highly exploratory, may illustrate an initial starting point for the other evaluations of IS from user perspective. This approach consists of four steps containing a criteria derivation from the eye of the user, an assessment of their importance, an evaluation of the examined ISs in regard to the derived criteria and finally the comparison of the results in a visual UCISE framework that helps at comparing different systems and visualizing their market fit.

Nevertheless, the exploratory nature of the research approach leads to the fact that it naturally is not without limitations. First of all, the provided findings within this work are limited to the scope of SE research from users’ perspective since the criteria are highly context-dependent and cannot serve as general criteria to evaluate IS. The UCISE therefore needs to be adapted to the respective research focus. Additionally, the results of our work only cover a first insight into the user-perceived importance of the criteria base that is limited to the description, as provided in Table 2. Therefore, the findings require careful abstraction if they are taken into account when explaining the current SE market imbalance. It should be clear to the reader that there are many additional (external) influencing factors that yield market success. These include among others, the pre-installation of SEs on the respective user devices, the users’ force of habit, familiarity with other ISs in use or network effects and much more. Additionally, as stated by Prüfer et al. (2020), there is a vicious circle that leads to a self-enforcing effect of market dominance. This is caused by the better access of market leaders to user data which yields in stronger performances in regard to a SE’s search result quality.

Further limitations of our work arise from possible distortions that were introduced by the exploratory nature of our methodological approach. Although it was tried to keep the influences to an absolute minimum, it needs to be mentioned that regardless of all efforts made, it must be assumed that there is a remaining bias especially in the first three parts of the UCISE approach. Firstly, the derivation process of the ten final criteria inevitably introduces a certain bias towards the authors perception and also remains to be dependent on the respective IS sample itself. Additionally, this step might introduce a bias that influences the results of the second part of the methodological approach. It is to be expected that the design of the descriptions of the ten criteria imposes a bias towards the survey participants’ importance ranking. Furthermore, when taking a closer look at the demographic composition of the survey participants, it became evident that, with an average age of 33.37 years across all survey participants, our survey population is about 8 years below the average age in the European Union and consists of more academics (Eurostat...
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2019). This suggests the existence of a slight bias introduced by our selection of communication channels. Nevertheless, when viewing the survey results in regard to the participants’ primarily used search engine, the shares of providers among the participants largely resembled the actual market shares of (Statista 2020, e.g. Google was stated primary SE by 85%). Therefore, we conclude that the results of this step should still be representative for a more general population. Additionally, the results in criteria importance of the introduced survey are also confirmed by the results of Prüfer et al. (2020), who managed to obtain a more diverse population and 821 participants. Subsequently, in the third part of the created UCISE approach it needs to be noted that the performance score per SE is strongly dependent on the statements that are provided to the assessing experts as well as on the experts themselves and their expertise.

Despite the limiting factors, each step of the chosen approach was selected carefully. The synthesis of the UCISE approach as well the findings derived by its application to SEs remain to be more of an initial step towards insights on the overlap of user preferences with search engine performances. Therefore, the reader should carefully reflect and abstract the provided insights as there remains the challenge of further objectification and bias minimization.

Conclusion and outlook

Since SEs are ISs incorporating both social and technical aspects, single scientific metrics with a technical focus lack meaning for their multidimensional evaluation from the untrained users’ perspective. Therefore, to explain the current market imbalance and concentration of power among a few SE providers, it is essential to focus on the user perspective and preferences during contextual interaction with the whole socio-technical system. To approach the user-centered evaluation of SEs, the aim of this work was to carve out distinctive criteria that are decisive for a users’ SE selection on the one hand (RQ1), and to assess the performance of selected providers in relation to the current market leader Google on the other hand (RQ2). In order to provide a methodological approach that allowed answering this question a User Centered Information System Evaluation UCISE was created and applied.

There are three key findings that follow from our research. First of all, SE evaluation from user perspective is multidimensional and we suggest an initial set of ten criteria to gain insights into the users’ SE selection. Second, based on our deployed survey, we find only the three criteria search result quality, ease of use and privacy protection to be perceived as especially important in terms of user preferences. Thereof, users attach a particular importance to the search result quality. Third, according to our evaluated set of SEs, Google is able to score the best in the two criteria that are perceived as most important by the users and can thus overcompensate its major weakness in terms of privacy protection. With this performance, Google is able to dominate the other examined competitors DuckDuckGo and Gigablast. This could be one of many factors that helps at explaining, Google’s market dominance and thus the large imbalance on the current SE market.

As our work is a first exploratory research approach for identifying possible reasons for Google’s dominant market position, there are several possibilities of how our research could be continued. As presented in Methodology section, multiple precautions were taken to minimize the extent to which a bias could interfere with this work. Nevertheless, as stated in the Discussion, it must be assumed that there is a remaining influence of distortion due to the exploratory nature of the UCISE research approach. Thus, future research might be necessary to further minimize distorting influences.

It is essential to mention that, if a user perceives a SE along multiple dimensions, then all of these dimensions must be evaluated when holistically assessing the system. If this is not the case, then any conclusions drawn from the evaluation may themselves be subject to bias stemming from selection of certain measures (Crudge and Johnson 2004). As mentioned in within the Discussion, the online survey gave participants the possibility to state SE characteristics that were important to them. Although, this did not yield in identifying major new criteria, some suggestions were made by the survey participants that indicate the need for further refinement of the criteria-base in future research. A first suggestion in this direction would be the repetition of the research described in Crudge and Johnson (2004) with the input of a SE set that reflects the current SE market (like the one used within this work) to verify the completeness of our derived criteria list or identify additional ones.

Additionally, since deviations of a SE from the perfect fit to user preferences seem to be more relevant in more important criteria than in less important criteria, this raises the question, whether the underlying...
importance scale of user preferences contains an exponential nature. Our findings in the last part of the Results indicate, that deviations from the perfect fit seem to be more relevant the further right the criterion is placed, which is in line with the findings of Prüfer et al. (2020). Therefore, it might be of interest to continue research concerning the nature of the gradation of user-perceived importance regarding the differentiation criteria.

The expert set presented in this study consisted of 6 experts only. The small sample size of expert opinions is susceptible to extreme individual opinions or misconceptions among the experts. By increasing the number of participants in the expert assessment, one could reassure robust and reliable ratings concerning the performance of examined SEs, leading to an increased reliability of the performance ratings. As a final suggestion for further refinement of the expert assessment we additionally suggest increasing the number of statements per criterion that lead to the experts’ agree- or disagreement in order to increase the robustness of the SE performance score. Alternatively, there might generally be other suitable approaches to assess the performance of SEs in regard to the user-based criteria.

Finally, for further continuation of our work it could be of interest to enlarge the set of examined SEs as this will yield more insights concerning possible explanations for the current market imbalance. Therefore, we suggest the expansion of the examined SE sample, for example by considering larger competitors of Google, such as Bing, Baidu or Yandex to assess how far off user perceive their strengths and weaknesses in relation to the market leader. In doing so, one would be able to gain further insights towards the current SE market situation and Google’s uncontested reign.
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Appendix

**Derivation of the set of 78 SEs**

The final set of 78 SEs that was used to derive the 10 final SE-evaluation criteria was compiled in the following way. Using the databases of https://searchengine.party/, https://searchenginearchive.com/ and https://en.wikipedia.org/wiki/Search_engine a compilation of over 500 SEs could be derived. This compilation was then processed to a final set of 78 SEs using the following rules:

- Exclusion of SEs that were not available via a public domain
- Only included SEs that do website indexing (No people or product SEs)
- Exclusion of SEs that are limited to certain topics (e.g. vertical SEs), geographic regions or users (e.g. children)
- Exclusion of inactive SEs or SEs that are too old (e.g. copyright update older than 3 years)
- Exclusion of sister domains
- Exclusion of SEs that don't offer language support for neither English nor German
- Exclusion of SEs that only offer own start page and redirect to other sites for results
- Exclusion of SEs that were criticized to be malware or spyware
- Exclusion of sites that were permanently on maintenance during the research period

The final set of 78 SEs is available from the authors on request
Abstract

Background: Chronic diseases like type 2 diabetes that are often related to weight, and unhealthy lifestyles are becoming more common with some researchers even speaking of epidemics. mHealth technology combined with social comparison might help many people to become more active and healthier.

Objective: This literature review aims to research the current use of the social comparison theory in mHealth research.

Methods: A systematic literature review was conducted in six electronic databases (ProQuest, Scopus, PubMed, ScienceDirect, ACM Digital Library and IEEEExplore). After applying the inclusion and exclusion criteria, 23 qualified papers were evaluated.

Results: The majority of research was conducted in the context of fitness apps with the purpose of fighting obesity and physical inactivity. The mHealth research is largely carried out on smartphones due to low cost and simplicity compared to activity trackers. Therefore, social comparison theory was mainly applied as a persuasive behaviour change technique (e.g. leaderboards).

Conclusion: We conclude that social comparison features have a high potential in mHealth applications but are still in a trial phase regarding the extent and the possibilities to give the user maximum enjoyment and satisfaction. However, the observed users felt more motivated by other behaviour change techniques such as goal-setting, feedback and self-control.

Keywords: social comparison, mHealth, literature review, persuasive behaviour

Introduction

Motivation

Nowadays, more and more people are seeing the importance of being active and maintaining a healthy lifestyle. Public health education contributed to the fact that the belief of one’s lifestyle affecting the longevity is ingrained in Western societies (Newsom et al. 2005). In the beginning of every year, the internet, TV and magazines are flooded with advertisements for weight loss, fitness apps and health products. Furthermore, preventable chronic diseases like type 2 diabetes that are often related to weight and unhealthy lifestyle are becoming more common and some researchers are even speaking of epidemics (Wilding 2014). This shows that many people are actively looking for better ways to improve their health while others are overwhelmed or need individual advice to make their life and lifestyle healthier.
Many companies have realized the enormous potential of catering health services to these patients and customers. In particular, the proliferation of electronic health applications and smart devices (Statista 2019a) is facilitating their business endeavours. They make it easier than ever for consumers and patients to have access to health advice, fitness motivation or health tracking at all times (Meng et al. 2019). “The use of information and communication technology for health” is generally referred to as eHealth, with mobile health or mHealth specifically meaning “medical and public health practice supported by mobile devices, such as mobile phones, patient monitoring devices, personal digital assistants (PDAs), and other wireless devices” (WHO 2011). However, not only the WHO acknowledges the future relevance of this health segment. The mHealth market is projected to grow over 25% the next few years to reach a volume of more than USD 150 billion (Grand View Research 2018). Especially preventive healthcare and technical innovations are drivers for the increasing numbers. With the soaring amount of mHealth apps and their immediate availability over smartphones, patients and their providers are enabled to continuously monitor, discuss and improve the patient’s health. Particularly, monitoring services, diagnosis services and healthcare system strengthening services are predicted to play major roles in the future (Grand View Research 2018). However, the mHealth market does face some challenges. Some of these challenges are more obvious such as the technological characteristics of the used devices like the computing power or screen sizes. In addition, many users are concerned about privacy and security of the devices and how the applications processes user data (Consolvo et al. 2006). The provided data is often highly sensitive and mHealth apps are attractive to getting hacked (S. Bhuyan et al. 2017).

All this potential and wide-spread usage begs one big question: How do you effectively design and develop mHealth devices and apps? Since mHealth involves both technology and the users’ health, designers and developers need to keep technology acceptance and individual (health) behaviour in mind. Applications need to have a reasonable use case and be simple enough to be usable for even tech novices (Gurupur and Wan 2017). There are several factors that contribute to a successful usage. Health consciousness for example can moderate the credibility of mHealth applications (Meng et al. 2019). Gamification elements like leaderboards in fitness apps have a positive impact on users’ attitude to use mHealth applications. Especially the competitive factor of such elements contributes to increased physical activities (Wu et al. 2015). Partially responsible for this notion is the social comparison between app users. The social comparison theory goes back to Festinger (Festinger 1954) who explained the competitive behaviour of humans as a socio-psychological process. This process drives people to self-evaluate by comparing themselves with others in order to get a feeling where they stand with their performances. The social comparison is not anything particular new and has been applied in a variety of setting over the last 60 years. However, since the mobile health market has only developed over the last 5-10 years, the application of social comparison in this research area is very sparsely. Nevertheless, the potential of using this comparison process to better cater mHealth devices and applications is undeniable. This leads to our research question:

**RQ: How is the social comparison theory applied in mHealth research?**

**Objectives**

The goal of this paper is to examine the current use of the social comparison theory in mHealth research to show research gaps and future research areas. In order to fulfil this goal, we perform a systematic literature review to get an overview of existing mHealth research. We then analyse relevant publications in order to highlight where the social comparison theory is already used in mHealth studies.

**Structure**

The next chapter describes the theoretical background of this paper. First, the social comparison theory is explained in greater depth. Additionally, mHealth and some mHealth research papers are outlined to show what typically is researched in this topic. Chapter three then presents the methodological approach of this paper. The ideal-typical approach for a systematic literature review is set out and we explain how we collected the papers and what inclusion and exclusion criteria we used for the selection process. Additionally, we disclose how we analysed the papers. In chapter four we present the selected papers that resulted from the literature review. These papers are then discussed in chapter five. Before we conclude our work by summarizing the findings in chapter seven, the limitations of our work are presented in chapter six.
Theoretical Foundation

Social Comparison Theory

In this segment, the theory of social comparison which Festinger established in 1954 will be presented in more detail. Social comparison is a pervasive social phenomenon (Suls et al. 2002) which can be defined as an individuals need to compare the status of the self with other individuals or groups in order to evaluate or improve the own performance (Hoorens and Damme 2012). In the words of Festinger (Festinger 1954), the drive for self-evaluation is based on comparison with other individuals.

Social comparison can be characterized by the direction in which it is performed which can be either upward or downward (Latané 1966). This means that individuals compare themselves to others whether they are better-off or worse-off (Buunk et al. 1990) in a variety of dimensions, such as status, capability and achievements (Shang et al. 2012). Although the target dimension to be compared can have both positive and negative effects, it is not intrinsically linked to either direction (Wu et al. 2015). “Rather, both upward and downward social comparisons are capable of generating positive or negative affective responses, depending on which aspect of the comparison is focused on” (Buunk et al. 1990). Indeed, a comparison results in either positive or negative consequences depending on whether the comparing individual represents themselves and the individual to be compared as the same or different, i.e., identification or contrast (Bailis and Chipperfield 2006).

Research has shown that individuals tend to compare themselves with others slightly better-off (Buunk and Gibbons 2007; Wheeler 1966), which supports Festinger’s hypothesis of an unidirectional upward drive in social comparison (Festinger 1954). Furthermore, the comparison to individuals or groups better-off provides two signals. On the one hand, individuals know that they are not performing as good as others but on the other hand it is possible for them to improve their current status (Wu et al. 2015). The exposure to upward targets provokes self-enhancement and can result in a motivational boost to become as good as the individual or group compared (Lockwood and Kunda 1997; Wheeler 1966). On the contrary, downward comparison gives comparers the information that they are not as bad off as others but at the same time they get the signal that there exists the possibility to get worse (Buunk et al. 1990). The positive outcome of a comparison to individuals or groups worse-off can be mood improvement by knowing you are better than others (Gerrard et al. 2005). “In addition, many correlational studies in populations facing some kind of threat have shown that well-being (...) is positively associated with perceiving oneself as better off than others (Buunk and Gibbons 2007).

As a conclusion from either upward or downward direction, it can be said that comparers who focus on the positive aspects of the same information may feel better, while those who focus on the negative aspects may feel worse (Wu et al. 2015). So how you feel in response to the information that another person is better or worse off than you may depend on how you interpret the information (Buunk et al. 1990). Regardless of either upward or downward comparison, Festinger (Festinger 1954) claims that when comparing a large number of individuals, one chooses the individual that is closest to his or her own performance. Particularly in the upward comparison of the self to individuals who are far from one’s own performance, self-deflation may occur because the better one seems unattainable and one’s own performance is perceived as fixed and unimprovable (Lockwood and Kunda 1997). Brown et al. (Brown et al. 2007) found a further characteristic feature of the theory of social comparison in their investigation of two different comparison environments. In their study, the focus is on competitive and cooperative environments. The researchers’ conclusion is that competitive environments are likely to favour contrasting effects due to their focus and reward of individual performance, while cooperative environments may favour assimilation effects. In other words, competitive contexts promote a mindset in which the emphasis is on the self, leading to contrast effects, while cooperative contexts promote a mindset in which the emphasis is on the group, leading to assimilation effects.

Mobile Health (mHealth)

Due to the ongoing worldwide growth of mobile phone subscriptions and the penetration of smartphones, various mHealth initiatives are getting launched and established around the globe (ITU 2019). In 2011, the World Health Organization (WHO) elaborated a survey in order to determine the status of mHealth activity in the member states. The largest activity of mHealth initiatives were observed in the categories of health
call centres and emergency toll-free telephone services (WHO 2011), whereby the majority of activities was limited to small-scale projects mostly in pilot stage (WHO 2011). High-income countries reported more initiatives in general (WHO 2011) as well as more complex projects in the field of patient monitoring (WHO 2011).

Three major challenges can be derived from existing literature, namely: More research in order to provide policymakers a solid scientific foundation, cross-functional collaboration for the integration in existing health care systems and the fulfilling of high privacy and data security standards (WHO, 2011). In order to address the lack of formal evaluation in mHealth initiatives (WHO 2011) the US National Institute of Health organized the “mHealth Evidence Workshop” where researchers came together and discussed the current evaluation standards (Kumar et al. 2013). This study showed methodologic issues in evaluating programs and endorses for further transdisciplinary scientific research in this filed (Kumar et al. 2013).

This is also supported by researchers from Columbia university suggesting a wide systematic approach with public and private partnerships that take all stakeholders into account in order to implement mHealth projects successfully (Michaels and Searle 2010). Regards to developing countries a study by Alam et al. (Alam et al. 2020) shows that the perceived reliability is a crucial factor for the adoption of mHealth services in Bangladesh. This is in line with the WHO’s statement that public awareness campaigns must be conducted (WHO 2011). Considering these points, the WHO will support establishing global standards by providing a “National eHealth Roadmap Development Toolkit” to the member states (WHO 2011).

Data security and privacy is another concern that needs to be handled by policymakers within mHealth (WHO 2011). Although people are willing to share personal data for public good nowadays, a study by Raji et al. (2011) is showing that people were “most concerned about revealing conversation, commuting, and inherently private psychological states” (Raji et al. 2011). Thus, there is a requirement for policy intervention as well as secure hardware in mHealth technology. Therefore, researchers from Dartmouth college were proposing and applying an adaptive security model for mHealth sensors in order to guarantee data security also for low-power mHealth sensors (Mare et al. 2011).

**Methodology**

In this chapter, the research method of a systematic literature review is explained in further detail. Since the mHealth research is an emerging area, it is of great importance to get a concise overview of existing literature, especially when looking for the application of a specific theory like the social comparison theory. The first section deals with how we performed the literature review while section two goes into more detail regarding the data analysis. This two-step process is illustrated in Figure 1.

**Systematic Literature Review**

In order to collect all relevant mHealth literature that incorporates the social comparison theory, we conducted a systematic literature review following the approach of Webster and Watson (2002) in order to get a comprehensive understanding of the research matter. Systematic reviews have the advantage of “evaluating and interpreting all available research relevant to a [...] phenomena of interest” (Kitchenham and Charters 2007). Concerning the data collection, we concentrated on online data bases with a focus on information systems. However, since mHealth research is also often concerned with health-related issues, medical data bases were also taken into consideration. This led to the following databases:

- ProQuest
- Scopus
- PubMed
- ScienceDirect
- Association for Computing Machinery (ACM) Digital Library
- IEEExplore

For finding relevant literature we tried to keep the search terms as generic as possible, since this literature review aims to get a very comprehensive overview of social comparison in mHealth. Mainly, our search strategy consisted of two parts: the social comparison theory and the mHealth area. For the search term mHealth, we opted for applying some variety and subtopics of mHealth on the search in order to hit as many relevant articles as possible.
This led to the search string:

\[
\text{Social comparison AND (mHealth OR mobile health OR gamification OR fitness apps OR fitness applications OR health apps OR health applications OR mobile phone)}
\]

The search string was then applied on the database attributes title, abstract and key words which made sure that the application of the social comparison theory was actually a key part of the research study and not just a mere mention in the main body of the text. In addition, only peer reviewed articles and conference proceedings were taken into consideration for ensuring a certain qualitative standard and to reflect the latest findings respectively. The online database search resulted in a total of 151 articles. After sorting out 12 duplicates, we gathered 139 articles for further analysis. The titles and abstracts of these articles where then read by the three authors of this paper with at least two authors examining the same article. By examining all articles found and applying the following inclusion and exclusion criteria (Table 1), we selected 17 articles which were then analysed further in a second step. During analysis, 6 articles were added through backwards search. This gives a total of 23 articles.

<table>
<thead>
<tr>
<th>Inclusion Criteria</th>
<th>Exclusion Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peer Reviewed or Conference Proceedings</td>
<td>Grey literature</td>
</tr>
<tr>
<td>Academic Research</td>
<td>Practical oriented</td>
</tr>
<tr>
<td>Social comparison as major theory</td>
<td>Social comparison minor theory</td>
</tr>
<tr>
<td>Focus on mHealth</td>
<td>About general health/eHealth topics</td>
</tr>
<tr>
<td>English language</td>
<td>Non-English papers</td>
</tr>
<tr>
<td>Accessible through university means</td>
<td>Not accessible with university license</td>
</tr>
<tr>
<td>Literature Reviews</td>
<td></td>
</tr>
</tbody>
</table>

**Table 1. Inclusion and Exclusion Criteria for the Article Selection**

With at least two authors reading the same article we made sure that certain biases were kept to a minimum. However, different researchers can also result in a potentially different understandings of the inclusion and exclusion criteria. In order to assure an appropriate precision of the selection, we used inter-coder reliability score from Miles and Huberman (Miles and Huberman 1994). According to their proposal, the reliability score, calculated by the ratio of the number agreements and the total number of agreements and disagreements, should be approaching 0.90. With our coding, we achieved a final score of 0.87 which we deem as adequate. In case of a disagreement, the third researcher who has not read the article decided whether or not to include the paper into the analysis.

![Figure 1. Systematic Literature Review with Data Collection and Analysis](image-url)
The outcome of the studies is that three in Belgium, China, Taiwan, and Israel, and two in multiple countries. The setting included daily routine, physical and sport activities, eating habits, leisure time as well as smoking habits, and took place in either schools or in the participants' private life. The number of participants ranged from 10 in a study on the influence of competition on physical activity to 1743 middle school students, in which the study also examined the influence of competition on physical activity. Of the 23 studies, 16 distinguished between male and female participants, and eight papers use a combination of both quantitative and qualitative research methods. An increase in the consumption of vegetables was the aim of two studies, and one aimed to reduce smoking. Four studies focused on how mHealth applications should be designed and differed in their target groups. Another two studies compared smartphone apps and activity trackers and wanted to summarize these technologies in terms of techniques for behaviour change, such as social comparison. Six studies analysed the effects of social comparison methods on mHealth applications, with three of them considering the susceptibility of participants to selected parameters. The main mHealth tools used were smartphone or web apps, a combination of the two, or a fictitious fitness app. Some studies had additional mHealth and technology intervention components, including motivational or persuasive text messages and dedicated social media groups. Six studies reported that the intervention was based on social comparison, and nine studies had no clear theoretical basis. The outcome of the studies is that participants considered social comparison in mHealth applications to be less important than change techniques in terms of goal-setting, feedback and self-control. Nevertheless, the participants became more active, i.e. more likely to achieve their activity goals and felt more motivated. This is mainly due to self-control rather than social comparison. Participants with a high social comparison orientation (SCO) benefit from such characteristics. For example, participants placed high in a leaderboard compared themselves upward, thus increasing their physical activity. This is an interesting finding, as 75% of the participants preferred to compare upwards. However, the social comparison characteristics do not apply to the older generation, as they consider them indifferent.
<table>
<thead>
<tr>
<th>Index</th>
<th>Author/Year</th>
<th>Method</th>
<th>Focus/Aim</th>
<th>Type of mHealth Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Arigo and Suls 2018</td>
<td>Conceptual</td>
<td>Determine how smartphone apps with social comparison features in a user centric way have to be designed</td>
<td>Apps on mobile phones</td>
</tr>
<tr>
<td>2</td>
<td>Belmon et al. 2015</td>
<td>Quantitative</td>
<td>Determine how young adults rate the use of certain behaviour change techniques in physical activity apps</td>
<td>Apps on mobile phones</td>
</tr>
<tr>
<td>3</td>
<td>Consolvo et al. 2006</td>
<td>Mixed Methods</td>
<td>Promote physical health and losing weight with more walking</td>
<td>Mobile phone with external pedometer</td>
</tr>
<tr>
<td>4</td>
<td>de Oliveira and Oliver 2008</td>
<td>Quantitative</td>
<td>Increase physical activity</td>
<td>Apps on mobile phones</td>
</tr>
<tr>
<td>5</td>
<td>DeSmet et al. 2019</td>
<td>Quantitative</td>
<td>Determine how young adults rate the use of certain behaviour change techniques in physical activity apps</td>
<td>Apps on mobile phones</td>
</tr>
<tr>
<td>6</td>
<td>Hendrie et al. 2019</td>
<td>Mixed Methods</td>
<td>Increase vegetable consumption</td>
<td>App on mobile phones</td>
</tr>
<tr>
<td>7</td>
<td>Huang and Zhou 2019</td>
<td>Qualitative</td>
<td>Clustering fitness-apps and determining the variety of dimensions regarding behaviour change techniques</td>
<td>Apps on mobile phones</td>
</tr>
<tr>
<td>8</td>
<td>Klein, Manzoora and Mollee 2017</td>
<td>Conceptual</td>
<td>Increase physical activity</td>
<td>App on mobile phones</td>
</tr>
<tr>
<td>9</td>
<td>Liao et al. 2018</td>
<td>Quantitative</td>
<td>Explore middle-aged adults’ needs on functional features of mobile phone apps promoting physical activity</td>
<td>Apps on mobile phones</td>
</tr>
<tr>
<td>10</td>
<td>Lin et al. 2006</td>
<td>Mixed Methods</td>
<td>Increase physical activity</td>
<td>Pedometer and app on PC</td>
</tr>
<tr>
<td>11</td>
<td>Lyons et al. 2019</td>
<td>Qualitative</td>
<td>Increase physical activity</td>
<td>Activitiy Tracker</td>
</tr>
<tr>
<td>12</td>
<td>Maramis et al. 2019</td>
<td>Qualitative</td>
<td>Smoking behaviour modification with the help of social comparison</td>
<td>App on mobile phones</td>
</tr>
<tr>
<td>13</td>
<td>Mollee and Klein 2016</td>
<td>Quantitative</td>
<td>Determine the effects of both upward and downward social comparison</td>
<td>Web app</td>
</tr>
<tr>
<td>14</td>
<td>Mummah et al. 2016</td>
<td>Mixed Methods</td>
<td>Development of a theory-driven mobile app to increase vegetable consumption</td>
<td>App on mobile phones</td>
</tr>
<tr>
<td>15</td>
<td>Munson and Consolvo 2012</td>
<td>Mixed Methods</td>
<td>Increase physical activity</td>
<td>App on mobile phones</td>
</tr>
</tbody>
</table>
Table 2. Resulting Papers from the Literature Review

Discussion

Setting

The setting of the 23 qualified studies is distinguished in Table 2 and analysed systematically. As mentioned before, the majority of social comparison applications took place in a personal activity setup with regards to fitness activity. Two studies measured the influence of social comparison on personal activity in the most general way by analysing data from a mobile fitness app in combination with a wearable fitness tracker (Klein et al. 2017; Tong et al. 2018). Further papers targeted their research on a special group of people. Liao et al. (Liao et al. 2017) explored how the SC features will affect middle-aged adults, since a lot of studies have been conducted with younger people. In contrary one study by Xu et al. (Xu et al. 2012) was tailored to school students in order to increase their steps and physical activity comparison with other schools. Furthermore, a sedentary lifestyle as well as jobs are an influencing factor for chronic diseases Lin et al. (Lin et al. 2006) focused on promoting physical activity for people facing this lifestyle or job.

Two studies spotlighted the rise of opportunistic physical activity in their work. “These are where a person incorporates activities into her normal, everyday life to increase her overall level of physical activity” (Consolvo et al. 2006). Also, the research by a Media Innovation Lab distinguished that from structured exercise and investigated the impact of social comparison in consideration of both elements (Zuckerman and Gal-Oz 2014).

In addition, there are three papers dedicated to promoting running as a physical activity. Therefore a Singaporean study, targeted on fitness apps with social networking features, used objective data from...
Runkeepers users' (Zhou et al. 2016). Besides this major app Runkeepers, an earlier study by this team used extracted running data from Nike+ for the analysis (Wu et al. 2015). The persuasive features of social comparison were also applied in a running environment by an earlier study in 2008 (de Oliveira and Oliver 2008).

In regard to physical activity, three papers used a more systematic approach. One study provided the participants two fitness apps, one with sharing features and one without, whereby these focused on multiple sport activities in order to assess different behaviour change methods, such as social comparison (Munson and Consolvo 2012). The other two examined the design of a system for promoting physical activity. Active2Gether is one example for a systematic approach by creating an extensive app with multiple behaviour change techniques implemented (Klein et al. 2017). The second study assessed 13 electronic activity monitors with regards to different behaviour change techniques implemented (Lyons et al. 2014).

Besides all the research done to personal activity, there were also two studies focusing social comparison in the application of establishing a more vegetarian eating behaviour (Hendrie et al. 2019; Munson and Consolvo 2012). Both studies included an everyday tracking of vegetable consumption in a mobile app.

Only one study tackled a smoking behaviour change of the participants by implementing social comparison tools in a smartphone app (Maramis et al. 2019).

The research done by the University of Saskatchewan (Oyibo et al. 2019; Oyibo and Vassileva 2019a, 2019b) as well as the papers by Belom et al. (Belmon et al. 2015) and DeSmet et al. (DeSmet et al. 2019) investigated the users’ susceptibility to certain behaviour change techniques (e.g. social comparison), thus no setting was applied.

Also the conceptual study by Arigo and Suls (Arigo and Suls 2018) and the comparison of fitness apps in Huang and Zhou’s paper (Huang and Zhou 2019) did not apply a setting in accordance to the authors understanding.

Aim

A total of eight studies focused on physical health, precisely the promotion of physical activity. Three papers (Consolvo et al. 2006; Lin et al. 2006; Tong et al. 2018) justified their research explicit with the rise of overweight and obesity in modern societies. The authors cited WHO reports of global mortality in order to emphasise this issue. Today we can see an increase in the actuality of this reasoning, status 2016 the WHO reports “more than 1.9 billion adults, 18 years and older, were overweight” (WHO 2018). Further reasons for that phenomena can be found in an increased sedentary lifestyle and the availability of energy-dense foods (Lin et al. 2006). The study by Zuckerman and Gal-Oz is referring radically to western societies as “environments that promote physical inactivity” (Zuckerman and Gal-Oz 2014).

Others are just mentioning the sedentary lifestyle as a reason for promoting physical activity without being more detailed here (Klein et al. 2017; de Oliveira and Oliver 2008). One paper is targeting especially young adults’ physical activity (Klein et al. 2017). Two papers are not carrying out further reasons for aiming on increasing objectives’ physical health (Munson and Consolvo 2012; Xu et al. 2012).

Four studies are aiming on the design of mHealth applications with respect to the different behaviour change techniques implemented (Arigo and Suls 2018; Belmon et al. 2015; DeSmet et al. 2019; Liao et al. 2017). The behaviour change techniques have been structured in accordance with the taxonomy developed by Michie et al. (Michie et al. 2011). The effectiveness of the certain behaviour change technique is investigated as well as the question if they are targeted individually on the users’ preference (Arigo and Suls 2018). This was conducted with adults in general (DeSmet et al. 2019) and with young Dutch adults (Belmon et al., 2015), whereby another aim here was to “explore whether these ratings [behaviour change technique preference rating] are associated with personality characteristics [...] and levels of physical activity” (Belmon et al. 2015). The enhancement of quality perception on behaviour change technique was part in Liao et al. (Liao et al. 2017) study on middle-aged users. They further aimed to investigate if the needs of middle-agers are offered (in app stores) yet and if physical activity or mobile phone self-efficacy influences the quality perception (Liao et al. 2017)

Six studies analysed the effects of social comparison methods on mHealth (Mollee and Klein 2016; Oyibo et al. 2019; Oyibo and Vassileva 2019a, 2019b; Wu et al. 2015; Zhou et al. 2016). One paper analysed the
effects on users’ behaviour when they compare each other either downward or upward, while the participants indicated which method they prefer (Mollee and Klein 2016). Another study aimed at the impact of leaderboards since these are popular social comparison features in mHealth applications (Wu et al. 2015). The evaluation of effects occurring with social networking features like browsing other users’ data and sharing own data was the aim of one paper (Zhou et al. 2016).

Oyibo et al. (Oyibo et al. 2019; Oyibo and Vassileva 2019a, 2019b) investigated in a total of three studies the effects of social comparison. First, the aim was to investigate if users’ susceptibility to competition can be predicted based on their susceptibility for social comparison and if the results can be used for fitness app design (Oyibo and Vassileva 2019a). Second, they researched which is the most persuasive behaviour change feature (e.g. goal setting, reward, social comparison, ...) and differentiated between users’ currently exercising or intending to do so (Oyibo et al. 2019). Finally, in the third study they investigated the persuasiveness to certain features in regard to culture, whereby they observed a collectivist culture from Nigeria and an individualist culture from Canada and United States (Oyibo and Vassileva 2019b).

Two studies are aiming on increasing the individual’s vegetable consumption in order to fight obesity (Hendrie et al. 2019; Mummah et al. 2016). In contrast to the beforementioned studies tackling physical activity, these papers are approaching the obesity by focusing on nutrition. While many commercial healthy eating apps are not developed scientifically, Hendrie et al. specifically want to tackle that problem by developing an app called VegEze that considers scientific and commercial validity (Hendrie et al. 2019). Also the research around the app Vegethon aims to integrate behaviour change theory as well as describing the iterative development of the app for further purposes (Mummah et al. 2016). Both of the papers are using the IDEAS framework for developing digital health interventions.

The last paper aimed to reduce smoking by developing an mHealth app with social comparison features. According to the authors this intervention contributes to the reduction of many diseases like the lack of physical activity (Maramis et al. 2019).

**Types of mHealth Technology**

The term mHealth means the health practice supported by mobile devices, such as smartphones, PDAs or other wireless devices. This course enables continuous monitoring of patients while still giving them the freedom of normally pursuing their daily life. Nowadays, the most commonly used mobile device certainly is the smartphone. These little devices impact nearly half of the earth’s population (Statista 2019a). One of the contributing reasons why smartphones became so popular is the ubiquity of mobile apps. Within our analysed journal articles, this prevalence can also be examined. Nearly all authors either used mobile applications to evoke healthier habits in their field studies or discussed their design. While the authors did not specify their reasoning why they wanted to use mobile apps for their studies, one reason very likely was the overall simplicity – both for developers/researchers and the users/participants. Even for older mobile phones, manufacturers provided development environments that made application development for developers/researchers much easier. For the modern systems Android and iOS, development kits are better supported than ever. This makes mobile apps an easy environment for researchers to implement design features and test out ideas.

Looking at the user side of applications, hardware and software improvements contributed to widespread usage and easier usability. Some studies from the late 2000s (Consolvo et al. 2006; Lin et al. 2006; de Oliveira and Oliver 2008) still needed to use pedometers or heartrate monitors to track participants’ steps. These devices were either linked to the mobile phone (de Oliveira and Oliver 2008) or users even had to input the tracked steps from the pedometer into the application (Lin et al. 2006). For obvious reasons, this was very intrusive and unintuitive. Especially since the studies aimed at increased daily activity, wearing a pedometer-mobile phone combination in the office was perceived as “large and unattractive” (Consolvo et al. 2006). While additional hardware was necessary during the emergence of smartphones, modern mobile phones have received several sensors that can be used to draw conclusions about user activity. Zuckerman et al. (Zuckerman and Gal-Oz 2014) highlight the capabilities of more modern apps that have the potential to use sensor input and apply gamification features. Although more and better features definitely contribute to the prevalence of apps, one key aspect often emerges: ease of use. In their user centric design approach or their app VegEze, Hendrie et al. were told by their interviewees that their future app should be “quick and simple to use” (Hendrie et al. 2019). Generally, when it comes to developing the app, a user centric
design approach is highly recommended. While the outcomes of social comparison theory application will be discussed in more detail in the following segment, one example of the positive impact of social comparison on health behaviour shows the importance of user centric development. The creators of the anti-smoking app QuitIt! (Maramis et al. 2019) were able to successfully implement social comparison features to support smoking reduction of their users. Arigo and Suls (Arigo and Suls 2018) argue that one step towards more user centric design is for example the ability for the user to select his or her own preferred social comparison mechanism or data presentation method to elicit higher behaviour change.

As hinted before, a contributing factor to the dissemination of smartphones are their app eco-systems. Through app stores it is easier than ever to buy and download apps for any kind of use case. Every smartphone user has access to an enormous database of applications in order to find the one that caters the best to his or her needs. While mobile devices of any kind provide the necessary hardware, in the end it depends on the software to provide usability. This circumstance led to an vast business potential of a trillion US Dollars per year in the next five years (Statista 2019b). Due to these factors it is only logical for both researchers and practitioners to embrace apps for mobile health deployment.

**Mechanisms to Elicit Social Comparison**

As described earlier, social comparison theory can be found in everyday interactions of humans comparing themselves in order to position and evaluate their performances. Social comparison however does not only take place in the direct interaction between humans but can be evoked through different features or mechanisms. The following segment goes into further detail how and why the analysed studies apply these different mechanisms.

In the last chapter, a brief overview was given that showed that most studies focused on everyday activity or fitness activity in general. Very typical for these kind of scenarios in real-life competitions such as championships or the Olympics are leaderboards. They provide a good overview of the performances of the different participants, often with palpable metric statistics. In addition, they create a form of social pressure based on peers view on a person’s image and social status (Wu et al. 2015). Many studies in our review use leaderboards to evoke social comparison (Hendrie et al. 2019; Mummah et al. 2016; Wu et al. 2015; Zuckerman and Gal-Oz 2014). VegEze, an app to promote vegetable consumption, opted for a deidentified leaderboard. It ranks different rewards which users can achieve and also shows how many active users are currently aiming to get the respective rewards (Hendrie et al. 2019). Even though their feedback in their user centric app design approach showed that only a third of users were hoping for some kind of social comparison feature, they still wanted to have rewards and leaderboards in their app to implement some kind of gamification. The similar app Vegathon also implemented a leaderboard that showed the first name of the user and compared them to other users with a similar baseline vegetable consumption to reduce potential discouragement (Mummah et al. 2016). In their user interviews however, some participants were considering anonymous leaderboards but also admitted that they would reduce accountability (Mummah et al. 2016). Wu et al. show that leaderboards do increase competitive climate and positively moderate the effect of social comparison (Wu et al. 2015). However, they also argue that for people with low self-efficacy, upward and downward comparisons do have negative influence on user’s attitudes towards physical activity. In general, leaderboards might have issues regarding the motivation of underperforming users at the bottom of the ranking.

A possibility to solve this issue can be found in two of our selected papers. The app Fish’n’Steps (Lin et al. 2006) which aims at increased physical health, does also use rankings to elicit social comparison but disguises these rankings in form of depicted comic fish. Depending on the walked steps and whether participants reached their daily goals, their individual fish grows and shows happy or sad emotions. This has the benefit, that users receive higher motivation because on the one hand they want to see their fish grow and to be happy, on the other hand they want to have their fish looking as good or better than their fitness partners’ fish (Lin et al. 2006). Whether or not this depiction was more effective in reaching increased physical activity will be discussed in more detail in the next segment. Another study that used a similar approach is the American Horsepower Challenge (Xu et al. 2012). Especially because the challenge is aimed at increasing physical activity of school children, it is of high importance to have proficient means to motivate the children. Xu et al. (2012) used a race between school buses to show the progress of each school in comparison to competing schools. As the study shows, pupils felt very competitive and
experienced high degrees of social comparison. A contributing factor might have been the ranking in form of school buses which is a more adequate depiction considering the context of young children in school.

Some studies even tried to mitigate the negative social pressure induced through social comparison by providing more supportive means. Munson and Consolvo (Munson and Consolvo 2012) explain their decision to include Facebook sharing due to the additional channel of possible social support from other close people that might not be participating in the fitness app but whose opinion still matters to the user. Tong et al. even implemented their own, app-specific “social forum” (Tong et al. 2018) to provide a network for support among users.

However, some studies that examine the preferred behaviour change techniques of young adults (Belmon et al. 2015) and more mature users (DeSmet et al. 2019; Liao et al. 2017) show that users of fitness or health apps do not necessarily expect or even want social support or social comparison. For young adults, goal setting features and self-monitoring is of higher importance than social support and social comparison (Belmon et al. 2015). For adults, even though some prefer social comparison features as long as they are not outperformed (Perski et al. 2018), the majority still values social comparison and social support less than the aforementioned self-monitoring and goal setting (DeSmet et al. 2019). Liao et al. (2017) confirm these findings for middle-aged users as well. In their study, they asked users about 52 design features for physical activity apps. Social comparison was categorized into the indifferent category (Liao et al. 2017). So even though many researchers and app developers use leaderboards, rankings or other forms of social comparison such as Facebook sharing or groups, many users and especially older users do not intend to conduct social comparison in their physical health. As mentioned in the last segment, user centric design is a key aspect to individually adapt features such as social comparison mechanisms to achieve the expected results of healthier behaviour.

Outcomes of Social Comparison

We have previously presented that most of the studies aimed to increase the physical health of their participants. One of the popular features was the implementation of social comparison features. Whether or not these mechanisms supported the achievement of goals will be discussed in the following segment.

In advance it can be said that in all selected articles in which the aim was improving health and fitness, participants reached their goal. When they used the app *TripleBeat*, users were much more effective during their training, though this was not significantly due to the competitive environment (de Oliveira and Oliver 2008). The user interface and goal-setting features were considered more relevant for increased activity. However, social comparison did increase the enjoyment of using the app. With the app *Fish’n’Steps* mostly users who were actively looking for a change in their activity habits experienced an additional boost to improve their health (Lin et al. 2006). The social comparison elicited through the depiction of the fish had an ambiguous influence on this enhancement (Lin et al. 2006). Some participants experienced higher degrees of motivation when their fish was growing. Nevertheless, a sad and smaller fish compared to competitors had a negative influence on the participants and some even stopped using the app all together. In addition, participants even felt overwhelmed by the competition and were exclaiming their concern that the app added unnecessary rivalry to the already competitive real life (Lin et al. 2006). The app *GoalPost* utilized Facebook sharing to provide support but also evoke comparison. The study of Munson and Consolvo (Munson and Consolvo 2012) confirms the ambiguity of social comparison. While one user saw benefits of sharing her activity data publicly due to higher accountability, many felt ashamed of openly publishing their potentially underperforming running times (Munson and Consolvo 2012). In their study with the app StepByStep, Zuckerman and Gal-Oz (Zuckerman and Gal-Oz 2014) tested both an baseline version as well as a leaderboard version. Results show that there is no significant difference between the two versions when it comes to increased physical activity (Zuckerman and Gal-Oz 2014). Furthermore, in the baseline version, a higher daily goal and more interaction with the app were correlated with more daily walking. This was not true for the competitive version. One explanation might be that with the baseline version, users open the app when interested in their walking and thus seeing the necessity to walk more. In the leaderboard version, users know that they are constantly compared to others. On the one hand, this means that users actively walk more without needing information about their current steps level. On the other hand, users might be adverted to seeing their potentially weaker performance compared to others when opening the app. This might even lead to decreased activity overall.
The negative influences can especially be examined in the American Horsepower Challenge. While most of the studies above focused on the physical health of young adults and adults, the study by Xu et al. (2012) aims at improving children’s health. The gamification features of the game improved motivation for more activity if not in the long run. The children participating in the challenge often checked their competitors step count to see where they stand and if they need to enhance their performance. However, in particular for schools in the same district, the rivalry became overcompetitive. When some students found a pedometer of a competing school, they kept it until the challenge was over to stop the rival student from collecting steps (Xu et al. 2012). While these actions are plausible, they might be counterproductive to the overall goal between all students to increase their activity. Even though negative impacts of social comparisons on physical activity might be neglectable, when it comes to more serious problems such as excessive drinking, consequences might be more serious. A more competitive environment makes some people more worried about failure and other users performing better than themselves, which may demoralise them and cause them to fall back into old patterns (Perski et al. 2018).

Lastly, it can be noted that the outcomes of social comparison features are ambiguous at best. There certainly are positive examples where social comparison mechanisms help to increase physical activity. Nevertheless, they are very rare and often mediated by goal-setting and self-monitoring features that have a greater influence on the users. Many participants have expressed their indifference or even dislike towards these social comparison features in health-related disciplines. As Xu et al. (2012) highlight, physical activities are often associated with sports that get broadcasted as tournaments or competitions (Xu et al. 2012). Health and fitness apps however are often targeted at average joes who want to improve their opportunistic activity. App designers are probably better off supporting this target group through social support and collaborative rather than competitive mechanisms. And again, there is not a one-size-fits-all approach when it comes to support vs. competition in this setting.

Limitations and Future Research

With regard to the research question, our approach was to examine how Festinger’s theory of social comparison is applied in mHealth. However, there are only a limited number of studies that apply Festinger’s theory in their research. The majority of the studies focused on social comparison as a factor of competition in their health applications. Social comparison was also used as a technique for behaviour change in order to guide the user to the desired behaviour (e.g. increasing physical activity). To collect enough qualified literature, we had to expand our search term by including the keywords Gamification and Fitness app. This biased search led to the next limitation that many of the collected papers only evaluated and approximated the design of fitness apps. The underlying reasons can be explained by the simple implementation of social comparison functions in mobile apps. Therefore, the contribution to mHealth as a general topic is limited.

Further research in this area is required to close the gap of implementing the theory of social comparison in mHealth. In particular, research needs to focus on the design of user-centric social comparison features to satisfy the individual preferences of users and to motivate them in the long run.

Conclusion

First of all, it can be said that due to the increasing number of obese and unhealthy people, it is very important to tackle this problem by all means. The fact that this is recognized and considered important by governments and organizations is a first step. mHealth in particular is predestined for this area, as most people own smartphones and can be encouraged to be physically active and lead a healthier lifestyle with the help of apps. It’s no wonder, then, that growth projections for mHealth are exceeding expectations. The question this paper explored, however, is how social comparison theory is currently being implemented in mHealth applications. Our literature review adds an comprehensive overview to the small base of existing research papers regarding social comparison in mHealth. We conclude that social comparison features have high potential in mHealth applications but are still in a trial phase in terms of scope and ability to provide maximum enjoyment to users and satisfy their needs. In addition, it is becoming apparent that mHealth research will largely be conducted via smartphone apps. This can be explained by their low cost and simplicity. Participants do not need to be equipped with trackers or other wearables but can download an app to their own smartphone. If the future of mHealth is truly about smartphone apps, developers will need
to be careful to program in a user-centric way to allow customers to choose whether to use social comparison features, and if so, which ones. As our literature review showed, the majority of users do not yet see much added value in social comparison features, but rather feel motivated by behaviour change techniques such as goal setting, feedback, and self-monitoring. Some even feel that the world is already too competitive, and they have no need for such an environment in their free time. Others just want to compare upwards and don't want to be compared to peers who are doing worse. Here, too, it becomes clear how important it is to be user-centric.
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