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Abstract: In many algorithmic applications in electrical power grids, state estimation (SE) represents the first step of a
process chain. In SE, sensor measurements are processed to infer the most probable grid state. Classical methods
such as weighted least squares (WLSs) based approaches use statistical methods that can be based on sensor noise
and erroneous measurements. With these methods, only point estimates are made, which results in a lack of
knowledge about prediction uncertainties. In this study, machine-learning-based methods for determining the actual
state of the grid are proposed. Bayesian optimisation is applied to find the optimal hyperparameter configurations for
neural networks (NNs) for SE tasks. The application of Bayesian inference using Bayesian NNs is proposed, which
allows the prediction of point estimates as well as uncertainty intervals for the system states. The advantages of using

Bayesian approaches in comparison to classical SE methods like WLS are shown.

1 Introduction

The increasing number of renewable energy generation plants, such
as wind turbines and photovoltaic generators and the addition of
new consumers, for example, electric vehicles and heat pumps,
represent a major challenge for the operation of future electrical
grids. The weather-dependent and therefore volatile nature of
renewable generation plants makes accurate infeed forecasts for
these plants challenging. In addition, many of the renewable plants
feed decentralised into the local distribution grids, leading to new
load flow situations. Furthermore, the number of loads in the
distribution grid with high-power consumption will increase due to
the introduction of charging equipment for battery electric vehicles
and the coupling of the heat, gas and electricity sectors. The
combination of these factors leads to higher stresses on the grid
equipment. In order to be able to guarantee conformity with grid
codes and prevent damage to grid equipment, the monitoring of the
actual grid state is of great importance. Based on the current system
state, measures can be taken to comply with grid codes, optimise
equipment scheduling and be used for future expansion decisions.
State estimation (SE) is the process of inferring the values of the
system states (i.e. the voltages at all nodes of the grid) using a limited
number of measured data at certain sensor positions in the system
[1]. Although SE is a widely adopted concept in electrical
transmission systems, the applications of SE in distribution
systems are still new. Different publications focused on the
application of weighted least squares (WLSs) based SE with noisy
measurements and limited observability [2]. Applications range
from single-phase to three-phase electrical systems, as well as
coupled systems [3]. Different approaches using various
algorithms have been proposed [4]. All of the statistical methods
are based on assumptions regarding the distributions of
measurement errors as well as physical models of the respective
grid. Data-based methods on the other hand make direct use of the
sensor data obtained offering several advantages since they do not
directly rely on an algebraic description of the physical grid.
Furthermore, the observability of the entire system does not have
to be ensured manually by adding pseudo-measurements.
Furthermore, cross-correlations between measurements at different
nodes can be learned from the data. In addition, joint estimation of
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profiles as well as the use of exogenous parameters (weather, time,
behavioural profiles) can be used.

SE using neural networks (NNs) has been performed in various
papers [5-7] used a hybrid model based on machine learning and
statistical techniques to improve the performance of SE. In Menke
et al. [8], feed-forward NNs are used for distribution system SE. It
is shown, that the proposed ANN-based approach is able to
outperform classical WLS methods. Recent approaches include the
usage of hybrid models [9] and applications of pruned NNs [10],
increasing efficiency and accuracy on SE tasks.

In this paper, two aspects extend the consideration of SE using
NNs. First, Bayesian optimisation (BO) is used to determine
optimal hyperparameter configurations. In addition, Bayesian NNs
(BNNs) are applied as a method that is not based on point
estimates but includes uncertainties in the estimates and is,
therefore, better suited for risk assessments during grid operation.

2 Methodology
2.1 State estimation using NNs

SE can be applied to estimate the current system state of an electrical
grid. Either all complex node voltages or all complex branch currents
can express the system state. The state of the system x is defined as
X = [gl, Voo ooy gN] andisa N x 1 vector, where NV is the number
of nodes in the system. The system is fully defined when all complex
node voltages v; are known, which means that all power flows can be
calculated. When measuring in real grids, the measurements can be
subject to measurement errors. Equation (1) shows the generic
measurement equation.

7, =h(x)+¢ (1

z, is the measurement vector at timestep ¢. / is the function that maps
the states to measurements. For measurements of power, this
mapping is non-linear and non-convex making the resulting
system unsolvable using a matrix inversion. g, is the measurement
error vector. SE has the goal to find the system state that is most
likely, given the measurements. The SE problem can be simplified

This is an open access article published by the IET under the Creative Commons 341

Attribution License (http:/creativecommons.org/licenses/by/3.0/)


mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:
mailto:

to a regression problem, where the goal is to find a function /'(z,) that
maps the noisy measurements to an approximation of the actual
system state X,. When applying a machine-learning algorithm to this
problem, the function that maps the measurements to approximated
states has to be found by training using historic data. Equation (2a)
shows the supervised learmning problem that is solved, minimising
the mean-squared error (MSE) shown in (2b).

Xtrain <_f6(Ztmin) (za)
1 cn2
X rain 1S the matrix containing 7 samples of historic true system states

and has a dimension of N x 7. Correspondingly Z,,;, isthe M x T
matrix, where M is the number of measurements per sample. 6 is
the parameter of the function approximator that has to be learned. In
this paper, NNs are used as a function approximator. The goal is to
train a generic parameterised function f,, which maps from
measurements to approximated states. Equation (3) shows a function

represented by a two-layer NN.

Vi =0 (Wi oy(Ww + b)) +by,y) 3)

The output of layer / (y;,) is calculated by multiplying a weight
matrix (W,) by the input of the layer (y;) and adding the bias b;.
Afterwards, the resulting vector is passed through a differentiable
activation function o;. By stacking multiple layers, more complex
structures emerge.

2.2 Extension to Bayesian case

Classical NNs can be expressed as a probabilistic model P(y|x, W),
where based on the input data x, the output y is predicted in a
regression task. In this case, the weights can be found by
maximum likelihood estimation [11]. Equation (4) shows the
objective function that is solved by gradient descent.

W, = —argmin Z log P(y;|x;, W) “)
4 i

For Gaussian distributions P, (4) is the minimisation of the MSE.
This shows that training a NN using MSE is equivalent to
applying WLS-SE. Since both methods are frequently used
statistical models, only point estimates are inferred. When
performing Bayesian inference with NNs, each weight of the NN
is a distribution with a mean value u and standard deviation o.
The goal is to find the posterior distribution P(W|D) given the
training data D leading to the objective in (5).

J(D, 0) =KL[g(W|0) | P(W)] — E,wg[log PDIW)]  (5)

The first part of (5) minimises the Kullback—Leibler (KL) divergence
between approximated and true posterior. Using variational
inference and Bayes by backprop [11], it is possible to find the
BNN parameters that minimise this objective function. When
applying the NN in a regression task, the network not only
predicts the given point estimates but also the expected
uncertainties of its prediction.

2.3 Benchmark grid and measurement setup

To test the machine-learning-based SE algorithms, the distribution
grid, shown in Fig. 1, is used [12]. The 400 V radial feeder
consists of 15 nodes with point-of-common-coupling at node 0 at
20 kV. At each node, a load is connected simulating the industrial
and household loads. At nodes 1, 2, 3, 5, 7, 8, 11 and 13
photovoltaic generators are installed. As measurement equipment,
phasor measurement units (PMUs) are assumed which measure the
voltage magnitude, voltage phasor, active- and reactive-node

power at given time intervals. Standard load and generation
profiles are used for data generation.

2.4 Data generation and network training

The training and testing data are generated using power flow
calculations for each 15-min time step of a year resulting in
35,136 data points. To simulate the measurement noise of the
PMU devices, Gaussian noise with opo=10% and
0,4 =0.366 % is applied. An 80/20 train-test split is applied.
Table 1 shows the different PMU configurations being considered.

The supervised training of the NNs is done using the training data.
The input of the NN consists of the PMU measurements depending
on the scenario (Table 1). The target consists of the voltage
magnitudes and voltage angles of all nodes in the system. Fig. 2
shows an example setup for a three bus system with two PMUs

@ rMu

4 NoPMU

Fig. 1 Benchmark distribution grid under consideration; resistance (r) and
reactance (x) in m{}

Table 1 Considered sensor placements

Scenario PMU setup Penetration 7
0 {1,2,3,4,5,6,7,8,9,10, 11, 12, 13, 14} 1.0
1 {1,2,3,5,7,8,13} 0.47
2 {1,3,7,10, 12} 0.33
3 {1,2,7,8 0.27
4 {1,3,5,13} 0.27
5 {4, 5} 0.13
@
oo
@
® @
I Q@
|PMUNode2 — @@ -
SN0 L0
o. @ @ Outputs
Inputs Bayesian Bayesian
Layer Layer
Wy = (i, 07) Activation Wy = (u, 07)
RelU)

Fig. 2 Example 2 layer BNN for three-bus system
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Table 2 Optimised hyperparameters

Hyperparameter Optimised value
training epochs 9555

num layers 4
neurons layer 1 94
neurons layer 2 78
neurons layer 3 62
learning rate 2.1x107*
activation 1 LogSigmoid
activation 2 exponential linear
activation 3 exponential linear
bias off

installed at nodes 1 and 2. Node 3 is not equipped with a PMU,
hence only appears as a target. Although Fig. 2 considers two
Bayesian layers, an arbitrary number of layers, neurons per layer
and activation function are possible. The optimisation of the
hyperparameters is achieved using 100 runs of BO where the
objective is to find the best hyperparameter setting given the
evaluated model performance of previously trained networks.

3 Results

First, classical NN are used for SE. These carry out point estimates
of the system states. The initial setup consists of NNs that are trained
for 8000 epochs using the Adam optimiser with a learning rate of
0.0001. Four hidden layers with 1.2 times the inputs as neurons
are used. Each layer, besides the output layer, uses the rectified
linear unit as activation. BO is applied for 100 iterations to
optimise the hyperparameters. Table 2 shows the optimised values
for the grid with full sensor equipment. After optimisation, an NN
with three hidden layers is obtained. The number of neurons
decreases for each layer. The optimal bias variance trade-off is
achieved when training for 9555 epochs.

Fig. 3 shows the training procedure for the six different scenarios
of Table 1. It can be seen, that after hyperparameter optimisation the
training procedure is faster and reaches a lower training MSE.

In Table 3, the performances on the testing data of the NN with the
initial and optimised setups are shown. It can be seen, that through
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Fig. 3 Training of NN for different sensor scenarios before and after BO

Table 3 Sensor scenarios testing

ID PMU setup Testing MSE (initial Testing MSE
setup) (BO)
0 {1,2,3,4,5,6,7,8,9, 10, 1.439% 107° 0.624x107°
11, 12, 13, 14}
1 {1,2,3,5,7,8,13} 3.688x107° 1.265x107°
2 {1,3,7,10, 12} 5.449x 107° 2.494x107°
3 {1,2,7,8 9.164x107° 3.155x 107°
4 {1, 3,5, 13} 8.201x107° 2.627x107°
5 {4, 5} 40.628x 1075 7.824x107°
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Fig. 4 Predicted voltage uncertainty of voltage magnitude (t=3842) for
different sensor scenarios

hyperparameter optimisation an increase in performance is
achieved for all sensor placement scenarios. Furthermore, the error
increases with lower sensor penetration. When the number of
PMUs is lower than the number of grid branches, the estimation
error increases sharply, motivating optimised sensor placements in
the planning phase.

By using BNN for SE, not only the point estimates of the states
but also uncertainty estimates can be made. Fig. 4 shows the
uncertainty estimates for an example time step. It can be seen, that
the uncertainty increases when the number of installed PMUs
decreases. The highest uncertainty is predicted for nodes 5 and 6,
as they are connected to the rest of the grid via a high-impedance
power line. In scenario 4 (PMUs at end of feeder), the
uncertainties for the nodes that are at the end of the respective
feeders (3, 5 and 6) is better compared to scenario 3 (PMUs at
beginning of feeder) where the results are better for the rest of the
nodes. The predictions for node 0 are similar for all scenarios
since this is the slack node of the system being assumed to have a
fixed voltage magnitude and angle.

4 Conclusion

It could be shown in this paper that the combination of statistical and
machine-learning methods can lead to very good results in SE of
electrical distribution grids with low sensor equipment. First, BO
was used to optimise the hyperparameters of classical NN. Then,
the NN is extended to BNNs, which allows us to infer the
uncertainty of the prediction. The uncertainties can be used in
subsequently used algorithms that make use of this information
and thus guarantee a more reliable operation compared to point
predictions. A conceivable application could be the use of
stochastic programming, where the prediction of the uncertainty
can be used directly to provide certain guarantees of the
optimisation results.

In the future, BNN can be combined with geometric deep learning
techniques to allow faster training times and inductive behaviour by
making use of the grid topology. Furthermore, the usage of
exogenous inputs and dynamic SE techniques, i.e. through
recurrent NN, is a promising field of research.
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