
Moving modulating pulse and front solu-
tions of permanent form in a FPU model with
nearest and next-to-nearest neighbor inter-
action

Bastian Hilder, Björn de Rijk, Guido Schneider

CRC Preprint 2021/42, Oktober 2021

KARLSRUHE INSTITUTE OF TECHNOLOGY

KIT – The Research University in the Helmholtz Association www.kit.edu



Participating universities

Funded by

ISSN 2365-662X

2



Moving modulating pulse and front solutions of

permanent form in a FPU model with

nearest and next-to-nearest neighbor interaction

Bastian Hilder, Björn de Rijk, Guido Schneider∗

March 25, 2021

Abstract

We consider a nonlinear chain of coupled oscillators, which is a direct generalization of the
classical FPU lattice and exhibits, besides the usual nearest neighbor interaction, also next-to-
nearest neighbor interaction. For the case of nearest neighbor attraction and next-to-nearest
neighbor repulsion we prove that such a lattice admits, in contrast to the classical FPU model,
moving modulating front solutions of permanent form, which have small converging tails at
infinity and can be approximated by solitary wave solutions of the Nonlinear Schrödinger equa-
tion. When the associated potentials are even, then the proof yields moving modulating pulse
solutions of permanent form, whose profiles are spatially localized. Our analysis employs the
spatial dynamics approach as developed by Iooss and Kirchgässner. The relevant solutions are
constructed on a five-dimensional center manifold and their persistence is guaranteed by re-
versibility arguments.

Keywords. Fermi-Pasta-Ulam lattice; next-to-nearest neighbor interaction; moving modu-
lating pulse and front solution; spatial dynamics; center manifold reduction; normal form
Mathematics Subject Classification (2020). 37K60; 34C15; 35Q55

1 Introduction

The classical Fermi-Pasta-Ulam(-Tsingou) (FPU) system

(1) ∂2
t qn =W ′(qn+1(t)− qn(t))−W ′(qn(t)− qn−1(t)), n ∈ Z,

with potential function W : R → R, was first studied numerically by Fermi, Pasta, Ulam, and
Tsingou [2] in order to see how energy is spread through a nonlinearly nearest neighbor coupled
oscillator chain. They found rather regular motion and no thermalization. This unexpected behav-
ior has been explained by Kruskal and Zabusky in [26], where they derived the Korteweg-de Vries
(KdV) equation with its soliton dynamics as a formal approximation of the FPU system. In detail,
inserting the long-wave ansatz

qn(t) = ε2A
(
ε(n− ct), ε3t

)
,

∗Institut für Analysis, Dynamik und Modellierung, Universität Stuttgart, Pfaffenwaldring 57, 70569 Stuttgart,
Germany; bastian.hilder@mathematik.uni-stuttgart.de, bjoern.derijk@mathematik.uni-stuttgart.de,
guido.schneider@mathematik.uni-stuttgart.de
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into (1), with small perturbation parameter 0 < ε� 1 and velocity c, one finds that the amplitude
A(X,T ) ∈ R has to satisfy, at lowest order in ε, a KdV equation

(2) ∂TA = ν ′1∂
3
XA+ ν ′2A∂XA,

with coefficients ν ′1, ν
′
2 ∈ R. A rigorous proof that long waves in the classical FPU system (1) can

be approximated by solutions to the KdV equation on the natural time scale O(1/ε3) has been
given in [22], see [4] for further developments.

The KdV equation (2) possesses solitary waves of permanent form

A(X,T ) = Asol,c̃(X − c̃T ) = γ1c̃ sech2
(
γ2

√
c̃(x− c̃t− a)

)
,

parameterized by c̃, a ∈ R and with γ1, γ2 ∈ R some constants depending on ν ′1, ν
′
2 ∈ R. It is then

natural to ask whether (1) also possesses moving (or traveling) pulse or front solutions of permanent
form, i.e. solutions of the form

(3) qn(t) = v(n− ct), n ∈ N,

with profile function v : R → R converging to well-defined limits limξ→±∞ v(ξ) = v± ∈ R as
ξ → ±∞, where we have v+ = v− in case of a pulse, and where v+ and v− are not necessarily equal
in case of a front. Moreover, we stress that, due to translation invariance of (1) and its invariance
under the shift map q 7→ q + q0 with q0 ∈ R, solutions always arise in two-parameter families.
The shift invariance in particular implies that, if a moving pulse solution of permanent form with
v± 6= 0 exists, then there exists a localized moving pulse solution of permanent form (3) with profile
function v : R→ R satisfying limξ→±∞ v(ξ) = 0.

The question whether (1) admits moving pulses or fronts of permanent form is non-trivial and
has first been answered positively in [3] using variational methods. In [10] such solutions and their
asymptotic KdV form for small amplitude are constructed via bifurcation theory, a spatial dynamics
approach, and center manifold theory. Here, the traveling wave solutions solve a scalar advance-
delay differential equation, which can be interpreted as a reversible infinite-dimensional differential
equation with respect to ξ. We refer to [16] for an overview about important developments about
the mathematical theory of exact solitary waves in this system.

So far, all moving pulses or fronts of permanent form, which have been found for (1) using
linear bifurcation theory are of long-wave character for small amplitudes and can be approximated
by solitary wave solutions of the associated KdV equation. It is the purpose of this paper to
construct moving pulses and fronts of small amplitude for a slightly modified FPU model which
are not of long wave form and which are not approximately given by the solitary wave solutions
of the associated KdV equation, but are approximated by solitary wave solutions of a Nonlinear
Schrödinger (NLS) equation instead.

For this purpose we consider the FPU model

(4) ∂2
t qn =W ′1 (qn+1 − qn)−W ′1 (qn − qn−1) +W ′2 (qn+2 − qn)−W ′2 (qn − qn−2) ,

where W1,2 : R→ R are smooth potential functions, which can be expanded as

W ′1 (r) = 5r + a1r
2 + b1r

3 +O
(
r4
)
, W ′2 (r) = −r + a2r

2 + b2r
3 +O

(
r4
)
,(5)
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Figure 1: Sketch of a possible physical realisation of the oscillator chain modeled by (4). It consists
of two lines of oscillators where in between each line the forces are repelling and across the lines
the forces are attracting.

with coefficients a1,2, b1,2 ∈ R. Thus, for small displacements the nearest neighbor interaction is
attracting, whereas the next-to-nearest neighbor interaction is repelling, see Figure (1).

The linearized problem

(6) ∂2
t qn = 5 (qn+1 − 2qn + qn−1)− (qn+2 − 2qn + qn−2) ,

is solved by
qn(t) = ei(kn−ωt),

where the spatial and temporal wave numbers k ∈ R and ω ∈ R are linked through the linear
dispersion relation

(7) ω2 = 10 (1− cos(k))− 2 (1− cos(2k)) ,

see Figure 2.
It was first observed in [25] that the inclusion of repelling next-to-nearest neighbor interaction

in (4) leads to phenomena which are not exhibited by the classical FPU model (1). Indeed, in
contrast to the classical FPU model, one formally establishes in [25], for a rescaled version of (4)
with purely quadratic potential W2, that moving pulse solutions of permanent form (3) exist for
wavespeeds c slightly below the group velocity |ω′(0)| = 1 of the wavenumber k = 0. This group
velocity |ω′(0)| is also known as the speed of sound. Traveling solutions of permanent form prop-
agating with speed c < |ω′(0)| are then adequately called subsonic, whereas moving solutions of
permanent form with speed c > |ω′(0)| are called supersonic.

Later, it was proved in [24] using variational methods that (4) admits, in contrast to (1),
slightly supersonic solutions with periodic profile functions. Further generalizations of (4) allowing
for fully nonlocal interaction, i.e. interaction between all oscillators, have been rigorously considered
in [9, 19]. In [9] one establishes slightly supersonic pulse solutions using methods from asymptotic
analysis, whereas in [19] traveling solutions of permanent form with periodic or with localized profile
functions propagating with arbitrary supersonic speeds are obtained using variational methods
requiring certain monotonicity assumptions on the potentials.
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Figure 2: Plot of the linear dispersion relation (7) in the (k, ω)-plane, which is 2π-periodic with
respect to k.

Recently, it was suggested in [23], for the case of a purely quadratic potential W2, that (4)
admits a so-called velocity gap separating near-to-sonic pulse solutions, with wavespeeds near the
speed of sound |ω′(0)|, from strictly supersonic pulse solutions, with wavespeeds slightly above the
maximum value of ω(k)/k. For the linear dispersion relation (7) this gap is manifested by the
inequality 1 = |ω′(0)| < sup{ω(k)/k : k > 0} as can be observed from Figure 2 (compare also the
upper middle panels of the upcoming Figures 4 and 6). For the specific case of a piecewise linear
W ′1 an explicit series expansion of such a strictly supersonic pulse solution was obtained in [23] and
a formal NLS approximation was established.

In this paper we rigorously establish such strictly supersonic pulse solutions for the FPU
model (4), which are approximated by solitary waves of an associated NLS equation, allowing
for a large class of potentials W1 and W2. Thus, we are interested in moving pulse and front
solutions to (4) of permanent form, that is, solutions to (4) of the form (3), whose profile function
v : R → R satisfies limξ→±∞ v(ξ) = v± for some v± ∈ R, see Figure 3. In addition, we obtain
solutions, which have an oscillatory character and can, for small amplitude, be approximated by
solutions of an associated NLS equation. Thus, the solutions we are going to construct are of the
form

qn(t) = εA
(
ε (n− cgt) , ε2t

)
ei(k0n−ω0t) + c.c.,(8)

with small perturbation parameter 0 < ε� 1, amplitude A(X,T ) ∈ C, and group velocity cg. The
spatial and temporal wave numbers k0 > 0 and ω0 > 0 are related through the linear dispersion
relation (7). Inserting the ansatz (8) into (4) shows that, after an expansion with respect to ε, A
has to satisfy a NLS equation

(9) ∂TA = iν1∂
2
XA+ iν2A|A|2,

with coefficients ν1, ν2 ∈ R. A rigorous proof that waves of the form (8) in the classical FPU
system (4) can be approximated by solutions to the NLS equation on the natural time scale O(1/ε2)
has been given in [20]. Moreover, NLS approximation results for polyatomic FPU chains can be
found in [1].
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In case ν1ν2 > 0 the NLS equation (9) possesses spatially localized time-periodic solutions

(10) A(X,T ) = Ahom,γ(X)eiγT , Ahom,γ(X) =

√
2γ

ν2

1

cosh(
√
γ/ν1X)

,

with lim|X|→∞Ahom,γ(X) = 0 for every γ ∈ R with ν1γ > 0. These so called breather solutions
lead to moving modulating pulse and front solutions of the FPU system, namely

(11) qn(t) = εAhom,γ (ε (n− cgt)) ei(k0(n−cpt)) + c.c.+O(ε2),

where cp = ω0/k0 denotes the phase velocity of the underlying carrier wave. Modulating pulse and
front solutions are characterized by

vmp(ξ, p) = vmp(ξ, p+ 2π), with lim
ξ→±∞

vmp(ξ, p) = v±,

where ξ ∈ R is the variable for the envelope, p ∈ R/(2πZ) is the variable for the underlying carrier
wave, and the limits v± ∈ R are equal in case of a pulse. Modulating solutions vmp(ξ, p) are time-
periodic in a frame co-moving with the envelope, and, thus, are often written as vbr(ξ, t) = vmp(ξ, p).
If vmp(ξ, p) does not converge for ξ → ±∞, but possesses small oscillatory tails, then vmp(ξ, p) is a
so-called generalized modulating pulse (or front) solution. In (11), we have

(12) vmp(ξ, p) = εAhom,γ(ξ)eip + c.c.+O(ε2),

with ξ = n− cgt and p = k0(ξ− (cp− cg)t). Such generalized modulating pulse solutions have been
constructed for Klein-Gordon lattices

(13) q̈n = −V ′(qn) + (qn+1 − 2qn + qn−1) ,

in [15] with localized potential V (qn) = 1
2q

2
n + O(q3

n) resulting in ω(0) > 0 (whereas we have
ω(0) = 0, see Figure 2).

Here, we are interested in the situation where the moving modulating pulse or front solutions
are of permanent form, i.e., when cg(k0) = cp(k0) for a k0 6= 0. Moreover, we look for solutions
which converge as ξ → ±∞. To our knowledge for lattice differential equations such solutions have
not been constructed before. Either moving solutions of permanent form which are of KdV-type
for small amplitudes have been found, or, if they are of NLS form for small amplitudes, they have
non-converging, small oscillatory tails at ±∞. It is the purpose of this paper to show that there
is a relatively simple FPU system for which such moving modulating pulse of fronts solutions of
permanent form exist, namely (4).

Our main result is as follows.

Theorem 1.1. There exist a speed c∗ > 1, a wave number k0 > 0 and an open set P ⊂ R4

containing R2 × R2
+ such that for all coefficients (a1, a2, b1, b2) ∈ P of the potentials W1,2 in (5)

there exist constants c0, C > 0 such that the following holds. For all c ∈ (c∗, c∗+ c0) the system (4)
possesses a moving front solution of permanent form (3) with an amplitude of order ε :=

√
c− c∗,

where the profile function v : R→ R is smooth and has limits at ξ → ±∞ satisfying

lim
ξ→±∞

v(ξ) = O(ε2).
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Figure 3: Schematic depiction of the profile functions of a localized modulating pulse (top) and
of a modulating front (bottom) in the FPU model (4), which propagate with strictly supersonic
speed c > c∗ and are constructed in Theorem 1.1. For both solutions, the amplitude is of order
ε =

√
c− c∗ on a length scale of order ε−1. Furthermore, both solutions have limits τ± at ±∞

satisfying |τ+ − τ−| = O(ε2).
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Furthermore, there exist ε-independent parameters ν1 > 0, ν2 > 0 for (9) and γ > 0 for (10) such
that v enjoys the estimate

sup
ξ∈R

∣∣∣v (ξ)−
(
εAhom,γ (εξ) eik0ξ + c.c.

)∣∣∣ ≤ Cε2 |log(ε)| ,(14)

where A(X,T ) = Ahom,γ(X)eiγT is the time-periodic solution to the NLS equation (9) introduced
in (10).

Remark 1.2. We point out that the quantities c∗, k0, P, ν1,2 and γ in Theorem 1.1 can be given
explicitly. The critical velocity c∗ and the wave number k0 are determined by the linear dispersion
relation Σ(λ; c) = 0, see (18) and Lemma 2.3. In particular, Lemma 2.3 implies that c∗ is indeed
the maximum of k 7→ ω(k)/k and that the maximum is attained at wave number k0. Finally, the
set P of admissible coefficients in the potentials is determined by (49) and finally, the parameters
ν1,2 and γ for the associated NLS-equation are given in (61).

By making additional symmetry assumptions on the potentialsW1,W2 in (4) we can guarantee
that the profile function v in Theorem 1.1 is a true pulse solution. More precisely, we prove the
following result.

Theorem 1.3. Let the conditions of Theorem 1.1 be satisfied and additionally assume that W1,W2

are symmetric potentials, i.e. it holds Wj(r) = Wj(−r) for each r ∈ R and j = 1, 2. Then, the
profile function v : R→ R from Theorem 1.1 satisfies

lim
ξ→−∞

v(ξ) = lim
ξ→∞

v(ξ).

In particular, there exists a localized moving pulse solution of permanent form (3) to (4) with profile
function v : R→ R satisfying limξ→±∞ v(ξ) = 0.

Remark 1.4. We note that Theorem 1.3 holds for a large class of potentials. In particular, every
potential of the form

W1(r) = 5r2 + b1r
4 +O(r6), W2(r) = −r2 + b2r

4 +O(r6),

with symmetric higher order terms and b1, b2 > 0 satisfies the assumptions of Theorem 1.3.

We emphasize that the moving solutions of permanent form obtained in Theorems 1.1 and 1.3
are strictly supersonic, propagating with wavespeeds c > c∗, strictly away from the group velocity
|ω′(0)| = 1 of the wavenumber k = 0, see Remark 1.2. They are therefore likely to correspond to the
strictly supersonic solutions formally obtained in [23, Section 8] through NLS approximations for the
case (4) has a purely quadratic potential W2. As far as we are aware, the only other mathematical
work establishing the existence of strictly supersonic solutions to (4) is [19]. Although the framework
in [19] is more general than ours allowing for fully nonlocal interaction, the potentials need to satisfy
certain monotonicity assumptions due to the use of variational methods, which is not necessary in
our setting. In addition, the focus in [19] is not on the wavespeed regime 0 < c − c∗ � 1, but
rather on arbitrary supersonic wavespeeds. Consequently, an NLS-type estimate as in Theorem 1.1
is naturally not obtained in [19].

The proof of Theorem 1.1 employs the seminal approach as developed by Iooss and Kirchgässner
in [10, 13], which relies on spatial dynamics, center manifold reduction and bifurcation theory. We
refer to §1.1 for a further outline of this approach and the specifics of the current application.
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For PDEs (in cylindrical domains) the construction of solitary waves or pulse solutions by
adopting a spatial dynamics approach and using center manifold theory goes back to [17]. In
the following years the method has been employed for the construction of solitary water waves,
see [5, 12] and [8] for an overview. In addition, it has been used for the construction of generalized
moving modulating pulse solutions, cf. [6, 7], which do not converge for ξ → ±∞, but have small
oscillatory tails.

We discuss some results in the literature which are mathematically strongly related to the
present paper. We do refrain from giving a complete overview of existence results for moving
modulating pulse (or front) solutions or moving pulses or fronts of permanent form in NLS, FPU,
or Klein-Gordon lattices, which are obtained via bifurcation theory, spatial dynamics, and/or center
manifold theory. Instead, we refer to [16] for an overview.

First, we would like to mention [13], where small-amplitude traveling waves of permanent
form (3), which are approximately given by the NLS solitary waves, have been constructed in
Klein-Gordon lattices. We do emphasize that, in contrast to the ones constructed in this paper,
these waves have non-converging, small oscillatory tails. Moreover, in [15] generalized modulating
pulse solutions qn(t) = v(n − ct, t) = v(n − ct, t + T ) have been constructed in Klein-Gordon lat-
tices. Finally, in [11] special modulating pulse solutions satisfying qn(t) = qn+N (t − T ) have been
established in FPU lattices. We emphasize that a linear bifurcation analysis yields that the pulse
solutions constructed in this paper, i.e., moving modulating pulse solutions of permanent form (3)
which converge for ξ → ±∞ and which, for small amplitude, are approximately given by NLS
solitons, cannot be constructed for the classical FPU problem (1) by the method in use, cf. §6.

Remark 1.5. The solutions constructed in this present paper correspond to the ones constructed
in [12] for the water wave problem. The solutions consist of a pulse like envelope moving with a
group velocity cg modulating an underlying carrier wave moving with the same velocity cp = cg.
For the water wave problem the construction of moving modulating pulses when cg 6= cp is still an
open problem. The similarities between the water wave problem and the FPU problem can be seen
by reproducing Figure 4 for the dispersion relation of the water problem

ω2 = (k + σk3) tanh(k),

where σ ≥ 0 is the surface tension parameter.

1.1 Approach and plan of paper

We adopt a spatial dynamics approach [10, 13] to prove our main result, Theorem 1.1. That is, we
observe that if qn(t) is a solution to (4) of permanent form (3) with profile v, then v satisfies the
advance-delay differential equation

c2v′′(ξ) =W ′1 (v (ξ + 1)− v (ξ))−W ′1 (v (ξ)− v (ξ − 1))

+ W ′2 (v (ξ + 2)− v (ξ))−W ′2 (v (ξ)− v (ξ − 2)) ,
(15)

which can be regarded as an evolutionary system with respect to ξ and, thus, we call it the spatial
dynamics formulation. We note that (15) admits a reversible symmetry and conserves a first
integral. To prove Theorem 1.1, we construct a homoclinic (pulses) or heteroclinic (fronts) solution
to (15).
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For this purpose, we proceed as in [11], cf. Remark 1.6. We start our analysis in §2 by first
writing the advance-delay differential equation (15) as a classical dynamical system, which inherits
its reversible symmetry and its conservation of the first integral. Subsequently, we study the
spectrum of the linearization in §2.1. The linearized version of (15),

c2v′′ (ξ) = 5 (v (ξ + 1)− 2v (ξ) + v (ξ − 1))− (v (ξ + 2)− 2v (ξ) + v (ξ − 2)) ,

is solved by v(ξ) = eλξ. The neutral∗ eigenvalues λ = ik thus satisfy c2k2 = ω(k)2, respectively
ω(k) = ±ck, where the temporal wave number ω(k) is defined through the linear dispersion rela-
tion (7). We show that there exists a unique value c = c∗ such that the spectrum possesses precisely
three double eigenvalues on the imaginary axis, see Figure 4. These neutral eigenvalues would al-
low for reduction of the system to a six-dimensional center manifold for c ≈ c∗. However, before
applying the center manifold reduction, we factor out the eigenvalue at the origin in §2.2, which
is related to translational invariance of equation (15), leading to a simpler, five-dimensional center
manifold. The application of the center manifold theorem and the verification of the associated
spectral and optimal regularity conditions can be found in §3.

The obtained reduced system on the five-dimensional center manifold is then analyzed in §4.
In §4.1 we first reduce one dimension further by noting that (15) conserves a first integral. The lin-
earization of this first integral is directly related to the remaining 0-eigenvalue and its conservation
implies that the dynamics of (15) on the associated eigenspace is constant up to nonlinear effects.
Using a near identity change of variables, the almost constant dynamics on this neutral eigenspace
can be captured by introducing an additional system parameter, i.e. the value of the first integral.
Subsequently, we study the resulting four-dimensional system, which governs the dynamics on the
center manifold associated with the off-zero neutral eigenvalues. To simplify the analysis, the sys-
tem is brought into its normal form in §4.2 and relevant coefficients of the normal form expansion
are computed in §4.3. The value of these coefficients yields explicit homoclinic solutions to the
truncated normal form for c − c∗ > 0 sufficiently small. In §4.4 we argue that these homoclinic
solutions persist when reintroducing the higher-order terms to the normal form, where we exploit
the reversibility of the system. Finally, in §5, we prove that this yields the existence of homoclinic
solutions to the reduced system on the center manifold and thus, via the center manifold theorem,
implies the existence of pulse and front solutions to the full spatial dynamics formulation (15). This
proves our main result, Theorem 1.1.

In the final discussion in §6 we explain which other kinds of generalized modulating pulse
solutions are exhibited by (4).

Remark 1.6. Although the nonlinear oscillator chain under consideration in [11] is different to
ours and does not exhibit next-to-nearest neighbor interaction, their analysis applies in large lines
to our situation. The reason for this is that the critical spectrum of the linearization of the spatial
dynamics formulation is similar, exhibiting a double zero mode and two complex conjugated double
off-zero modes. Therefore, the structure of the center manifold in [11] is comparable to ours and the
analysis in [11] of the reduced equations can be transferred. However, the next-to-nearest neighbor
effects yield a different outcome when converting back to the full problem. Indeed, in [11] the
obtained solutions have oscillatory non-converging tails, which contrasts with the front and pulse
solutions in Theorem 1.1 that have converging tails, cf. Figure 3.

∗In the literature, these are also referred to as central eigenvalues.
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Figure 4: Intersection points of the line k 7→ ck and the curves k 7→ ±ω(k) correspond to central
eigenvalues of the linearized spatial dynamics formulation. Left upper panel: For c > c∗ ≈ 1.66,
except for the trivial solution k = 0, no other intersection points occur and so no off-zero neutral
eigenvalues are present in the spatial dynamics formulation, cf. left lower panel. Middle upper
panel: For c = c∗, i.e. the maximum of k 7→ ω(k)/k, a tangent intersection occurs leading to two
double off-zero neutral eigenvalues, cf. middle lower panel. Right upper panel: For c < c∗ four
non-trivial intersections occur leading to four off-zero central eigenvalues, cf. right lower panel.
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2 The spatial dynamics formulation

Following the approach outlined in §1.1, we study the spatial dynamics formulation (15). As in [11]
we introduce z(ξ) = v(ξ), y(ξ) = v′(ξ) and U (ξ, p) = v (ξ + p) with ξ ∈ R and p ∈ [−2, 2]. This
allows us to rewrite the advance-delay differential equation (15) as a classical dynamical system

(16) ∂ξV = LcV +
1

c2
N(V ),

posed on the Banach space

H = {(z, y, U) ∈ R× R× C0([−2, 2]) : z = U(0)},

equipped with the norm ‖(z, y, U)‖ = |z|+ |y|+ ‖U‖∞, where the linear operator Lc acting on H
with domain

D = {(z, y, U) ∈ R× R× C1([−2, 2]) : z = U(0)},

is given by

Lc

 z
y
U

 =

 y
1

c2
(5 (U (1)− 2U (0) + U (−1))− (U (2)− 2U (0) + U (−2)))

∂pU

 ,

and where the nonlinearity N : D → D is given by

N

 z
y
U

 =

 0
s1(U)

0

 ,

with

s1(U) = N1(U(1)− U(0))−N1(U(0)− U(−1)) +N2(U(2)− U(0))−N2(U(0)− U(−2)) ,

and
N1(U) =W ′1(U)− 5U, N2(U) =W ′2(U) + U.

The advance-delay equation (15) admits a reversible symmetry and conserves a first integral. We
show that these two fundamental properties are inherited by system (16).

Reversibility. The dynamical system (16) is reversible under the symmetry

R : H → H, R

 z
y
U

 =

 −z
y

p 7→ −U(−p)

 ,

since the spatial dynamics formulation (15) is invariant under the transformation v(ξ) 7→ −v(−ξ).
Indeed, if V : R→ D is a solution to (16), then so is Ṽ : R→ D given by Ṽ (ξ) = RV (−ξ), since it
holds RLc = −LcR and RN(V ) = −N(RV ) for V ∈ D.

11



Conservation of first integral. One readily observes that the spatial dynamics formulation (15)
conserves a first integral, which is given by

c2v′ −
∫ 1

0
W ′1(v(ξ)− v(ξ − 1))dξ −

∫ 2

0
W ′2(v(ξ)− v(ξ − 2))dξ.

Thus, upon defining the nonlinear functional I1 : H× (1,∞)→ R by

I1(z, y, U ; c) =
1

c2 − 1

(
c2y −

∫ 1

0
W ′1(U(p)− U(p− 1))dp−

∫ 2

0
W ′2(U(p)− U(p− 2))dp

)
,

we find that, if V : R→ D solves (16), then it holds

∂ξI1(V (ξ); c) = 0, ξ ∈ R.

2.1 Spectral analysis

We analyze the linear part Lc of system (16) and its spectrum. The associated eigenvalue problem
(λ− Lc)V = 0 with V ∈ D reads

λz = y,

λy =
1

c2
(5 (U(1)− 2U(0) + U(−1))− (U(2)− 2U(0) + U(−2))),

λU(p) = ∂pU(p).

(17)

Noting that the third equation in (17) is solved by U(p) = eλpz, the eigenvalue problem reduces to
a linear homogeneous system in R2 with associated determinantal function Σ: C×R→ C given by

Σ(λ; c) = c2λ2 − 10(cosh(λ)− 1) + 2(cosh(2λ)− 1).(18)

Thus, eigenvalues are located by the linear dispersion relation Σ(λ; c) = 0. More precisely, λ ∈ C
is an eigenvalue of Lc if and only if Σ(λ; c) = 0, and the algebraic multiplicity of λ coincides with
the multiplicity of λ as a root of Σ(·; c). On the other hand, if λ ∈ C is not a root of Σ(·; c), then it
follows from the upcoming Lemma 2.1 that the resolvent problem (λ−Lc)V = F can be explicitly
solved, and thus λ lies in the resolvent set ρ(Lc). An explicit expression for the resolvent can be
found by first solving the third equation of (λ− Lc)V = F , which reduces the problem to a linear
inhomogeneous system in R2. One readily obtains the following result.

Lemma 2.1. Let λ ∈ C and c ∈ R be such that Σ(λ; c) 6= 0. Then, λ lies in the resolvent set of
Lc, and it holds

(λ− Lc)−1

 z
y
U

 =
1

Σ(λ; c)

 c2(λz + y)− ψ(U, λ)
c2λ(λz + y)− λψ(U, λ)

p 7→ eλp
(
c2(λz + y)− ψ(U, λ)

)
−


0
z

p 7→
∫ p

0
eλ(p−p̃)U(p̃)dp̃

 ,

with

ψ(U, λ) = 5

(∫ 1

0
eλ(1−p)U(p)dp−

∫ 0

−1
eλ(−1−p)U(p)dp

)
−
(∫ 2

0
eλ(2−p)U(p)dp−

∫ 0

−2
eλ(−2−p)U(p)dp

)
.
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Figure 5: The intersection points of the blue and red curves correspond to eigenvalues of the spatial
dynamics formulation, in the left panel for c2 = 2.9, in the middle panel for c2 = 2.743, and in the
right panel for c2 = 2.5.

We set λ = λr + iλi with λr, λi ∈ R. Taking real and imaginary parts of the linear dispersion
relation Σ(λ; c) = 0 yields the equations

c2(λ2
r − λ2

i ) = 10 (cosh(λr) cos(λi)− 1)− 2 (cosh(2λr) cos(2λi)− 1) ,

c2λrλi = 5 sinh(λr) sin(λi)− sinh(2λr) sin(2λi).
(19)

The equations (19) can be solved graphically by plotting the solution sets of the first and second
equation in the (λr, λi)-plane. The intersection points correspond to the eigenvalues of the operator
Lc. Figure 5 indicates that 0 is an eigenvalue of algebraic multiplicity 2 for all c > 1. We show
that this is indeed the case and compute the associated spectral projection.

Lemma 2.2. For each c > 1 the linear operator Lc has an eigenvalue of geometric multiplicity 1
and algebraic multiplicity 2 at the origin. Associated (generalized) eigenvectors are

V0 =

1
0
1

 , V1 =

 0
1

p 7→ p

 ,

with

LcV0 = 0, LcV1 = V0.

The spectral projection π0,c : H → H onto the generalized eigenspace of Lc at 0 is explicitly given
by

π0,c(V ) = χ∗0,c(V )V0 + χ∗1,c(V )V1,(20)

where the functionals χ∗0,c, χ
∗
1,c : H → R are given by

χ∗0,c(V ) =
1

c2 − 1

(
c2z − 5

∫ 1

−1
(1− |p|)U(p)dp+

∫ 2

−2
(2− |p|)U(p)dp

)
,

χ∗1,c(V ) =
1

c2 − 1

(
c2y − 5

∫ 1

−1
sgn(p)U(p)dp+

∫ 2

−2
sgn(p)U(p)dp

)
,

and satisfy χ∗i,c(Vj) = δij for i, j ∈ {0, 1}.

13



Proof. It holds Σ(0; c) = ∂λΣ(0; c) = 0 and ∂2
λΣ(0; c) = 2(c2 − 1) > 0. So, 0 is an eigenvalue of

Lc of algebraic multiplicity 2. By direct verification one shows LcV0 = 0 and LcV1 = V0, which
proves 0 has geometric multiplicity 1. Finally, the associated spectral projection π0,c is given by
the Dunford integral

π0,c =
1

2πi

∫
Γ0,c

(λ− Lc)−1 dλ,

where Γ0,c is a simple contour enclosing the origin, but no other eigenvalues of Lc. Applying
the residue formula in [15, Lemma 4.1] and using the explicit expression for the resolvent from
Lemma 2.1 yields (20).

We now show that the neutral spectrum of Lc is indeed of the form depicted in Figures 4 and 5.

Lemma 2.3. There exist a unique c∗ > 1 and k0 > 0 such that σ(Lc∗) ∩ iR = {0,±ik0}, where
0,±ik0 are eigenvalues of Lc∗ of geometric multiplicity 1 and algebraic multiplicity 2. Associated
(generalized) eigenvectors are

V2 =

 1
ik0

p 7→ eik0p

 , V3 =

 0
1

p 7→ peik0p

 ,

with

Lc∗V2 = ik0V2, Lc∗V3 = ik0V3 + V2.

In addition, it holds

∂2
λΣ(ik0; c∗) > 0, Σ(2ik0; c∗) < 0.

Proof. We start by showing that there exist a unique c∗ > 1 and a k0 > 0 such that Σ(ik; c∗) ≤ 0
for each k ∈ R and the only roots of Σ(·; c∗) on iR are the double roots at 0 and at ±ik0. Therefore,
we define fc : R→ R by

fc(k) = Σ(ik; c) = −c2k2 + 8− 10 cos(k) + 2 cos(2k),

and let Ω be the set of all c > 1 such that fc has a non-negative local maximum at some k̄ > 0.
We note that for c > 1 it holds fc(0) = 0, ∂kfc(0) = 0 and ∂2

kfc(0) = −2(c2− 1) < 0 and that fc(k)
tends towards −∞ for k → +∞. Additionally using that fc(π) = 20− c2π2 > 0 for c > 1 close to
one, we find that Ω is non-empty. Finally, the fact that f ′c(k) < 0 for all k > 0, provided c > 1 is
sufficiently large, yields that Ω is bounded from above. Therefore, the supremum of Ω exists and
we define c∗ := sup Ω.

A direct consequence of this definition is that fc∗(k) ≤ 0 and that there exists at least one double
root k0 > 0 of fc∗ since fc∗ has a local maximum at k0. We now show that there cannot be more
than one such k0. For that we write fc∗(k) = −(c∗)2k2 + f̃(k) and note that f̃ is independent of c
and 2π-periodic. We start by showing that any positive double root k0 of fc∗ satisfies k0 ∈ (0, π).
If k0 > 2π then

fc∗(k0 − 2π) = −(c∗)2(k0 − 2π)2 + f̃(k0 − 2π) > −(c∗)2k2
0 + f̃(k0) = fc∗(k0) = 0,

14



which contradicts the definition of c∗. Similarly, if k0 ∈ (π, 2π) we have fc∗(−(k0 − 2π)) > 0 using
the reflection symmetry of fc∗ and |k0 − 2π| < k0. Hence, any positive double root k0 of fc∗ must
satisfy 0 < k0 ≤ π. However, since ∂2

kfc∗ can have at most two isolated roots in (0, π) and fc∗ has
a local maximum at k = 0, there can only be one local maximum in (0, π). Therefore, the only
roots of fc∗ are the double roots at 0 and at ±k0. Finally, since c 7→ fc(k) is strictly monotonically
decaying for any fixed k > 0 there cannot be another such c∗.

Since Σ(λ; c) characterizes the spectrum of Lc, we thus proved the first part of the lemma.
Furthermore, one readily verifies that Lc∗V2 = ik0V2 and Lc∗V3 = ik0V3 + V2, which also proves
that ±ik0 are eigenvalues with geometric multiplicity 1. Finally, we have Σ(2ik0; c∗) < 0 by
construction of c∗. Additionally,

∂2
λΣ(ik0; c∗) = −∂2

kfc∗(k0) ≥ 0,

since f∗c has a local maximum at k0. Now suppose that ∂2
kfc∗(k0) = 0, which also implies that

∂3
kfc∗(k0) = 0 due to the construction of c∗. However, the latter implies that ∂2

kfc∗(k) ≤ 0 for all
k ∈ (0, π) and hence, ∂kfc∗ is monotonically decreasing on (0, π). Since ∂kfc∗(0) = 0 this implies
that ∂kfc∗(k) ≤ 0 for all k ∈ (0, π) and therefore, fc∗ is monotonically decreasing on (0, π) and
thus cannot have a local maximum on (0, π) – a contradiction. We therefore obtain ∂2

kfc∗(k0) > 0,
which completes the proof.

Corollary 2.4. Let c∗ and k0 be as in Lemma 2.3. There exists a neighborhood V ⊂ R of c∗ such
that, for each c ∈ V, there exists eigenvalues λ±(c) of Lc given by

λ±(c) = ±
√
s0(c) + i(k0 + p0(c)),

with smooth functions s0, p0 : V → R satisfying s0(c∗) = 0 = p0(c∗) and

s′0(c∗) = −2∂cΣ(ik0; c∗)

∂2
λΣ(ik0; c∗)

> 0, p′0(c∗) =
i∂c∂λΣ(ik0; c∗)

∂2
λΣ(ik0; c∗)

.

Proof. The result follows by Riemann surface unfolding of the linear dispersion relation Σ(λ; c) = 0
or, equivalently, of system (19). More precisely, we substitute λr =

√
γ in (19) and observe that

both equations are analytic in γ, λi and c, where we use that both cosh(
√
γ) and sinh(

√
γ)/
√
γ are

analytic functions of γ. Subsequently, we use Lemma 2.3 and apply the implicit function theorem
at γ = 0, λi = k0 and c = c∗ to solve the obtained system for γ and λi as smooth functions of c.
Expanding γ and λi in c yields the result.

Remark 2.5. We highlight that Lemma 2.3 and Corollary 2.4 show that for c ∈ V with c < c∗

the double eigenvalues at ±ik0 split up into two simple purely imaginary eigenvalues, whereas for
c > c∗ these double eigenvalues split up into two simple eigenvalues with opposite real parts lying
on the lines Im(λ) = ±k0, as depicted in Figure 4

Since Σ(·; c∗) is analytic, its roots are isolated. Thus, we can proceed as in [13, Lemma 1(i)] to
bound the hyperbolic part of the spectrum of L∗c

Lemma 2.6. Let c∗ be as in Lemma 2.3. There exists ρ > 0 such that any eigenvalue λ ∈ σ(Lc∗)\iR
satisfies |Re(λ)| > ρ.
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The above Lemmas 2.3 and 2.6 suggest that we are in a situation where the dynamics of small
solutions to the full spatial system (16) can potentially be reduced using center manifold theory,
cf. [8]. Indeed, in the following §3 we rigorously apply a center manifold reduction to (16) for c
close to c∗. Since we want to exploit the spectral properties of Lc at c = c∗, see Lemma 2.3, we
rewrite (16) as

∂ξV = Lc∗V + (Lc − Lc∗)V +
1

c2
N(V ) =: Lc∗V +N (V ; c).(21)

We remark that the range of N (·; c) is still spanned by the vector (0, 1, 0)>, which we will exploit to
obtain a center manifold theorem. Additionally, we note that N (·; c) has a linear part in V which
vanishes at c = c∗. In particular, it satisfies N (0; c∗) = 0 and ∂VN (0; c∗) = 0, which suffices for
our purposes, cf. [8, Hypothesis 2.3.1].

2.2 Removing the translational mode

Since the spatial dynamics formulation (15) is translationally invariant, system (16), and thus
system (21), is invariant under the shift V 7→ V + τV0 for any τ ∈ R. As outlined in §1.1, our
approach is to first factor out the associated eigenvalue at the origin of Lc∗ before applying the
center manifold reduction, so that we can work with a five- instead of a six-dimensional center
manifold.

We decompose any solution V : R→ D to (21) as

V (ξ) = W (ξ) + τ(ξ)V0, τ(ξ) = χ∗0,c∗(V (ξ)),(22)

so that χ∗0,c∗(W (ξ)) = 0 for all ξ ∈ R. Applying the spectral projection π0,c∗ of Lc∗ and using
χ∗0,c∗(W ) = 0, χ∗0,c∗(N (V ; c)) = 0 and N (W + τV0; c) = N (W ; c), we find that system (21) in the
new W - and τ -variables reads

∂ξW = L̃c∗W + Ñ (W ; c),(23)

∂ξτ = χ∗1,c∗(W ),(24)

where the linear operator L̃c∗ acting on

H̃c∗ = {W ∈ H : χ∗0,c∗(W ) = 0} = ker(χ∗0,c∗),

with domain

D̃c∗ = H̃c∗ ∩ D,

is given by
L̃c∗(W ) = Lc∗(W )− χ∗1,c∗(W )V0,

and where the nonlinearity Ñ is the restriction of N to D̃c∗ . We emphasize that the W -equation
in (23)–(24) is decoupled from the τ -equation, which captures the shift action of (21). Thus, we have
factored out the translational mode, and 0 is now a simple eigenvalue of L̃c∗ with eigenvector V1.
Because the functional χ∗0,c∗ must vanish on all (generalized) eigenvectors except V0, cf. Lemma 2.2,

one readily observes that the spectrum of L̃c∗ , outside the origin, is the same as the spectrum of
Lc∗ with the same multiplicities of eigenvalues and the same (generalized) eigenvectors.
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3 The center manifold reduction

We now apply center manifold theory to the spatial system (23), which is precisely of the form as
discussed in [8, Section 3.2.1]. This application requires that the spectrum of L̃c∗ can be split into
a neutral part σn = {0,±ik0} and a remaining hyperbolic part σh, which has been established in
the previous §2. Additionally, we need to establish an optimal regularity estimate for the affine
linearized problem on the hyperbolic eigenspace, namely

∂ξWh = L̃c∗,hWh + Fh,(25)

where L̃c∗,h = L̃c∗ π̃h and Fh = π̃hF with π̃h being the spectral projection onto the hyperbolic
eigenspace of L̃. Here, we can restrict to F = (0, f, 0)> with f : R → R due to the special form
of the nonlinearity in (21). We proceed as in [13, 11, 15] and solve (25) explicitly. More precisely,
we show that there exists α0 > 0 such that for all α ∈ [0, α0) the affine problem (25) has a unique
solution Wh,α in Eα0 (D̃h) ∩ Eα1 (H̃h) for each f ∈ Eα0 (R). Here, D̃h = π̃hD̃c∗ and H̃h = π̃hH̃c∗ , and
the space Eαj (Z) is defined by

Eαj (Z) =

{
f ∈ Cj(R, Z) : ‖f‖j = max

0≤k≤j
sup
ξ∈R

e−α|ξ|‖Dkf‖ <∞

}
,

for an arbitrary Banach space Z, j ∈ N and α ≥ 0. Additionally, we show that the linear solution
operator Kα : Eα0 (R)→ Eα0 (D̃h) mapping f 7→Wh,α is α-uniformly bounded.

Remark 3.1. We point out that, as discussed in [15], the operator L̃c∗ is not bi-sectorial. Therefore,
the resolvent estimates in [8, Hypothesis 2.2.15] are not available to establish a center manifold
result. Instead, we solve the affine problem (25) directly in order to obtain the desired optimal
regularity condition for the center manifold result, see also [8, Section 5.2.3].

The remainder of this section is organized as follows. We first construct the spectral projections
π̃n and π̃h = 1 − π̃n by explicitly computing the resolvent (λ − L̃c∗,h)−1. Then, we solve (25) for
α = 0 and as a final step, we extend this result to hold for α > 0 sufficiently small. Finally, we
state the center manifold result.

3.1 Spectral projections

The neutral spectral projection π̃n of L̃c∗ is given by the Dunford integral

π̃n =
1

2πi

∫
Γn

(λ− L̃c∗)−1 dλ,(26)

where Γn ⊂ C is a regular curve enclosing the neutral eigenvalues in σn = {0,±ik0} but excluding
the hyperbolic ones in σh = σ(L̃c∗) \ σn, cf. Lemmas 2.3 and 2.6. We then explicitly compute

(λ− L̃c∗)−1

0
f
0

 = (c∗)2f

 1

Σ(λ; c∗)

 1
λ

p 7→ eλp

− 1

λ2((c∗)2 − 1)
V0

 ,(27)
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for λ /∈ σ(L̃c∗) and f ∈ R. To check this we recall that L̃c∗(W ) = Lc∗(W ) − χ∗1,c∗(W )V0. Then,
using Lemma 2.1 we find that

(λ− Lc∗)−1

0
f
0

 =
(c∗)2f

Σ(λ; c∗)

 1
λ

p 7→ eλp

 =: v,

and

χ∗1,c∗(v) =
(c∗)2f

λ((c∗)2 − 1)
.

With this, Lc∗V0 = 0 and χ1,c∗(V0) = 0 one can directly verify that (27) holds true. Using the
explicit expression for the resolvent (27), we obtain the following result.

Proposition 3.2. Let F ∈ H̃c∗ be a vector of the form F = (0, f, 0)T with f ∈ R. Then, the
projection of F onto the hyperbolic eigenspace of L̃c∗ is given by

Fh =

 0
k1c

2f
p 7→ c2fk2(p)

 ,

with k1 ∈ R and k2 ∈ C∞([−2, 2]) satisfying k2(p) = k2(−p).

Proof. We note that, since λ 7→ (λ − L̃c∗)−1 is analytic on the resolvent set of L̃c∗ , the projection
π̃n onto the neutral eigenspace of L̃c∗ is given by the sum of its residues at λ = ±ik0 and λ = 0.
Furthermore, since Σ(·; c∗) is an analytic function with double roots in σn = {0,±ik0}, see §2,
these residues can be calculated explicitly using [15, Lemma 4.1]. The result then follows from this
explicit formula, the symmetry Σ(λ; c∗) = Σ(−λ; c∗) and the fact that σn is purely imaginary and
invariant under the reflection λ 7→ −λ.

3.2 The affine problem for α = 0

We now solve the affine problem (25) in E0
0(D̃h) ∩E0

1(H̃h) = C0
b (R, D̃h) ∩ C1

b (R, H̃h), where Wh =
(zh, yh, Uh) and Fh = (0, k1c

2f, p 7→ k2(p)c2f)T with f ∈ C0
b (R), cf. Proposition 3.2. Using that the

third equation of (25) is an inhomogeneous transport equation we obtain via the Duhamel formula
that

Uh(ξ, p) = zh(ξ + p) +

∫ ξ+p

ξ
k2(ξ + p− s)c2f(s) ds,

with p ∈ [−2, 2] and ξ ∈ R, where we used Uh(ξ, 0) = zh(ξ). Therefore, we have the estimate

‖Uh‖C0
b (R,C1([−2,2])) ≤ ‖zh‖C1 + C‖c2f‖C0 ,(28)

for some constant C > 0. It therefore remains to provide an estimate for zh. Since α = 0, and thus
the problem is posed in C0

b (R, D̃h) we can take the Fourier transform of (25) with respect to ξ in
the space of tempered distributions and find

(ik − L̃c∗,h)Ŵh = F̂h,(29)
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with k ∈ R. We note that ik − L̃c∗,h is invertible on H̃h with an analytic inverse in a strip around
the real axis using Lemma 2.6 and recalling that we projected the equation onto the hyperbolic
eigenspace. Utilizing χ1,c∗(π̃hW ) = 0 for all W ∈ H̃c∗ we find

(ik − L̃c∗,h)

 ẑhŷh
Ûh

=

 ikẑh − ŷh
ikŷh − 1

c2

[
5
(
Ûh(1)− 2Ûh(0) + Ûh(−1)

)
−
(
Ûh(2)− 2Ûh(0)− Ûh(−2)

)]
ikÛh − ∂pÛh

 .

Thus, integrating the third equation in (29) yields

Ûh(k, p) = eikpẑh(k)− c2f̂(k)

∫ p

0
eik(p−s)k2(p) ds

where we used that ẑh(k) = Ûh(k, 0). Inserting this into the second equation of (29), we then
obtain

−k2ẑh(k)− 1

c2

[
5

(
eikẑh(k)− c2f̂(k)

∫ 1

0
eik(1−s)k2(s) ds

− 2ẑh(k) + e−ikẑh(k)− c2f̂(k)

∫ −1

0
eik(−1−s)k2(s) ds

)
−
(
e2ikẑh(k)− c2f̂(k)

∫ 2

0
e−ik(2−s)k2(s) ds

− 2ẑh(k) + e−2ikẑh(k)− c2f̂(k)

∫ −2

0
eik(−2−s)k2(s) ds

)]
= k1c

2f̂(k).

This is equivalent to

Σ(ik; c)ẑh(k) = c2f̂(k)ĥ(k),(30)

with

ĥ(k) = k1 − 10

∫ 1

0
k2(s) cos(k(1− s)) ds+ 2

∫ 2

0
k2(s) cos(k(2− s)) ds.

Here, we used k2(s) = k2(−s). Finally, we rewrite (30) as

Σ(ik; c)
[
ẑh(k)− c2f̂(k)Ĥ(k)

]
= 0.(31)

Note that, since (31) is equivalent to (29) and (ik− L̃c∗,h)−1 is analytic for k in a strip around the

real axis, so is Ĥ. Recall that the above equation is posed in the space of tempered distributions
and thus, by using [13, Appendix A] and the fact that Σ(ik; c) has a double root at k ∈ {0,±k0}
we obtain

ẑh − c2f̂ Ĥ = α+δk0 + β+δ
′
k0 + α0δ0 + β0δ

′
0 + α−δ−k0 + β−δ

′
−k0 ,

for some α±, β±, α0, β0 ∈ R, where δk is the Dirac distribution at k and δ′k its distributional

derivative. Finally, since Σ(ik; c) = O(k2) for |k| → ∞, we find Ĥ(k) = O(1/k2) as k → ±∞.
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Then, by analyticity of Ĥ in a strip around the real axis, Paley-Wiener theory yields that there
exists a Fourier inverse H of Ĥ, which satisfies H ∈ H1

ε (R), i.e. eε|ξ|H ∈ H1(R) for ε > 0 sufficiently
small. Therefore, we can solve (25) explicitly by

zh(ξ) = c2(H ∗ f)(ξ) + (α+ + iξβ+)eik0ξ + (α0 + iξβ0) + (α− + iξβ−)e−ik0ξ,

yh(ξ) = z′h(ξ),

Uh(ξ, p) = zh(ξ + p) +

∫ ξ+p

ξ
k2(ξ + p− s)c2f(s) ds.

Now, if f ∈ Eα0 (R) for α < 0 sufficiently small, then (c2(H ∗ f), yh, Uh)T solves (25) and thus, in
particular π̃n(c2(H ∗ f), yh, Uh)T = 0. Since the projection is independent of α and acts pointwise
in time, we also have that π̃n(c2(H ∗ f), yh, Uh)T = 0 for f ∈ E0

0(R) and thus, necessarily

π̃n(z̃h(ξ), z̃′h(ξ), z̃h(ξ + p))T = 0,

for z̃h = (α+ + iξβ+)eik0ξ + (α0 + iξβ0) + (α− + iξβ−)e−ik0ξ. Recalling that we solve (25) in H̃h,
we find

πn(z̃h(ξ), z̃′h(ξ), z̃h(ξ + p))T = 0,

where πn is the spectral projection onto the neutral eigenspace of Lc∗ . Since Σ(λ; c) has double
roots at λ = ±ik0, 0, (z̃h(ξ), z̃′h(ξ), z̃h(ξ + p))T is in the generalized neutral eigenspace of Lc∗ and,
therefore, it holds

α± = α0 = β± = β0 = 0.

Using the above explicit solution and (28), we establish the estimate

‖Vh‖C0
b (R;D̃h)∩C1(R;H̃h)

≤ C‖f‖C0
b (R),

and hence, we arrive at the following result.

Lemma 3.3. Let F = (0, f, 0)T for f ∈ C0
b (R). Then, the affine system (25) has a unique, bounded

solution Wh ∈ C0
b (D̃h)∩C1

b (H̃h) and the linear operator Kh : C0
b (R)→ C0

b (D̃h), f 7→Wh is bounded.

3.3 The affine problem for α > 0 small and the center manifold result

After solving the affine problem (25) in C0
b (D̃h) ∩ C1

b (H̃h) in the previous section, we now turn

to the case α > 0, that is, we want to show existence of a solution to (25) in Eα0 (D̃h) ∩ Eα1 (H̃h)
for α > 0 sufficiently small. For that we use the following result from [15], which we recall for
completeness.

Lemma 3.4 ([15, Lemma 4.4]). Let D, H be Banach spaces, where D is continuously embedded
into H. Furthermore, let L : D → H be a closed linear operator such that

∂ξW = LW + f,(32)

has a unique solution W = Kf ∈ C0
b (R;D) ∩ C1

b (R;H) for any fixed f ∈ C0
b (D) and K is a

bounded linear operator from C0
b (R;D) to C0

b (R;D). Then, there exists an α0 > 0 such that for all
α ∈ [0, α0) and f ∈ Eα0 (D) the system (32) has a unique solution Wα in Eα0 (D) ∩ Eα1 (H), which
satisfies the estimate

‖Wα‖Eα0 (D) ≤ C(α)‖f‖Eα0 (D).
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Applying this result to our setting we are able to extend the existence to the case α > 0. This
yields the following result.

Proposition 3.5. There exists an α0 > 0 such that for all α ∈ [0, α0) and F = (0, f, 0)> with
f ∈ Eα0 (R) the affine problem (25) admits a unique solution Wh,α ∈ Eα0 (D̃h) ∩ Eα1 (H̃h) and the

linear operator K : Eα0 (R)→ Eα0 (D̃h), f 7→Wh,α is α-uniformly bounded.

The results in Lemma 2.6, Lemma 3.3 and Proposition 3.5 imply that the assumptions of the
center manifold result [8, Theorem 3.3] are satisfied. Thus, we obtain the following.

Theorem 3.6. Let m ∈ N≥2 and let c∗ be as in Lemma 2.3. Let π̃n : H̃c∗ → H̃c∗ be the spec-

tral projection associated with the neutral eigenvalues {0,±ik0} of L̃c∗. Let D̃n = π̃nD̃c∗ =
Span{V1, V2, V3, V2, V3} and D̃h = (1− π̃n)D̃c∗.

There exist a neighborhood U × V of (0, c∗) in D̃n × R and a map ψ ∈ C2m(U × V; D̃h), such
that the following assertions hold true for all c ∈ V:

• We have ψ(0; c∗) = ∂Wψ(0; c∗) = 0.

• If W : R→ D̃c solves (23) and it holds π̃n(W (ξ)) ∈ U for all ξ ∈ R, then Wn(ξ) = π̃n(W (ξ))
solves

∂ξWn = L̃c∗Wn + π̃n

((
L̃c − L̃c∗

)
(Wn + ψ(Wn; c)) +

1

c2
Ñ(Wn + ψ(Wn; c))

)
,(33)

and it holds W (ξ) = Wn(ξ) + ψ(Wn(ξ); c) for all ξ ∈ R.

• If Wn : R→ U solves (33), then W (ξ) = Wn(ξ) + ψ(Wn(ξ); c) is a solution to (23).

• The map ψ(·; c) commutes with R, and (33) is reversible under the symmetry R.

Remark 3.7. We point out that since W ≡ 0 is a solution of (23) for all c > 0, the map ψ in
Theorem 3.6 additionally satisfies ψ(0; c) = 0 for all c ∈ V.

4 Discussion of the reduced system

Let U ,V be as in Theorem 3.6. We study the 5-dimensional reduced system (33), which governs
the dynamics on the center manifold {Wn + ψ(Wn; c) : (Wn, c) ∈ U × V}.

4.1 Taking care of the zero mode

As outlined in §1.1, our approach is to first reduce one dimension further by exploiting that (15)
conserves the first integral I1(·, c∗). The linearization of this first integral is readily seen to be
the functional χ∗1,c∗ arising in the spectral projection (20) associated with the 0-eigenvalue of Lc∗ .
The conservation of the first integral then yields that the dynamics on the eigenspace Span{V1}
associated with the 0-eigenvalue of L̃c∗ is constant up to nonlinear effects.

Thus, let c ∈ V, let τ0 ∈ R and let Wn : R → U be a solution to (33). Then, W (ξ) =
Wn(ξ) + ψ(Wn(ξ); c) is the corresponding solution to (23) on the center manifold, whereas V (ξ) =
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W (ξ) + τ(ξ)V0 solves system (21) with τ(ξ) determined by (24) and τ(0) = τ0. By Lemma 2.2 the
dynamics on the eigenspace Span{V1} is described by the function d : R→ R given by

d(ξ) = χ∗1,c∗(Wn(ξ)) = χ∗1,c∗(W (ξ)) = χ∗1,c∗ (V (ξ)) ,(34)

where we used that ψ maps into D̃h. Setting

Vn(ξ) = Wn(ξ)− d(ξ)V1,(35)

it holds χ∗1,c∗(Vn(ξ)) = 0 for all ξ ∈ R and, thus, Vn(ξ) lies in the complementary subspace

D6=0 = Span{V2, V3, V2, V3}.

Since the linearization of the first integral I1(·, c∗) is the functional χ∗1,c∗ and the solution Wn(ξ)
must have small amplitude to stay in the neighborhood U of 0, it is expected that nonlinear effects
are rather small and the function d(ξ) is close to the constant value

D = I1(W (ξ); c) = I1(V (ξ); c),

for all ξ ∈ R. This can be exploited to replace d(ξ) by the parameter D using a near identity change
of variables, which is the content of the following lemma.

Lemma 4.1. Let m ∈ N≥2 and let U ,V, ψ be as in Theorem 3.6. There exist neighborhoods
Z1,2 ⊂ R, U1 ⊂ U and U2 ⊂ D 6=0 of 0 and a function G1 ∈ C2m(U2 × Z2 × V,Z1) such that the
following assertions hold true:

• There exists a constant C > 0 such that

|G1(Vn;D, c)−D| ≤ C
(
(|D|+ ‖Vn‖)2 + |c− c∗|(|D|+ ‖Vn‖)

)
,(36)

for all (Vn, D, c) ∈ U2 ×Z2 × V.

• Let Wn ∈ U1 and c ∈ V, and set d = χ∗1,c∗(Wn), Vn = Wn − dV1, W = Wn + ψ(Wn; c) and
D = I1(W ; c). Then, we have Vn ∈ U2, D ∈ Z2 and d = G1(Vn;D, c).

• Let (Vn, D, c) ∈ U2 × Z2 × V, and set d = G1(Vn;D, c) and Wn = Vn + dV1. Then, it holds
Wn ∈ U and D = I1(W ; c) with W = Wn + ψ(Wn; c).

Proof. Take neighborhoods Ž ⊂ R and Ǔ ⊂ D6=0 of 0 such that ŽV1 + Ǔ ⊂ U . For d ∈ Ž, c ∈ V
and Vn ∈ Ǔ , we set W = W (Vn, d, c) = Vn + dV1 + ψ(Vn + dV1; c). We wish to solve the equation

d−D = χ∗1,c∗(W )− I1(W ; c) = χ∗1,c∗(W )− χ∗1,c(W )

+
1

c2 − 1

(∫ 1

0
N1(W3(p)−W3(p− 1))dp+

∫ 2

0
N2(W3(p)−W3(p− 2))dp

)
,

(37)

where W3 denotes the third component of W . The right-hand side of (37) can be bounded from
above by C(‖W‖2 + |c− c∗|‖W‖), where C > 0 is some constant. Since we have W = Vn + dV1 +
ψ(Vn + dV1; c), the equation (37) takes the abstract form F (d,D, Vn, c) = 0, where F : Ž ×R×Ǔ ×
V → R is C2m by Theorem 3.6. Moreover, its Fréchet derivative is

F ′(0, 0, 0, c∗)[d,D, Vn, c] = d−D,(38)

for (d,D, Vn, c) ∈ Ž × R × Ǔ × V. Hence, F (d,D, Vn, c) = 0 can be solved for d by the implicit
function theorem, which, in combination with Theorem 3.6, readily yields the result.
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Thus, substituting Wn(ξ) = Vn(ξ) +d(ξ)V1 into system (33) and employing Lemma 4.1, we find
that the dynamics of (33) is equivalent to

∂ξVn = L̃c∗Vn +G(Vn;D, c),(39)

∂ξD = 0,(40)

where G : U2 ×Z2 × V → D6=0 is given by

G(Vn;D, c) = π̃ 6=0

((
L̃c − L̃c∗

)
(Vn +G1(Vn;D, c)V1 + ψ (Vn +G1(Vn;D, c)V1; c))

+
1

c2
Ñ (Vn +G1(Vn;D, c)V1 + ψ (Vn +G1(Vn;D, c)V1; c))

)
.

and where π̃6=0 is the spectral projection of L̃c∗ associated with its off-zero neutral eigenvalues
±ik0, cf. Lemma 2.3. Clearly, it holds G(0; 0, c∗) = 0 and ∂VnG(0; 0, c∗) = 0 by Theorem 3.6 and
Lemma 4.1. Using Remark 3.7 and (36), we additionally find that G(0; 0, c) = 0 for all c ∈ V.
Moreover, one readily verifies that (39) is reversible under the symmetry R, since the same holds
for system (33) and R commutes with ψ(·; c) by Theorem 3.6.

We emphasize that we have reduced the 5-dimensional system (33), which governs the dynamics
on the center manifold, to the 4-dimensional system (39)-(40) treating D as a (small) parameter.

4.2 Normal form theorem

To simplify the analysis of the remaining 4-dimensional reduced system (39) further, we bring
it into its normal form. That is, we look for a polynomial, near identity change of variables
Vn = Ṽn + Pc,D(Ṽn) such that (39) transforms into ∂ξṼn = L̃c∗ Ṽn + Φc,D(Ṽn) + h.o.t., where Φc,D

is a polynomial of degree m that commutes with the semigroup eL̃c∗ξ. The normal form of (39) is
considerably simpler as all non-resonant nonlinear terms up to order m vanish due to the commuting
property. We state the parameter-dependent normal form theorem, cf. [8, Theorem 2.2].

Theorem 4.2. Let U2,V,Z2 be as in Lemma 4.1. For any (c,D) ∈ V×Z, there exists a polynomial
Pc,D : D6=0 → D6=0 of degree m such that

• The coefficients of Pc,D are Cm in (c,D) and it holds

Pc∗,0(0) = 0, P ′c∗,0(0) = 0.

• The change of variables
Vn = Ṽn + Pc,D(Ṽn),

transforms (39) into

∂ξṼn = L̃c∗ Ṽn + Φc,D(Ṽn) + ρ(Ṽn; c,D).(41)

where Φc,D : D6=0 → D6=0 is a polynomial of degree m with Cm-coefficients in (c,D) satisfying

Φc∗,0(0) = 0, Φ′c∗,0(0) = 0, Φc,D

(
eL̃c∗ξV

)
= eL̃c∗ξΦc,D (V ) ,(42)

for all ξ ∈ R, V ∈ D6=0 and (c,D) ∈ V×Z2, and where we have ρ ∈ C2m(U2×V×Z2,D 6=0). In

addition, there exists a constant C > 0 such that ‖ρ(Ṽn; c,D)‖ ≤ C‖Ṽn‖m for all (Ṽn; c,D) ∈
U2 × V × Z2.

• System (41) is reversible under the symmetry R, and Pc,D commutes with R.
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4.3 Normal form computation

In this section, we compute the relevant coefficients of the normal form (41) for the construction
of homoclinic solutions.

Since we are interested in real solutions Ṽn(ξ) to (41) in D 6=0, we write

Ṽn(ξ) = A(ξ)V2 +B(ξ)V3 +A(ξ)V2 +B(ξ)V3,(43)

for coefficient functions A,B : R → C. Substituting this expression into the normal form (41),
noting its reversibility and exploiting the commuting property, cf. (42), one can compute which
nonlinear terms arise in Φc,D as a polynomial in A,A,B and B. This computation for m = 3 is
performed in [13, Appendix 2], which brings us to the system

∂ξA = ik0A+B + iARc,D
(
|A|2, i

(
AB −AB

))
+ O

(
‖Ṽn‖4 + ‖Ṽn‖|D|

(
‖Ṽn‖2 + |D|2

))
,

∂ξB = ik0B + iBRc,D
(
|A|2, i

(
AB −AB

))
+ASc,D

(
|A|2, i

(
AB −AB

))
+ O

(
‖Ṽn‖4 + ‖Ṽn‖|D|

(
‖Ṽn‖2 + |D|2

))
,

(44)

whereRc,D and Sc,D are affine linear functions, with Cm-coefficients in c,D, which can be expanded
as

Rc,D (I, J) = p0(c) + rI + fJ +O(|D|+ |c− c∗| (|I|+ |J |)) ,
Sc,D (I, J) = s0(c) + sI + gJ +O(|D|+ |c− c∗| (|I|+ |J |)) ,

with r, s, f, g ∈ R and p0, s0 as in Corollary 2.4. By Theorem 4.2 system (44) is reversible under
the symmetry R̃ : (A,B) 7→ (A,−B).

For the construction of homoclinic solutions it is crucial to compute the sign of the coefficient
s in Sc,D. We proceed as in [13, 15]. We relate the reduced system (44) back to the original spatial
dynamics formulation (21). First, we use Theorems 3.6 and 4.2, Lemma 4.1 and the decomposi-
tions (22), (34), (35) and (43) to write a solution V (ξ) to (21) as

V (ξ) = τ(ξ)V0 + d(ξ)V1 + Vn(ξ) + ψ (d(ξ)V1 + Vn(ξ); c)

= τ(ξ)V0 +DV1 + Ṽn(ξ) + Pc,D

(
Ṽn(ξ)

)
+
(
G1

(
Ṽn(ξ) + Pc,D

(
Ṽn(ξ)

)
;D, c

)
−D

)
V1

+ ψ
(
Ṽn(ξ) + Pc,D

(
Ṽn(ξ)

)
+G1

(
Ṽn(ξ) + Pc,D

(
Ṽn(ξ)

)
;D, c

)
V1; c

)
= τ(ξ)V0 +DV1 +A(ξ)V2 +B(ξ)V3 +A(ξ)V2 +B(ξ)V3 +G2(A(ξ), B(ξ);D, c),

where A(ξ) and B(ξ) solve (44), D = I1(V (ξ); c) denotes the first integral and the nonlinear re-
mainder G2 ∈ Cm(U3, H̃c∗) satisfies G2(0, 0; 0, c∗) = 0 and ∂(A,B)G2(0, 0; 0, c∗) = 0 and is explicitly
given by

G2(A,B;D, c) = Pc,D
(
AV2 +BV3 +AV2 +BV3

)
+
(
G1

(
AV2 +BV3 +AV2 +BV3 + Pc,D

(
AV2 +BV3 +AV2 +BV3

)
;D, c

)
−D

)
V1

+ ψ
(
AV2 +BV3 +AV2 +BV3 + Pc,D

(
AV2 +BV3 +AV2 +BV3

)
+ G1

(
AV2 +BV3 +AV2 +BV3 + Pc,D

(
AV2 +BV3 +AV2 +BV3

)
;D, c

)
V1; c

)
,
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where U3 ⊂ C2 × R2 is a neighborhood of (0, 0; 0, c∗).
Now to compute the coefficient s, we substitute the above expression for V (ξ) into (21) and

use that A(ξ) and B(ξ) solve (44). Since G2 is Cm, we can equate expressions at equal powers of
A,B, c− c∗ and D up to order m = 3. Thus, we consider the third-order Taylor expansion∑

2≤s1+s2+s3+s4≤3

∑
0≤s5,s6≤3

As1A
s2Bs3B

s4Ds5(c− c∗)s6Φs1s2s3s4s5s6 ,

of G2(A,B;D, c) with coefficients Φs1s2s3s4s5s6 ∈ R4 , where we recall G2(0, 0; 0, c∗) = 0 and
∂(A,B)G2(0, 0; 0, c∗) = 0. Reversibility of system (44) yields

RΦs1s2s3s4s5s6 = Φs2s1s4s3s5s6 .

Matching coefficients at order A2A
0
B0B

0
D0(c − c∗)0, at order A1A

1
B0B

0
D0(c − c∗)0 and at

order A0A
1
B1B

0
D0(c− c∗)0 yields the equations(

2ik0 − L̃c∗
)

Φ200000 = M2(V2, V2),

−L̃c∗Φ110000 = 2M2

(
V2, V2

)
,

−L̃c∗Φ011000 = −Φ110000 + 2M2

(
V2, V3

)
,

(45)

respectively, with

M2(Y,Z) = (c∗)−2
(

0
1
0

)
[a1 ((Y3(1)− Y3(0))(Z3(1)− Z3(0))− (Y3(0)− Y3(−1))(Z3(0)− Z3(−1)))

+ a2 ((Y3(2)− Y3(0))(Z3(2)− Z3(0))− (Y3(0)− Y3(−2))(Z3(0)− Z3(−2)))] ,

cf. the expansions (5). System (45) is most easily solved by first solving the ordinary differential
equations arising in the last components of its three equations. Substituting the solutions of these
ODEs back into (45) then yields a six-dimensional linear problem. All in all, one finds

Φ200000 = M2(V2, V2)

 1

Σ(2ik0; c∗)

 1
e2ik0

p 7→ e2ik0p

+
1

4k2
0 ((c∗)2 − 1)

V0

 ,

Φ110000 =
2M2(V1, V2)

1− (c∗)2
V1,

whereas Φ011000 is only determined up to addition of a scalar multiple of V1 (recall ker(L̃c∗) is
spanned by V1). However, the precise value of Φ011000 is not relevant for the further analysis. Next,

we match coefficients at order A2A
1
B0B

0
D0(c− c∗)0 and find

(
ik0 − L̃c∗

)
Φ210000 = −irV2 − sV3 + 2M2(V2,Φ110000) + 2M2

(
V2,Φ200000

)
+ 3M3

(
V2, V2, V 2

)
,

(46)

with

M3(Y,W,Z) := (c∗)−2
(

0
1
0

)
[b1 ((Y3(1)− Y3(0))(W3(1)−W3(0))(Z3(1)− Z3(0))

− (Y3(0)− Y3(−1))(W3(0)−W3(−1))(Z3(0)− Z3(−1)))

+ b2 ((Y3(2)− Y3(0))(W3(2)−W3(0))(Z3(2)− Z3(0))

− (Y3(0)− Y3(−2))(W3(0)−W3(−2))(Z3(0)− Z3(−2)))] .
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cf. the expansions (5). Again we first solve the ODE arising in the last component of (46). Substi-
tuting the solution of this ODE into the other components of (46) yields a two-dimensional linear
problem, which has a solution provided the solvability condition

s =
2

∂2
λΣ(ik0; c∗)

(
4
M2(V1, V2)2

1− (c∗)2
− 2

M2(V2, V2)2

Σ(2ik0; c∗)
− 3M3

(
V2, V2, V2

))
,(47)

is satisfied. The solvability condition (47) determines the coefficient s explicitly. Indeed, we recall
that the determinantal function Σ is explicitly given by (18) and one readily computes

M2(V1, V2) = 2 (a1 (cos(k0)− 1) + 2a2 (cos(2k0)− 1)) ∈ R,
M2(V2, V2) = 4i (a1 sin(k0) (cos(k0)− 1) + a2 sin(2k0) (cos(2k0)− 1)) ∈ iR,

M3

(
V2, V2, V2

)
= −16

(
b1 sin4

(
k0

2

)
+ b2 sin4(k0)

)
∈ R,

(48)

which confirms that s lies in R. By Lemma 2.3 it holds

1− (c∗)
2 < 0, ∂2

λΣ(ik0; c∗) > 0, Σ(2ik0; c∗) < 0.

Thus, for any choice of a1, a2 ∈ R it holds

4
M2(V1, V2)2

1− (c∗)2
− 2

M2(V2, V2)2

Σ(2ik0; c∗)
≤ 0.

Hence, s has negative sign as long as the explicit condition

4
M2(V1, V2)2

1− (c∗)2
− 2

M2(V2, V2)2

Σ(2ik0; c∗)
< 48

(
b1 sin4

(
k0

2

)
+ b2 sin4(k0)

)
,(49)

is satisfied, where we recall that the determinantal function Σ is explicitly given by (18) and
M2(V1, V2) and M2(V2, V2) are computed in (48).

Note that (49) is in particular satisfied if b1 and b2 are both positive.

4.4 Homoclinic solutions and their persistence

In this section we construct homoclinic solutions to the spatial dynamics formulation (44). As
outlined in §1.1, we first establish explicit homoclinic solutions to the normal form (44) by truncating
at order 3 and setting D = 0. We then argue that these homoclinics persist when reintroducing
the higher-order terms to (44), where we exploit the reversibility of the system.

Thus, truncating the normal form (44) at order 3 and setting D = 0 gives

∂ξA = ik0A+B + iARc,0
(
|A|2, i

(
AB −AB

))
,

∂ξB = ik0B + iBRc,0
(
|A|2, i

(
AB −AB

))
+ASc,0

(
|A|2, i

(
AB −AB

))
.

(50)

Now take a1, a2, b1, b2 ∈ R in (5) such that (49) is satisfied and, thus, the coefficient s of Sc,0
has negative sign. Moreover, let c − c∗ > 0 be sufficiently small. Then, as in [11], the truncated
system (50) admits a one-parameter family of solutions, which are homoclinic to (0, 0) and explicitly
given by

Aϑ(ξ) = r0(ξ)ei(k0ξ+ψ0(ξ)+ϑ), Bϑ(ξ) = r′0(ξ)ei(k0ξ+ψ0(ξ)+ϑ),(51)
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with ϑ ∈ R and

r0(ξ) =

√
2s0(c)

−s
1

cosh
(√

s0(c)ξ
) , ψ0(ξ) = p0(c)ξ + 2

r

s

√
s0(c) tanh

(√
s0(c)ξ

)
,

where s0 and p0 are as in Corollary 2.4. We find that the homoclinic solutions (Aϑ(ξ), Bϑ(ξ)) have
small supremum norms of order O(

√
c− c∗). Moreover, one readily observes that (Aϑ(ξ), Bϑ(ξ)) is

reversible if and only if the parameter ϑ is an integer multiple of π. Thus, precisely two members
of the one-parameter family (51) of homoclinic solutions are reversible.

We prove that these reversible homoclinics persist when reintroducing the higher-order terms
to the normal form (44).

Proposition 4.3. There exists a constant C > 0 such that, provided c−c∗ > 0 is sufficiently small,
system (44) admits for D = 0 two reversible solutions (Ã0(ξ), B̃0(ξ)) and (Ãπ(ξ), B̃π(ξ)), which are
homoclinic to (0, 0) and enjoy the estimate∣∣∣Ãϑ∗(ξ)−Aϑ∗(ξ)∣∣∣ , ∣∣∣B̃ϑ∗(ξ)−Bϑ∗(ξ)∣∣∣ ≤ C|c− c∗|,(52)

for ϑ∗ = 0, π, where (Aϑ(ξ), Bϑ(ξ)), ϑ ∈ R is defined in (51).

Proof. A proof of this result can be found in [14, §IV.3], albeit without deriving the estimate (52).
We follow the proof provided in [14] and show how the estimate (52) arises. Throughout we use
the abbreviation ε =

√
c− c∗.

First, we introduce the new real variable X = ε−1(Re(A), Im(A),Re(B), Im(B))> ∈ R4, in
which system (44) at D = 0 takes the abstract form

∂ξX = F1(ε)X + ε2F2(X; ε) + ε3R(X; ε),(53)

and in which the truncated system (50) reads

∂ξX = F1(ε)X + ε2F2(X; ε),(54)

with F2(X; ε) cubic in X and

F1(ε) =


0 −k0 − p0

(
c∗ + ε2

)
1 0

k0 + p0

(
c∗ + ε2

)
0 0 1

s0

(
c∗ + ε2

)
0 0 −k0 − p0

(
c∗ + ε2

)
0 s0

(
c∗ + ε2

)
k0 + p0

(
c∗ + ε2

)
0


where p0, s0 : V → R are defined in Corollary 2.4. It follows from Theorem 4.2 that R(X; ε) is
defined on a neighborhood of the origin in R4×R and is C2m in X and ε with m = 3. In addition,
the cubic form F2(X; ε) also has C2m coefficients in ε. Finally, both (53) and (54) are reversible
under the symmetry % : (u, v, w, z)> 7→ (u,−v,−w, z)> on R4.

Since the four eigenvalues ±i(k0 + p0(c∗+ ε2))± s0(c∗+ ε2) of F1(ε) have non-zero real part for
ε > 0, cf. Corollary 2.4, the fixed point 0 in systems (53) and (54) is hyperbolic with two-dimensional
stable manifold. The homoclinic solutions (51) to the truncated system (50) correspond to homo-
clinic solutions Xε(ξ;ϑ) to system (54) with ϑ ∈ R. Thus, Mε = {Xε(ε

−1ξ;ϑ) : ξ ∈ R, ϑ ∈ R} is a
two-dimensional submanifold of the stable manifold of the fixed point 0 in (54). Using the explicit
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expressions provided in (51) and Corollary 2.4, one readily observes that Mε depends smoothly
on ε and is a well-defined two-dimensional manifold in the limit ε → 0. Clearly, the manifold Mε

intersects the reversibility plane ker(I−%) at the points Xε(0; 0) and Xε(0;π). The tangent vectors
∂ϑXε(0;ϑ∗) and ∂ξXε(0;ϑ∗) at the intersection points can be computed explicitly using (51) for
ϑ∗ = 0, π. One verifies that the limiting vectors limε↓0 ∂ϑXε(0;ϑ∗) and limε↓0 ∂ξXε(0;ϑ∗) span a
space complementary to ker(I − %). Therefore, the two intersections of M0 and ker(I − %) are
transversal, and thus so are the intersection between Mε and ker(I − %) for ε > 0 sufficiently small.

Now take ϑ ∈ R. We consider the variational equation of (54) about Xε(ξ;ϑ) given by

∂ξX =
(
F1(ε) + ε2F ′2(Xε(ξ;ϑ); ε)

)
X.(55)

We transform (55) by setting τ = εξ and Y = Dε(ξ)X, where Dε(ξ) is the diagonal matrix

Dε(ξ) = diag
(
e−ik0ξ, eik0ξ, εe−ik0ξ, εeik0ξ

)
.

Exploiting the explicit structure of F2(X; ε), cf. (53), we arrive at the linear system

∂τY =
(
F̃1(ε) + εF̃2(τ ; ε, ϑ)

)
Y,(56)

with

F̃1(ε) =


0 −ε−1p0

(
c∗ + ε2

)
1 0

ε−1p0

(
c∗ + ε2

)
0 0 1

ε−2s0

(
c∗ + ε2

)
0 0 −ε−1p0

(
c∗ + ε2

)
0 ε−2s0

(
c∗ + ε2

)
ε−1p0

(
c∗ + ε2

)
0

 ,

and F̃2(τ ; ε, ϑ) = εDε(0)−1F ′2(Xε(ε
−1τ ;ϑ); ε)Dε(0). First, the matrix F̃1(ε) is ε-uniformly bounded

and the matrix function F̃2(τ ; ε) is ε-uniformly bounded on R. Secondly, the eigenvalues of F̃1(ε)
are ε-uniformly bounded away from the imaginary axis. Thirdly, F̃2(τ ; ε, ϑ) converges exponentially
to 0 as τ →∞ with ε-independent rate. Combining these three assertions yields that system (56)
has an exponential dichotomy on R+ with ε-independent constants K,µ > 0, cf. [18, Lemma 3.4].
Hence, undoing the coordinate transform, we establish an exponential dichotomy on R+ with
constants K

ε , εµ > 0 for system (55). We denote by P (ξ; ε, ϑ) the associated projection matrix.
Inserting the perturbative ansatz X = Xε(ξ;ϑ) + Z into (53), we find that Z satisfies

∂ξZ =
(
F1(ε) + ε2F ′2(Xε(ξ;ϑ); ε)

)
Z +N(ξ, Z; ε, ϑ),(57)

with

N(ξ, Z; ε, ϑ) = ε2
(
F2(Xε(ξ;ϑ) + Z; ε)− F2(Xε(ξ;ϑ); ε)− F ′2(Xε(ξ;ϑ); ε)Z

)
+ ε3R(Xε(ξ;ϑ) + Z; ε),

We construct a bounded solution to system (57) by solving the associated integral equation

Z(ξ) =

∫ ξ

0
P (ξ; ε, ϑ)Φ(ξ, ζ; ε, ϑ)N(ζ, Z; ε, ϑ)dζ

−
∫ ∞
ξ

(I − P (ξ; ε, ϑ)) Φ(ξ, ζ; ε, ϑ)N(ζ, Z; ε, ϑ)dζ,

(58)
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where Φ(ξ, ζ; ε, ϑ) denotes the evolution of the variational equation (55). The right-hand side of (58)
defines a nonlinear map Fε,ϑ on an ε-independent neighborhood of the origin in the Banach space
Cb(R+,R4) of bounded and continuous functions endowed with the supremum norm. Due to the
exponential dichotomy of system (55) there exists an ε-independent constant C > 0 such that

‖Fε,ϑ(Z)‖∞ ≤ C
(
ε+ ‖Z‖2∞

)
,

‖Fε,ϑ(Z)−Fε,ϑ(W )‖∞ ≤ C (ε+ ‖Z‖∞ + ‖W‖∞) ‖Z −W‖∞.

Hence, setting ρ0 = C + 1 and taking ε > 0 sufficiently small, Fε,ϑ defines a contraction mapping
on a ball of radius ρ0ε in Cb(R+,R4). So, there exists a unique fixed point Zε(·;ϑ) ∈ Cb(R+,R4) of
Fε,ϑ. Clearly, it holds ‖Zε(·;ϑ)‖∞ ≤ ρ0ε. Using the exponential dichotomy again, one verifies with
the aid of (58) that Zε(ξ;ϑ) converges to 0 as ξ →∞.

Thus, X̃ε(ξ;ϑ) = Xε(ξ;ϑ) + Zε(ξ;ϑ) is a solution to (53) converging to 0 as ξ → ∞. In

particular, M̃ε = {X̃ε(ε
−1ξ;ϑ) : ξ ∈ R, ϑ ∈ R} is a two-dimensional submanifold of the stable

manifold of the hyperbolic fixed point 0 in (53). It follows from ‖Zε(·;ϑ)‖∞ ≤ ρ0ε that M̃ε lies
O(ε)-close to Mε, and thus to M0, and must therefore intersect the reversibility plane ker(I − %)
at two points X̃ε(ξ1;ϑ1) and X̃ε(ξ2;ϑ2) which lie O(ε)-close to the transversal intersection points
limε↓0Xε(0; 0) and limε↓0Xε(0;π) of M0 with ker(I − %). In particular, it holds |ξ1|, |ξ2| ≤ Cε2 and
|ϑ1|, |ϑ2 − π| ≤ Cε for some constant C > 0.

We conclude that X̃ε(ξ−ξ1;ϑ1) and X̃ε(ξ−ξ2;ϑ2) are the desired reversible homoclinic solutions
to (53). The estimate (52) follows from |ξ1|, |ξ2| ≤ Cε2, |ϑ1|, |ϑ2 − π| ≤ Cε and ‖Zε(·;ϑ)‖∞ ≤ ρ0ε
upon recalling that (53) is a rescaled version of (44) at D = 0.

5 Proof of Theorem 1.1

Using the results in §2–§4 we now prove our main result, Theorem 1.1. We split the proof into
three parts. First, we construct a homoclinic solution Whom to (23) starting from the homoclinic
orbits obtained in Proposition 4.3. In detail, we show that

Whom(ξ) = A0(ξ)V2 +B0(ξ)V3 + c.c.+R(ξ),

where A0, B0 are given in (51) with ϑ = 0 and the remainder R ∈ L∞(R) satisfies ‖R‖∞ =
O(|c− c∗|) and lim|ξ|→∞R(ξ) = 0. Subsequently, we solve (24) and prove that the solution τhom

corresponding to Whom satisfies ‖τhom‖∞ = O(|c− c∗|) and limξ→±∞ τ(ξ) = τ± ∈ R. In particular,
we show that, if the potentials W1, W2 are symmetric, then τ+ = τ−, which proves Theorem 1.3.
Finally, combining the first two steps, we obtain a solution to (21) and show that this solution
satisfies the NLS approximation (14).

Remark 5.1 (Notation). Throughout this section, we use the following notation. As in the proof
of Proposition 4.3, we abbreviate ε =

√
c− c∗, which is well-defined since c > c∗. Furthermore, we

denote a generic ε-independent constant by C and a generic remainder term by R(ξ) if it satisfies
R ∈ L∞(R) with

‖R(ξ)‖∞ = O(ε2),

and is exponentially localized.

Remark 5.2. Recall that Proposition 4.3 provides two reversible homoclinic orbits, one for ϑ∗ = 0
and one for ϑ∗ = π. Although the calculations in this section are done for ϑ∗ = 0, they can be done
analogously for ϑ∗ = π.
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5.1 Constructing a homoclinic solution to (23)

By Proposition 4.3 there exists a reversible homoclinic solution (Ã0(ξ), B̃0(ξ)) to (44), which is
O(ε2)-close in L∞-norm to the explicit homoclinic solution (A0(ξ), B0(ξ)) given in (51). Using (43),
we therefore find that (41) has a solution

Ṽn,hom(ξ) := A0(ξ)V2 +B0(ξ)V3 + c.c.+R(ξ).

Recalling that D = 0 in Proposition 4.3 we invert the normal form transformation in Theorem 4.2
and find that Vn,hom = Ṽn,hom + Pc,0(Ṽn,hom) is a solution to (39).

We now show that Vn,hom is a homoclinic to zero by proving that Pc,0(0) = 0 for c ∈ Ṽ ⊂ V, see

Theorem 3.6. Using [8, Remark 3.2.3], we have Φc,D(0) ∈ ker(L̃c∗) = span(V1). Since Φc,D maps

into D 6=0 we therefore obtain Φc,D(0) = 0. Then, differentiating Vn = Ṽn + Pc,D(Ṽn) with respect

to ξ and evaluating the resulting equation at Ṽn = 0 yields

L̃c∗Pc,0(0) +G(Pc,0(0); 0, c) = 0,

with G from (39). Using that L̃c∗ is invertible on D 6=0 this equation uniquely defines Pc,0(0) for

c ∈ Ṽ ⊂ V via the implicit function theorem. Since G(0; 0, c) = 0, this yields Pc,0(0) = 0. Therefore,
Vn,hom is a homoclinic to zero. Additionally using that P ′c∗,0(0) = 0 and the fact that the coefficients

of Pc,0 are Cm in ε2 = c− c∗ we have the estimate∣∣∣Pc,0(Ṽn)
∣∣∣ ≤ C (∣∣∣Ṽn∣∣∣2 + ε2

∣∣∣Ṽn∣∣∣) .
This yields that Vn,hom is of the form

Vn,hom(ξ) = A0(ξ)V2 +B0(ξ)V3 + c.c.+R(ξ).

Choosing ε > 0 sufficiently small, we find Vn,hom(ξ) ∈ U2 for all ξ ∈ R. Hence, we can apply
Lemma 4.1 and the center manifold theorem 3.6 to obtain a solution to (23) given by

Whom(ξ) = Vn,hom(ξ) +G1(Vn,hom(ξ); 0, c)V1 + ψ (Vn,hom(ξ) +G1(Vn,hom(ξ); 0, c)V1; c) .

Using (36) and Remark 3.7, we find that Whom is a homoclinic to zero and satisfies

Whom(ξ) = A0(ξ)V2 +B0(ξ)V3 + c.c.+R(ξ).(59)

This concludes the first part of the proof of Theorem 1.1.

5.2 Solving the shift equation

We now solve the shift equation (24) corresponding to Whom, that is,

∂ξτ = χ∗1,c∗(Whom).(60)

Since Whom is exponentially localized and χ∗1,c∗(·) is continuous and satisfies χ∗1,c∗(0) = 0, we can
integrate (60) and find for any τ− ∈ R that

τhom(ξ) = τ− +

∫ ξ

−∞
χ∗1,c∗(Whom(ξ̃)) dξ̃,
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solves (60). In particular, τhom(ξ) converges to some τ+ ∈ R as ξ → +∞ and is thus a front.
Furthermore, we find that |τ+ − τ−| = O(ε2) by using the expression (59) and

χ∗1,c∗(Whom) = χ∗1,c∗(R) = O(ε2),

where the first equality is due to the fact that χ∗1,c∗(V2) = χ∗1,c∗(V3) = 0 and the second one follows

from the linearity of χ∗1,c∗ . This in particular yields for the choice τ− = 0 that τhom = O(ε2).
While τ− ∈ R can be chosen arbitrary, in general we cannot expect that τ+ = τ−, that is, τhom

is in general not a pulse. However, if we additionally assume that the potentials W1, W2 in the
FPU equation (4) are symmetric, i.e., it holds Wj(r) =Wj(−r) for all r ∈ R, we obtain that τhom

is a pulse, which follows from the next result.

Proposition 5.3. Assume that W1, W2 in (4) are symmetric and let

τhom(ξ) =

∫ ξ

−∞
χ∗1,c∗(Whom(ξ̃)) dξ̃,

with Whom as in (59). Then, it holds

lim
ξ→+∞

τhom(ξ) =

∫ ∞
−∞

χ∗1,c∗(Whom(ξ̃)) dξ̃ = 0.

Proof. Since W1 and W2 are symmetric, the system (15) gains the additional invariance v(ξ) 7→
v(−ξ). Therefore, the system (21) is reversible under the symmetry

S : H → H, S

 z
y
U

 =

 z
−y

p 7→ U(−p)

 ,

which can be verified by direct computation. Following the analysis in §3 and §4 this yields that the
map ψ in the center manifold theorem 3.6 and the polynomial Pc,D in the normal form theorem 4.2
commute with S.

We recall from Proposition 4.3 that the homoclinic orbit (Ã0(ξ), B̃0(ξ)) is reversible, i.e.

R̃(Ã0(ξ), B̃0(ξ)) = (Ã0(−ξ), B̃0(−ξ)),

where R̃(A,B) = (A,−B). Using that SV2 = V2 and SV3 = −V3 we find that Ṽn,hom = Ã0V2 +

B̃0V3 + c.c. satisfies

SṼn,hom(ξ) = Ṽn,hom(−ξ).

Then, since Pc,D commutes with S it holds

SVn,hom(ξ) = S(Ṽn,hom(ξ) + Pc,0(Ṽn,hom(ξ))) = Ṽn,hom(−ξ) + Pc,0(Ṽn,hom(−ξ))) = Vn,hom(−ξ).

To obtain the desired statement, we recall from the proof of Lemma 4.1 that χ∗1,c∗(Whom(ξ)) = d(ξ)
is implicitly defined by

d(ξ) = χ∗1,c∗(Vn,hom(ξ) + d(ξ)V1 + ψ(Vn,hom(ξ) + d(ξ)V1),
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where we used that D = 0. Using SV1 = −V1 and that ψ commutes with S we then find

Whom(−ξ) = S(Vn,hom(ξ)− d(−ξ)V1 + ψ(Vn,hom(ξ)− d(−ξ)V1)).

Additionally observing that χ∗1,c∗(SV ) = −χ∗1,c∗(V ), which follows from the definition of χ∗1,c∗ , we
find that d(−ξ) satisfies

−d(−ξ) = χ∗1,c∗(Vn,hom(ξ)− d(−ξ)V1 + ψ(Vn,hom(ξ)− d(−ξ)V1)).

Therefore, d(ξ) and −d(−ξ) satisfy the same equation, which is uniquely solvable in a neighborhood
of 0 due to the implicit function theorem, see the proof of Lemma 4.1. This yields d(ξ) = −d(−ξ), i.e.

d(ξ) is antisymmetric. Since τhom(ξ) =
∫ ξ
−∞ d(ξ̃) dξ̃ this proves the statement of the proposition.

5.3 Proof of the NLS-type estimate

We now show that the solution vhom to (15) given by the first component of Whom(ξ) + τhom(ξ)V0,
that is

vhom(ξ) = r0(ξ)ei(k0ξ+ψ0(ξ)) + c.c.+R(ξ) + τhom(ξ),

with r0, ψ0 given in (51), is close to the soliton solution (10) to the NLS equation (9) with parameters

ν1 = 1, ν2 = −s and γ = s′0(c∗),(61)

where we note that s < 0 is explicitly given by (47) and s′0(c∗) > 0 is computed in Corollary 2.4
(thus, it holds ν1ν2 > 0 and γν1 > 0). We establish the estimate (14). Since we have ‖R‖∞ = O(ε2)
and τhom = O(ε2), it suffices to prove the estimate

sup
ξ∈R

∣∣∣r0(ξ)ei(k0ξ+ψ0(ξ)) − εAhom,s′0(c∗)(εξ)e
ik0ξ
∣∣∣ ≤ Cε2 |log(ε)| .

We split the proof of this estimate into three parts, that is, we show∣∣∣∣√s0(c)− ε
√
s′0(c∗)

∣∣∣∣ ≤ Cε2,(62)

sup
ξ∈R

∣∣∣∣∣ 1

cosh(
√
s0(c)ξ)

− 1

cosh(ε
√
s′0(c∗)ξ)

∣∣∣∣∣ ≤ Cε,(63)

sup
ξ∈R

∣∣∣f(εξ)
(
eiψ0(ξ) − 1

)∣∣∣ ≤ Cε |log(ε)| ,(64)

for f : R→ R bounded such that there exists a constant C̃ > 0 with

|f(ξ)| ≤ Ce−C̃|ξ|(65)

for all ξ ∈ R.
The first estimate (62) follows directly from s0(c∗) = O(ε), ε =

√
c− c∗ and the smoothness

of s0, see Corollary 2.4. For the second estimate (63) we use (62) and the mean value theorem to
bound ∣∣∣∣∣ 1

cosh(
√
s0(c)ξ)

− 1

cosh(ε
√
s′0(c∗)ξ)

∣∣∣∣∣ ≤ C sup
ξ̃∈I

∣∣∣sech(ξ̃) tanh(ξ̃)
∣∣∣ ε2 |ξ| ,
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with I = (min{
√
s0(c), ε

√
s′0(c∗)}ξ,max{

√
s0(c), ε

√
s′0(c∗)}ξ). Since sech(ξ̃) tanh(ξ̃) is exponen-

tially localized, we find

sup
ξ∈R

sup
ξ̃∈I

∣∣∣sech(ξ̃) tanh(ξ̃)
∣∣∣ |ξ| ≤ Cε−1,

which proves the estimate (63). To obtain the final estimate (64) we first recall that ψ0 is of the
form

ψ0(ξ) = p0(c)ξ + f̃(ξ),

with f̃ ∈ L∞(R) satisfying ‖f̃‖L∞ = O(ε), see (51). Therefore, it is sufficient to prove

sup
ξ∈R

∣∣∣f(εξ)
(
eip0(c)ξ − 1

)∣∣∣ ≤ Cε |log(ε)| ,

to obtain (64). Since f is assumed to be exponentially localized, there exists a ξ0(ε) with 0 <
ξ0(ε) ≤ C |log(ε)| such that supξ∈R\(−ξ0,ξ0) |f(ξ)| ≤ ε. Now, defining Kε := [−ξ0(ε)/ε, ξ0(ε)/ε] and
using the mean value theorem we find

sup
ξ∈Kε

∣∣∣f(εξ)
(
eip0(c)ξ − 1

)∣∣∣ ≤ sup
ξ∈Kε

|f(εξ)p0(c)ξ| ≤ Cε2 |Kε| ≤ Cε |log(ε)| ,

where we used p0(c) = O(ε2), see Corollary 2.4. Finally, using the definition of Kε we obtain

sup
ξ∈R\Kε

∣∣∣f(εξ)
(
eip0(c)ξ − 1

)∣∣∣ ≤ C sup
ξ∈R\Kε

|f(εξ)| ≤ Cε.

This proves (64). Combining (62)–(64) then yields the NLS-type estimate (14), which completes
the proof of Theorem 1.1. �

6 Generalized (modulating) pulse solutions

In this section we predict which other generalized modulating pulse solutions can be constructed
via spatial dynamics, center manifold reduction, and bifurcation theory for our FPU model (4).

6.1 KdV based generalized pulse solutions

As explained in the introduction, the neutral eigenvalues of the spatial dynamics formulation can be
obtained by intersecting the curves k 7→ ±ω(k) and the line k 7→ ck, cf. (7). At the so-called speed
of sound c = |ω′(0)| = 1 two purely imaginary eigenvalues collide at the origin and split in a positive
and in a negative eigenvalue, cf Figure 6. Thus, for subsonic speeds, with c − 1 slightly negative,
there exists a four-dimensional invariant manifold containing a one-dimensional unstable manifold,
a one-dimensional stable manifold, and a two-dimensional center manifold. For ξ → ±∞ the
solutions will converge towards small solutions on this two-dimensional center manifold. In general
there will be no intersection of the one-dimensional unstable manifold the one-dimensional stable
manifold in the four-dimensional invariant manifold, Hence, generically speaking, only solutions
with small oscillatory tails at infinity can be found. Since the two zero eigenvalues correspond
to the wave number k = 0, the bifurcating solutions are approximately given by associated KdV
solitary waves. Therefore, using the reversibility of the system we expect that the following theorem
holds.
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Figure 6: Intersection points of the line k 7→ ck and the curves k 7→ ±ω(k) correspond to cen-
tral eigenvalues of the linearized spatial dynamics formulation. Left upper panel: For subsonic
wavespeeds c < |ω′(0| = 1, except for the trivial solution k = 0, two other intersection points occur
and so two neutral eigenvalues are present in the spatial dynamics formulation, cf. left lower panel.
Middle upper panel: For the speed of sound c = |ω′(0)| a tangent intersection occurs leading to
double zero eigenvalues. The two other intersections still exist giving again two purely imaginary
eigenvalues, cf. middle lower panel. Right upper panel: For supersonic wave speeds c > |ω′(0)| four
non-trivial intersections occur leading to four purely imaginary eigenvalues, cf. right lower panel.
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Conjecture 6.1. For every m ∈ N and c̃ > 0 there exist C, ε0 > 0 such that for all ε ∈ (0, ε0)
the following holds. System (4) possesses generalized moving pulse solutions of permanent form
qn(t) = v(n− ct) with c = 1− ε2c̃ and smooth profile function v : [−1/εm, 1/εm]→ R enjoying the
estimate

sup
|ξ|<1/εm

|v(ξ)− h(ξ)| ≤ Cεm,

where h : R→ R is a smooth function satisfying

lim
ξ→±∞

h(ξ) = 0, sup
ξ∈R

∣∣h (ξ)− ε2Asol,c̃ (εξ)
∣∣ ≤ Cε3,

and where Asol,c̃ is the solitary wave of the associated KdV equation (2) with speed c̃ > 0.

We note that it was already mentioned in [23] that the slightly subsonic solutions in Conjec-
ture 6.1 are expected to be approximated through the KdV equation.

In case that the spatial dynamics formulation can be written as Hamiltonian system the two-
dimensional center manifold is filled with periodic solutions due to Lyapunov’s subcenter theorem
and v(ξ) exists for all ξ ∈ R. In general, the solutions then only exist on spatial scales which are
exponentially large with respect to the amplitude of the bifurcating solutions [11].

6.2 NLS based generalized modulating pulse solutions

In contrast to the moving modulating pulse solutions constructed in this paper, we now consider
moving modulated pulse solutions

qn(t) = vmp(ξ, p) = vmp(x− cgt, k0(x− cpt)),

with cg 6= cp. These solutions are time-periodic in a moving frame, i.e.,

qn(t) = vmp(ξ, p) = vbr(ξ, t),

with vbr(ξ, t) = vbr(ξ, t + T ) for a suitably chosen T > 0. Using the same arguments as in the
introduction, the neutral eigenvalues of the associated spatial dynamics formulation can be obtained
by intersecting the curves k 7→ ±ω(k) and k 7→ ck+2iπm/T for all m ∈ Z, cf. [21]. For the situation
plotted in Figure 7, the discussion of the reduced system is similar to the discussion in the last
subsection, except that for c − ω′(k0) slightly positive the dimensions of the stable and unstable
manifolds are now two and of the center manifold is six. Since k0 6= 0 the bifurcating solutions
are approximately given by associated NLS solitary waves. Therefore, using the reversibility of the
problem, we expect that the following theorem holds.

Conjecture 6.2. Let ν1, ν2 > 0, and let m ∈ N. For every γ ∈ R with ν1γ > 0 and all k0 > 0 there
exist constants ε0, c0, C > 0 such that for all ε ∈ (0, ε0) the following holds. For all (cp, cg) ∈ R2

satisfying ∣∣∣∣cg − ω′(k0)

k0

∣∣∣∣ , ∣∣∣∣cp − ω(k0)

k0

∣∣∣∣ ≤ c0,

system (4) possesses generalized moving modulating pulse solutions qn(t) = v(n − cgt, k0(x − cpt))
with smooth profile function v : R× R/2πZ→ R enjoying the estimate

sup
|ξ|<1/εm

|v(ξ, p)− h(ξ, p)| ≤ Cεm,
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Figure 7: Intersection points of the lines k 7→ ck + 2iπm/T , m ∈ Z and the curves k 7→ ±ω(k)
correspond to central eigenvalues of the linearized spatial dynamics formulation for moving modu-
lating pulse solutions. Tangential intersections in the left panel correspond to double eigenvalues
in the right panel, simple intersections correspond to single eigenvalues.

where h : R× R/2πZ→ R is a smooth function satisfying

lim
ξ→±∞

h(ξ, p) = 0, sup
ξ∈R

∣∣h (ξ, p)−
(
εAhom,γ (εξ) eip + c.c.

)∣∣ ≤ Cε2,

and where Ahom,γ is the time-periodic solution to the NLS equation (9) introduced in (10).
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[13] G. Iooss and K. Kirchgässner. Travelling waves in a chain of coupled nonlinear oscillators.
Comm. Math. Phys., 211(2):439–464, 2000.

[14] G. Iooss and M.-C. Pérouème. Perturbed homoclinic solutions in reversible 1 : 1 resonance
vector fields. J. Differential Equations, 102(1):62–88, 1993.

[15] G. James and Y. Sire. Travelling breathers with exponentially small tails in a chain of nonlinear
oscillators. Comm. Math. Phys., 257:51–85, 2005.

[16] G. James and Y. Sire. Center manifold theory in the context of infinite one-dimensional
lattices. In The Fermi-Pasta-Ulam problem. A status report, pages 207–238. Berlin: Springer,
2008.
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