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RAC = R̃5,6 and LAC = L̃5,6 are the effective system parameters towards the AC side. For the uncoupled
MMC setup, they can be calculated to RAC =R+2Rac and LAC = L+2Lac vs,α and vs,β are the transformed
grid voltages. ıα and ıβ are the grid currents in αβ-representation.

For simplification those voltages are assumed to be fed forward ideally.

For implementation the voltage feed forward and phase locked loop (PLL) calculation is performed on
an field programmable gate array (FPGA) to improve the system dynamics. A DSRF PLL is used in the
stationary reference system [18–20]. The feedforward control of the measured AC voltage is performed
directly on the FPGA with an increased modulation frequency of 40 kHz. The DSRF PLL is used to
determine the positive sequence and negative sequence of the grid voltage in a reliable way. For energy
pulsation reduction, an identification of the positive sequence current is mandatory [17]. ĩ1 and ĩ2 are the
transformed currents to the AC side. uα and uβ are the input variables to control the currents. yα and yβ

are the respective output currents.

For the purpose of this paper it is assumed, that the MMC energy control takes care of the safe operation
of the system based on [11, 21]. This work focuses on the AC currents control of the system.

Predictive Control Equations

Starting from (2a) and (2d), the fundamental equations are derived. Since the control is computed in
discret time on a DSP, the system equations AAC,t, BAC,t and CAC,t must be transformed using the z-
transform. Using the time-discrete state space matrices AAC and BAC, the MPC can be implemented. The
AC voltages of the grid appear as disturbance quantities on the system. They are separately fed forward
and therefore do not have to be considered any further for the design of the current control system.

The idea then is to calculate the system evaluation for a given sequence of input variables Ũ (k) =[
vk vk+1 . . . vN

]> over the prediction horizont N, where k denotes the actual time instance. This
evaluation is subsequently solved for the optimal input sequence Ũ (k). The aim is to choose the Ũ (k) in
a way, that the reference trajectories yref,α and yref,β for the AC currents are sufficiently tracked.

For any given time k+ l the states can be calculated directly

ı̃AC,k+l = Al
AC ı̃AC,k +

l

∑
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A(l−i)
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Without restriction of the generality, the control is considered in this section with a prediction horizon
of N = 3. The prediction horizon is one of the degrees of freedom in the design and performance of the
model based control approach. The chosen value shows very good control results of the AC currents
when implemented on the test system.

Using (2b) and (2d), the vector X̃ (k) and Ỹ (k) of the state and output variables and at time k is calculated
as
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with Ũ (k) =
[
vAC,1 vAC,2 vAC,3

]>. The system evaluation can be described using this approach.

To calculate the optimal input Ũ (k) for the next time steps, a cost function is required. The cost function
must be optimized, i.e. minimized, within a control period of the system in order to satisfy the real-time
condition.

The quadratic program (QP) represents a special form of optimization and is a good compromise between
control result and calculation complexity [22]. In the QP, the cost function J is a quadratic function with
linear limiting functions. In the presented control approach, it is composed of a term J1 and a term J2.
The first term formulates a quadratic quality measure for the deviation of the setpoint from the predicted
value ξ̃AC,k = y∗

AC,k
−y

AC,k
. Not only the actual error is included in the calculation, but also the predicted

deviations based on the model equations.

For this application J1 and J2 are chosen to

J1 =
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Q is the weighting matrix for the tracking error. To achieve a symmetrical weighting and thus symmet-
rical AC currents, the approach with the weighting factor qAC is Q = qACI2 and

The second part J2 of the cost function J formulates a quality measure for the control effort. This means
that the difference of the output variables between the time steps vAC,k and vAC,k+1 is weighted and
included in the total cost function. The weighting factor of the control effort is denoted by λu. Resulting
in the matrices

Q̃ =

Q 0 0
0 Q 0
0 0 Q

 ; S =

 I2 0 0
−I2 I2 0
0 −I2 I2
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0
0

 (6)

Here applies likewise, that an increase of the weighting factor λu leads to an increase of the costs of
the control effort. From the ratio of qAC and λu the dynamics of the controller can be adjusted. This
presented design results in a compromise between tracking accuracy of the setpoint trajectory and the
required effort in regards to the output variables.

Using (5a) and (5b) the total cost function is calculated

J = J1 + J2 (7a)
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The matrix H is a time invariant matrix, depending on AAC, BAC, CAC, qAC and λu. The dimension of H is
given by H ∈Rdim(vAC,k)·N×dim(vAC,k)·N =R6×6. Thereby is H = H> and H � 0 (positive definite) for λu >
0. θk is a time variant function of ı̃AC,k, the input variable of the preceding sampling interval vAC,k−1,
the setpoint trajectory Ỹ (k)∗ as well as the weighting factors λu and qAC. The term θk is a time variant
offset with θk ∈ R. Since θk does not depend on Ũ (k), it will vanish for all derivatives of J with respect
to Ũ (k). Therefore this term has no further influence on the minimization of the cost function. The



Table I: Technical specifications of the laboratory setup

Parameter Value Parameter Value

PMMC,N 10 kW CCell 6.6 mF
Vdc 650 V vCell 150 V

VAC 400 V fC 8 kHz
ϕd 0 to 2π fM 40 kHz

Ibranch,max 40 A Lh,branch 241 µH

Ncell per branch 5 Lσ,branch 10.5 µH
semiconductors IPP110N20N3 LAC 1.33 mH

Rds,on 10.7 mΩ LDC 5.0 mH

objective of the MPC is to find the minimum of the cost function J from (7c) in dependence of the output
variables Ũ (k) for each time step k.

This results in QP optimization problem which has to be solved under real time conditions. We take

minimize
Ũ(k)

J = Ũ (k)> H Ũ (k)+2θ
>
k Ũ (k)+θk (8a)

with the solution

Ũ (k)∗ =−H−1
θk. (8b)

(8b) is the analytical, unconstrained solution for optimal input variables during the prediction horizont.
H is constant in time in this system and can therefore be inverted offline in advance. Subsequently, those
input variables are limited. A limitation of the state variables is also possible, if the system is controlled
in transformed quantities [23]. In addition, a compensation of a calculating time delay is added. Using
this approach, an implementation on a laboratory setup is straightforward.

Laboratory Setup
For verification, the algorithms are implemented on a signal processing system and tested on a real grid
using a laboratory prototype. In the following section the concept of signal processing and the design of
the prototype are presented. The setup is based on a laboratory prototype from [24]. The power section
was modified and the signal processing was made more powerful. The signal processing is based on
a System-On-Chip platform [25]. To ensure that the grid connection conditions are reproducible, an
inverter-based island grid was developed [26]. This allows for the emulation of fixed grid conditions and
the verification of control algorithms.

Table I lists the parameters of the built prototype. The MMC has a nominal power of PMMC,N = 10kW.
Each branch is a series circuit of N = 5 cells, with a maximum voltage of vC = 150V. Coupled iron
sheet arm inductors are used. Due to the very good coupling of the branch inductors, additional ferrite
inductors are used as line inductors on the AC side.

Figures 3(a) to 3(c) show the laboratory setup of the MMC with power terminals and signal processing.
Each of the 6 converter branches is realized on a pcb shown in Fig. 3(b). The MPC is implemented to
be solved with a frequency of fMMC = 8kHz. The PLL is calculated with fPLL = 40kHz on the FPGA
directly.

Measurement Results
In this section, measurement results obtained from the laboratory setup are presented. The modeling
of the system and the derived control structures are verified and validated with the shown lab setup dis-
cussed. The implementation allows a real-time capable calculation of the constrained control algorithms.



(a) Lab setup of the MMC

(b) Branch PCB with 5 cells

(c) Cell controller

Fig. 3: Laboratory setup with power section and signal processing of the laboratory prototype.

Quasi-stationary and dynamic measurements at the laboratory grid and the inverter-based island grid are
presented to demonstrate the basic functionality of the control. Finally, the performance in case of a grid
failure is shown.

First, a load step along the maximum voltage limit is presented. Second, the capability of the MPC in
combination with the FPGA based PLL during a grid fault is shown. All measurements are sampled with
the control system at a frequency of fs = 8kHz.

Quasi Stationary Operation of the System
The MMC is pre-charged and operated quasi-stationarily using the 400V/50Hz laboratory supply grid.
The grid is connected via a Yz-transformer. Through this, the feeding network string voltage amplitude
is V̂AC = 400V/

√
2 = 282V. On the DC side, the MMC is controlled by a machine set with Vdc = 450V

The ratio is Vdc/V̂AC ≈ 1.6. A power of P = 8.5kW at a power factor of cos
(
ϕg

)
= 1 is delivered to the

AC grid.

Figures 4(a) and 4(b) show measurements of the grid voltages and grid currents in this operating point.
As can be seen, the grid currents are precisely controlled stationarily by the predictive approach of AC
control. Figure 4(c) depicts the measured arm currents of all 6 inverter arms. These are composed of
a superposition of the AC currents and the DC current. In addition, currents are controlled to generate
balancing power according to [23]. With 0.5 A these currents are small compared to the total arm current.
The energy control is steady-state accurate and ensures stable operation of the system. Figure 4(d) shows
the arm energies calculated from the measured arm voltages varm. The occurring energy pulsation is
∆W = 8.567J. On average all energies are constant around the mean value Wmean = 264.92J, which
corresponds to an arm voltage of Vmean ≈ 650V.

The presented modelling and control approach is verified by implementation on a real-time laboratory
setup.

Dynamic Load Step at the AC Side
The new approach of predictive AC control allows a current increase along the voltage limit, without
overshoot and with stationary accuracy.

The examination takes place in the transformed system, since the currents and output variables can be
considered decoupled for the AC side. The maximum output variable for the AC side can be freely
adjusted by decoupling the controlled system. To demonstrate the performance at the voltage limit, the
maximum control voltage is set to ũAC,max =±50V.

Figure 5(a) shows the transformed setpoints of the control variable to the time point of the load step. The
limitation to ±50V is clearly visible.
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(d) arm energies calculated from the measured arm voltages

Fig. 4: Quasi-stationary operation at the 400V/50Hz-grid with P = 8.5kW.
The measured values are sampled with the control period TC = 125µs.

Figure 5(b) shows the transformed AC currents and their setpoints. By limiting the output variables, the
current increases almost linearly until the setpoint is reached. Due to the modeling and the predictive
approach the setpoint is reached with the greatest possible dynamics without overshoot and is precisely
controlled in a steady-state manner.

Stable Operation During Grid Faults
In order to investigate the performance of the control system, it must be possible to set grid failures in
a targeted and reproducible manner. Comparing the behavior of the compensation methods in a LVRT
experiment requires that the grid voltage always drops by the same value at the same time. The island
grid presented in [26] provides the basis for the test setup. A single phase voltage drop down to 20 %
of the nominal voltage is emulated with the feeding MMC based converter to show the capability of the
implemented MMC control.

Figures 6(a) to 6(c) show the measured values of the laboratory setup in case of a grid fault using different
approaches to grid current handling. Before the grid fault, a constant AC power is delivered to the
symmetrical, sinusoidal grid. At t = 20ms the feeding converter emulates the grid error. Figure 6(a)
shows the measured grid voltages. Before the grid fault, the currents are precisely controlled. In case
of a fault, the PLL on the FPGA must continue to determine the grid angle exactly. Additionally, the
negative sequence hast to be identified. This enables correct feedforward control of the voltage. During
the transient compensation processes, the current in the line inductors increases because of the incorrect
feedforward control. However, the AC side control is able to keep the current within the limits of ±50A
and thus avoids a fault state of the converters. Once the PLL correctly identifies all quantities, the current
trajectories can be injected as sinusoidal three phase system (Fig. 6(b)) or in a manner that the AC power
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(b) Measured AC currents

Fig. 5: Constrained output variables and grid currents during a load step

stays constant after the grid fault (Fig. 6(c)).

The measurement results show that the modelling and control of the system allows a stable operation in
case of a grid failure.

Conclusion
In this paper an indirect model based predictive control for the grid currents of an MMC at fMMC = 8kHz
is presented. The control is based on a decoupled consideration of the AC side. The modelling allows a
very simple, real-time capable implementation on a laboratory prototype. Validation and measurements
of the laboratory scale MMC on an inverter-based island grid show the dynamics of the current control.
In addition, the fast implementation of the PLL allows to overcome grid errors and to feed constant power
into the grid or keep the currents constant. The converter control is able to keep the capacitor voltages
within their tolerance band. All this combined improves a dynamic, efficient and grid-compatible use of
the MMC and enables it as tomorrow’s backbone of the sustainable power supply.
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(a) Measured AC voltages during grid fault
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(b) Grid currents when the AC currents are held constant
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(c) Grid currents when the AC power is held constant

Fig. 6: Directly measured and derived variables during a grid fault with different approaches for fault
handling.
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