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Abstract 

Crowd-feedback is receiving increasing attention in research and practice as a 
contemporary approach for involving users in information systems 
development. Thereby, feedback on various aspects of an information system is collected 
from a non-expert crowd using designated crowd-feedback systems that are able to 
collect comprehensive and reliable feedback at scale. However, the current body of 
knowledge on crowd-feedback is scattered and lacks a structured form in which research 
on crowd-feedback can be classified. To address this gap, this article provides a 
comprehensive overview of the state-of-the-art of existing crowd-feedback research by: 
(1) conducting a systematic literature review, (2) developing a morphological box to 
conceptualize crowd-feedback, and (3) performing a cluster analysis for identifying 
research streams on crowd-feedback. Analyzing 40 articles, our key contribution resides 
in the synopsis of the existing crowd-feedback literature. Based on our review, we suggest 
four research avenues to guide researchers in investigating crowd-feedback in the future.  
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Introduction 

User involvement is of critical importance in the development of any information system (IS). It has a 
positive impact on IS project success (Harris and Weistroffer 2009), user satisfaction (McKeen and 
Guimaraes 1997), and IS acceptance (Ives and Olson 1984). As such, not involving users in IS development 
may culminate in project failure (Hsu et al. 2013). User-centered design (UCD) is a prominent paradigm 
that provides methodological guidance for user involvement (Vredenburg et al. 2002). In the iterative UCD 
process, it is emphasized that users should be involved within all major activities of IS development, namely 
analysis, specification, design, and evaluation (Brhel et al. 2015; ISO 9241-210 2019). Continuous 
evaluation of design solutions with potential users is a challenging activity in UCD (Brhel et al. 2015). In 
particular, designers have to cope with the scalability issues of traditional face-to-face methods when they 
aim to involve a diverse set of users in the development process. Thus, in recent years, crowdsourcing in 
user-centered IS evaluation has received growing interest in research (Alyahya 2020; Leicht 2018; Mao et 
al. 2017; Sarı et al. 2019) and practice (e.g., uTest, UsabilityHub).  

Thereby, two main research streams can be identified: crowd-testing and crowd-feedback. While in crowd-
testing the crowd interacts with the IS in order to identify errors (Leicht 2018), in crowd-feedback the crowd 
is asked for explicit, mostly verbal feedback, including opinions and perceptions of the IS design (Xu et al. 
2014). Interaction with the IS is thereby often not necessary and a textual description or screenshot of the 
user interface may be sufficient. However, the transition from crowd-testing to crowd-feedback is fluid and 
there of course exist systems that include both approaches (e.g. Ayalon and Toch 2019). While huge 
amounts of user feedback on existing systems are commonly provided in user forums and app stores 
(Pagano and Bruegge 2013; Tizard et al. 2021; Yen et al. 2016), collecting feedback during the IS 
development requires dedicated crowd-feedback systems and respective crowds. With these systems, 



 
  

 
 

feedback requesters can provide users with structure and guidance for providing dedicated feedback. The 
outcomes of these systems then comprise quantitative and qualitative data, that contain valuable issues, 
praises, and ideas for further improvement from the user perspective (Oppenlaender et al. 2021). Therefore, 
crowd-feedback systems differ from established online forums because the collected feedback is clearly 
structured and therefore more useful than unstructured comments or aggregated individual preferences 
collected in online forums (Xu et al. 2014). Overall, existing research on crowd-feedback systems has shown 
to be able to collect feedback with a quality similar to expert feedback (Wu and Bailey 2016; Yuan et al. 
2016). While existing approaches and systems on crowd-testing in IS were recently reviewed (Alyahya 
2020; Leicht 2018), there is a lack of a systematic review of existing knowledge on crowd-feedback and 
corresponding systems.  

Although multiple studies already investigated the positive effects of design elements of crowd-feedback 
systems on outcomes like quality, scalability, and effort (Choi et al. 2020; Greenberg et al. 2015; 
Oppenlaender et al. 2020), there is a lack of research that synthesizes the current body of knowledge. 
Specifically, the varying requirements of feedback collection endeavors via crowdsourcing are not well 
structured and conceptualized. This hinders researchers to identify possible directions for future research 
efforts in this emerging research stream. In this paper, we seek to focus on these challenges by addressing 
the following two research questions (RQ):  

RQ1: How to conceptualize crowd-feedback for IS development? 

RQ2: What is the state-of-the-art of crowd-feedback in IS development and what are future research 
directions? 

In order to answer the RQs, we perform a systematic literature review (SLR) study based on Webster and 
Watson (2002) and Kitchenham and Charters (2007) that identifies and investigates 40 articles on crowd-
feedback systems. Next, following the approach of Nickerson et al. (2013) and the grounded-theory method 
proposed by Wolfswinkel et al. (2013) we develop a conceptualization of crowd-feedback in IS. By coding 
and analyzing the identified 40 articles, we provide a holistic overview of the state-of-the-art of crowd-
feedback systems for IS evaluation. Based on a subsequent cluster analysis of the 40 articles, we identify 
three relevant research streams. Considering the previously provided state-of-the-art overview and the 
identified research streams, we present four avenues for future research. We contribute to theory by 
providing a morphological box for crowd-feedback for IS and a state-of-the-art review on this basis. This 
study additionally contributes to practice by supporting practitioners in applying crowd-feedback systems 
in IS development by outlining three research streams and related design characteristics. In the remainder 
of this paper, we first provide an overview of the theoretical foundations and illustrate the methods applied 
in this study. In section four the results of our study are presented. This is followed by a discussion and 
outline of future research directions in section five. Lastly, section six is the conclusion of our article. 

Related Work and Conceptual Foundations 

We first provide conceptual foundations on user-centered evaluation in IS development. Here our focus 
especially lies on the critical role of feedback in the user-centered evaluation and differentiating it from 
testing. This is followed by an introduction to crowdsourcing in IS development. Finally, we present existing 
conceptual frameworks on crowdsourcing systems. 

User-Centered Evaluation in IS Development 

There exist multiple methods to evaluate design solutions by involving the user, e.g., user interviews, focus 
groups, or usability testing (Gibbs 1997; Vredenburg et al. 2002). A distinction is usually made between 
formative and summative evaluation, with formative evaluation being carried out during the process and 
summative evaluation at the end to evaluate the outcomes (Scriven 1991). A general challenge is that 
formative and summative evaluation methods are time- and cost-intensive in their application and 
therefore lack scalability (Gibbs 1997; Scholtz 2001). This issue can be addressed by utilizing online crowds 
following a crowdsourcing paradigm. 

The most fundamental method for evaluation is usability testing with potential users (Brhel et al. 2015; 
Nielsen 1994, p. 165). In usability testing, participants receive tasks that they must complete by interacting 
with the IS. During the test, the participant is observed and data, such as the time needed to complete a 



 
  

 
 

task and the number of required clicks, is measured. Additional subjective data is collected by recording 
participants’ comments during the usage and optionally via a subsequent questionnaire (Nielsen 1994, pp. 
165-206). In comparison, in feedback collection, participants’ comments, ratings, votes, and markers are 
the only data that is collected. For existing systems, users provide feedback directly via pop-ups, app stores, 
or feedback forums (Almaliki et al. 2014). Feedback forums like Dribble are dedicated to providing feedback 
on designs and prototypes. The feedback quality on these platforms is often low and feedback requesters 
are not able to provide any guidance for users (Xu et al. 2014). Therefore, dedicated feedback systems are 
required to collect valuable feedback that exceeds simplistic statements of “I like it” (Xu et al. 2014). Many 
of these systems (e.g. Luther et al. 2014; Xu and Bailey 2011) originated from the visual design domain. 
There, feedback, also known as design critique, is traditionally provided by peers to help designers 
understand how others perceive their designs (Yuan et al. 2016). Crowd-based feedback systems were 
initially developed to solve scalability issues of peer feedback (Wauck et al. 2017) and reach a more diverse 
crowd of feedback providers (Ma et al. 2015). The ongoing challenge, especially in the visual design domain, 
is to enable the non-expert crowd to provide feedback that is similar to feedback from design experts and 
investigate the differences between feedback from the crowd and peers (Wauck et al. 2017; Yuan et al. 2016).  

Crowdsourcing in IS Development  

Crowdsourcing is a method to outsource tasks to a large undefined crowd of people (Howe 2009). For this, 
the potential of large groups is harnessed. The crowd can have various motivations to contribute to the task, 
e.g. financial incentives, enjoyment, or social status (Yen et al. 2016). Crowdsourcing is particularly useful 
for scaling complex work that cannot be handled by computers. As a result, crowdsourcing is being applied 
in various process areas of the software development process (Sarı et al. 2019). In the last years, the field of 
crowdsourcing in IS development and software engineering was growing quickly (Mao et al. 2017). The 
most used platform for crowdsourced software engineering is TopCoder (Sarı et al. 2019). TopCoder uses 
competitions to find the best solution and rewards the best participants with prize money. However, other 
crowdsourcing platforms that rely on collaboration instead of competition (e.g. Amazon Mechanical Turk 
(MTurk)) are also applicable for software development (Sarı et al. 2019). Besides the anonymous crowds 
that can be reached via dedicated platforms like MTurk or uTest, we consider for our review also crowds 
like employees, stakeholders, and students that are not necessarily recruited on these platforms. The IS 
development tasks to which crowdsourcing is mostly applied are requirements analysis, coding, and testing 
(Ambreen and Ikram 2016; Mao et al. 2017; Sarı et al. 2019). 

Applying crowdsourcing in IS design and development yields several advantages. For instance, TopCoder 
is reported to deliver software artifacts with a lower defect rate and higher quality at lower cost in less time 
compared to in-house development or outsourcing (Lakhani et al. 2010; Lakhani et al. 2013). Common 
concerns regarding crowdsourcing in IS development involve the intellectual property, quality, uncertainty, 
limited interaction, and collaboration overhead (Mao et al. 2017). There are already multiple reviews on 
crowdsourcing in IS development in general (Mao et al. 2017; Sarı et al. 2019) and on crowdsourcing in IS 
evaluation in particular (Alyahya 2020; Leicht 2018). However, so far, the focus has been put on 
crowdsourced software testing. Crowd-testing is an emerging trend in software engineering that enables 
companies to outsource different software testing activities to a large pool of workers (Alyahya 2020). 
Dedicated platforms like uTest provide contact to thousands of workers and ensure that the individual 
testing requirements are included in the tasks (Alyahya 2020). Crowd-feedback has been considered only 
marginally, if at all, as an aspect of crowd-testing. However, crowd-feedback goes beyond crowd-testing and 
should therefore be considered in a separate literature review. Additionally, a conceptualization is required 
to get a holistic understanding of existing approaches for crowdsourcing feedback within IS evaluation. 

Conceptualization of Crowdsourcing Systems  

Existing conceptualizations of crowdsourcing systems (e.g., Morschheuser et al. 2017; Pedersen et al. 2013; 
Zuchowski et al. 2016) all follow the same structure: First, a task or problem defined as “a statement of an 
initial condition and a desired ending condition” (Pedersen et al. 2013) is identified. This is followed by a 
specification of the crowdsourcing task and system, and finally, specific outcomes are achieved. 

Pedersen et al. (2013) did the first effort to conceptualize crowdsourcing research in general. The first 
element of their conceptual model is the problem which defines the requirements for all other model 
elements. The main part of the model includes a process (the design of a step-by-step plan to solve the 



 
  

 
 

problem), governance (the actions and policies that are applied to manage the crowd), people (including 
the problem owner and the crowd that consists out of many individuals), and the technology (the technical 
capabilities that enable the formation of the crowd and the interaction and collaboration between 
individuals in the crowd). The final element of the conceptualization is the outcome. This refers to the 
factual and the perceptual outcome of the crowdsourcing process. While the conceptualization of Pedersen 
et al. (2013) applies to crowdsourcing tasks in general, Zuchowski et al. (2016) and Morschheuser et al. 
(2017) focused on specific crowdsourcing tasks. The framework of Zuchowski et al. (2016) conceptualizes 
IT-enabled crowdsourcing with employees in enterprises, also called ‘internal crowdsourcing’. This 
framework includes similar elements as the model of Pedersen et al. (2013). The main contribution of 
Zuchowski et al. (2016) is the definition of subdimensions that describe internal crowdsourcing tasks. 
Morschheuser et al. (2017) developed a conceptual framework for gamified crowdsourcing which is based 
on the previous two conceptualizations. As Morschheuser et al. (2017) put their focus on the crowdsourcing 
system this element replaces the main component which was initially defined by the governance, IT, 
process, and people. The gamified crowdsourcing system is mainly defined by the type of crowdsourced 
work. The design of the crowdsourcing system is not only influenced by the initial problem and tasks as in 
the other two frameworks but also by the crowds’ motivation and the resulting behavior which is, in turn, a 
result of the gamification affordances and additional incentives. As we appreciate the approach of 
Morschheuser et al. (2017) of separating the crowdsourcing system and the crowd configuration, our 
framework will mainly be based on their framework on gamified crowdsourcing. 

Research Methodology 

To answer RQ1 and RQ2, we followed a multistep research approach. In the first step, we sought to review 
the current state-of-the-art and to derive a set of relevant papers on crowd-feedback systems. This set of 
papers provided our foundation to answer RQ1 and RQ2. In the second step, we used these papers to 
develop a conceptualization of crowd-feedback in the form of a morphological box (RQ1). Finally, we used 
the set of papers as well as the morphological box and applied a cluster analysis to identify the existing 
research streams (RQ2). We outline each of these steps in more detail in the following sections. 

Systematic Literature Review 

To conduct the SLR we followed the guidelines of Kitchenham and Charters (2007) and first developed our 
search strategy. Therefore, we created the search string in several iterations. We started with an exploratory 
search using Google Scholar with the search string “crowd AND feedback AND system”. After reviewing 
the results, we iterated the search string several times using Google Scholar. The final search string 
consisted out of four parts: The first part is for ensuring that a crowd is involved in the feedback collection 
process. In the second part, we added ‘critique’ and ‘comment’ as synonyms for feedback and in the third 
part, we added ‘method’, ‘process’, and ‘tool’ as further means to crowdsource feedback. The fourth part 
was added to specify about what the feedback is collected. For searching for papers that collect feedback on 
IS, we additionally included specific types and characteristics of IS like ‘website’, ‘software’, ‘interactive’, 
‘app’, and ‘interface’. To provide a holistic overview we also included studies on crowdsourcing feedback on 
graphic and product design. Due to the similarity to user interface design, we expect the feedback systems 
and their features to be also applicable to feedback on user interface design. Therefore, we included the 
term ‘design’ in the fourth part of our search string. Finally, applying Boolean operators and wildcards led 
us to the final search string: 

crowd* AND (feedback OR critique OR comment) AND (system OR process OR method OR tool) AND 
(“information system” OR website OR software OR interactive OR design OR app OR interface). 

In the next step, we selected ACM Digital Library, IEEE Explore, and AISeL as databases for our SLR. These 
databases are well-established and were already used by scholars as reliable sources for literature reviews 
(Bandara et al. 2015). We decided to not limit the results to a specific time period or publication outlet in 
order to get a holistic overview. To refine the initial set, we then scanned the title, abstract, and keywords 
followed by reviewing the full text of the remaining papers. For the filtering, we applied six selection criteria: 
(1) the paper implements a prototype or develops a conceptual framework for collecting feedback, (2) the 
paper investigates an artifact mainly used to explicitly collect feedback, (3) the feedback is provided by a 
human crowd and assesses information systems, visual designs or product designs, (4) the article is peer-
reviewed, (5) the article has more than three pages, (6) the article is written in English. Next, we conducted 



 
  

 
 

a backward and forward search following the same criteria. In our final set, we identified multiple articles 
that refer to the same crowd-feedback system. For the subsequent analysis of the papers, we inspect these 
papers jointly. Finally, we coded the resulting set of articles by their main research methodology. The main 
result of this step is a comprehensive set of papers investigating crowd-feedback systems. 

Concept Creation 

In the next step, we analyzed the identified set of papers in order to conceptualize crowd-feedback systems 
(RQ1). Therefore, we developed a morphological box that captures all relevant dimensions of crowd-
feedback systems. A morphological box provides a structured overview of all potential solutions to a 
problem (Zwicky and Wilson 1967) and is commonly used for SLRs in the domain of IS to illustrate the 
diversity of solutions. To develop a morphological box, we followed the approaches of Wolfswinkel et al. 
(2013) and Nickerson et al. (2013). Based on their recommendations, we applied a three-step development 
approach: 

In the first step, we followed Nickerson et al. (2013) and conducted a conceptual-to-empirical 
development approach to create an initial conceptual framework as a foundation for the following steps. 
Therefore, we started with the three frameworks introduced in the conceptual foundations from 
Morschheuser et al. (2017), Pedersen et al. (2013), and Zuchowski et al. (2016), extracted all of their 
dimensions and developed an initial conceptualization comprising of four overarching dimensions (i.e., 
input, crowd configuration, design characteristics, and effects) to guide our next steps. 

In the second step, we again followed Nickerson et al. (2013) and conducted an empirical-to-conceptual 
development approach. Therefore, we used an inductive coding approach to create new subcategories for 
our morphological box and to identify codes for these subcategories based on Wolfwinkel et al. (2013). This 
step is necessary to develop a morphological box for crowd-feedback accounting for their characteristics 
which are not captured by the initial coding scheme yet. For that, we iteratively reviewed each of the 
identified papers and continuously refined the initial coding scheme until the concepts reached an 
acceptable level of abstraction. 

In the third step, all studies included in the final set were coded according to the concepts that we defined 
in the previous steps and a morphological box, as well as a concept matrix as described by Webster and 
Watson (2002), were created. 

Cluster Analysis 

Based on the identified set of papers and the derived morphological box, we were seeking to identify the 
existing research streams on crowd-feedback systems in order to answer RQ2. Thereby we aimed to 
understand which characteristics of crowd-feedback systems are usually combined and which effects are 
achieved by doing so. This shall help future researchers and practitioners to select appropriate design 
combinations when developing new crowd-feedback systems. Due to the relatively low number of papers, 
we first clustered the papers manually by identifying characteristics that often occur in combination and 
grouping these papers together. To verify the results, we decided to apply the two-step clustering analysis 
developed by Chiu et al. (2001). The two-step clustering is an effective approach to identify clusters and is 
often applied in literature reviews (e.g., Knaeble et al. 2020; Rissler et al. 2017). The advantage of this 
approach compared to pure hierarchical clustering is that it automatically detects the optimal number of 
clusters and provides the silhouette measure of cohesion and separation as a quality measure. Additionally, 
it summarizes the influence of each characteristic on the cluster allocation which helped us to verify if we 
identified the correct characteristics as the main drivers of the clustering. 

To conduct the two-step clustering, we first transformed our concept matrix into a binary form by changing 
every ‘X’ to a ‘1’ and every empty cell to a ‘0’. Then we applied the two-step clustering to separate our articles 
into homogenous groups (clusters) using IBM SPSS Statistics 27. The two-step clustering is based on two 
distinct steps: First, the entire dataset is scanned, and based on sequential clustering preclusters are 
created. In this step, the log-likelihood distance measure is applied as the similarity criterion which is 
appropriate as our input data is binary (Mooi and Sarstedt 2011; Theodoridis and Koutroumbas 2009). 
Second, agglomerative hierarchical clustering is applied to the created preclusters (Chiu et al. 2001). We 
applied Akaike’s information criterium (AIC) to determine the appropriate number of clusters (Akaike 
1998). 



 
 

 
 

Results 

In this section, we describe the results of our three-step research approach. First, we outline the results of 
the SLR and describe the identified set of papers. This serves as the foundation for the following two steps. 
Second, we present the morphological box of crowd-feedback systems based on the discovered articles and 
the iterative refinement of the coding dimensions (RQ1). Third, we introduce three research streams that 
were identified via the cluster analysis (RQ2). 

Results of Systematic Literature Review 

Applying our search string to the identified databases (i.e., AISeL, ACM Digital Library, IEEE Explorer) 
resulted in 274 studies. From the initial 274 studies, we excluded 227 by carefully scanning title, abstract, 
and keywords and thereby applied our inclusion criteria (47 remained). We applied the same criteria when 
reviewing the full texts and kept 24 studies. Most of the excluded studies either focus on crowd-testing and 
address feedback only marginally, or collect feedback on something else than information systems, visual 
designs, or product designs (e.g., university courses). Finally, we conducted a backward and forward search 
following our criteria and identified 16 additional studies. Consequently, in total, we identified 40 relevant 
articles. Since some of these studies refer to the same system, only 34 different crowd-feedback systems are 
included in our set of studies. 

  

Figure 1. Cumulated Number of Articles reporting Crowd-Feedback Systems (left) and 
applied Research Methodologies (right) 

For the descriptive information on our paper set, we considered all 40 articles without excluding articles on 
the same crowd-feedback system. This is necessary to account for a holistic overview of all existing studies. 
A complete list of all identified papers is depicted in Appendix Table 1. The analysis of the publication dates 
of the articles (see Figure 1, left) shows that the topic of crowdsourcing feedback emerged around ten years 
ago and had a peek between 2015 and 2017. The most common research methodology applied is the 
qualitative study including case studies as well as grounded theory (see Figure 1, right). It is followed by the 
experimental study methodology which is applied in 28% of the studies. Our set also includes articles on 
prototype development and conceptual models for crowd-feedback systems. 

Results of Concept Creation 

In the first step, we developed an initial conceptual framework (see Figure 2) based on the existing 
conceptualizations of crowdsourcing tasks and systems (Morschheuser et al. 2017; Pedersen et al. 2013; 
Zuchowski et al. 2016) and the identified 40 papers to describe the existing research on crowd-feedback. 
We retained the established components ‘problem’ and ‘outcomes’ and renamed them ‘input’ and ‘effects’. 
In our case, the input includes characteristics of the IS on which the feedback shall be collected and the 
specification of the feedback that is requested. The effects describe the effects of applying crowd-feedback 
systems on the crowd, the feedback, and the resulting IS design. The crowd-feedback system which we put 
in the center of our conceptualization is mainly described by its design. The crowd-feedback system is 
usually intertwined with the crowd configuration as the design of the system might restrict the crowd 
configuration and vice versa. 
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Figure 2. Conceptual Framework of Crowd-Feedback

In the next step, we iteratively developed subdimensions and concepts for each of the four dimensions of 
our initial conceptual framework to capture the complete landscape of crowd-feedback systems. The 
development of the subdimensions was completely based on the 40 papers of our SLR. The subsequent 
coding of all papers resulted in a concept matrix (see Appendix Table 1) and a morphological box (see Figure 
3) that includes all (sub)dimensions and characteristics. Studies may include several characteristics of one 
subdimension (e.g., they collect qualitative and quantitative feedback). For each concept, the figure shows 
the absolute frequency of the concept in our set of papers (indicated by the number behind the concept).
The different shades visualize this frequency and help to illustrate the current focus of research. In the 
following, we provide an analysis of each subdimension.

Dimension: Inputs

The input dimension describes characteristics of the initial situation of the feedback collection process. 
Thereby, we distinguish between characteristics of the IS that needs to be evaluated, like its lifecycle stage,
and the characteristics of the feedback that is sought. While the type of feedback indicates if the collected 
feedback is of quantitative or qualitative nature, the feedback scope represents the attributes of an IS that 
the feedback is focused on. Some of the crowd-feedback systems are developed for collecting feedback on 
one specific IS like an ‘interactive  nergy Saving Account’ (Stade et al. 2017) or e-services of public 
administrations (Pretel et al. 2017). Others focus on an IS class like conversational user interfaces (Choi et 
al. 2020; Yu et al. 2016), mobile apps (Ayalon and Toch 2018, 2019; Oppenlaender et al. 2021; Seyff et al.
2014), reinforcement learning systems (La Cruz et al. 2015) or adaptive software systems (Muñante et al. 
2017). However, most of the presented crowd-feedback systems are not limited and should apply to a wide 
range of IS.

IS Lifecycle Stage. For the IS lifecycle stage, we distinguish between systems that collect feedback for IS 
during its development process and systems that collect the feedback during operations of the IS for further 
improvement. Most of the articles (28) cover collecting feedback during the development stage, while only 
ten systems collect feedback during operations. Only four of the feedback systems apply to both lifecycle 
stages. For instance, Snijders et al. (2015) built a gamified online platform that can be applied to elicit 
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requirements for new IS as well as requirements to further improve existing IS. Wu and Bailey (2016) 
evaluated their system by collecting feedback on an existing web page. However, their crowd-feedback 
system is designed in a way that it is also applicable to evaluating IS during development. 

Feedback Type. Most papers (29) seek qualitative feedback which is usually done via text fields. However, 
quantitative feedback is also often collected and is requested in various ways. A common way is to vote 
designs ‘up’ or ‘down’ as it is applied in the  rowdUI system (Oppenlaender et al. 2020). There, participants 
can vote on the design suggestions of other participants that were created by manipulating the initial design. 
The system of Jansson and Bremdal (2018) asks users to vote on web page elements to help a system based 
on artificial intelligence to learn user preferences. Easterday et al. (2017) implemented a feedback system 
similar to a forum where users can add qualitative comments, but also vote on the comments of other 
participants. Besides the voting, the selection of items is a common method to collect quantitative feedback. 
By asking users to select abstract and emotional images that represent their emotional reaction to a 
particular design, Robb et al. (2015a, 2015b; 2017) introduced an innovative way to collect quantitative 
feedback. Paragon (Kang et al. 2018) enables participants to enrich their feedback by selecting exemplary 
designs. Finally, the most common way to collect quantitative feedback are Likert-scales as used by 
Schneider et al. (2016) to indicate how severe a usability problem is or by Xu et al. (2014) and Oppenlaender 
et al. (2021) to rate if design guidelines are considered. 

Scope of Feedback. Feedback can be collected on non-functional attributes, thus aesthetics and human 
values, functional attributes that summarize feedback about features and functionalities of the IS or content 
of the IS. The code content is meant for systems that collect feedback about the information that is provided 
by the IS, for example, the content of a website. While non-functional attributes are considered in 25 of our 
34 studies, feedback on functional attributes and the content is less often included. As many of the papers 
in our set focus on design feedback, they usually ask only for feedback on visual design and aesthetical 
aspects like layout, consistency, balance, readability, and simplicity (Luther et al. 2014) or aim to 
understand the first notice and impressions of viewers (Xu et al. 2014). Besides these aspects, users’ human 
values are another non-functional attribute. Here, crowd-feedback systems are used to evaluate if the 
respective values are considered in the IS design. While Ayalon and Toch (2018, 2019) examine the social 
and institutional privacy of IS, Hosseini et al. (2016) developed a system to collect feedback on the 
implementation of transparency requirements. Feedback on functional attributes focuses on the 
capabilities of the IS. Citizenpedia (Pretel et al. 2017) is a platform for citizens to comment on current 
procedures of e-services. For this purpose, the platform provides a hierarchical overview of the services 
offered and the corresponding flow of interactions between the citizens and the public administration. 
There exist also two studies on collecting feedback on the functionality of conversational user interfaces 
(Choi et al. 2020; Yu et al. 2016). Both tools focus on providing feedback on answers of the conversational 
user interface. Yu et al. (2016) ask participants to rate the appropriateness of chatbot reactions. Choi et al. 
(2020) change the conversation flow or provide new suggestions for chatbot reactions. Feedback on content 
is only used as an addition to feedback on functional or non-functional attributes. None of the articles in 
our set collected feedback only on the content. The collection of feedback on the content of the IS is 
especially useful for IS that aim to provide information like a university website (Wu and Bailey 2016), 
posters and logos (Yen et al. 2016), or weather dashboards (Krause et al. 2017). 

Dimension: Crowd Configuration 

The crowd configuration describes how the crowdsourcing task is configured by analyzing which type of 
crowd is asked for feedback and how this crowd is incentivized to contribute. 

Type of Crowd. The type of crowd can be anonymous, when dedicated crowdsourcing platforms are used 
or can consist out of ‘proxy’ users, students, or friends and family (coded as convenience). Most of the 
papers in our set use an anonymous crowd to collect feedback. These crowds are recruited on platforms like 
MTurk, Mobile-Works, or Upwork (Greenberg et al. 2015; Krause et al. 2017). Besides crowdworkers that 
were recruited on dedicated crowdsourcing platforms, ‘proxy’ users are also frequently used for feedback 
collection. This term includes actual and potential users as well as other stakeholders like developers, 
analysts, clients, and regulatory bodies (Snijders et al. 2015). Students are only used as feedback providers 
when the IS design is part of an educational class as in the studies of Oppenlaender et al. (2021) and Robb 
et al. (2015a). In the studies of Wauck et al. (2017) and Yen et al. (2016), designers use social media 
platforms to crowdsource feedback from social contacts. In both studies, convenience feedback is not used 



 
 

 
 

as the main source of feedback but to compare the feedback with the feedback from other sources. Another 
way to involve contacts from social networks in the feedback process is to promote the feedback system on 
these platforms as done by Haukipuro et al. (2016). 

Incentives. For incentives we distinguish between money, involvement in the IS development and 
improvement of the IS, interest and social compensation, course credits, and gamification. The incentives 
are highly related to the type of crowd used. While the anonymous crowd is usually incentivized by a 
financial reward, ‘proxy’ users are motivated by the prospect of improvement of the IS and the feeling of 
being involved in the development process. Students are usually incentivized by course credits and social 
contacts contribute because of personal interest and social compensation. Gamification is the only incentive 
that we identified that is not related to one type of crowd. Although Pretel et al. (2017) and Snijders et al. 
(2015) apply gamification only in the combination with actual user feedback, Morschheuser et al. (2017) 
show that gamification can also be applied to motivate other types of crowds. 

Dimension: Design Characteristics 

The design characteristics describe the features of the proposed crowd-feedback systems. During the 
analysis of our set of articles, we learned that crowd-feedback systems usually consist out of a feedback 
collection mechanism and some additional functionalities that aim to support the crowd during the process 
of providing feedback, here called interactivity cues. In this section, we analyze both parts of crowd-
feedback systems separately. 

Feedback Collection Mechanisms. For the feedback collection we distinguish between five 
mechanisms: With questionnaires, participants are asked a series of questions. These can be of a qualitative 
or quantitative nature. Categories enable participants to select a suitable category or rubric for their 
feedback. Compared to questionnaires, this mechanism offers more freedom to feedback providers. 
Systems that provide only one single text field for feedback, are coded with free text field. Another 
mechanism is the selection, where the feedback is provided by selecting items. The most complex 
mechanism to provide feedback is direct manipulation where the crowd can edit a system according to their 
needs and wishes. The frequency of occurrences of the five feedback collection mechanisms that we 
identified is evenly distributed. Only direct manipulation is less used. Questionnaires include either closed 
questions (Haukipuro et al. 2016; Nebeling et al. 2013) or open questions (Greenberg et al. 2015; Xu and 
Bailey 2011). Using questionnaires can be advantageous compared to categories or more rigid structures, 
especially when dealing with a large range of themes and possible critiques (Greenberg et al. 2015). On the 
other hand, categories offer more freedom for the participants, since they can often specify several feedback 
points under one category and can also choose the order that they want to provide feedback themselves 
(Luther et al. 2014; Yuan et al. 2016). The study of Yuan et al. (2016) shows that rubrics help feedback 
providers to contribute feedback that is nearly as valuable as expert feedback. They show that feedback 
collection via rubrics leads to feedback with higher quality than feedback collected in free text fields. 
Feedback systems that collect feedback via a free text field do not ask the users specific questions but just 
provide a field to enter feedback (Krause et al. 2017; Seyff et al. 2014; Wu and Bailey 2021). This mechanism 
is also often used in user forums and similar communities like the gamified platform to derive user 
requirements of Snijders et al. (2015). A very different way to collect feedback is selecting items, e.g., design 
elements (Jansson and Bremdal 2018), concrete improvements (Choi et al. 2020; La Cruz et al. 2015), or 
labels for chatbot answers (Yu et al. 2016). The selection mechanism enables the collected data to be easily 
quantifiable and may therefore reduce the effort to analyze the feedback. Finally, direct manipulation is the 
most direct way for the crowd to provide feedback. Oppenlaender et al. (2020) developed a feedback system 
that enables the crowd to change the UI design of an existing IS and the ProtoChat system (Choi et al. 2020) 
allows the user to change the conversation flow of the chatbot.  

Interactivity Cues. We identified four frequently used interactivity cues: collaboration, marker, context, 
and recording. There exist more than these four, but we chose to focus on cues that appeared in more than 
one single article. Collaboration means that the participants can interact with the feedback of other crowd 
members by rating or commenting on it. Systems that enable the crowd to mark their feedback visually in 
the system are coded with marker. Context means that the crowd receives a context of use in form of a 
specific scenario or a persona before providing their feedback. Recording is for systems that include a 
feature that allows participants to do voice or video recordings of their feedback. Collaboration is often 
applied in crowdsourcing systems that resemble a user forum or community. There, users can see the 



 
  

 
 

feedback of others and react to it by commenting and voting (Haukipuro et al. 2016; Pretel et al. 2017; 
Snijders et al. 2015) or just use it as inspiration (Xu and Bailey 2011). Another way to include collaboration 
is to let the crowd rate design suggestions of other crowd members (Oppenlaender et al. 2020). Markers 
can either be in the form of flags that can be put onto the IS user interface to indicate what specific element 
is meant by the feedback (Luther et al. 2014; Wu and Bailey 2016; Xu and Bailey 2014) or in the form of 
screenshots and photos that are taken of the IS when the user encounters a problem and wants to provide 
feedback (Schneider et al. 2016; Seyff et al. 2014; Stade et al. 2017). Oppenlaender and Hosio (2019) include 
the marker feature in their system as the actual answer to tasks like ‘Touch the areas of the artwork that you 
like best!’. The context of use aims to help the participant to imagine himself in a real usage scenario while 
providing feedback. The context can either be created by providing a persona (Ayalon and Toch 2018; 
Muñante et al. 2017) or a scenario that explains the design and its context (Ayalon and Toch 2019; Wu and 
Bailey 2021). Recording feedback is an optimal way to better capture the emotions of feedback providers 
(Ma et al. 2015) and reduce the effort for them to provide feedback (Seyff et al. 2014). While Ma et al. (2015), 
Easterday et al. (2017), and Dow et al. (2013) let participants record videos of their feedback, Seyff et al. 
(2014) enable users to provide short audio recordings of their feedback.  

Dimension: Effects 

Finally, this dimension specifies the consequences of applying the described crowd-feedback system. For 
the effects, we did not define subdimensions, but three codes: process effects, intermediate effects, and 
outcome effects. As the studies usually only investigate a subset of possible effects, we can only report the 
effects that are described in the studies although the feedback system might lead to further effects as well. 
Process effects address the well-known problems of user-centered evaluation methods like scalability 
(Easterday et al. 2017; La Cruz et al. 2015; Oppenlaender et al. 2020; Schneider et al. 2016; Yen et al. 2016), 
effort (Ayalon and Toch 2019; Greenberg et al. 2015; Haukipuro et al. 2016; Hosseini et al. 2016; Jansson 
and Bremdal 2018; Ma et al. 2015) and costs (Greenberg et al. 2015; La Cruz et al. 2015; Ma et al. 2015; 
Schneider et al. 2016) of the feedback collection process. Additionally, the diversity of the feedback 
providers and the resulting feedback is often seen as one big advantage of applying crowdsourcing (Dow et 
al. 2013; Haukipuro et al. 2016; Ma et al. 2015; Nebeling et al. 2013; Oppenlaender et al. 2021; Schneider 
et al. 2016; Wauck et al. 2017). These outcomes are in most cases elicited via qualitative interviews with the 
respective feedback requesters. Intermediate effects are outcomes that might mediate outcome effects like 
the feedback quality but are not the direct goal of applying crowd-based feedback systems. These effects 
include user engagement (Hosseini et al. 2016; Oppenlaender and Hosio 2019; Robb et al. 2015b; Robb et 
al. 2017; Snijders et al. 2015; Yu et al. 2016) and inspiration for the designer (Jansson and Bremdal 2018; 
Kang et al. 2018; Robb et al. 2015a, 2015b). Finally, the outcome effects are usually measured via a 
quantitative evaluation, often including experts or the feedback requesters to rate the quality and 
helpfulness of the feedback or the final IS designs. The most mentioned outcome of crowd-feedback systems 
is the quality of feedback, including reliability and helpfulness of feedback (e.g., Ayalon and Toch 2018; 
Choi et al. 2020; Krause et al. 2017; Luther et al. 2014). Additional aspects of outcome effects are the 
quantity of feedback (Kang et al. 2018), a better final design (Lekschas et al. 2021; Luther et al. 2015; Xu et 
al. 2015), and increased user satisfaction when using the improved IS (Muñante et al. 2017). 

Results of Cluster Analysis 

By manually grouping papers with similar characteristics, we identified three clusters. Thereby, we 
identified the input and crowd configuration, especially the feedback scope and crowd type, as the main 
drivers for the cluster affiliation. The two-step cluster analysis confirmed our assumption and identified 
similar research streams while the optimal number of clusters was found to be three. The most important 
categories are the crowd type, the feedback scope, and the incentive which is highly related to the crowd 
type. The research streams based on the two-step clustering are displayed in Appendix Table 1. The 
silhouette measure of cohesion and separation of the analysis is 0.3 which indicates a medium solution 
(Mooi and Sarstedt 2011). However, since we obtained similar results from the manual analysis, we consider 
the results reliable and present them in the following. Thereby we highlight the characteristics of each 
research stream to complement the comprehensive state-of-the-art overview provided in the previous 
chapter. 



 
 

 
 

Stream 1 – Anonymous Crowd-Feedback: The first stream (11 studies) is dominated by crowd-
feedback systems that are designed to ask an anonymous crowd for feedback. These studies mostly originate 
from the field of visual design. Here, the crowd is usually incentivized by money. Feedback is collected 
during the development stage on non-functional attributes and often additionally on content. Thereby, all 
studies collect qualitative feedback. Consequently, these systems are mainly focused on formative feedback 
to further improve the design. In these studies, the focus lies on achieving outcome effects. 

Stream 2 – Real User Crowd-Feedback: The 10 studies in this stream are mainly performed to collect 
feedback from real and potential users on systems during development as well as systems in operations. 
The crowd is incentivized by involvement and improvement of the system and is asked for qualitative and 
quantitative feedback mostly on functional attributes. Most of these systems apply collaboration as an 
interactivity cue. Therefore, these crowd-feedback systems resemble user forums but provide more 
guidance. The outcomes of user forums are in most cases outcome effects and sometimes process effects. 

Stream 3 – Hybrid Crowd-Feedback: This stream includes 13 studies and is less clearly defined than 
the other two streams. In this stream, the studies ask all types of crowds for feedback with no limitation on 
specific attributes. The studies are mainly connected by the goal to achieve process effects. This is consistent 
with the fact that feedback is mostly collected through questionnaires and selection. Besides process effects, 
some studies additionally achieve intermediate effects like an increased user engagement. 

Discussion 

This study synthesizes characteristics of crowd-feedback systems for IS development from articles reporting 
the results of research projects in this field. Regarding the conceptualization of crowd-feedback (RQ1), we 
developed a conceptual framework and a morphological box for crowd-feedback. These conceptualizations 
are not limited to the configuration of crowd-feedback systems but include associated aspects like the crowd 
configuration as well. Our morphological box provides a comprehensive structure of crowd-feedback 
systems and visualizes where the focus in recent research was put. The morphological box can be applied 
to future research projects to consider possible design choices. The subsequent cluster analysis helped us 
to identify patterns in the existing studies and showed which characteristics of crowd-feedback are usually 
connected. This might also support crowd-feedback system developers in making the right design choices 
considering their specific use case. Based on the insights we gained during our study, we now propose four 
main future research directions (RQ2). 

Effects of Design Characteristics 

First, we argue that there is a need to better understand the effects of specific design characteristics. Our 
analysis revealed several feedback collection mechanisms and interactivity cues that can be included in 
crowd-feedback systems. By clustering our papers, we identified a connection between the inputs, the crowd 
configuration, and the resulting effects. However, we could not find a pattern for most of the design 
characteristics. While questionnaires and selection are related to process effects as they are easily 
quantifiable and therefore scalable, the other feedback collection mechanisms do not seem to be connected 
to inputs, the crowd configuration, or effects. The same applies to the interactivity cues. Collaboration 
occurs mostly when real users are asked for feedback, but the remaining interactivity cues seem to not 
follow any pattern. Although there exists already some research that investigates specific design 
characteristics, such as the effect of rubrics on the feedback quality (Yuan et al. 2016), there is still a lack of 
systematic research on the design characteristics of crowd-feedback systems. For the application of crowd-
feedback systems in practice, it is important to understand how to achieve specific effects by selecting the 
appropriate design characteristics, not only considering the feedback quality and quantity, but also the 
effects on the crowd. At the same time, we consider it important to learn how the design characteristics are 
related to the input characteristics and crowd configurations to provide recommendations according to the 
selected inputs. 

While we assume most interactivity cues having a positive impact on the feedback, there might also be some 
drawbacks. For example, we would assume that a collaboration feature positively impacts the provided 
feedback. However, the crowd might either be inspired by the comments of others or could be influenced 
by the perceptions of ‘opinion leaders’ (Bodendorf and Kaiser 2009) and consequently not share their own 
opinions. They could even get the feeling that their feedback is not required anymore. To investigate 



 
  

 
 

individual effects as well as the effects of combining characteristics, dedicated experimental studies are 
required.  

Intermediate Effects on the Crowd 

Second, our concept matrix shows that intermediate effects are only investigated by a few crowd-feedback 
studies. In these studies, only user engagement and the inspiration of the designer were investigated as 
intermediate effects. Additionally, the connection between the interactivity and the intermediate effects, 
especially concerning the crowd’s behavior and perceptions of the crowd-feedback system, needs to be 
further investigated. Related studies in the field of IS development already identified a positive influence of 
interactive features on user engagement and the resulting behavior for employee participation (Feine et al. 
2020). According to the insights of this study, intermediate effects could also serve as mediators for 
outcome effects like feedback quantity and quality. Besides the user engagement, we suggest exploring 
additional intermediate effects such as the perceived interactivity, the effort of using the crowd-feedback 
system, as well as its usability. Knowledge of the connection between these constructs, design 
characteristics, and the resulting feedback will help feedback requesters to design better feedback systems. 

Crowd-Feedback System Configurators 

Third, we propose to research crowd-feedback system configurators to enable novices to build and adapt 
crowd-feedback systems according to their individual use case. All existing crowd-feedback systems consist 
out of a fixed set of design characteristics and provide no functionality to adapt them to a specific use case. 
The configurator should be based on the results of the two previously suggested avenues for future research 
and consider the three clusters that we identified in this paper. Adaptable crowd-feedback systems might 
not only make crowd-feedback applicable to a more diverse set of use cases (Luther et al. 2015) but also 
increase the feedback quality and user satisfaction (Almaliki et al. 2014).  

Continuous Feedback Collection 

Fourth, we identified the need to research further support for continuous IS evaluation. As we highlighted 
in the beginning, continuous user involvement is crucial for IS acceptance and success (Harris and 
Weistroffer 2009; Ives and Olson 1984). During the analysis, we learned that most studies that investigate 
crowd-feedback focus on feedback during the development process. Only four studies in our set developed 
a system that applies to the feedback collection during the development and operations of the IS. However, 
none of these studies explicitly decided to focus on the entire lifecycle, but the respective crowd-feedback 
systems can just be used to evaluate IS during development or operations. To ensure continuous user 
involvement a crowd-feedback system that supports the development team during the whole lifecycle is 
necessary. This system could be combined with the crowd-feedback system configurator. Thereby, this 
system should guide the researcher in adapting the crowd-feedback systems’ features to the specific 
requirements of the context and the lifecycle stage of the IS. 

Limitations 

We are aware that our literature review has limitations. Firstly, our results are highly dependent on the 
search string, the selected databases, and the chosen selection criteria. Our selections may induce a bias in 
the extracted literature and impact the identified research streams. The high number of studies that we 
identified via the backward and forward citations shows that our search string had some shortcomings. 
However, to reduce the probability of bias, we applied established methodological recommendations (i.e., 
Kitchenham and Charters 2007; Webster and Watson 2002). All decisions during the three stages of our 
literature review are made explicit. Secondly, for the interactivity cues, we considered only the most 
common ones. This restricts the holistic overview we aimed to provide of crowd-feedback systems as well 
as it might influence the clustering. Thirdly, we are aware that the cluster quality of the three research 
streams that we identified is rather low. Nevertheless, we decided to report the three research streams as 
they were consistent with the results of the manual clustering. Additionally, we want to guide future 
researchers who can revise the clusters in further studies. 



 
  

 
 

Conclusion 

Besides crowd-testing, crowd-feedback is a promising approach to scale the continuous evaluation of IS. As 
current research lacks a comprehensive overview of existing crowd-feedback systems, we aimed to structure 
and analyze existing literature with three main contributions: First, we provided an overview of existing 
crowd-feedback systems by conducting an SLR and identifying 40 relevant papers. Second, we proposed a 
morphological box for structuring crowd-feedback in IS development. Third, we identified three main 
research streams for crowd-feedback systems. Based on the insights gained by these three contributions, 
we finally highlighted avenues for feature research. We believe that our SLR can serve as a reference in the 
broader field of crowd-feedback systems and the dimensions that should be considered when researching 
such systems. 
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