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Kurzfassung

In dieser Arbeit werden verschiedene Aspekte, die sich durch Zwangsbedingungen in der Phasen-
feldmodellierung ergeben, untersucht.

Zum einen wird, im Rahmen eines reinen Phasenfeldmodells, der Einfluss des hiufig verwen-
deten Hindernispotentials in Bezug auf die Diskretisierung und algorithmische Gesichtspunkte
der Verwendung von Projektions-basierten Algorithmen in nicht-gewichteten und gewichteten
Mobilitatsformulierungen betrachtet.

Zum anderen werden “Grandchem”artige Modelle in einem chemischen, mechanischen und chemo-
mechanischem Kontext diskutiert, in denen eine gegebene phasenunabhingige Grofe inner-
halb von Mehrphasenbereichen als gewichtetes Mittel der entsprechenden Groéfsen innerhalb der
Einzelphasen aufgefasst wird. Die so eingefiihrten zusétzlichen Freiheitsgrade ermoglichen durch
eine geschickte Festlegung der phasenspezifischen Werte in Abhéngigkeit der restlichen Param-
eter eine verbesserte Modellbildung, durch welche sich der Einfluss der Breite der Ubergangs-
bereiche auf die Ergebnisse deutlich reduzieren ldsst. In vielen Féllen ldsst sich die meistens
direkt physikalisch motivierte Festlegung der phasenspezifischen Gréfsen zugleich als die Losung
eines parametrisierten Minimierungs- oder Maximierungsproblems unter der Nebenbedingung
des vorgegebenen Mittelwerts interpretieren. Hier wird untersucht, welche Konsequenzen sich aus
dieser Interpretation ergeben und weshalb das Zusammenspiel dieses lokalen Extremalproblems
mit dem globalen variationellen Ansatz des Phasenfeldmodells von entscheidender Bedeutung
ist.



Abstract

In this work, several aspects resulting from constraints in phasefield models are investigated.
On the one hand, within the framework of a pure phasefield model, the influence of the com-
monly used obstacle potential is considered, both with respect to the discretization and to some
algorithmic implications for projection-based algorithms using nonweighted and weighted mobil-
ity formulations.

On the other hand, “grandchem”-type models, which are based upon interpreting a given pha-
seindependent quantity within the multiphase regions as a weighted average of the corresponding
quantity within the individual phases, are disussed within a chemical, mechanical and chemome-
chanical context. The additional degrees of freedom introduced by these phasespecific quantities
lead, if fixed in an clever manner in terms of the remaining parameters, to improved models
with a significantly reduced dependence upon the width of the diffuse interface. In many cases,
this typically physically motivated specification of the phasespecific quantities can also be in-
terpreted as the solution of a paramterized minimization or maximization problem under the
constraint of maintaining the correct average. Here, the investigation focuses on consequences
of this interpretation and the importance of the interplay of this local extremum problem with
the global variational Ansatz of the phasefield model.
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Part 1

Introduction and Outline



Chapter 1

Introduction

Over the course of the last decades, the phasefield method has evolved from a popular model
in material science problems, in particular for solidification problems in which surface tensions
play a major role, to a more widely used computational method for a large class of multi-
physics interface and free discontinuity problems. Its primary advantage in problems involving
moving interfaces is that, whereas sharp interface approaches typically require some relatively
expensive interface tracking, the phasefield method is in many cases capable of reproducing the
essential physical effects associated with the interfaces without requiring an explicit identification
of their location. This is primarily achieved by approximating the sharp interface with a diffuse
transition region with a small but finite width. Within this region, the underlying physics are
then approximated through appropriate interpolation procedures, which, if done properly, leads
to an approximating the solution of the original sharp interface problem. As the interpolation
procedures do not require explicitly identifying the precise location of any surfaces, the phasefield
method is often referred to as an interface capturing rather than an interface tracking approach.
There is a price to be paid though, as the diffuse interface approximation introduces an
additional lengthscale in the form of the width of the interfaces. In order to provide accurate
approximations to the solution of sharp interface problems, it is usually necessary to choose an
interface width which is significantly smaller than the other lengthscales of the problem. This
in turn requires a discretization which is, at least locally, sufficiently fine to faithfully solve the
underlying equations and can thus give rise to relatively large and potentially expensive prob-
lems. Whether or not the phasefield approach is competitive is thus clearly a question of both
how well the physics are approximated in the diffuse setting and of the efficiency with which the
numerical problems can be solved.
Two major developments in this context have been the increasingly widespread use of obstacle-
based potentials and an improved modeling approach for the physics within the transition region.
In contrast to well-based potentials, obstacle-based potentials in principle allow to significantly
decrease the computational cost as they ensure that the computationally expensive interfaces
are strictly contained within a small region of width O(e). Their only disadvantage is that this
requires introducing inequality constraints on the phasefield values, which leads to some addi-
tional complications in both the equations and various questions related to their solution. Some
primarily practical aspects related to this will be discussed in Chapter 6.
A somewhat similar observation can be made for the improved modeling approach first proposed
in the chemically driven context by [42]. Its basic idea is that, considering the interface region
as a mixture of different phases, the values of any further physically relevant quantity such as
e.g. the concentration, temperature or mechanical strains, can also be considered as the average
of the respective quantity over all phases present at this point, i.e. to introduce phase-specific
versions of these quantities which need to average to the total ones. As there are of course many
ways to redistribute a given quantity onto several phase-specific ones, their precise specification



introduces an additional degree of freedom into the model, which can be used to include more
of the underlying physics. Even though this is an intuitively appealing idea, it is also clear that
this introduces additional complexities into the model as there is now a “submodel” for deriving
the phase-specific quantities from the remaining parameters of the problem. Besides a higher
computational difficulty of such models, the additional unknowns further leads to some questions
regarding the interpretation and consistency with respect to the standard variational approach
underlying the phasefield method. These questions, in particular in relation with various models
extending the one in [42] to a mechanical setting, will be the focus of Chapter 7.



Chapter 2

A Quick Sketch of the Phasefield
Method

In its most basic form, the phasefield method provides a means of approximating the surface, or,
more generally, a surface energy associated with subsets of R". If 2 is such a (sufficiently smooth)
subset, its surface area is given by |09 = [,, ds with ds denoting the surface measure on 9. In
addition, if one assumes that to the surface one can associate a surface energy density v, [v] = o
this surface can, in the simplest case, be associated with a surface energy of £5(€2) = v|09|. More
generally, v may depend on x and other parameters such as the temperature, leading to the
expression

£(Q) = f’y(as, ) ds. (2.1)
o0

An alternative formulation for the surface energy (2.1) may be obtained by introducing the
characteristic function
1 ,xe,

0 ,else

xo(x) ={

of Q. Even though x is discontinuous on 02, one can define its distributional derivative Dyq,
whose total variation can be identified with the surface measure on 9f). Formally, one thus has
|0Q| = [z~ IDxal for the surface area, and, by again using the surface energy density 7,

£(Q) = f +(,..)|Dxal. (2.2)

While the rigorous form of this this approach in terms of functions of bounded variation turns
out to be very fruitful from a theoretical point of view (see e.g. [2] and [6] for an introduction to
this topic), it is clear that the use of Equation (2.2) in numerical approximations is somewhat
difficult due to the lack of smoothness.

A first remedy would be to replace the discontinuous indicator function by a smooth approxima-
tion obtained e.g. by convolution with an appropriate smoothing kernel, xg, = ¢ * xo. As the
approximation xg, is smooth, its distributional derivative reduces to its classical gradient, and
thus (2.2) could be approximated by

£.(Q) = f (&, ..)|VxG)| de. (2.3)

While this provides a useful approximation of the surface energy given an appropriate subset €2,
it is still not particularly convenient for the purpose of actually finding subsets with minimal sur-
faces. On the one hand, it is not obvious how one can integrate the “constraint” of corresponding



to a regularized characteristic function into the problem of minimizing the approximated surface
energy (2.3). On the other hand, the integrand in (2.3) is still not differentiable due to the kink
in the mapping ¢ ~ [¢].

The solution to this dilemma in the phasefield approach is also based on using an approxima-
tion ¢ to an indicator function, but by approximating the surface energy through a combination
of two competing terms. The first contribution is given by the gradient energy density
ea(V¢) acting as a (smooth) penalization of gradients. The second contribution is by the bulk
potential %w(¢) penalizing values different from 0 and 1. By a proper choice of a and w, the
approximation to the minimal surface energy problem in the phasefield setting can then be put
as that of minimizing the energy functional

£(9)= [ ca(ve) + (@) da (24)

Q

over an appropriate set of admissible functions.

It is clear that any minimizer of the w-term alone would take only the values 0 and 1, and
that this term thus forces ¢ towards some indicator function. In contrast, the contribution from
the a-term enforces some spatial regularity of ¢, and has the purpose of “smoothing” the mini-
mizers that would result from w alone, leading to the desired smooth approximation of xq. The
different scalings in € in Equation (2.4) provide a means of regulating the balance between the
two terms, with decreasing values of € increasingly favoring the w-contribution, therefore lead-
ing to a stronger similarity of the minimizers with actual characteristic functions (i.e. smaller
transition regions between the two “phases”). As e tends to zero, this approach can further be

shown to converge to the desired sharp-interface limit in the appropriate sense!.

As one now disposes of a formulation for (approximately) describing minimization problems
involving surface energies, it is natural to extend the approach to more general problems involv-
ing additional competing energy contributions as these can easily be integrated by modifying the
energy functional (2.4). A simple such example is obtained by considering melting/solidification
processes involving a liquid and a solid phase where, depending on the temperature, it is energet-
ically favorable for the substance to be either in its solid or liquid form. This leads, besides the
surface energy associated with liquid-solid interfaces, to an additional energy contribution. By
identifying for example ¢ with an approximation of the indicator function for the liquid region,
this effect can be included into the approach above by considering the modified energy functional

£.(6,T) ::fea(V¢)+%w(¢)+f(¢,T)dm. (2.5)

Q

Here T is the temperature (for the moment assumed to be fixed) and f represents a suitable
approximation of the energy associated with being liquid instead of solid for a given tempera-
ture, for example expressed in the form A f'*(T)h(¢), where Af!*(T) is the energy required for
changing from the solid to the liquid state at the given temperature and h is a suitable interpo-
lation function.

It is clear that similar ideas can in principle be applied to a relatively large class of problems?.
The primary use of the phasefield method within the material sciences is for the description

IThis is usually done in terms of de Giorgi’s I'-convergence, see [50] and [45] for some early works in this
direction within the phasefield setting and e.g. [15] or [47] for a general introduction to I'-convergence. That this
limit procedure requires some slightly more complex definition of convergence is of course to be expected, since
the desired limit is not part of the original function space and the functional (more specifically the quadratic
gradient energy density) is ill-defined on this limit.

2If any additional parameters such as T in the functionals are not fixed, the situation becomes somewhat more
delicate, a point which will discussed in more detail in Section 3.2.



of dynamic processes involving phase-transformations and/or moving interfaces. In these, the
process itself is typically considerered to play an important role, and one can not content oneself
with a “steady-state” analysis based solely on any actual minimizers of some functionals such
as in (2.4) or (2.5). While an appropriately chosen thermodynamic potential (e.g. the entropy
or free energy) can serve as a guideline and motivation for the description, these potentials are
inherently related to equilibrium thermodynamics, i.e. purely spatial. Therefore, by themselves,
they do not provide any direct information on the dynamic behavior of the system.
Nevertheless, the standard approach within the phasefield setting is a variationally motivated
one, i.e. one chooses a suitable thermodynamic potential and then postulates that the dynamics
of the independent variables are proportional to the gradient of that functional. For example,
when considering the pure surface minimization problem corresponding to (2.4) without any
additional constraint, one postulates that the phasefield evolution is governed by

% ~€ev- aav“¢ -tw'(¢) inQ,
g—qﬁ =0 on 0,
mn

(2.6)

i.e. a steepest-descent-type flow. When considering problems where the physically problem is
that of maximizing an entropy S(¢) instead of minimizing an energy, one would similarly pos-
tulate a gradient-ascent-type flow based on S.

This approach has a number of advantages. Firstly, for a reasonable choice of the proportion-
ality, once any potential steady-state is reached, this state will also be a (local) minimizer of the
chosen potential, and will therefore be compatible with the equilibrium formulation. Secondly,
it still leaves a large flexibility in the actual description - and therefore the parameterization -
of the dynamics, which can be adjusted to fit a large class of problems. Thirdly, the approach
is conceptually easy, and, due to the presence of an underlying functional, allows for a relatively
simple analysis of the resulting equations. Finally, again due to its close relation with mini-
mization/maximation problems, there is a number of potentially attractive algorithms which,
possibly after minor modifications, suggest themselves for the numerical solution at the discrete
level.

Despite these advantages, there are also a number of good reasons for deviating from the
purely variational setting.
The most obvious is that many physical effects can simply not be properly described based
on equilibrium constructs such as a free energy or entropy functional alone. This includes in
particular inertial effects, i.e. a resistance to change in time, and therefore a concept which is
meaningless for “steady-state” functionals®.
A different (and less obvious) reason within the phasefield approach is that adding “artificial”
dynamic effects into the evolution equations can help to better match some experimental or
sharp-interface results. A particularly popular example of such a modification is given by anti-
trapping currents in the context of solidification problems.

After this short summary of the basic idea underlying the phasefield method, the following
chapter will outline a number of selected applications in order to clarify some of the typical
settings (and the unavoidable challenges) associated with them.

3Even though the dynamics of many of the classical physical equations can be related to other variational
principles based on e.g. space-time integral over some action (see e.g. [44]), this need not be the case and
in addition need not be well-suited for what one is trying to achieve. Others, such as e.g. the Navier-Stokes
equations, do not derive from a classical variational principle.



Chapter 3

An Outline of the Topics Considered

3.1 Pure Phasefield Problems

Even though the ability to capture the effect of surface energies through a smooth description
as in Equation (2.4) is theoretically interesting and does already have a number of useful appli-
cations, in particular in its multiphase generalization, this by itself is not the primary reason for
the increasing popularity of the phasefield method. Instead, it is, as indicated above, the relative
ease with which additional effects intervening in combination with surface energy (or entropy)
effects can be included into the basic model.

In the simplest cases, this can be achieved by adding e.g. an additional energy contribution
f(¢,...) depending only, besides the phasefield values, on a number of fixed external param-
eters. One such example is given by the energy minimization given a fixed undercooling as
outlined above in the discussion preceding Equation (2.5). Physically, this corresponds to the
case when the solidification is slow enough such that one is able to maintain the material at
a constant undercooling, e.g. when one assumes that the material is in contact with an outer
thermal reservoir and the heat-conduction within the material happens at a much faster rate
than the phase-transformation itself. In this case, an initial solid nucleus will grow, provided
that the curvature of its surface is sufficiently low, such that the solidification of the material
can liberate enough latent heat to counterbalance the associated increase in the surface energy?.
There are a large number of other physical effects which can be included in much the same man-
ner. These range from in principle relatively simple ones, as for example the influence of gravity
for studying the deformations this induces in droplets on a surface, to significantly more com-
plex ones such as the effect of (measured) stored elastic energy contributions on recrystallization
processes [78].

Remark 1. Without this ability to include additional “driving forces”, the phasefield method
would essentially be reduced to a numerical tool for treating minimal surface problems. This
can, even for two phases only, be of some practical interest when considering such problems within
geometrically complex regions. There are also a number of more complex questions which can
be adressed when one is able to model the interaction of a larger number of phases, as this
allows studying e.g. energetically favorable arrangements of bubbles such as in the honeycomb
conjecture. Nevertheless, it is clear that this type of problem only accounts for a fraction of the
large number of questions being investigated by the phasefield method. o

A big advantage of this type of energy contributions through some interpolation of fixed bulk

IThe increase in volume upon an outwards movement, and therefore the rate of energy transformed from a
latent to a thermal form during the solidificatiton, is proportional to the surface area ~ R2, whereas the growth
in the surface and the associated energy is proportional to the curvature ~ % Due to this difference in scalings,
the volume increase dominates for a large radius whereas the surface energy dominates when R is small.



energy contributions is that the phasefield is the only actual unknown, and one does therefore
not have to consider any of the additional complexities associated with coupled problems, some
of which will be outlined in Sections 3.2.1 and 3.2.2. Despite the seeming simplicity, these prob-
lems already contain, as far as the phasefield itself is concerned, essentially all the “prototypical
ingredients” and challenges also arising in the more complex coupled case.

This will be made use of in Chapter 6 for discussing some of the generic practical issues as-
sociated with the numerical treatment of phasefield problems, which are primarily due to the
interplay of a and w alone and do not really depend on the precise structure of f. A particular
focus there will be on some practical consequenes of the use of the obstacle potential for w and
the associated constraint of lying within the Gibbs-simplex this imposes on the phasefield values.

This should certainly not be misunderstood in the sense that the choice of f is not important.
In fact, one of the major challenges for phasefield models is that large driving forces as com-
pared to the contributions by the basic phasefield term a and w can lead to significant deviations
with respect to the expected sharp interface limits, and the majority of Chapter 7 is concerned
with more accurate models for the additional energetic contributions to concentration- and/or
elasticity-based effects.
This is essentially a question of how one can better model the physics of these additional fields
in the presence of diffuse interfaces, and not on how the phasefield should react to them. From
the point of view of the evolution equation for the phasefield, this is still a problem of precisely
the same form, i.e. two contributions due to the bulk and gradient energy (or entropy) densities
and some additional driving force - regardless of a potentially increased “internal” complexity -
and the primary challenges from a numerical point of view are due to the surface energy contri-
butions and not f.

Remark 2. A different but also very interesting class of problems is obtained when the energy
functional (2.4) is not (or not exclusively) supplemented by an additional volumetric contribution
but by an additional energy contribution associated with the boundary 9€2. In this case, one
can consider a part I'g of 092, corresponding to a substrate S, on which wetting phenomena take
place. These can be included into the model by adding a contribution of the form ([49] and [9])

[ Avsh(@)ds, (3.1)
T's

where Avg corresponds to the difference of the surface energies between the two phases and the
substrate, and h is a suitable interpolation function.

This, together with a gravity term, for example allows studying equilibrium shapes obtained
through capillary rise problems within complex geometrical settings but will not be discussed in
detail here. o

3.2 Coupled Problems

Assuming a fixed undercooling for the energy functional in Equation (2.5) represents a major
simplification. Even though the functional does then depend on the temperature, this tempera-
ture is assumed to be given and uniform und is thus essentially just an additional parameter for
controling the energy differences through the amount of undercooling without “actively” partici-
pating in the minimization problem. In many cases though, this simplifying assumption cannot
be made. In this example, the solidification of the material will lead to a local increase in tem-
perature. If the heat conduction takes place on a time-scale which is comparable with the phase
transformation itself or if the material is well-isolated from its surroundings, this cannot (or at
least not immediately) be counteracted by giving off heat to the environment, thus invalidating

10



the assumption of a constant temperature. In order to obtain a physically meaningful model,
it therefore becomes necessary to change the role of the temperature to that of an additional
unknown.

More generally, a phase transformation process may, besides the temperature, depend on
a large number of additional parameters. For more complex solidification problems, it is for
example necessary to include additional effects depending on the concentration, which, in most
cases, leads to the introduction of an additional unknown. In other processes such as solid-solid
transformations, even if performed sufficiently slow to allow for the approximation of a constant
temperature, the phase transformation will induce additional stresses within the material, which
in turn may significantly influence the transformation process itself (see e.g. [35], [66], [4] and
[5] for some recent application-oriented works within the phasefield context). From a modeling
point of view, it is again often possible to incorporate these additional effects by complementing
the basic phasefield functional with additional mechanical contributions such as the strain energy
and an appropriate set of equations for determining the displacement and strains.

3.2.1 Solidification Problems
The Basic Model

As the simplest extension of the situation considered in Section 2, one can consider a setting in
which the solidification process is driven solely by an undercooling below the melting temperature
of the material under consideration, but where the heat-conduction itself is not fast enough to
allow for the approximation of a fixed (external) temperature. In order to capture the dynamics
of the temperature field T in a physically meaningful manner, it is necessary to introduce an
evolution equation based on the conservation of energy. In the simplest case, this energy can be
expressed as a function on ¢ and T alone as e = e(¢,T), and one postulates

—=V-q, (32)

where the heat-flux g is usually specified in terms of the material parameters and the tempera-
ture.

Alternatively, and in a generalized setting, one may also consider solidification problems
which, besides the temperature, also depend on the concentration of one or several chemical
components. One such model, with the additional ability to describe an arbitrary number of
phases, is proposed in [52] (see also [71]). In this model, the underlying functional is given in
terms of the entropy functional

S@.c.0)= [ 5(6.c.0) - (ca(@, V) + ~u(9)) da (33)

Q

where the vectorial functions ¢ : Q - RY and ¢: Q —» R describe the different phases and
components and a and w represent suitable entropy-based generalizations of the surface and
bulk energy densities to the multiphase setting. In addition, ¢ and c¢ are locally subject to the
constraint Z]avzl ¢“ =1 and Zfil ¢; = 1, and it is postulated that, based on the conservation of
energy and mass and with an appropriate choice of the interaction matrix L = (L;;)o<i<k,0<j<K

11



the energy and concentration follow the evolution equations

%_ (LOOV( )+ ZLOJ (- T))
%cti:_v.( Zov( )+ i Ly (- ))

j=1

where the chemical potential p is given by p = 8f . In order to be consistent with the
maximization of the entropy functional (3.3), the phaseﬁeld is subject to the evolution equation?

0™ ( _ da @) 10w 1 0f
€ 0> T o™ ’
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where A is a suitable Lagrange multiplier for the sum-constraint zi\’ﬂ =1

Quantitative Phasefield Models

While early phasefield models for purely temperature-driven problems have been quite successfull
in matching experimental results, it has been observed that the results based on an influence of
a concentration vector ¢ - while qualitatively correct - are plagued by a number of artefacts if
the interface width is, for numerical reasons, chosen much larger than the physical one ([41], [56]
and [19]).

In particular for isothermal solidification problems, a more advanced modeling approach
through so-called quantitative phasefield models has had, besides a simple increase in com-
putational power, a very significant impact on the ability of phasefield models to more accurately
describe the physics of phase transformations. The central idea, initiated by [42], is that the
conditions determining the steady-state are based on an equilibration of the temperature and
chemical potentials. Whereas models based on simple interpolation procedures of the phase-
specific free energy contributions such as f(¢, ¢, T) = Zé\le f(e, T)h“(¢) are, with respect to
the temperature, therefore expressed in terms of a quantity which is “naturally” expected to
be equal between different phases, the same is not true for the additional dependence on the
common concentration and leads to excess energy contributions within the interface regions.

A way to significantly reduce these artefacts is, instead of using a single “averaged” concen-
tration field, to introduce an additional internal degree of freedom into the model by “splitting”
the given concentration into contributions from each of the coexistent phases, i.e. by introducing
phase-specific concentrations c¢® for each phase «, which, weighted by a suitable interpo-
lation function h®, satisfy Zgzl c*h® (@) = c. This clearly increases the number of unknowns,
and therefore requires introducing additional equations for their specification. As shown in [42],
postulating that these phase-specifc concentrations ¢® are such that the associated chemical
potentials corresponding to the f* are equal allows for a siginificant improvement of the model.
This model has further been analyzed and extended to the multiphase and multicomponent set-
ting by various authors.

In particular, it was realized relatively early by Eiken et al. [25] that this model can also be
elegantly interpreted as one where the free energy density is defined as the minimal averaged
one Zil (e, T)h*(¢) that can be achieved subject to the constraint of the ¢® averaging to
the total one c. Later works by e.g. [56] and [19] in contrast have primarily focused on a direct
description in terms of the chemical potential itself and a very efficient but slightly misleading
derivation based on the use of a grand chemical potential approach instead of a free-energy based
one. In addition, they replace the evolution equation for ¢ through an in principle equivalent one
for p, which is constructed such that the corresponding evolution of the average concentration

1 of

2See the discussion of Equation (3.5) below for an explanation of the term T 55

12



as a function of the phasefield and chemical potential matches the standard one through Fick’s
law.

The focus in Section 7.1 will be on some primarily practical implications of this type of model.
As will be seen there, even though the description in terms of p can be a very efficient one for
some simple (but practically quite relevant) cases, it is unfortunately much less so in the general
case, a point which will again be seen in Section 7.1. In particular, after outlining the model in
the spirit of [25] and discussing its relation with the approach in [56] and [19], some practical
aspects involved in its actual numerical evaluation - and potential pitfalls - will be discussed.
Furthermore, it will be seen that the model generalizes in a straightforward manner to the non-
isothermal setting based on a similar definition in terms of an entropy-functional of the form in
Equation 3.3, and that these different definitions are consistently linked through the “standard”
thermodynamic transforms.

Remark 3. Note that the coupled problems with an increased number of unknown fields and
different ways to parameterize the problem give rise to a somewhat delicate question.

As pointed out above, the evolution equation for the phasefield is usually obtained by postu-
lating a gradient-type flow with respect to some functional. This functional is written down in
terms of a number of “natural” parameters such as e.g. the phasefield, concentrations, energy or
temperature and elastic strains. In order to determine these additional parameters, the evolu-
tion equation for ¢ needs to be supplemented with physically appropriate evolution laws for the
relevant remaining unknowns (i.e. those which are considered as the independent variables) of
the problem. Almost always, there will be interdependencies between the various parameters of
the phasefield-functional and the unknowuns, either directly by construction (the simpler case),
or implicitly. In fact, as noted in e.g. [41] in the solidification context, the steady-state solutions
are not truly independent. The question therefore arises how the approach using independent
unknowns differs from a reduced formulation, where e.g., such as in [41], ¢ is treated as a
function of ¢ (and possibly other parameters) in terms of the steady-state equation it satifies
and whether or not the final result is actually related to a local maximizer or minimizer of the
functional.

In the thermodynamic setting, this issue of interrelations between various functions, thermo-

dynamic potentials and parameters is of course well known and in principle also well understood.
In particular when adhering to the standard physicist notation of identifying functions and their
values, one can easily forget about any possible - then hidden - dependencies. That this notation
is nevertheless very useful and does not, at least in many of the more classical situations, cause
any serious issues relies fundamentally on an underlying variational structure between the various
thermodynamic potentials. This entails that, despite the ubiquitious changes between various
interrelated variables, any hidden dependencies have a tendency of simply “dropping out”.
As a simple illustration, consider the example of determining the derivative of an entropy density
s(¢, ¢, e) such as in [52] with respect to ¢p. As working directly with the entropy and its (natural)
dependence on e can be cumbersome, it is often advantageous to instead rely on a description
in terms of the free energy f(¢,c,T), in terms of which one has 2% = -2 s

o¢ ~ T ogp"

Formally, this is easily obtained from a partial derivative (i.e. Whﬁe keepirtlpg e constant) of the
well-known equality s = % with respect to ¢. While this seems logical at first sight, at a closer
look this calculation actually raises some questions. Firstly, if f is a function of ¢, ¢ and T,
then defining s through %%CT) would make the entropy a function of ¢, ¢, e and T. That
this is of course not the case is due to the fact that 7" and e are not independent in this relation.
Instead, given (¢, c,e), there is, under natural assumptions on f, a single T > 0 for which the
values of s(¢, ¢, e) and M coincide. Based on this, one could define T' - now as a function

of (¢, c,e) - such that this relation always holds, i.e. such that one has

e— f(¢, ¢, T(o,c, e))
T(¢,c,e) '

s(b,e.¢) = (3.4)
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This returns the parameters of s to the original ones, but would seem to invalidate the simple
formal differentiation above, as, again under natural assumptions, one a priori actually has

0 (e—f(¢,C,T)

1 of L0
oT T

T(¢,c,e) g

That the second term actually drops out is due to the fact that s and f are not arbitrary functions
but are actually related to one another through a variational property, namely given ¢, ¢ and
e, s and T(g,c, e) satisfy®

—f((b,C, ¢7070)}
0 )

0s oT
9 (#c:€) = (¢,¢,T(¢,c,¢)) )(¢.e.7(4, c,e))%. (3.5)

s(p,c,e) = i%f { ¢ T T) } and  T(¢,c,e) =argmin, {6 —

e-f(¢,c,T)
T

ie. T(¢,c,e) is precisely the T' minimizing . It is then clear (at least formally) that

T is characterized by the Euler-Lagrange equation i%

aT
tion g—i(@ ce)= —%g—{;(qb, c, T) does indeed hold where T is the temperature corresponding to

(¢, c,e).

= 0, and therefore the rela-

This has of course been known in a similar form for more than a century (that the derivative
is with respect to ¢ instead of e.g. the more classical case of the concentration plays no real role
here), but it highlights the fundamental importance that variational interrelations can play for
treating potentially interdependent variables as independent?.

The same basic principle also provides the answer to the two questions posed above: The for-
mulations in terms of independent variables and in a reduced form are compatible with each
other®, and the final state will be a local maximizer /minimizer if (and essentially only then!)
the steady-state equations allow for an appropriate variational interpretation in terms of the
functional. Otherwise, while one can impose independent evolution or steady-state equations on
some of the variables, one then either has to explicitly take their dependence on the other param-
eters into account - a potentially arduous and expensive task - or one looses the relation of the
final solution with any constrained (local) maximizer or minimizer of the given functional. ¢

3.2.2 Solid-Solid Phase Transformation Problems

In recent years, often based on a similar reasoning, a number of quantitative phasefield models
have also been proposed for more complex physical models involving - instead of (or in addi-
tion to) the concentration fields - the influence of additional elastic energy contributions due
to mechanical interactions on phase transformation processes with several solid phases. These
additional energy contributions may for example arise from either a prestress of the material,
or stresses induced at interfaces due to different crystal structures and/or orientations between
different phases and can have a significant influence on the phase-transformation process.

Whereas elastic effects within the bulk-phases are relatively well understood, their modeling
within an - often artificially large - diffuse interface region in terms of the phasefield approach

3This is similar to the more standard Legendre-Fenchel transform and will be discussed in more detail in
Section 5.

4In this context, it is important to stress that this is not a consequence of (3.4) by itself, which is simply
a definition of T for two given functions s and f. If s and f are “well-behaved”, one can e.g. invoke an
implicit function theorem to obtain information on the derivatives of T" based on those of s and f. However,
e—f (¢,c,T)

T

for relatively arbitrary functions f and s, provided one can find a function T'(¢,c,e) such that the equality
holds. In particular, it is (obviously) not sufficient to write down an equation similar to (3.4) which “looks like”
a Legendre-transformation and then to proclaim independence.

5In the sense that, while both approaches might lead to different dynamics and therefore potentially different
local minimizers, each will accept the steady-state solution of the other.

Equation (3.4) does not a priori imply anything particular about 8%( ) and could in principle be used
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has faced similar challenges as the models underlying solidification processes.

Remaining within the small-strain setting, one of the earlier models was based on the use of
a single average strain-field € and a “suitable” interpolation of the stiffness-tensor C(¢) as e.g.
C(¢) =>0n_1 C*h*(¢) of the indivual stiffness-tensors C“ with some interpolation function h®.
Using these two quantities, one can naturally define (assuming for simplicity the absence of any
prestresses or eigenstrains) a volumetric free energy contribution fe;(¢,€) = %e:C (¢):€ and the

resulting stress tensor o (¢,€) = C(¢p): €= w.

While this provides a seemingly reasonable interpolation scheme, it was soon realized that its
use led to similar artefacts as the ones encountered in the earlier, simpler solidification models.
Given the success of the models based on the use of a common chemical potential of all phases
instead of the common concentration and based on the analogous roles of o and u with respect
to the underlying energies, Seinbach and Apel proposed a different scheme in [69] relying on the
equality of the stresses instead of that of the strains.

Unfortunately, it has been observed that (see [23]), that, depending on the mechnical set-

ting, both models suffer from excess energy effects within the interface. Durga et al. further
observed that these deviations for both models can primarily be attributed to the fact that one
does in general neither expect a full equilibration of the strains nor of the stresses. Instead,
the corresponding continuity conditions within a sharp interface setting are given by an equality
of the normal stresses and an equality of the tangential strains. Based on this, they proposed
a model using a “mixed” interpolation approach mimicking this expected behavior within the
diffuse interface region, showing a significant improvement in the modeling results. The model
was then, within a two-phase setting, further developed and extended in [51], [24] and [64].
In constrast to the simpler mechanical models and the solidification models from Section 3.2.1,
these mechanical models, while very elegant in the two-phase case, are unfortunately very diffi-
cult to generalize to a multiphase setting. Even though different extensions to the multiphase
case have been proposed in e.g. [61], [74], [63] and [62], none of them can be considered fully
satisfactory since they either have to rely on a physically undesirable “geometric” simpliciation
through a common normal vector between all phase-pairings, or will suffer from a violation of the
jump conditions for at least parts of the phases. These difficulties are not unexpected since the
multiphase regions in the mechanical model correspond to the intersection of several interfaces
in the sharp interface setting - and thus points which are generally associated with singularities
in the behavior of the mechanical fields - but it is important to be aware of the limitations and
relative advantages and disadvantages associated with each of them. Since the differences in
the models are primarily inherited from the particular description chosen in the simpler two-
phase case (where, except for the model of [23] and [24], the models coincide) and the chosen
description in addition has a significant influence on the computational cost and implementation
effort, Section 7.2 will start by summarizing and comparing the various descriptions, both in
terms of the formulation itself and in terms of some computational aspects. Subsection 7.2.4
then contains an outline of the different extensions to the multiphase case and some of the issues
associated with those. The remainder of Section 7.2 is then devoted to a discussion of some
aspects concerning coupled mechanical and chemical calculations, in particular in combination
with the jump-condition based mechanical model and the more advanced free energy model from
Section 7.1.
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Part 11

Background
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The outline in Chapter 3 clearly indicates the importance of the variational structure and
the constraints underlying the phasefield approach in general as well as for the description of
the more quantitative models for both the solidification and solid-solid transformations. For this
reason, before returning to a more detailed discussion of the applications introduced above, this
section will provide some mathematical background on such problems and the closely associated
topic of Lagrange multipliers. As this is a topic of both high practical importance and indepen-
dent mathematical interest, it has been studied in great detail and the literature on the subject
is vast. The purpose here is thus not to provide an in-depth discussion, but just to outline some
basics which will be used in the sequel. This will be complemented by numerous literature ref-
erences where a more detailed presentation and related but more advanced results may be found.

The central difference between constrained minimization problems and their unconstrained

counterparts is that both the characterization of and the search for (local) minima is made more
difficult by the fact that, in the former case, it is not sufficient to focus just on some differential
information of the objective function alone. Instead, it is obvious that the constraints must also
be a part of the formulation of any necessary and/or sufficient condition describing minima and
of any algorithm aiming at their determination. As a first step, the following Chapter 4 contains
a discussion of equality and inequality-constrained problems. In both cases, the focus is on the
description of first-order necessary conditions for local minimizers, which naturally leads to the
notion of Lagrange-multipliers.
The results obtained for both the equality- and inequality constrained settings can be conve-
niently summarized using the concept of Lagrange-functionals, which will be discussed in Sec-
tion 5.1. These on the one hand allow for a simple formal derivation of first-order necessary and
second-order necessary resp. sufficient conditions for constrained local minimizers. On the other
hand, they are also the basis for both the design and the analysis of a number of algorithms
for the numerical treatment of such problems. Section 5.2 then gives some background on an a
priori different topic, namely the Legendre-Fenchel transform, which has a fundamental role in
thermodynamics.
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Chapter 4

Equality and Inequality Constrained
Problems

4.1 Linear and Nonlinear Equality Constraints - the Finite-
Dimensional Case

Linear Equality Constraints The simplest setting for constrained minimization problems is
that of minimizing a smooth (e.g. C?) function f defined on IR" subject to m < n linear equality
constraints

minimize x

{ ze  f(x) 1)

subject to b, x=c¢;,i=1,....,m.

The question to be answered is then under what conditions one can assert that a point & is a
(local) minimizer for the problem (4.1).

The first obvious point is that & needs to satisfy b; - & = biT;i' =¢; for i =1,...,m (and thus
in particular the constraints need to be consistent). In order for such a point  to be local
minimizer, the value f(&) has to be no larger than those of f(x) with « in a neighborhood
of & which, in addition, also satisfy b; - = ¢;,i = 1,...,m. Due to this restriction and the
linearity of the constraints, any admissible variation dx of & has to satisfy b;-dx =0, i=1,...,m.
Combining the equality-constraints into a vector-equation by inserting the vectors b; row-wise
into the matrix

this can be written in a more compact form as B-dx = 0 or dx € Ker(B). As all admissi-
ble points are of the form & + dx with dx € Ker(B), the optimality condition is thus given by
f(z+dx) > f(x) for all sufficiently small dx € Ker(B).

It remains to convert this into a differential characterization. Given any dx € Ker(B), the
vector « = & + tdx clearly satisfies Bx = ¢ provided & does so, i.e. is admissible, and, since & is
assumed to be a local minimizer, will satisfy f(x) > f(&) or

ng(w);f(i) :f(ifi”&:)—f(@)
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for sufficiently small t. Letting t — 0 and since f is assumed smooth!, it then follows that any
minimizer Z has to satisfy the first-order necessary condition (FONC)

V(&) x>0 VixeKer(B). (4.2)
As Ker(B) is a linear subspace of IR", this condition can be further simplified to the equality 2
V(&) dx=0 VixeKer(B). (4.3)

In contrast to the unconstrained case where dx can be chosen arbitrarily, this does not imply
Vf(&) = 0. Instead, condition (4.3) only states that Vf(Z) lies in the orthogonal complement
of the kernel of B,

Vf(z) e Ker(B)*.

In order to obtain a more explicit condition on V f(&), it is thus sufficient to give a character-
ization of Ker(B)*. Each of the equations b; - = = 0 characterizing the kernel of B is nothing
but the description of a hyperplane with the vector b; acting as the normal vector. In the
case of a single constraint, it is geometrically obvious that Ker(b] )* = Span(b;) (see Figure
4.1), or, equivalently, if b; is considered as the linear mapping b; : R 3 A\ - Ab; € R", that
Ker(b!)* = Range(b;).

More generally, the kernel of B is just the intersection of such hyperplanes, Ker(B) = n; Ker(b?).
As N, Ker(b] ) c Ker(b] ) and A c B implies A* 5 B* for any subsets A, B of R", it is clear
that Ker(B)* > Ker(b; )*, i =1,...,m, and thus also®

Ker(B)* 5 Span ({Ker(b; )*}1<icm ) = Span({b; }1<i<m) = Range(B™).

A restatement of the converse conclusion Ker(B)* c Range(B7) is simply that any vector which
is not in Range(B") is not orthogonal to Ker(B). In fact, any vector & ¢ Range(B”) can be
written in the form x = y + ¥/, a;b; where* y # 0 is orthogonal to Range(BT) (apply e.g. a
Gram-Schmidt orthogonalization procedure using x and the {b;}1<;<m). This means precisely
that y L b;, i=1,...,m or y € Ker(B), and thus y - x = |y|? # 0 shows that = ¢ Ker(B)*.

In combination with the same argument applied to Ker(B”) and Range(B), this implies the
following fundamental theorem:

Theorem 1. (Fundamental theorem of linear algebra)
Let B:R"™ - R™, m,n>1 be any real matriz. Then the orthogonal decompositions

R" = Ker(B) @ Range(B”) (4.4)
and

R™ = Ker(B") @ Range(B)
hold.

Using this result, Vf(&) € Ker(B)"* is thus equivalent to Vf(Z) € Range(B”), i.e. there
exists a vector A e R™ of Lagrange-multipliers such that®

-vf(z)=B"\. (4.5)

LClearly, Gateaux-differentiability is sufficient here.

2In fact, otherwise assuming that da is a variation such that Vf(&)-6a > 0, —d is necessarily also a legitimate
variation, but, with Vf(&) - (-dx) = -V f(&) - dx < 0, contradicting the optimality of &.

3This is again intuitively clear in R™, as this simply expresses that any linear combination of the vectors
{b; }1<i<m is orthogonal to all vectors which are orthogonal to all of the {b; }1<i<m-

4 As will be seen below, the analogue of this seemingly simple statement in R™ in terms of a separation theorem
is the major source of difficulty for an analogous result in the infinite-dimensional setting. The basic difficulty
in the latter case is that, while the range of any continuous linear operator is always a subspace, this subspace
(contrary to the situation in R™) need not be closed. An element x not in the range of the operator might thus
lie in its closure and can therefore be approximated arbitrarily close by elements in the range.

5Note that using -V f instead of Vf is simply a matter of convenience here as one could just as well change
the sign of A.
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Ker(b] )* = {z:b;-y = 0Vy e Ker(b] )}

Ker(b] ) = {z:b;-x =0}

Figure 4.1: Relationship between Ker(b!) and Ker(bl)*

Remark 4. Despite its simplicity, the result above is, as the name suggests, fundamental for finite-
dimensional linear problems (constrained or not) as it gives a very convenient decomposition of
the domain and image spaces of any linear operator.

Among the many consequences, one should mention the well-known Fredholm alternative:
The equation Ax = b is solvable iff b is orhogonal to all solutions ¥y of the homogenoeus transposed
equation ATy = 0, which is just a reformulation of the second statement Range(A) = Ker(AT)L
above.

In particular, the operator A : R” — R™ is surjective iff Ker(A”) = {0}, i.e. AT is injective.
As all (if any) solutions of an equation Az = b only differ by elements lying in Ker(A), a
similar conclusion is that a linear operator A : R”™ — R™ is injective (or Ker(A) = {0}) iff A" is
surjective (i.e. Range(A”) = R™) as the first statement then shows that R” = Ker(A)®R™. ¢

Remark 5. The preceding arguments are prototypical for the more difficult situations considered
below.

First of all, under mild assumptions, they can be applied essentially without change in the
nonlinear case considered in the next paragraph after a simple linearization.

In addition, these result can in many cases of practical interest be extended to the infinite-
dimensional setting where the matrix B above is replaced by a suitable linear operator acting
between two Banach spaces X — Y. The only fundamental change here (at least for smooth
functionals F : X - R) is that this requires some additional topological assumptions, under
which the decisive Theorem 1 can be generalized in the form of the closed range theorem (see
Thm. 2 below).

Finally, the treatment of inequality constrained problems of the form Bx < ¢ for some given
matrix B and a vector ¢ also runs much along the same lines. A major difference in this case is
that, while the Euler-Lagrange equation characterizing any local minimizers could be simplified
to an equality in the setting above, this is no longer possible when inequalities are present. This
leads to the requirement of replacing the subspace defining the kernel of B through an intersection
of the hyperplanes by a cone defined through a suitable intersection of half-spaces. o

Nonlinear Equality Constraints While most of the equality constraints arising in the ap-
plications considered in this thesis are indeed linear, this is of course not always the case. For-
tunately, under relatively mild additional hypothesis on the equality constraints, the FONC for
the more general case where « is subject to m < n nonlinear equality constraints

hz(a:) = Cy, i:17...,m (46)

can be deduced from the previous consideration after a simple linearization of the h;, i =1,..,m.
More precisely, one would like to replace the admissible variations éx € Ker(B) at a feasible
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point Z from the FONC of the previous section with the vectors dx € Ker(h(z)’), where h is

T
the (column) vector composed of the h;(z), h(z) = ( hi(z) ha(x) ... hp(z) ) . Provided
this is legitimate, one can apply the theory from the linear case to deduce the existence of a (not
necessarily unique) Lagrange multiplier A € R™ such that any local minimizer satisfies

V@) =(h (2))"A=vVh(z)X.

Before entering into a more detailed discussion, it is instructive to consider a simple coun-
terexample in R? which shows that this is not always possible. Consider a smooth function f(x)
with x constrained to lie in the admissible set consisting of all points on the vertical axis, but
with this (in its most natural form) linear constraint artificially made nonlinear by rewriting this
set using the constraint h(x) = 2% = 0. It is clear from the discussion in the previous section

that at any minimizer, there will be a A € R such that Vf = )\( (1) ), i.e. the only non-vanishing

component of the gradient is along the x-direction.
Linearizing h though, any admissible point with z = 0 will satisfy

T
vh(:c):h’(w)T:( ”“" ) - 0.

It is obvious that this vector is useless for expressing the FONC above.

Remark 6. Roughly speaking, one can see that the difficulty in the above example arises as there
are two different “linearizations” involved, which in this case do not lead to the same conclusions.
One linearization is the more geometric one based on the admissible set A (in this case the y-axis)
itself and the translated tangent space T'4(x) to this set obtained by considering the tangents to
all smooth curves lying in A and passing through « (in this case again the y-axis). The other one
is a more algebraic one based on the linearization of the function h describing the admissible set
and the set of directions lying in Ker(h'(x)). As seen in the example above, this set corresponds
to the y-axis for the choice h(z) = z and to the whole of R? (i.e. a significantly larger set) for
the choice h(x) = 2%. In constrast to T4(a), this set thus depends on the particular expression
chosen for h and may or may not coincide with the former.

While it is intuitively to be expected that one is interested in the first set for the constrained
problems considered here, it is also clear that the second one is much easier to deal with.

The principal question to be answered is therefore under which conditions both subsets coincide.
These so-called constraint qualificiation conditions appear generally in constrained opti-
mization problems where the definition of the admissible set .4 involves systems of equalities and
inequalities. The difficulty is always due to the above dichotomy, where one has, on the one hand,
a purely geometrically defined tangent set to A which appears naturally in the Euler-Lagrange
equation characterizing the minimizer, and, on the other hand, an appropriate linearization of
the constraint equations which one would like to combine with Lagrange multipliers in order to
obtain a more explicit representation of this set. o

As for the linearly constrained case, the FONCs at any purported local minimizer Z are again
based on considering nearby points also satisfying the inequality constraints. For all such points
sufficiently close to &, one has, by the assumption on &, that f(x)— f(Z) > 0. In order to obtain
a first-order necessary condition based on directional derivatives, one would now like to divide
by t and take the limit of ¢ - 0 for points of the form & + tdx with an admissible direction dx.
There is a slight difficulty with this approach, as, due to the potential curvature of the admissible
set, it is in general not possible to approach & along a straight line while remaining within the
admissible set A, i.e. it is not exactly legitimate to compare the values of f(x) along a line of the
type above with those of &. Instead, one has to compare the value of & with points lying “almost”
on such a straight line, i.e. points € A which can be written in the form x = & + tdx + o(t)
for some direction dx. In fact, provided f is sufficiently smooth and there is some sequence t,,
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tending to 0 such that an associated sequence x,, = & + t,dx + o(t,) lying in A exists, one then
has
o< @) - f(@) _ f@)+tVf(Z) 0z +o(tn) - f(Z)
- tn tn

and thus, in the limit, Vf(z) -0z > 0.
Denoting the “convergence in A” with x, " &, i.e. all points x,, (and &) lie in A, the set of
€

=Vf(Z) oz +o(1)

directions for which this construction is possible is given by the tangential set

T, —
tn

Ta(x) ={6xeR": I, > 0,2, - x such that dx = tlimo

€

} (4.7)

called the sequential /Bouligand cone. With this set, the FONC in this more general case is
given by
V(@) -0x>20 VoxeTa(z). (4.8)

According to the preceding discussion, in order to obtain a description in terms of Lagrange
multipliers as outlined above, one now needs to ensure that T4 (Z) is in fact a subspace (allowing
to simplify the inequality into an equality) and that this subspace is given by the kernel of h'(Z)
in order to conclude that Vv f(z) € Ker(h')* = Range ((h'(2))") and thus that

V(@) = (h'(®)) A= Vh(z)A (4.9)
for some X € R™.

A first observation in this sense (also recall the example above) is that, if h is smooth, e.g.
h € C1(R™), then T4(z) c Ker (h'(:i')) as, for any direction dx € T4(x) and the associated
sequences x,, and t,, one has

_h(@n)—c _h(z+tndzto(ty)) -c  h(E)+t,Vh' (®)5 +o(t) - ¢

0 . T : =h'(z)éx +o(1)
and thus in the limit éx € Ker(h'(Z)).
All that can a priori be said about vectors dx € Ker (h'(:?:)) is that
h(z +téx) = h(x) + th'(z)dz + o(t) = c + o(t), (4.10)

i.e. they satisfy the equality constraint up to an error of o(t). What is required in order to
show that dx lies in T4 though is not that the equation defining A is satisfied up to an order
of o(t), but that there is a point & within a distance of o(t) to & + tdx actually satisfying the
equation. This conclusion based on Equation (4.10) requires a stability result ensuring that the
o(t)-error in the defining equation for A4 can be compensated by an equal-order correction to
the point & + tdx. In other words, one has to ensure that h is a local homeomorphism at &, i.e.
a continuous mapping with a continuous inverse. This is a classical question though, for which
it is known (see e.g. [27]) that this is the case iff h'(Z + t,dx) is surjective, which is in turn
guaranteed by h'(Z) being surjective.
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4.2 Linear and Nonlinear Equality Constraints - the Infinite-
Dimensional Case

Even though the setting considered in the previous section already contains the essential ideas
underlying the Lagrange multiplier approach for equality-constrained problems, it is not strictly
speaking applicable to the applications outlined above. Instead, one has to consider a more
general situation in which the domain of the function(al) to be minimized is given by an appro-
priate subset of a function space and thus generally infinite-dimensional. In addition, while it
may happen - as in the case of the minimization with a prescribed volume - that there is only
a finite number of equality constraints, there are other situations in which this need not be the
case anymore®.

Both aspects entail some additional difficulties absent from the considerations in the previous
section. Even though the discretization of any of the examples considered in this section ulti-
mately reduces the situation to the previous finite-dimensional one, the underlying continuous
description should not be completely forgotten.

Remark 7. This is not just a matter of theoretical interest but also has implications from a
“practical” point of view.

On the one hand, despite the ultimately discrete nature of the computational problems, a con-
tinuous description almost always leads to significantly shorter calculations as compared to an
analogous one at the discrete level, and is in particular also heavily made use of when deriving
e.g. the phasefield equation and other related ones from the underlying functional. Even though
the engineering community enjoys some additional liberties in this respect as compared to the
mathematical one (which will also be taken here), it can still be helpful to have an idea of which
calculations are potentially problematic and which are not. In particular, it is clear that the
continuous description will become increasingly important as one increases the resolution in the
discrete case, and an ill-defined description at the continuous level is then likely to cause issues
at the discrete one.

On the other hand, a basic understanding of some important relations at the continuous level
- such as e.g. the gradient and negative divergence being related in a “tranpose-like” fashion -
allows for a relatively simple intuitive interpretation of some a priori quite complex questions at
the discrete level. o

The remainder of this section will therefore provide a quick sketch of how and to what degree
the arguments from Section 4.1 can be carried over to the function space setting. The central
result replacing the use of the fundamental theorem of linear algebra in the previous section is
a very similar characterization of the decomposition of the domain and range space through the
closed range theorem 2 below, with the role of the matrix B and its transpose BT in Theorem
1 being replaced by the opertator B defining the constraints and its adjoint B*. Provided the
conditions of the theorem are satisfied, one can use this characterization to derive, based on
essentially identical arguments as in the finite-dimensional case, the existence of an appropriate
Lagrange multiplier for the constraint and the way it enters into the first-order necessary codition
through B*.

Remark 8. The closed range theorem is a fundamental theorem of functional analysis and can
therefore be found in essentially any introductory text on this topic. The outline below mostly
borrows from [16], [48],[80] and [20], to which the reader is referred for more details. More
in-depth descriptions and generalizations can be found in e.g. [14], [37] and [57]. o

6 A particularly important example is given by the incompressibility condition V -u = 0 encountered when
dealing with fluid flow problems.
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Linear equality constraints Consider first the case when F : X — R is a (smooth) functional
defined on some Banach or Hilbert space” X and the equality constraints are specified through
a (possibly unbounded®) linear operator B: Dom(B) c X - Y,

Bz =y,

where Y is a second Banach space.

Remark 9. The simplest case is the one where Y is finite-dimensional, corresponding to a finite
number of (linear) equality constraints, specified through m continuous linear functionals b} € X*,

(07, x)x+x=¢;, i=1,...,m.

For the phasefield, one may for example have X = H'(2) n L>(2), F = & and Jo¢dx =V. For
the (Navier-)Stokes equation one instead has to consider the more general case where X may
e.g. be a subspace of H!(2) and Y equal to L?*((2). o

As in the previous section, standard differential calculus implies that the derivative F'(Z) of
F (as an element of X*) at any minimizer Z must satisfy

(F'(z),0x)x+ x >0 Véx € Ker(B),
and then again, as Ker(B) is a linear subspace of X,
(F'(z),0z)x+ x =0 Véx e Ker(B). (4.11)

Defining “the annihilator M® of a subset of M as the set of all * € X* such that (z*, x) x+ x for
all z € M, one thus has F'(Z) € Ker(B)®*. As in the case of R", one would now like to, whenever
this is possible, provide a more explicit representation of Ker(B)®. This requires introducing, in
analogy to the transposed matrix, the adjoint operator B* : Dom(B*) c Y* - X*:

Definition 1. (Adjoint operator, see e.g. [16], p. 43f)
Let B:Dom(B) c X — Y be a linear operator which is densely defined'®. The domain of B* is
defined to be the set of y* € Y* such that there exists a constant ¢ such that

{y™, B(x))y«y|<c|z|x Vo e Dom(B),

i.e. Dom(B*) is the (linear) subspace of Y* for which the linear mapping D(B) 5> z ~ g(z) =
(y*, Bx) is uniformly bounded. As Dom(B) is by assumption dense in X, g can be extended by
continuity to a unique bounded linear operator on all of X, allowing to identify g with an element
of X*. This association in turn defines a linear mapping associating with each y* € Dom(B*) an
element of X*, which will be denoted by B*y* and by definition satisfies

(y, Bx)y«y = (B*y",z)x+ x VYy* € Dom(B"),x € Dom(B). (4.12)

"l.e. a complete normed vector space, resp. one where the norm can additionally be derived from an inner
product.

8Meaning that B need not be continuous on the whole space. Typical examples for such operators are differ-
entiation operators between various spaces, which need not be bounded on the whole space but are so on a dense
subset of sufficiently smooth functions.

9The reason for introducing a slightly “modified version” of the orthogonal complement here is that in the
more general Banach space setting, not every linear subspace admits an orthogonal complement. When X is a
Hilbert space, this is the case though for every closed subspace. As the kernel of every linear continuous operator
is always closed, in this case one can thus always replace Ker(B)® with Ker(B)* since both notions coincide then
(see e.g. [16]).

OMeaning its definition is such that it “makes sense” on a dense subset of functions in X.
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The adjoint operator is thus constructed such as to extend the defining property of the
transposed matrix BT : R™ — R™ with respect to the Euclidian scalar product in R™ resp. R",

y(B:B) = (BTy)wv

to the more general setting given by the duality product between the spaces above. The hope
is of course to obtain an analogue of the fundamental theorem of linear algebra for this case.
Unfortunately, this is not possible without some additional topological assumptions, which hold
in many cases of practical interest though.

Their statement requires another definition (see e.g. [16], p. 43):

Definition 2. (Graphs and closed maps)
The graph graph(B) of a map (linear or not) B: X — Y is the subset of X xY given by

graph(B) = {(z,y) e X xY :y = B(x)}.
B is closed if graph(B) is a closed subset of X x Y (equipped with the standard product
topolgy)*!.
With this definition, the fundamental result for the characterization of Ker(B)* is contained

in the following (see e.g. thm. 2.16 [16], thm. 2.13 [48], §7.5 [79])

Theorem 2. (Closed range theorem)
Let B:Dom(B) c X - Y be an unbounded linear operator which is densely defined and closed.
Then the following are equivalent:

1. Range(B) is closed.

2. Range(B*) is closed.
3. Range(B) = Ker(B*)“.
4. Range(B*) = Ker(B)*.

Remark 10. Note that there are two different notions of “closedness” involved in this theorem.
The first one - that of being a closed map - depends on the simultaneous convergence of a
sequence of points (z,) in X and its image sequence (y,) = Bx, in Y and requires that, if both
converge, the limit in Y is the image of the limit in X. The second one - that of having a closed
range - is more concerned with the image space, i.e. given an arbitrary sequence (y,,) in Y which
converges in Y, the limit has to lie in Im(B), meaning there only has to be some point in X
such that y = Bz (but which, a priori, need not be related to any particular sequence in X). <

Assuming that the conditions of this theorem are satisfied for B, one can finally conclude
from (4.11) that at a local minimizer z,

~-F'(z) e Ker(B)* = Range(B"),
or, more explicitly, that there exists a Lagrange multiplier A € Y* such that
~-F'(z) =B*\. (4.13)

Remark 11. An important example for the use of this theorem is e.g. the role of the press-
sure gradient in relation with the divergence-free constraint in fluid dynamics. If one considers
a sufficiently smooth domain  and the (negative) divergence operator —div as an operator
from H{(Q) = (H&(Q))n into L?(£2), then it is actually a continuous operator between these

11Here this reduces to: For any sequence z, € D(B) such that z,, > € X and yn = Bzy, — y € Y, it must hold
that x € D(B) and y = Bx
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spaces (since |YN, g—;|2 <nyl, |§7“|2 and thus | - div(w)|r2q) < Vr|ulmi(o)) and there-
fore defined on all of H}(Q). By Schwarz’s inequality, one futher has | — div(u)q| r2¢) <
| = div(u)| 20 llg] L2 () and thus the mapping u — [, —div(u)qda is uniformly bounded for all
¢ in L?() with constant ¢ = \/n|q||12(ny. The domain of its adjoint —grad : L*(2) -~ H™'(Q) =
H'(Q), where H'(Q) = (H’l(Q))n is the dual of H{(f2), will therefore be all of L?(Q). For
smooth functions, Green’s formula shows that

/—div(u)qdw=fu-qum—fqu-nds=fu~qum
Q Q 0 Q

since u vanishes on the boundary and the adjoint is therefore an extension of the standard
gradient operator!?. It further follows that the “Green-type” formula

(gradq7u>H-1(Q),H5(Q)=f(—diVU)qdiE
Q

holds, regardless of whether the duality pairing on the left may be written as an integral and
whether an integration by parts may be justified or not.
The assumption for Theorem 2 can be shown to hold (see e.g. [73]) and thus Ker(div)® =
Range(-grad) = Range(grad). The crucial implication in this case is that any functional f e
H™(Q) which vanishes on all divergence-free functions in Hg () can be written as the gradient
of a scalar function p € H}(Q), i.e. (f.v)a-1 1) =0forall ve H}(Q) implies that f = Vp,
peL?(Q).

o
Remark 12. The definition of the adjoint and Theorem 2 are also, similar to Remark 4, the

central “ingredients” for e.g. the very useful Fredholm alternative (see e.g. theorem 2.27 in
[48]). o

Nonlinear Equality Constraints As in the finite-dimensional case, the theory developed
for the case of linear equality constraints carries over to nonlinear equality constraints provided
some regularity condition holds. This is summarized in the following result:

Theorem 3. (Tangents and normals to a level set (Graves-Lyusternik theorem), thm. 5.35

[20])
Let X and Y be Banach spaces and let A be given by

A={ueX:h(z)=0},

where the map h: X =Y is continuously differentiable near x € A. If h'(x) is surjective, then
Ta(z) and N(x) are the linear subspaces given by

Ta(z) = {6z € X : (I (x),62) =0}, Na(z)=(I'(z)) V"
and Ta(x) = Ng(z)*, Na(z) =Ta(x)®.

This is essentially the same conclusion as in the finite-dimensional case, i.e. if the derivative of
the nonlinear mapping is surjective (recall the counterexample in Remark 6), the only admissible
variations are the ones on which the linearization of the constraint vanishes, and the derivative
of the function(al) vanishing on all these directions then implies that there is some multiplier
such that

F'(x)+ (W (z)) A=0.
12More precisely, even though the expression grad g above does not a priori make “classical” sense for g € LQ(Q),

the image of ¢ under the gradient operator is, by the construction of the adjoint, simply defined as the unique
element in g € H™1(Q) satisfying <g’u)H*1(Q),H})(Q) = [ a(-div(u))deVu e H(Q).
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Remark 13. Note that the surjectivity assumption in Theorem 3 implicitly subsumes what is
required for Theorem 2. In fact, by the assumption that h is C*, k' is defined everywhere on
X (and not just densely). Furthermore, since h'(x) is assumed surjective, the graph of h'(x) is
simply the product space X xY", and therefore obviously a closed subset of X xY (its complement
being the empty set, which is always open). Similarly, Range(h'(z)) equals the whole space Y
and is therefore again closed, from which the remaining conclusions follow immediately. <

4.3 Linear and Nonlinear Inequality Constraints

In many applications, one not only has to deal with equality constraints but with possible
additional inequality constraints. The primary example in the phasefield context is of course
the box-constraints 0 < ¢ < 1 that may be imposed on the phasefield, or, in combination with
an equality constraint in the multi-phase case, the restriction to the Gibbs-simplex, 0 < ¢* < 1,
Zi\[:l ¢“ = 1. Another physically important example is given by elasto-plastic applications,
in which the admissible stresses are assumed to be restricted by a yield criterion of the form
f(o) < 0¥, with o¥ possibly depending on additional internal parameters.

In contrast to the equality constrained case, which leads to first-order optimality conditions
in terms of orthogonality to certain linear subspaces as in Equations (4.3) and (4.11), the Euler-
Lagrange equations for inequality constrained problems lead to first-order conditions in the form
of inequalities. This in turn leads to a characterization involving cones instead of subspaces. For
this reason, it is necessary to find a suitable replacement for the fundamental theorem of linear
algebra (resp. the closed graph theorem), here primarily in the form of Farka’s lemma.

As for the equality constraints, the first case considered will be the finite-dimensional one
in combination with linear inequality constraints, a setting which already contains the essential
ideas. It will then shorty be sketched how these can be extended to some more complex situations.

Linear Inequality Constraints in the Finite-Dimensional Case Consider again the min-
imization of a smooth objective function f defined on R", but now subjected to m < n linear
inequality constraints:

. . (4.14)
subject to  b;-x <c, i=1,...,m.

{minimize f(x)

Just as for the equality constrained case, the FONC for a local minimizer & satisfying the
constraints is given by the Euler-Lagrange equation

Vf(Z)-6x >0 (4.15)

with dx ranging over the “admissible” directions. The fundamental difference with respect to
the previous situation lies precisely in the form of this set, which is now not simply given by
the kernel of the matrix B composed of the b;. Instead, it is clear that there is actually more
freedom in choosing the dz as Ker(B) is now only a subset of the admissible variations'. In
fact, for each inequality constraint one has to distinguish two possible situations:

1. x satisfies b; - T < ¢;, i.e. the i-th constraint is inactive. By continuity, the same will
hold for any « sufficiently close to & or equivalently for any & + dx with |0x| sufficiently
small. In this case, at least locally, the constraint effectively does not impose any actual
restriction on the problem and can be disregarded.

2. & satisfies b; - & = ¢;, i.e. the i-th constraint is active or saturated. In this case, the only
admissible variations are such that b;-dx < 0, which, instead of a hyperplane, now specifies
an entire half-space.

131f & satisfies BZ < ¢, & + da obviously also satisfies B(Z + §z) = BZ + Béz = BZ < c for any dx ¢ Ker(B).
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Partitioning the constraints into the inactive ones,
Ir(®)={iel,...,n:b;,- T < ¢;} (4.16)

and the active ones,
Za(®)={iel,...,n:b; T =c}, (4.17)

the set of admissible variations is therefore given by the set Tk (Z) of dx such that
T (Z)={éxeR":b;-dx <0 VieIy(z)},
i.e. an intersection of (closed) half-spaces.

Definition 3. (Cones and polar cones)

e A cone (also sometimes called a pointed cone) is any subset C such that, if « € C, then
ax € C for all a > 0.

e Given any subset M of R", the (negative) polar cone M~ is the set of vectors y such

that

y-x<0 Vaxel.
Similarly, its negative, the dual cone (or positive polar cone) is the set M* = -M~
defined by

y-x>0 VaxelM.

With this definition, it is clear'? that the admissible variations Tk (Z) form a cone.
The optimality condition (4.15) corresponds, by the very definitions, to f'(&) € Tj or, using
the more common notation, to
-Vf(z)eT(z), (4.18)

which is thus the conclusion replacing V f(&) € Ker(B)* from the equality-constrained case. In
order to obtain a more explicit formulation, it remains to replace the characterization Ker(B)* =
Range(BT) by an analogous statement describing T (). This is the purpose of the following

Lemma 1. (Farka’s lemma, cor. 2.29 [58])
Let B be an m x n-matriz and let

K={xec¢R": Bx<0}.
Then (see also Figure 4.2a)
K ={yeR":y=B"p, peR™, p>0}. (4.19)

Proof. As for the fundamental theorem of linear algebra, one implications is a simple consequence
of the definition of the transposed matrix'®. In fact, denoting the set on the right-hand side of
(4.19) by K, one has

(w,BTIJ’)]Rm:(Bw7IJ’)]R"§O V$€K,?JERa

as Bx has only non-positve and p only non-negative entries by the definitions of K and K, ie.
K c K~. For the other implication, observe that K is a closed convex cone. If there is a z € K~

M Either by “geometrical insight” or by noting that the defining condition b;-6 < 0 is stable under multiplication
by non-negative scalars.

15 There it is the conclusion that Range(BT)u c Ker(B)*, as for any « € Ker(B) - BTy = Bz - =0. In
contrast, the analoguous statement to the other conclusion Ker(B)* c Range(B7T) is trickier as it requires a
separation property similar to the one used here.
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such that z ¢ K, z can therefore be strictly separated from K, i.e. there is some vector I ¢ R
such that }
l-z>a>l-y VyeK.

As each y € K is of the form BTu with p >0, one thus has
Bl-p<a VYu>0,

which is only possible if Bl < 0 (otherwise just let the entry in g corresponding to a positive
entry in Bl tend to +o0). In addition, as p = 0 is admissible, this implies o > 0. Since Bl <0
is just the same as saying I € K, one would therefore have z -1 > a > 0, but this contradicts
ze K. O

Remark 14. While the proof of Lemma 1 may seem somewhat technical through the use of a
separation theorem, the geometric idea is actually rather simple. The separation theorem and
the first part of the theorem imply that there is a half-space containing K ¢ K~ and, in addition,
the existence of a vector in the other half-space, which, just as all elements of K, forms an
angle of at least 90° with any vector in K. As K always contains the vectors b;, i.e. the ones
which are precisely orthogonal to one of the subspaces defining K, there is no way of arranging
a half-plane such that it contains both K and that a vector on the other side does not make an
acute angle with K (see Figure 4.2b). o

(a) (b)

Figure 4.2: The (negative) polar cone in Farkas lemma (a) and the geometrical idea underlying
its proof (b).

Applying the lemma to -V f(z) with the matrix Bz, (z) constructed (row-wise) from the
vectors bl-T with i € Z4(&) replacing B leads to

-Vf(z)= B%A(@)HIA@) = > b,
iEIA(:f:)

where each of the p; appearing above has to be non-negative, p; > 0,7 € Z4(Z).

As the notation involving the index set Z4 (&) is somewhat cumbersome and only meaningful
in the discrete case, it is common to use an equivalent formulation which is obtained by noting
that BgA(i)uIA(@) = B, with B the analogue of Bz, (z) but containing all the vectors by,
provided all u;,% € Z;(&) are set to zero. These are precisely the indices though for which
¢;i—b;-x > 0, whereas the indices in Z4 (&), i.e. the set where the p; may be non-zero, are given by
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¢;—b;-x = 0. Both conditions can compactly be combined by introducing the complementarity
conditions p;(¢; -b;- @) =0, i =1,...,m. Finally, as both u; and ¢; — b; - & are required to be
non-negative and thus the sum Y7, pui(¢; — b; - &) can only vanish if all terms are zero, the
characterization of V f(&) can equivalently be expressed by

_Vf(i) = BTll’a

c-Bx >0,

130 (4.20)
p-(c-Bz)=0.

Nonlinear Inequality Constraints in the Finite-Dimensional Case As for the equality-
constrained case, the conclusions for the linear inequalites can be carried over to the nonlinear
case through a simple linearization of the (active) constraints provided some constraint qual-
ification conditions hold. More precisely, for a constraint-set A = {x : g;(x) < 0,i = 1,...,m}
prescribed through m < n inequality constraint, the first-order necessary condition is, as in
Equation (4.8), that Vf(z)-dx >0 for all dx € Ty i.e. -V f(x) € T4(x)~ where the Boulignand
cone T4(&) is defined as in Equation (4.7). What one would like to conclude from this is that
any minimizer & subject to g(x) < 0 is of the form

~vi@)= ) wivg(z) (4.21)
€L a(Z)

with p; > 0, where Z 4 (&) denotes the set of active constraints, i.e. the indices for with g;(&) = 0.
All this requires is to show that the Bouligand cone appearing in the characterization of V f (&)
for any local minimizer is the same as the linearizing cone

L(z,K):={0x:Vg(Z) dx<0,ics}

consisting of those directions which, in first order, do not lead to an increase in the values of the
g; which are at their maximal admissible value 0 at Z. If such is the case, the conclusion follows
immediately from Farka’s lemma, as one then has 74(&) = {6z : Béx < 0} with B = (Vg7 (:i:))T
and by Lemma 1 T4 (2) = {y:y=B pu,pu>0}={y:y= Vgr,(Z)p, p >0} and thus together
with the first order necessary condition in Equation (4.21).

Linking the two cones is again a question of being able to ensure that, any dx in L(Z, K) can
actually be obtained as the limit of the directions showing towards points actually lying in A.
This will hold if for any for any dx such that Vg;(&)-dx < 0 for all i € Z4, one can find an
actually admissible point @ in A such that dx = x — & + o(||0x||) and is therefore again a question
of stability.

There are a variety of different conditions ensuring this (see e.g. [58], [13] or [27] for a more
detailed discussion). A relatively strong condition ensuring this is the linear independence con-
straint qualification condition, requiring that the gradients Vg;(&) for i € Z4(Z) be linearly
independent. A weaker condition also based on the gradients themselves is the Mangasarian-
Fromovitz constraint qualification condition, requiring that there be some vector d such that
Vgi(Z) - dx < 0 for all ¢ € Zy(&). Another popular condition, which in addition applies even
when the g; are not necessarily differentiable, is Slater’s constraint qualification condition, which
requires for the g;, i € Z4(Z) to be convex functions together with the existence of some point y
such that gz, (z)(y) <0.

Remark 15. Note that, with respect to any active constraint ¢, this is not an issue for a direction
oz such that Vg;(&)-dx < 0 as the differentiability of g; automatically implies that g;(Z+tdx) <0
for ¢ sufficiently small, i.e. the constraint will definitely be satisfied as & is approached along this
direction. The only potential difficulties therefore arises for those d& for which Vg;(&) - dx = 0.
As for such directions, one always has (regardless of any qualification condition) g;(Z + téx) =
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9:(Z) +tVg; (&) - 0x + o(t) = o(t), one can ensure feasibility of the a very nearby (i.e. o(t) close)
point by a “tiny nudge” in any direction such that Vg¢;(&)-d < 0, provided this does not lead to a
violation of the remaining active inequality constraints. The basic idea underlying the conditions
above is to ensure the existence of a direction d such that this is always possible. o

Remark 16. The results above can be generalized quite significantly in various directions. Firstly,
one can replace the condition g(x) < 0 with more abstract conditions. Secondly, many of
the ideas also carry over to the infinite-dimensional setting under some additional topological
assumptions, with the adjoint again replacing the transpose matrix. This will not be discussed
in detail here, and the reader is referred to e.g. [37] and [14] for a discussion in relation with
Lagrange multipliers or e.g. [22] for some discussion on generalization of Farka’s lemma above.
A very well-written introduction to some closely related background can also be found in [7], in
particular concerning various extensions of classical results from functional analysis to situations
involving convex cones instead of the entire spaces.

o
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Chapter 5

Lagrange Functions and
Legendre-Fenchel Duality

5.1 Lagrange Functions

The results for the minimization of f(x) subject to the equality-constraint h(x) = ¢ and g(x) < 0
from Section 4.1 can conveniently be combined and summarized by introducing the Lagrange-
function or Lagrangian

L(z, A p) = f(x) + X (h(z) -c) + p-g(x). (5.1)

In fact, it can be observed that, provided one restrict g to be non-negative, simply imposing
that the gradient V, of L with respect to « should vanish,

VaL(z, A, p) = Vf(x) + Vh(z)A + Vg(z)p = 0, (5.2)

one recovers the same form of relation between the gradient of f and the multipliers which was
obtained in the previous chapter. In addition, again demanding that the gradient of L with
respect to A should vanish,

VaL(z, A, ) = h(z)-c=0, (5.3)

one recovers the equality constraint. Finally, imposing that the V,L should be non-positive
leads to

VL2 A p) = g(x) <0 (5.4)

and therefore the original inequality constraint on g(x).

Even though this has, up to this point, no deeper meaning, it is obvious that provided that this
is a very convenient “mnemonic” for obtaining the correct structure of the first-order optimality
conditions derived to a relatively lengthy argument based on orthogonaly relations resp. relations
between cones and their polar cones in the previous section. As will be sketched below, there is
in fact a close relation between Lagrangian and the original constrained optimization problem
and the usefulness of the Lagrangian goes far beyond providing a simple means of “guessing” the
correct optimality conditions.

The basis for this approach is contained in the following observations: Whenever the equality
constraint is satisfied for some @, the term in A vanishes. Since L does then not depend on
A for such an @ and taking the supremum over all A thus has no effect, supycgm L(z, A, p) =
f(x) + p-g(x). Secondly, a similar argument can be done in terms of u and g(x). If x is
such that g(x) < 0, the term u - g(x) is necessarily less than or equal to zero. If some entry
gi(x) is strictly negative, the supremum over all p; > 0 is obviously achieved for p; = 0. In
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constrast, if g;(x) = 0, L does not depend on u; and any pu; will therefore do for achieving the
supremum sup,, ;o L(zx,\, n). Both cases together therefore show that if & satisfies the inequality
constraint, taking the supremum over the g > 0 selects p such that the second part p-g(x) =0
of the complementarity conditions holds and, if this is the case, also eliminates the last term of
the Lagrangain in Equation (5.1).

Whenever x satisfies both constraints, one therefore has

sup  L(m A p) = (). (5.5)
{(X\,p):p>0}

In contrast, when the equality constraint is not satisfied and thus h(x) — ¢ # 0 there exists some
A € R™ such that \- (h(a:) —c) >0, and thus by “scaling” X*, one has supygm L(x, A, pt) = +00.
Similarly, if any entry of g(x) is greater than 0, it suffices to let the corresponding component
pi tend to +oo to show that sup,.q L(@, A, u) is then also +oo.

In summary, taking the supremum in A and g > 0 to define the primal function Lp(x), this
function satisfies

f(®) h(z)-c=0g(x)<0,

5.6
+o0  else, (56)

Lp(z)= sup L(xz,Ap) {
{(A,p):p>0}

and, since the infinite values are obviously of no interest with respect to a minimization, it follows
further that the original problem of minimizing f(x) subject to the constraints can equivalenty
be expressed in terms of the primal problem

inf Lp(x)= inf sup  L(xz, A\ p). (5.7)
xeR"™ xzeR" {(A,p):p20}

While this minimization problem is now in principle a free minimization problem in «, this
is an essentially formal difference, which, in this form, is hard to put to any practical use. The
idea is instead to look at an - a priori different - problem obtained by exchanging the order of
the inf and sup, i.e. by instead considering the dual problem

sup inf L(x,A\,p)= sup Lp(A\p) (5.8)
{(A,p):p20} TR {(A\.p):p20}

where the dual function is defined by
Lo p) = inf Lz, A p)= inf {f(@)+ X (h(z) - <) + pg()}. (5.9)

Remark 17. A first point to be noted is that the dual problem, while still a problem potentially
subject to the constraint p > 0 has, at least in terms of Lp (A, ), a significantly simpler structure
than the original minimization problem for f(x). In fact, whereas x is potentially subject two
both a nonlinear equality constraint and a nonlinear inequality constraint, there is no constraint
on A and p is solely subject to the simple constraint g > 0.

The latter observation is of course only really advantageous if the inequality constraints on the
original variable x are of a more complex form. This is for example not the case for the restriction
of the phasefield to the Gibbs-simplex which will be discussed in more detail in Chapter 6, since
the inequality restrictions on the primal unknown are also of the form ¢ > 0. Nevertheless, the
practical difficulty of the restriction to the Gibbs-simplex is not primarily due to the inequality
constraints themselves (this could be handled using a simple truncation), but their coupling
through an additional sum-constraint, an aspect which never occurs in a dual problem. <

A further indication why the dual problem may be useful is given by the following two simple
observations, which do not require any assumptions on f(x), h(x) or g(x):
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Lemma 2. (see e.g. chapter j [58])
The dual function is concave and one always has

sup  Lp(A,p) < inf Lp(x). (5.10)
{(x,p):p20} zeR"

Proof. Firstly, f(z)+X-(h(z) —c) + p-g(z) is linear and thus also (even though “border-line”)
concave in both A and p. As the infimum of an arbitrary family of concave functions is concave,
the first claim follows.

By the definition of the supremum, it is also clear that

Lp(z) = - S;U)tg }{f(w) +X-(h(z)-c)+p-g(@)} > f(x)+ X (h(z)-c) + p-g(x)

regardless of the choice of € R", A and @ > 0. Taking the infimum on both sides then shows
that

inf Lp(z)> inf {f(z)+A-(h(z)-c)+p-g(z)}=Lp(A, p),
xeR"™ xzeR"
for every A and p >0, and thus also infger» Lp(®) > sup(5 ayas0y Lo(A 1) O

Remark 18. Provided one is able to derive an expression for Lp, one is therefore in the very
favorable setting of having to maximize a concave function subject to at most a simple non-
negativity constraint. In addition, even if equality does not hold in (5.10), the solution of the
dual problem does always provide a lower bound for that of the primal one. <

Remark 19. Assuming there is an actual relation with the primal problem, the dual problem also
provides an intuitive explanation for the relevance of the three conditions in Equations (5.2),
(5.3) and (5.4). Since the definition of Lp(A, p) = infgegn L(x, A, 1) in Equation (5.9) is based
on a free minimization of & given A and u, the derivative with respect to & should vanish.
Similarly, as there is no restriction on A in the dual problem (5.8), one might expect for the
analogous condition to hold for A. Finally, with p being restricted to be non-negative, realizing
the maximum of Lp with respect to g does not necessarily require for vV, L(x, A, ) = g(x) to
be zero, but should there be any positive entry g;(x), one could hope to further increase L by
increasing p;.

It should be kept in mind though that, despite its intuitive appeal at first sight, this simple
argument hides a critical point, namely that even though the inner minimization in @ is indeed a
free one, the value of the minimizer will depend on the paramters (A, u), i.e. the maximization
of the dual function Lp with respect to A and p is in fact based on the function

Lp(A ) = L(z(X, 1), A, ).

That it still makes sense requires a reasoning similarly to Remark 3, namely that despite the
dependence of x on the parameters, the optimality satisfied by @ ensures that L itself is in
first order not affected by this dependence as the contributions %% and %ﬁ%ﬁ arising in the
derivatives with respect to the multipliers drop out by the optimality condition on x.

The fact that a “blind” differentiation of the Lagrangian - i.e. ignoring any potential interplay
between the various variables - is therefore still expected to deliver the correct results is clearly
a major simplification, and likely one of the main reasons of its popularity in the engineering
community. The same type of underlying “variational consistency” is, as in Remark 3, also

fundamental to the ubiquitous changes of unknowns in thermodynamics’. o

Even thought the lower bound in Lemma 2 can by itself be quite useful, the most desirable
case is of course when both values actually do coincide. This motivates the following

IThe phasefield method owing much of its early success to its successful application in a thermodynamically
based setting where such dependencies can legitimately be “ignored”, this is a point which unfortunaly seems to
be partially forgotten in the phasefield community.
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Definition 4. (Saddle point)
A pair (z, A\, i) is called a saddle point of the function L(x, ) if one has

L(z, A p) < L(Z, A, 1) < L(z, A, ). (5.11)
for all z e R™ and A, p > 0.

The next result is then a simple consequence of the Inequality (5.10):

Theorem 4. (thms. 4.8 and 4.9 [58]) B
If the Lagrangian L(z,\, ) has a saddle point (Z,, 1), then T is a solution of the primal
problem, (X, ) is a solution of the dual problem, and one has

max Lp(A,pu)=min Lp(x).
{(xp):u20} (Xp) zeR™ (@)
Conversely, assume that this relation holds true with finite values on both sides. Then, for every

solution & of the primal problem and every solution (X, i) of the dual problem, the point (Z, X, 1)
s a saddle point of the Lagrangian.

Proof. If (2, A, 1) is a saddle point of L, it follows from Equation (5.11) that one has

Lp(Z)= sup L(& A p)<L(@ X p)< inf L(z,A p)=Lp(A )
{(X\.p):p0} weR™

and thus also

inf Lp(x)<Lp(Z)<L(Z,Ap)<Lp(Ap)<  sup  Lp(Ap).
xeR" {(X\,p):p>0}

As the opposite inequality infgern Lp (@) > Sup((a,u)uz0y Lo (A, p) always holds as seen above,
the inequalities necessarily hold as equalities,

inf Lp(z)=Lp(z)= L(z, A\, ) =Lp(A\ )= sup Lp(\ p). (5.12)
xzeR {(2\,n):>0}

Thus both the primal and dual problem do admit at least one solution & and (X, ) and their
values coincide, proving the first claim.

Conversely, if one has supy(x ,y.u201 Lp (A, 1) = infzer» Lp(z) and Z resp. (X, 2) are solu-
tions to the primal resp. dual problem, one clearly has

L(@, A p)<  sup  L(Z,Ap)=Lp(&)=Lp(\p) = inf L(z,A )< Lz, 1)
{(A\,p):p20} zeR™

for all & € R™ and (X, p) with g > 0. Inserting (X, fz) into the left-most expression and Z into
the right-most one, it follows in addition that Lp(&) = Lp(A, n) = L(Z, A\, iv). O

Remark 20. Note that this theorem does not assert the existence of a saddle point?. Often,
conditions assuring this are examined sligthly more indirectly in terms of the duality gap, i.e.
the difference between the inf and the sup obtained from the primal and dual problem® or in
relation with the Legendre-Fenchel transform introduced in the next section (see e.g. [26] and
[14] for some links between the two approaches to duality). o

2A fairly general existence theorem is e.g. given in [26].
3This of course amounts to the same as there being a saddle point is then clearly the same thing as this
difference vanishing.
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Nevertheless, it indicates one reason for the usefulness of the Lagrangian. Whereas the primal
problem is by construction equivalent to the original minimization problem, this reformulation
essentially has no practical use by itself. More precisely, if the constraints are satisfied for some
x, the values of the multipliers are, beyond the complementarity conditions for p essentially
arbitrary. If the constraints are not satisfied, the inner supremum results in the value +oco, which
one does certainly not want to achieve in any practical minimization algorithm. It may thus not
seem like a very reasonable idea to move the multipliers into the corresponding direction. In
contrast, the statement implies that if there is a saddle point and one can find a solution (X, t) of
the dual problem, one has, at least, made the solution of the primal problem significantly simpler
since it then reduces to a free minimization of L(x, A, 1) for the given values of the multipliers.
In addition, provided this calculation can be justified through a sufficiently smooth dependce of
the minimizer (A, u) given some current estimate (A, u) in the definition of the dual function
Lp in Equation (5.9), one has % =0 (as x is a free minimizer for the given multipliers), and
the total derivatives of L with respect to A and p therefore reduce to the partial ones despite

this implicit dependence. It follows that

V)\L(:L‘(A,/,L),)\,[,L) =h(xz)-c and V”L(sc()\,u),)\,u) =g(x).

This motivates for example various alternative descent/ascent methods in terms of the two sets
of unknowns @ and (A, ), since, provided x is at least an approximate minimizer for the given
multipliers, adjusting them such as to increase L “as if” a were fixed therefore does indeed make
sense.

Remark 21. Even though often not primarily motivated by such considerations, the Lagrangian
point of view also provides additional insight into e.g. some popular projection-based algoritms
such as e.g. fractional-step algorithms in fluid dynamics and the return mapping algorithm
in elasto-plasticity. In addition, the Lagrangian is also a very helpful ingredient for Newton-
type schemes for constrained problems and the analysis of second-order necessary conditions for
constrained optimization problems (see e.g [58], [13] and [46] for a more detailed discussion). ¢

Remark 22. It should be noted that the discussion above is for the most part completely indepen-
dent of whether the underlying spaces are finite-dimensional or not. In particular, the definitions
and lemmas can essentially be applied verbatim to the case when function spaces are involved,
since e.g. the proofs of the concavity and the inequalities in Equation (5.10) in Lemma 2 as
well as in Theorem 4 are all based purely on relations implied by the inf- and sup-operation (for
Lemma 2 combined with the concavity of linear operators), which are completely indepedendent
of any particularly favorable properties of R" and neither rely on any particular structure of
the sets involved in the inf-sup-operations. For the corresponding definitions and proofs in this
more general setting, a classical and very readable reference is [26]. o

Remark 23. The dual function Lp (A, p) is an example of a more general kind of function
frequently arising in parametric optimization involving a function ¢(x,u) of the variable  and
the “parameter” u. Based on ¢(x,u), one can introduce the (optimal) value function v(u) :=
infgern @(x,u) corresponding to a minimizer (if any) of ¢ given the value of the parameter
u. More generally, one might also restrict the domain of  in the minimization process just
to subsets the underlying space, i.e. by setting v(w) := infzex @(@,u), or even to subset X (u)
depending themselves on the parameter.

It is clear that the study of the behavior of v(w) in terms of u (e.g. regularity or differentiability
properties), has an inherent interest beyond the Lagrangian setting above, but is in this particular
setting also very instructive in terms of an additional interpretation of the Lagrange-multipliers
as “sensitivities” of the objective functions with respect to the constraints. For further discussions
in the finite-dimensional setting, the reader is e.g. referred to [46], [13], [58] and [27]. For the
infinite-dimensional setting in function spaces, the reader may consult [26] or for a more detailed
but also more technical discussion in a quite general setting [14]. o
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5.2 The Legendre-Transform

An a priori somewhat different but in fact closely related approach to duality theory is provided
through the Legendre-transform, which is in particular heavily relied upon in the thermo-
dynamic setting. In its most basic form, the Legendre transform (or conjugate) of a function
f iR - (o0, +00] is a second function f*:R — (—oco,+00] defined as?

[ (@) =sup{z’z - f(2)}, (5.13)
zeR

i.e. the function f* which, for an arbitrary “slope” z*, assign to f the maximal difference between
the line y(z) = z*z and the graph of f. One can reiterate this procedure on f*(z*) by defining
the bi-conjugate (bi-dual) function

(@) = sup {ate - (27}, (5.14)
z*eR

7 £

-1 (z*)

Figure 5.1: Illustration of the Legendre transform

The motivation for these definition is illustrated in Figure 5.1: f*(2*) being the largest
difference between y(x) = x*x and y = f(x), the line y(x) = —f*(z*) + x*x necessarily passes
below the graph (in the sense y(x) < f(z) for all z). In addition, for the particular point chosen
in Figure 5.1, this line is actually exact at z, meaning that f(x) = —f*(«*) + x*x, with a slope
given precisely by f’(x) as it would otherwise cut the graph. The Legendre transform can
therefore be interpreted as implicitly constructing tangent lines to the graph of a function for
each given slope, at least provided this is possible without cutting the graph.

In addition, comparing the graphs of — f*(z*) +z*x for various values of z* in Figure 5.2, this
translated line actually is the one achieving the maximum value for the given value of x as in
the definition of f** since, by the very definition of f*, all other lines —f*(z*) + 2*x necessarily

4Note that the value +oo is explicitly admissible here for f. One could in principle also think about admitting
—o0, but excluding this value on the one hand simplifies certain statements and on the other hand does not really
eliminate any interesting functions, since a convex function which is —oco at some point can at most be finite at a
single point before jumping to +oo as convexity enforces an infinite slope (similar to the jump to infinity in the
right of Figure 5.1).
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Figure 5.2: Illustration of the inverse Legendre transform

pass below the point (x, f(x)). This shows that that one can, at least in certain situations®,
recover the value f(z) through f*(x*).

As it turns out, the arguments underlying the theory for this type of transform have virtually
nothing to do with f being defined on IR. More generally, the same procedure can be applied for
a multivariate function f : R™ — (-o0,+00] by replacing the line (x,z*z) with the hyperplane
(z,z*-x) in R, f*(x*) = supgegn{x*-x - f(x)}, or, if X is e.g. a Banach space® with dual
X*, and f: X - (—o0,+00] a given functional, one can similarly define

[T (@") = sup{{z”, x) - f(2)}, (5.15)
zeX

where (z*, ) denotes the natural pairing between X and X*. Note in particular the important
relation

atew < fx)+ 7 (27), (5.16)

valid for arbitrary = € X and 2* € X*. One can reiterate the procedure - but by again using X
instead of (X*)* = X** - by defining the bi-dual function”

F7 )= sup {(2%,2) = £ (@), (5.17)
whose primary motivation stems from the following remarkable property:
Theorem 5. (Fenchel-Moreau, thm. 1.11 [16])

Assume that f : X — (—oco,+00] is convex, lower semicontinuous and not identically equal to
+oo. Then f** = f.

5This will be made more precise below. As might be guessed from Figure 5.1 and the discussion thus far,
it turns out that the crucial condition is that there is in fact a line passing below the graph of f whose value
coincides with f(z), i.e. a so-called subgradient (see in particular Props. 2 and 3 below).

6Note that the norm of X is not directly used in any of the results below, i.e. one can consider, as in e.g. [26]
or [14], even more general spaces.

"The distinction between X** and X is of course irrelevant if X is reflexive, i.e. in particular in R™ or the
Hilbert-space setting. It is only when the inclusion of X in X** is strict that this restriction to X becomes
important, as one is primarily interested in the relation between f** and f, the latter one a priori only being
defined on X.
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Even if the assumptions above do not hold, one always has the following fundamental esti-
mate:

Lemma 3. Let f: X — (—o0,+00] be arbitrary. Then f**(x) < f(z).

Proof. This is a direct consequence of taking the supremum over the Equality (5.16) in the form
(z,z) - f*(2") < f(z) Vo e X, 2" e X*. O

Remark 24. Before stating any further properties leading up to and /or derived from the Fenchel-
Moreau-theorem, it is important to note that, besides the standard mathematical definition
above, there are, in particular in the physical setting, various alternative definitions of Legendre-
type transformations. A very similar one to (5.15) (again primarily useful if f is convex, see
below) is given by

fa*) = inf {f(z) - (a7, )} = —ig)[(){(x*,x) - (@)} =-f" (") (5.18)

enjoying similar properties, but with f now being a concave function (as in infimum of linear
and thus concave functions in «*). Under the same assumptions on f as in Thm. 5, the inversion
formula (5.17) above can be rewritten as

£@) = £ (@) = swp ({o,27) = £ (@)} = sup (@2} + F(@) (5.19)
If f itself is concave instead of convex, a more useful definiton is obtained by setting e.g.

fla*) = ig}g{(x*J) +f(@)} = igg{@*,x) - (=N} = (=)=, (5.20)

leading again to a convex function (note that (—f)* # —f*, which would be concave!). Again
based on the conversion formula (5.17), under the appropriate assumptions, one has

f@)==((-))" =- §u)1g*{(w*,af> - (=) @)} = f {(-f)" (")~ (27, 2)}. (5.21)
Similar modifications are clearly also possible when reverting the signs of e.g. z* in (5.15) or

(5.18) as this just applies a change in sign of the respective arguments.
o

At first sight, the definitions above differ from the usual procedure in the physical literature
(here for simplicity again in the one-dimensional setting) of introducing the variable 2* by setting
x* = % and then "defining" the Legrendre transform of f e.g. as

f (z)=z"z- f(x), (5.22)

where the sole dependence of g on x* is justified by remarking that %(w*x - f(x))=a*- % =0
as x* = %. An “inversion formula” is then recovered by simply rearranging Equation (5.22) to
f(z)=x*x - f*(x*), where, by a simple differentiation of (5.22), x in addition satisfies x = ji:
This is a somewhat tricky argument though, as z*, if defined as %, is clearly a function of
x, ¥ = 2*(x), and f* therefore in fact still an explicit function of x instead of xz*, f* = f*(x),
meaning that the argument above is only valid if one chooses to “forget” this (explicit) depen-
dence.

The definition (5.15) on the one hand avoids this pitfall as f* is evidently truly independent of
x as the original variable is eliminiated through the supremum operation, and is, on the other

hand, more general as it does not require any differentiability of f.
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If f is strictly convex and smooth, one can easily establish a link between the two approaches
though. In fact, under this assumption, the supremum in (5.15) will be taking in a single point

. . . . o * * 9
x, which is characterized through the Euler-Lagrange equation %(x T - f(x)) =x* - a—ﬁ(x) =0,
i.e. the relation z* = % above. The subtle but important difference in interpretation here is that

this does not define z* - which is given - as a function of x, but rather the point x realizing the
supremum as an implicit function of x*. A more proper way of writing (5.22) would therefore
be as

@) =atw(@”) - f(a(z)),
which is then obviously a function of z* alone. Assuming the dependence of x on =™ is in addition
differentiable, g satisfies

=x(z¥) + (x* - d—(w(x*))) .

df” /
dx

dx*

dx
dz*’

As the last term drops out due to x(z*) satisfying z* = % (Jc(x*)), one thus recovers the previous
relation z(z*) = gi:, now as an explicit relation in terms of f*.
Similarly, assuming that f* is also strictly convex and smooth, the supremum in (5.17) will also

be achieved in a single point 2, whose Euler-Lagrange equation is given by (note x is again just

an arbitrary given slope here) 02* (z*z- f*(m*)) =x- gii (x*) =0, which then defines z* as an
implicit function of x. Using this and the fact that under the given assumptions f** = f, one has

f(x) = f*(2) = 2*(z)x - f*(2*(z)), and, if the mapping = ~ z* () is actually differentiable,

%(z) =x*(x) + (x - i;i (x*(x)))% The last term again drops out by the definition of z*(z),

i.e. one recovers the formula z*(x) = %(z).

This type of differential relation can be substantially generalized to situations where f in-
volving less smoothness® This requires replacing the classical derivative of f with an appropriate
generalized notion of differentiability, which, in the convex (resp. concave) setting is given by
the following

Definition 5. (Subdifferential)
Let f: X — (—o0,+00]. f is said to be subdifferentiable (in the sense of convex analysis) at a
point z in X if f(z) is finite and there is some z* in X* such that the relation

fy) 2 f(x)+(a",y - x) (5.23)

holds for all y € X, i.e. if the hyperplane (a:, (z*, J;)) in X xR with slope z* passing through the
point (x,f(a:)) lies below the graph of f. The set of all (if any) such slopes at a given point x
is called the (convex) subdifferential 0f of f at z. If f(x) is not finite, Jf is defined to be
empty, i.e.

Of(x) = %) if f(x) is not finite ,

(@)= {z* e X*: f(y) > f(z)+(z*,y-z) Vye X} else,

and f is thus subdifferentiable at z iff 9f(z) + @.

Similarly, the concave subdifferential 8" f of f is obtained by reversing the sign of the inequal-
ity in Equation (5.23), and therefore corresponds to the slopes of all hyperplanes lying above the
graph of f and passing through (a:, f(x))

For convex functions, an important relation with the more basic notion of Gateaux-differentiability
is given by the following

8Even though it is well-known that the convexity itself actually does imply a certain degree of regularity, at
least within the interior of the domain of f.
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Proposition 1. (Subdifferentiability and Gdteaua-differentiability, prop. 1.5.8 [26])
Let f : X - (—o0,+00] be conver. If f is Gateauz-differentiable at x, it is subdifferentiable
at x. Conversely, if f is continuous and finite at © and has only one subgradient, then f is
Gateauz-differentiable at x. In both cases, the relation Of(x) = {f'(x)} holds.

With this definition at hand, the generalization of the relation x* = % above is contained in
the following

Proposition 2. (see e.g. prop. 5.1. [26])
Let f be a function of X - (—oo0,+00] and f* its conjugate, and further assume that f is not
identically equal to +oo. Then z* € Of(x) iff

flx)+ fr (") = (a*,x). (5.24)

Proof. Assume that (5.24) holds. The first - somewhat technical - observation is that this implies
that both f(x) and f*(2*) are finite. In fact, as (x*, x) is always finite? and f has by assumption
at least one point where it is finite, f* is never equal to —oo. The sum of f(z) and f*(«*) being
finite and opposite infinities not being possible, both need to be finite. If the relation (5.24)
holds, the hyperplane (a:,—f*(x*) +(z*,y)) passes through (J;,f(x)) (i.e. is exact at x). As
Equation (5.24) together with the inequality (5.16) imply that x in fact realizes the supremum
in the definition of f*, it holds that, for any y € X, f*(z*) = (z*,z) - f(z) > (z*,y) - f(y), and
thus by rearrangement both f(y) > —f*(z*) + (z*,y) Yy € X (i.e. the graph of f lies entirely
above this hyperplane) and f(y) > f(z) + («*,y — ) Vy € X (i.e. the defining inequality (5.23)
for a subgradient holds).

Conversely, if x* € df(x), by the same inequality (5.24), one has (x*,x) - f(x) > (z*,y) - f(y)
for all y € X. Taking the supremum over y shows that

(2%, 2) - f(z) = zg}g{(m*,y) - )} =1").

O

Despite the suggestive arrangement of the duality relation (5.24), it is not quite symmetric
in f and f*, as f* is the transform of f, but f need not be the one of f* unless the inversion
formula (5.17) holds. In fact, applying Proposition 2 starting from f* instead of f a priori only
shows that

xedf (a¥) <= fr(a*)+ 7 (x) = (z7, x). (5.25)

Whether or not a “symmetric” version of Proposition 2 holds thus clearly depends on the relation
between f and f**. This is clarified in the following

Proposition 3. (Cor. 5.2 [26], Prop. 2.118 [14])
Let f: X — (—00,+00] be a (possibly non-convez) function. Then the following holds:

1. If x* € 0f (x), then x € Of*(z*).
2. If f is subdifferentiable at x, then f**(x) = f(x).

3. If f*(z) = f(x), then Of (x) = 0f**(x) (which is empty if both are equal to £oo) and the
stronger statement

x* edf(z) < f(x)+ [ (z") = (2%, 2) <>z e df*(z7), (5.26)

i.e. the statement of 5.24 togehter with its “dual” (instead of 1), holds. In addition, if the
common value f**(x) = f*(x) is finite, the variational characterizations

Of (z) = argmax . x«{{z*, z) - f (")} (5.27)

9By assumption, z* € X* and is thus a continuous linear functional.
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and
Of*(27) = argmax,.x {{z", z) - f(x)}. (5.28)
hold for the subgradients of f and f*.

Proof. The proof is mostly a variation of the arguments in the proof of Proposition 2 combined
with Lemma 3.

As shown above, z* € df(x) iff Equation (5.24) holds, in which case f(x*) is necessarily finite,
and the hyperplane — f(z)+(x*, z) is exact for f* at 2*. That the graph of f*(z*) lies above this
hyperplane now follows from Equation (5.16) since (x*,z) - f(x) < f*(z*) holds for all z* € X*.
As to the second point, if df # @, by Prop. 2, there exists some z* € X* such that

(@) = (2% 2) = 17 (27) < sup{(a®,w) = [ (2")} = /7" (=),

whereas the reverse equality always holds by Lemma 3. Finally, as z* € df(z) iff f(z) =
(z*,2) = f*(z*) and x* € Of** (x) iff f**(x) = (x*, ) - f*(z*), f(z) = f**(x) finite implies that
both conditions necessarily hold at the same time. Due to the equality of f(x) and f**(x) as
well as 0f(x) and 0 f**(z), Equation (5.26) follows directly from Proposition 2. As already seen
in the proof of this proposition, z* € df(x) iff  realizes the supremum in the definition of f*,
which, by the symmetry in the case above, happens iff 2 € 9f*(x), which in turn happens iff 2*
realizes the supremum in the definition of f**(x) = f(x). O

Remark 25. Note that, more generally, if, for some x € X, the value f**(x*) is finite, then the
variational characterization

Of " (x) = argmax .oy {(27, ) = f7(27)}

holds for the (potentially empty) subgradient of f** at @ based on considering the duality
between f** and f*** = f* (which always holds)!°. If f**(x) # f(x), there is a priori no need for
their subgradients to coincide, and the implication z € 9 f*(xz*) = 2* € df(x) need not hold as,
by Equation (5.25), the hyperplane (m,—f*(x*) + (x*,:c)) is exact at f**(x), but not at f(z).
In fact, as f** is the pointwise supremum of all affine functions lying below the graph of f, the
subgradient 0f(x) has to be empty at such points. Otherwise any subgradient would be based
by definition on such an affine function which in addition passes through (x, f (x)), therefore
precluding f**(z) < f(x). o

A particularly important example for a non-smooth situation where full duality holds in the
optimization setting is given by the indicator function of a nonempty closed convex subset K,

0 rekK,
+o0o else.

Ig(z) = {
This can be shown to be a convex, lower semicontinuous function due to the assumptions on K.
As the supremum defining the Legendre-transform is always equal to —oo if x ¢ K, it is easy to
see that

I (2") = §g£{<x*,w)} =Tlx(z"),

where, for any subset S of R"™, the function IIg(z*) := sup,.q{{z*, )} is the so-called support
function of the set S. By the basic properties of the Legendre-transform, Il is again a convex
lower semicontinous function if K is closed an convex, and, from Thm. 5, IT} (z) = Ix(x). The

10Note that the proof of this statement in [14] is slightly misleading, as applying their eq. 2.229 with f* instaed
of f** replacing f would only imply the equivalences (5.25) instead of the equivalence with z* € 9f**(x).
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subgradient of I is emtpy whenever x ¢ K (as the value of Ik is not finite there), and, directly
applying the condition (5.23) as the set of all * € X* such that

IK(;E):O (x*ay - Z)

I (y) 2 I (2) + (2", y — x)
Since this inequality is trivially satisfied for y ¢ K as Ik (y) = +o0, the only relevant condition to
check is what happens if y € K (and thus Ix(y) = 0), and the subgradient is thus given by all z*
such that 0 > (z*,y—z) for all y € K. This situation can be summarized by defining the normal
cone to K at an arbitrary x as

{z*e X" (z*,2-y)20Vye K} xekK,

Nk (z) = {@ (5.29)

else,

with which one has 01k (z) = Ng(z). Based on Prop. 2, any of the subgradients of IIx (z*) is
characterized by the equality Ir(z) + g (z*) = (2%, ), i.e. sup,cx{{z",y)} = (z*,2) - Ik ().
If z ¢ K, the right-hand side equals —oco, and as K is nonempty this equality cannot hold. All
potential subgradients thus have to lie in K. If z € K, the indicator-function drops out, and the
subgradient of ITx at * is given by the set of all x such that sup . {(z*,y)} = (z*,2), i.e. in
accordance with Equation (5.28) as Olli (z*) = argmax ;- {{z*,z)} and therefore the vector(s)
in K furthest away from the origin “along” x*.

Remark 26. Note that the first conclusion is in principle another very efficient way of obtaining
the first-order necessary (and sufficient) conditions for convex constrained optimization problems
and that the supremum in the definition of the primal function Lp(x) = supy(x u)uso01 L(2, A, 1)
in Equation (5.6) has precisely the same effect as adding the indicator function for the admissible
set to f.

In fact, it is easy to see that that the necessary and sufficient condition for a convex minimization
problem is given by 0 € 9f(z), since this means that there is a horizontal “plane” passing
everywhere below (in the sense of <) the graph and touching it at the point z, and = therefore
has to be a minimizer (see the horizontal line in Figure 5.1). If f is smooth on K, one has'!
O(f +Ix)(z) = {f'(x)} + Ok, and requiring that O lie in this set therefore shows that for any
minimizer on must have - f'(x) € Ng(z).

Neverthelees, the Lagrangian formulation, while more susceptible to failure unless a constraint
qualification condition is satsified, has the major advantage of directly delivering a “good guess”
of what the normal cone looks like based on an algebraic characterization of the constraint set,
whereas this question is left open in the characterization of the normal cone in Equation (5.29)2.
Some further links between the two approaches will be summarized in the next section. o

1 Note that the equality d(f1 + f2) = df1 + Of2 is not generally true but holds under some mild regularity
condition of f, see e.g. [26] or [20].

121t should be kept in mind that, similar to Remark 6, the normal cone is the actually relevant set, which can
often - but not always - be characterized using the gradient of the functions defining the constraint.
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Part 111

Applications

44



The phasefield method is primarily an approach used for the modeling and simulation of
phase transformations within the material sciences. In particular, it has been and continues to
be heavily employed as a tool to gain a deeper understanding of the effects of different process
conditions on the resulting microstructure during solidification processes. Additional - somewhat
more recent - applications include the study of the evolution of purely solid microstructures when
e.g. subjected to varying external loads or, more simply, during an aging process.

While many of the earlier phasefield models were already able to provide a qualitative un-
derstanding of the evolution of microstructures, it was soon realized that there are some serious
practical difficulties when trying to obtain more quantitative insights. These are primarily due
to the very idea underlying the phasefield method in combination with limited computational
resources.

One the one hand, the lengthscale ¢, associated with a physical interface region between two
different phases is usually several orders of magnitude smaller than the lengthscale L associated
with the microstructure itself. Even though this make the volume of the interfaces essentially
negligeable, these are nevertheless regions associated with a high energy density due to the mis-
match in the atomic arrangement between the materials on both sides. This energy contribution
can therefore normally not be neglected but can, at the scale L of the microstructure, be in a good
approximation be associated with a surface energy density v on the “almost” two-dimensional
interface. The major advantage of this approximation is that the total energy (resp. entropy) of
the microstructure can then be described in terms of volumetric contributions from the various
pure phases in terms of their bulk-properties and the effective surface energy densities v hiding
the highly complex physics within the true interfaces. In addition, being an effective macroscopic
property, these surface energy densities may in particular be experimentally accessible and can
therefore serve as input for numerical models for the evolution of the microstructure.

On the other hand, numerically modeling the evolution of a problem defined by moving (sharp)
interfaces is quite challenging. The core of the phasefield method when applied to such a sit-
uation lies in “partially undoing” this sharp interface limit by reintroducing a small but finite
transition region of width ~ € between the various phases. Given that the phasefield functional
can be based on the measured effective (macroscopic) surface energy densities v, one has the
great advantage that it is neither necessary for this artifical length scale € to match with the
actual width €, of the physical interface, nor to include a complex microscopic model for this
transition region.

Nevertheless, € can of course not be chosen arbitrarily large as it needs to be sufficiently small
in order for the phasefield functional to provide an accurate approximation of the energy associ-
ated with the sharp interface setting. As the convergence of the “pure” phasefield functional to
the surface energy basically relies on the phasefield profile within the interface converging to the
classical one-dimensional steady-state profiles (see Section 6.2.2), in combination with additional
driving forces arising in the coupled models'?, this essentially imposes at least three restrictions.
The first one is purely geometrical and requires for the interface width to be significantly smaller
than the (smallest) radius of curvature. Otherwise, the “tangential” derivatives of the phasefield
(w.r.t. to an assumed sharp interface surface lying e.g. at the 0.5 isoline) may become compete-
tive with the “normal” ones as one moves away from this line, thus leading to a distorted profile.
The second and third are somewhat related and dependend upon the additional energetic con-
tributions and their associated driving forces. On the one hand, even in the absence of any
curvature, it is usually necessary for the interface width to be significantly smaller than the total
length scale of the problem as otherwise the contribution of the - a priori to a degree arbitrary
- interpolation of the given bulk energy densities within the interface region can make up a sig-
nificant part of the total energy and thus lead to a large distortion of the energetics unless the

13The same issue arises can even arise in the absence of additional energetic contributions in the pure phasefield
case due to additional constraints such as a volume constraint.
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interpolated energy happens to coincide very closely with the “true” energy.

On the other hand, it is also necessary for the strength of the pure phasefield terms (i.e. the
ones arising from a and w) to be locally significantly larger than these additional driving forces
in order to avoid an excessive deformation of the interface profile.

Which of the three constraints on € is more restrictive clearly depends upon the particular prob-
lem. The most obvious idea for avoiding any such issues is of course to simply choose a smaller
interface width e as compared to the size of the microstructure. It is clear that if one does so
using a given grid-spacing, a reduction in € will entail higher numerical errors in resolving the
transition of the phasefield within the increasingly narrow interfaces. Even though this procedure
is free of any computational cost (and will actually usually even decrease it) as it amounts to
simply reducing a parameter and will improve the approximation at a continuous level, the nu-
mercial difficulties will at some point overshadow this improvement. Once this point is reached,
the only viable alternative is then an increase of the resolution, which, unlike the modficiation of
€, will always entail an increase in the computational effort. Finding the “sweet spot” for a given
problem, i.e. the point where the most accurate results are - due to a good balance between
numerical and continuous (in terms of €) approximation errors - obtained for a given cost is a
fairly difficult problem, which also depends heavily on the interplay of various practical factors.
Some of these as well as their interplay with some of the numerical difficulties will be discussed
in Chapter 6, with a strong focus on an obstacle-potential based setting.

In contrast to these primarily numerical factors, the way any additional energy contributions
f(@,c,T,...) affect the precision of the results for a given € can often be influenced quite heavily
by the particular manner they are modeled within the interface region. Since easing the restric-
tion on the numerical interface width can lead to a significant decrease of the required resolution
and therefore the necessary computational effort, this has been the subject of a fairly extensive
research effort over the past decades and will be the primary focus of Chapter 7.
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Chapter 6

Pure Phasefield Problems

The decisive role of the phasefield method within a modeling context is its ability to represent
effects associated with surface energies (or entropies). Two very useful properties in this respect
are that (at least when approaching the sharp-interface limit) this ability has relatively little
to do with the presence of additional energetic contributions provided these are well-behaved
as € » 0, and that these additional influences can be included by simply “adding” them to the
essential gradient energy density and bulk-potential contributions. While this statement needs
to be put into perspective as it is in practice often necessary to use artifically enlarged interfaces
due to limited computational resources', it explains the basic additive structure with respect to
the driving forces underlying the common phasefield modeling approach. In addition, it high-
lights the crucial importance of these “standard” phasefield contributions in general.

Before discussing the more complex multiphysics problems alluded to in Chapter 3, it is there-
fore instructive to first consider the simpler setting in which the phasefield variable is the only
unknown. On the one hand, this will serve to introduce some more details on the particular
phasefield model used in this thesis. On the other hand, while coupling the phasefield and other
fields - even those governed by more “classical” equations which are better understood at both
a theoretical and numerical level - can often lead to additional challenges by itself, there is also
a number of relatively generic challenges associated with phasefield-type problems, in particular
from a numerical point of view. Two of these - related with the bound-constraints in the obstacle
case - will be discussed in more detail in this chapter.

Remark 27. The “pure” phasefield-setting in this chapter is chosen primarily due to its simplic-
ity and since there is no point in adding any additional complexity through couplings for the
discussion below. Nevertheless, the minimization of surface energy is an interesting phenomenon
by itself, and there is in fact a number of relevant applications which can be modeled using the
phasefield variable alone. Two particularly interesting ones are the equilibrium shape of droplets
on substrates or fibers, for which the interested reader is referred to e.g. [9] and [1]. o

Remark 28. A sizeable part of the research focus in the phasefield community in the last decades
has been oriented towards improving the accuracy of phasefield methods despite the practical
need for artificially enlarged interfaces (often in terms of thin interface limits), in particular
for coupled multiphysics problems. This can often be achieved through an improved modeling
of the precise form of additional energy contributions within the interfacial regions (two such
examples will be considered in Sections 7.1 and 7.2). Even though this can lead to a quite
complex description, this added complexity has very little direct influence on the discussions in
this chapter. o

1Using a small but finite interface width will generally lead to deviations from the desired sharp-interface
limits. These are often related with the problem of excess energies and/or high Cahn-numbers (the ratio of
the interface width to the “radius” or, in the non-circular case, a measure thereof).
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Remark 29. There are also applications where the phasefield method is not primarily used
due to its ability to capture effects associated with surface energies, but instead as a purely
numerical tool with the main purpose of replacing a physical problem involving sharp interfaces
(whether moving or not) with a diffuse approximation thereof. This includes in particular models
where the surface-minimizing property of the standard phasefield model is eliminated through an
appropriately chosen “counter-term” with the purpose of obtaining a method implicitly tracking
sharp interface motions (see e.g. [72], [67] and the references therein for some background and
applications). Even though this can be of obvious interest from a numerical point of view, as
it in principle allows for working on fixed grids (in particular simple Cartesian ones) even in
the presence of complex and potentially moving interface, such problems will not be considered
here. o

Section 6.1 will first provide a quick outline of the basic variational framework in the multi-

phase case, corresponding essentially to a simplified version of the one in [52] underlying most
the work in this thesis to a pure phasefield setting. Before returning to this more complex case in
Section 6.3, the discussion in Section 6.2 will again focus on the simplest possible setting consist-
ing of a reduced (i.e. expressed solely in terms of a single phasefield ¢) two-phase version of this
general setting. After introducing some standard background and results, the main focus of this
section will be a relatively detailed analysis of the impact of the 0-1-bounds on the phasefield
values in the discrete case as one of the central “ingredients” of the basic phasefield model in
the obstacle case. More precisely, a discrete equivalent of the basic analytical one-dimensional
phasefield profile (corresponding to an indisturbed flat interface) and the associated energetics
will be derived for the case of the obstacle potential. One the one hand, this allows for a very
simple interpretation of some commonly observed effects (such as the discrete gradient energy
always being larger than the continuous one). On the other hand, the resulting expressions can
conveniently be expanded in terms of the discretization parameter Az, from which a number
of interesting facts can simply be “read off”. In particular, even though the discrete interface
width is only first-order accurate (and always more narrow than the continuous one), both the
energetics and the discrete profile itself are second-order convergent.
Some additional issues related to the multiphase setting will then be discussed in Section 6.3.
Subsection 6.3.1 will first recall the basic equations to be fulfilled and different choices for the dy-
namics. This is followed in Subsection 6.3.3 by a discussion of some numerical and algorithmical
aspects arising when dealing with multiphase problems.

Remark 30. Parts of this chapter consist of elementary background for the phasefield equation.
It was nevertheless chosen to introduce this background here instead of the actual background
part since it is on the one hand mostly directly relevant for the discussion of the main points and
on the other hand, explicitly being based on the phasefield equation itself, considerably more
specific than the relatively general and consequently abstract previous considerations.

The intention is also not to provide a full discussion of general phasefield problems (which, in
particular in the multiphase case, would be a very complex and difficult task), but simply to recall
some elementary facts before focusing on some particular but quite relevant topics encountered
when using an obstacle potential. o

6.1 The Basic Phasefield Functional

The key idea underlying the phasefield method for multiphase problems is essentially the same
as the one already outlined for the simpler two-phase setting in section 2 and consist in the use of
a vectorial order parameter ¢ = (¢%)1<a<n, With each ¢ providing a smooth approximation
of the characteristic function of the given phase, i.e. with ¢* = 0 indicating that one is outside
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the phase and ¢® = 1 indicating that one is within the phase?. The requirement for a smooth
transition between these two cases enforces the existence of a transition region or interface
region whenever two or more phases meet, i.e. mixed regions where several phases are considered
to coexist. Within the coexistence regions, it is quite natural to interpret ¢® as representing
the individual phase or volume fractions, and thus to impose the sum condition 2§=1 ¢*=1.In
addition, it may be desirable or even necessary to, as in the two-phase case, impose the additional
restriction 0 < ¢® < 1 on the phase fractions, i.e. to restrict the phasefield values to lie within
the N-dimensional Gibbs-simplex

gSN:Z{Vn[o,uN:{m]RN:§¢“:1,os¢“g1v@}, (6.1)

a=1

where Y&V denotes the hyperplane of all N-dimensional vectors whose entries sum up to 1.

Remark 31. Note that the conditions in (6.1) are partially redundant as 0 < ¢“ Ya and the
sum-constraint automatically imply that ¢* =1-3% 5., #? <1 Ya. As this redundancy can some-
times lead to unnecessary complications - in particular when investigating Lagrange-multipliers
associated with the constraints - it is therefore often convenient to use the equivalent but simpler
description of QSN through3

N
GSN =2V ARY ={peRV: Y ¢* =1, 0<¢” Va}. (6.2)

a=1
<

While there are often additional difficulties in the modeling of the physics within these coex-
istence regions, they are also the basis for the approximation of the surface energies (or, in other
settings e.g. the entropy) through a volume integral

[ a6, 98) + ~u($) da (6.3)

Q

over the entire (fixed) domain. This is in contrast to the “sharp-interface” representation where
this modeling is not necessary, but the surface energy needs to be evaluated in terms of surface
integrals over surfaces whose position in time is usually an unknown to be determined as a part
of the problem to be solved. In Equation (6.3), @ and w are generalizations of the gradient energy
density and bulk potential to the multiphase case, whose role within a variational framework
is the same as in the simpler two-phase case, namely a penalizes gradients (indicated by the
additional V¢-argument) while w penalizes values deviating from the bulk-values 0 and 1, and
€ is a parameter for controlling their relative strenghts and thus the resulting interface width.

In order for the integral in Equation (6.3) to provide the desired smooth approximation of the
surface energy (or entropy) in a multiphase problem, a and w still need to be chosen in an
appropriate manner. As, even for multiphase problems, the surface energies in the sharp inter-
face setting are associated with the interfaces between just two coexisting neighboring regions
(with regions where more than two phases meet making up lower-dimensional objects such as
lines or points), it is quite natural that the multiphase generalizations are usually based upon
various modifications of a simple summation procedure over two-phase interactions, such that,
in an idealized situation consisting of flat two-phase interphases alone, one would recover the
known results from that simpler setting. This approach still leaves a large degree of flexibility

2Note that in the two-phase setting, where it suffices to use a single order paramter, other choices such as +1
or 1 for indicating one or the other phase are also popular. While one could in principle also use other values
than 0 and 1 in the multiphase case, this choice turns out to be a particularly convenient one.

3Here it is important to maintain the lower bound 0 instead of the upper one as soon as N > 3. For example,
the vector ¢ = (-0.2,0.6,0.6)T would satisfy both the sum-constraint and ¢* < 1 Va.
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in constructing particular functionals, which primarily differ in their treatment of triple- and
multiphase regions. Combined with the additional degree of freedom in the precise form of the
postulated phasefield dynamics - even if based on a gradient type flow - this has lead to a variety
of different phasefield models, each with their own advantages and disadvantages.

The one primarily used in this thesis - and the current default within the Pace3D-framework
- is based on the formulation originally introduced in [52] and [71] within an entropy framework
for solidification problems. Considering for simplicity the corresponding energy formulation, the
gradient energy density in the isotropic case is defined by

(0. Ve) = 3 7*1a* (¢, Vo)L, (6.4)

B>a

with the generalized antisymmetric gradient vectors
q*(¢,V¢) = Ve’ - ¢ v (6.5)

This amounts to a summation over energy contributions stemming from two-phase interactions
in terms of the respective v and ¢“? corresponding to each a-S-pairing.

Extensions to anisotropic gradient energy densities can then be obtained in much the same way
as in the two-phase case by setting

a(p, V) = Bz A (P = ﬁz 18 (a*%)* (q*%)|g"* (¢, V) (6.6)

and a prefactor a®® homogeneous of degree 0 and thus depending only on the orientation of g*?,
but not its norm (i.e. is a function of the normal vector n®” = \Z%fﬂ only).

Remark 32. Note that, while sometimes convenient as it makes the desired quadratic dependence
of a on the norm of the gradient vectors easily visible, the definition of the prefactors as a function
of the direction only leads to some tricky issues when the norm of g®? approches zero as this
leaves the normal direction - and thus the a®? - undefined unless a®? does not actually depend
on the direction, i.e. unless the gradient energy density is isotropic.

This does not entail any issues in terms of the “total” a-function or the A%?, since both a and
AP
oq*P

2 resp. 1 in ¢*? ) regardless of the direction along which one approaches this point, but poses a
problem when trying to work with the a®® themselves as in [75]. o

£—Z5 (resp. A*? and ) will converge to zero with |g®’| - 0 (being homogeneous of degree

As outlined above, a generalized w-formulation could be obtained by introducing an addi-
tional summation into the two-phase formulation, i.e. by setting

Wi (@) = 962 P (6%)2(47)?

in the well-case resp.

Bno() = 75 2 767"
T B>a
in the obstacle-case. Unfortunately, using this simple extension, there is a tendency towards
the appearence of additional phases throughout the entire interface region, and in particular
also in regions that one would naturally want to consist of just the two phases corresponding to
neighboring bulk regions. For this reason, an additional penalty term is used in [52] to associate
an additional cost with the presence of more than two phases by setting

winw(9) =9 30 1 (M) (672 + 3 A (67)%(¢7)?(¢)° (6.7)

a<f a<fB<d
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resp.

Wino(®) = =5 2,107+ 3 167", (6.8)
Q0 a<f3 a<f<d
The penalty parameters v*?% are thus used to add an additional energy contribution over triple-
phase interactions with an analogous form as the previous two-phase energy contributions.

Remark 33. Note that within a pure two-phase a-f region with ¢® = 1 — ¢, ¢®” reduces to
—-Vo® = V¢?, ie. the gradient energy distribution in such regions reduces precisely to the same
form as in the basic two-phase case. Similarly, as all triple-phase terms vanish within two-phase
regions and the summation over the two-phase pairings is based on the expressions obtained by
replacing ¢ and 1 - ¢ with ¢ resp. ¢? (or vice versa) in the two-phase case, w will also reduce
to the desired form. o

Remark 34. There are of course many conceivable ways of generalizing the gradient energy
density a(V¢) from the two-phase setting to the multiphase case. The construction used above
as a summation over two-phase interactions can be motivated by the observation that the surface
energy densities 7*? correspond to energies between pairings of phases. In addition, in the
anisotropic case, the surface energy associated with an interface only depends on the orientation
between the adjacent phases and not the absolute orientation of either one of them. This is
closely related to another somewhat delicate issue within multiphase regions, namvetlby that of

defining appropriate “normal vectors” and angles between phases (the choice n = w4l being a

fairly obvious one in the two-phase case).

While the choice n® = i% is still a natural one for the normal vector associated with the
phase « “as a whole”, the a priori intuitive choice of defining the orientation between two phases
based directly on two such normals may not necessarily lead to the best results. Considering the
simple sharp interface example of three straight interfaces meeting in a triple point, it is clear
that the angle between every pair of phases is well-defined and constant everywhere except at
a single singular point, at which all angles admit an obvious limit though. Within the diffuse
interface setting, this triple point is represented by an entire triple point region with small but
finite extension. It is clearly desirable with respect to this example for the definition of the
relative orientation between any two phases to remain as stable as possible upon the transition
from a two-phase to a three-phase (or, more generally, multiphase) region as this may otherwise
lead to non-negligeable deviations in the energetics unless the ratio of the interface width to
the domain size is chosen sufficiently small*. As the vectors —% of the individual phases will
generally follow a smooth transition from one (approximately) constant normal vector to the
other during the transition through the triple-point region, due to an increasing influence of the
respective third phase, this may be difficult to achieve based on these vectors themselves.

The choice of the generalized gradient vectors ¢g®? replacing the original V¢ corresponds to
B

one possible way of defining a better suited normal n®? = HZQ—BH between the individual phase
8 «
pairings, another popular choice being® n®” = % (see e.g. [61] and [74]). o

Assuming in line with the purpose of this chapter that any additional energetic contribution
are prescribed in the form of a simple weighted interpolation of given phase-specific contribu-
tions® f<, another question to be adressed is how the nonlinear interpolation functions” h(¢)

4Based on geometric considerations, one would expect the influence of these multiphase regions to decrease
very quickly with e. Whereas interfaces translate to regions with a volume ~ ¢, the volumetric contribution of
“edges” and “points” are expected to be roughly of the order ~ €2 resp. ~ €3. Nevertheless, these regions can also
be associated with high energy densities such as e.g. when modeling an elastic problem with corners and edges
where one expects singularities in the solution, making these estimates too optimistic.

5Note that the choice of sign here in the second case is such that it agrees with the one for ¢®# in two-phase
regions.

6Regarding the motivation of using f* here see remark 36.

"For the simplest linear case h(¢) = ¢ this is obvious.
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from the two-phase setting can be generalized while maintaining their principle properties.
Denoting the interpolation weights for the individual phases by h®(¢), the first such property
is that h¥(e”) = %P, i.e. the interpolation weights in a bulk-region should be one for the bulk
phase and zero for all other phases. A second desirable property is the monotonic increase of
h(¢) with ¢“. Finally, the interpolation weights should also satisfy the consistency condition
Yo h¥(¢) = 1, which is necessary to ensure that the interpolation of any property e which does
not in fact depend on the phases, f* = f Va, satisfies Y., f“h*(¢) = f.
A simple approach ensuring these properties under very basic conditions is the following (see e.g.
also [63]). It consists in taking any monotonically increasing (scalar) function® h(¢) satisfying
?L(O) =0 and ¥g iz(qﬁﬁ) >0 for ¥ #? =1 and defining the interpolation weights h®(¢) through
a normalization by 3

he(g) = ) (6.9)

Y5 h(¢P)

Remark 35. The third condition Y., h*(¢) = 1 is then satisfied by construction. Together with
h(0) = 0, this normalization automatically also guarantees that the bulk weights h®(e®) satisfy
h*(e*) = 1. That the second condition also holds for all ¢ in the Gibbs-simplex follows from a
simple direct calculation showing that

() _ (T MO MG TR | 5 h)
o (54h(67) (5067’

The denominator is obviously non-negative and h/(¢“) > 0 by monotonicity. Finally, the numer-
ator is also non-negative for 0 < ¢ <1 for all 3 # a due to the monotonicity condition together

with A(0) = 0, therefore showing that mg;(f) > 0. o

Combining the different components above, one obtains a phasefield functional of the form

F(9)= [ caldve) + Lu(@) + f(4)dz, (6.10)
Q

which is to be minimized under the relevant constraints on the phasefield ¢. Besides the (rel-
atively simple) local sum-constraint Zflv:l ¢“ =1 in the case of the multi-well potential or its
somewhat more complex counterpart in terms of the Gibbs-simplex GS™ in the multi-obstacle
case, a further quite common restriction (considered e.g. in [29]) is to fix the total volume

[Q % dx 2 Vo of one or several phases «.

Remark 36. Here, the choice of the letter f (resp. F) should not be assigned any deeper
physical or thermodynamic meaning. Since the functional in this particularly simple setting
has no dependence on any of the standard thermodynamic quantities, this is just a matter of

notational convenience here since this leads to a set of equations which is closer to the one in %52]
(where the - then actual free energy - enters the phasefield equation through the term —%%)
and the discussion in section 7.1 which also relies on the actual free energy. o

8Some popular examples in the two-phase setting will be listed in section 6.2.
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6.2 Two-Phase Problems

Before returning to the multi-phasefield model introduced in the previous section in some ad-
ditional detail, this section will first discuss a number of pure phasefield applications in a pure
two-phase setting. Interpreting the variables ¢! and ¢? as the phase fractions of the first and
second phase, it is natural to impose the constraint ¢! + ¢2 = 1 as a special case of the one in
Section 6.1. This implies that each phase fraction is known as soon as the other one is, such that
these problems can, as in the discussion in the introduction, be completely described in terms
of a single order parameter ¢ alone, taken here for definiteness as ¢ = ¢'.

It is clear that this leads to a number of significant simplifications as compared to the more gen-
eral multi-phasefield model from the outlined above. Firstly, this reduces the vectorial phasefield
equations to a single scalar one for ¢. Secondly - and this is partially related to the particular
phasefield model used here - the generalized gradient vector g'? reduces back to the (nega-
tive of) the basic gradient vector —V¢, i.e. unless the gradient energy density is anisotropic,
there is no nonlinearity in the “spatial” part of the functional. Thirdly, unless additional con-
straints are present, the representation of the admissible set becomes essentially trivial. As the
sum-constraint is already fully incorporated into the formulation, it simply drops out in the
double-well case, while the restriction to the Gibbs-simplex in the double-obstacle case reduces
to the box-constraint ¢(x) € [0,1].

Remark 37. Even though it may seem that the interest of the two-phase setting (as a particularly
simple special case of the more general multiphase-setting) is quite limited, this is somewhat
misleading. On the one hand, there are in fact a number of interesting applications of the
phasefield method (such as capillary rise problems and topology optimization problems) which,
while not a priori restricted to two phases, in practice often arise naturally in precisely this
setting. On the other hand, even though the simplifications above as compared to the multiphase
models are certainly significant, many of the essential challenges arising in the general case (high
resolution requirements due to the small length-scale €, lack of convexity, bound-constraints,
treatment of strong anisotropies, ...) are actually inherited - though possibly in an exacerbated
fashion - from the ones in the two-phase case®. o

The problems to be considered in this section will, similar to Section 3, be based on slight
variations of the functional

1
Fo(9) = [ ca(vo) + ~w(®) + f(0)da, (6.11)
Q
or, with @ in the simplest case given by a(V¢) = v|V¢|?, its isotropic version
1
Fo(9) = [ elvel + <uw(9) + f(9) da. (612)
Q
The bulk potential may be either given by the double well potential
waw(9) = 976°(1 - ¢)? (6.13)
or the double obstacle potential
Wop (@) = wop (@) + 110,11(0), (6.14)
where 16
wob((b) = ;’Y(b(l - ¢)7 (615)

9 A notable exception here is given by the triple-phase terms in the bulk potential w, which, depending on the
size of the penalty parameters, may lead to an additional stiffness in the equations absent in the presence of only
two phases.
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is the smooth part of the obstacle potential and 1 ;7 is the indicator function

1[0,1](¢):{0 0<osl,

+o0 ,else.

of the interval [0,1], whose role it is to maintain the phasefield values within the interval [0,1].
Alternatively, one can also impose this restiction directly in terms of an additional constraint
0 < ¢ <1, and, since 1[g 1] vanishes for all such values, work with the smooth part w(¢) only
instead of Wep(o).

Remark 38. Whereas the restriction of the ¢-values to lie within [0, 1] is a necessity when using
Wep, in the case of the double-well potential one may or may not choose to impose this additional
constraint. As these bounds entail some notable complications in the solution of the resulting
phasefield problems below, which would only seem to be counterbalanced by large “pure” bulk
regions (i.e. regions with ¢ = 0 or ¢ = 1) when using double obstacle potential, this possibility
will not further be considered here!?. o

In the simplest cases, f(¢) is given by an interpolation

F(0) = Afn(9) = (f' = F)h(9), (6.16)

describing the energy difference Af = f! — f? associated with transforming from the first to
the second phase. h(¢) is some appropriate interpolation function, whose choice provides some
additional freedom in modeling the energy contributions within two-phase regions.

Classical choices’! (see e.g. [52]) together with their derivatives are shown in Table 6.2.
Unlike hg, for which the contribution of the f* for each phase are directly proportional to the
phase fractions, the energy contributions for the other two functions remain closer to that of the
predominant phase, with a steeper transition around ¢ = i and therefore a sharper transition

2
region in an energetic sense than the phasefield variable itself.

| h(¢) | W(9) | h"(¢)
ho ¢ 1 0
hq ¢*(3-29) 6¢(1 - ¢) 6-12¢

ha | ha(¢) = ¢°(64° - 15¢ + 10) | 30¢*(1 - ¢)* | 60¢(1 - ¢)(1-2¢)

6.2.1 The Steady-State and Dynamic Phasefield Equations

From the functional F. above and using the appropriate version of the functional derivative

55];‘ = % -V (35;), it is now seeminlgy straightforward to (re)derive the first-order necessary

conditions to be satisfied by any potential minimizer ¢ of F. and, based upon the postulate of
a gradient flow and under some additional assumptions, their “dynamic” version.

At least in the obstacle case, there is an additional constraint in terms of ¢ € [0, 1] though. From
this and the discussion in Section 4.3 one expects the appearence of two additional multipliers in
the resulting phasefield equation. Even though these do have a very fundamental impact, they
are often simply left out in the more applied literature.

10For coupled problems though, allowing negative ¢-values in combination with simple interpolation schemes
for the material properties (e.g. weighing the material properties by the ¢-values of the respective phase) may
lead to very serious issues such as e.g. negative diffusivities or stiffnesses. One way of of dealing with this is
of course to simply add the bound-constraints on the phasefield variable. Another one - avoiding the additional
complications this constraint entails - is to modify the basic interpolation schemes outside the range [0, 1] such
as to ensure physically valid values of the interpolated quantities.

1n relation with the variational approach, it should be noted that H'(Q) — L9 with 1 < ¢ < oo if n = 2 and
1<g<6if n =3, ie. integrability is ensured without knowing a priori whether ¢ is particularly well-behaved or
not.
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Remark 39. This may partly be due to the fact that their action can in principle be “hidden”
behind an appropriate projection operator'?, but the practical usefulness of this approach is
highly problem-dependent. While this can be very convenient, in particular when using an
explicit time-stepping scheme involving a purely local projection operations, this need not be
the case anymore when using other time-discretizations or if one adds additional constraints (see
e.g. Remark 42).

o

Since analyzing the impact of box-constraint is - at least at a purely formal level disregarding
regularity issues and the precise meaning of this constraint'® - mostly basic, it therefore seems
worthwhile to at least indicate the basic reasoning from which the resulting steady-state equations
and their complete form can in principle be derived. To keep the discussion as simple as possible,
it will in addition be assumed that a(V¢) = v|V¢|?, i.e. that the phasefield energy is isotropic!4.
Taking the directional derivative of the phasefield functional F, leads to the first-order necessary
condition

1
FUoi) = [ 29690 T+ —u (@) + [ () da 20,
Q
or, assuming sufficient regularity, an immediate integration by parts modifies this into

Flo) = [ 2165y ds+ [ (-2 o+ 1uf(9) + £/(6))v dw 20
o Q

for all admissible directions . At this point, there is now a strong difference between the
(unconstrained when expressed in the reduced form) double-well case and the double-obstacle
one. In the former case, 1 is (up to some regularity requirements due to the underlying function
space) essentially arbitrary. Since in particular both 1 and —¢ are admissible as long as 1 is so,
one has both F.(¢;9) >0 and F.(¢;—¢) = -Fc(¢;9) >0, and thus

9
]—'E'(qb;w):[QVGa—deSJrf(—276A¢+%w’(¢)+f’(qb))z/}da::0 v e HY(Q).  (6.17)
o0 Q

From this it is, at least formally, quite easy to obtain a more explicit characterization of the
minimizer. First “testing” this equality with functions v vanishing on the boundary, one can
conclude that one must have —2vyeA ¢+ %w'(qﬁ) + f'(¢) =0 in Q for this to hold. Provided this is
the case, the volume integral vanishes in Equation (6.17), and by varying the boundary values
of 1, it then follows that g% will also have to be zero. In summary, one thus has to satisfy

—2veA ¢ + %w'(¢) +f(¢)=0 inQ, (6.18)
2 -0 on 09, '
or, in the general anisotropic case,
eV (25) + Lw'(9)+ [1(9) =0 i Q, (619)
g% =0 on Jf).

In contrast, when subject to the box-constraints, 1) and —1 are usually not both admissble
directions!'®, and even a formal argument requires a little more care.

12This topic will be discussed in some more detail in Section 6.3, where, even in the discrete and fully explicit
case, this projection can become somewhat more complex depending on the precise form of dynamics chosen.

130n a less formal level, dealing with an obstacle-type constraint is in fact a quite involved question. This
will not be discussed in any detail here, but some of the more relevant issues will nevertheless be pointed out in
Remark 40 below.

14This is mostly irrelevant, but avoids a tedious discussion for relating the signs of g—i and g—g

15Unlike for the double-well case without constraints or e.g. equality constraints such as the volume-constraints,
the admissible directions in combination with the inequality constraints do not form a linear space but a cone
(see Chapter 4.3 for a basic discussion).
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If ¢ is at least locally continuous and 0 < ¢ < 1 at some point inside the domain, there would,
by this continuity, exist some neighborhood on which ¢ would continue to satisfy this inequality
and one could thus take (a sufficient amount of) local variations ¢ for which both ¢ and -
would be admissible. From this one can deduce that

9y ¢+ %w’(qﬁ) FF(6)=0if0< <1,

If one instead has ¢ = 0 in some region, the only admissible variations ¢ will locally have to
satisfy (in the appropriate sense) ¥ > 0, from wich it then only follows that

pi=2ed 6+ 1wl (8) + £1(6) 20

Applying the same argument to those “regions” where ¢ = 1, it similarly follows that

—ut = —2veA + %w'((b) + f'(¢) <0.

As both p* and = are non-negative, these three conditions can be summarized to

1
~2veA ¢+ —w'(¢) + f/(¢) + 1" —p” =0 (6.20)
€
combined with the complementarity conditions

p (1-¢)=0 and p¢=0 (6.21)

enforcing that p* resp. p~ has to vanish unless the associated constraint is active, i.e. 1-¢ =0
or ¢ =0.

That this conclusion is not quite as simple as in the unconstrained case also leads to some
complications when trying to “focus” on the boundary. In fact, in contrast to the previous
argument, it does not follow that the volume integral simply drops out. Instead, using Equation
(6.20), one can only conclude that

Fl(o) = [ 2resluds+ [ (- u)pde 0
o0 Q

with p* > 0 together with the additional restrictions in Equation (6.21). This in principle also
makes the argument pertaining to the correct boundary conditions a little more complicated.
The simplest case is again the one if there is some neighborhood of the boundary where 0 < ¢ < 1,
as then both p* and p~ vanish in this region and one can additionally (locally) choose v freely,
leading, as before, to 373 =0. If in contrast ¢ = 0 or ¢ = 1 in some neighborhood of the boundary,
either p* or p~ need not (and in combination with w,, normally will not) vanish. Nevertheless,
since this means that one locally has a bulk-region, there is no need to pass through an indirect
argument using the test-functions as this implies through an obvious limit that V¢ = 0 on the
boundary and thus obviously also g—ﬁ =0.

What is tricky though is the case when the boundary is not locally in a bulk-region, but ¢ tends
to one of the critical values 0 or 1 as one approaches the boundary. Even though p* and u~
and therefore the volume-integral would locally vanish, one would face a sign restriction on the
variations of ¢ on the boundary'® and would thus a priori only be able to conclude that g—i >0

16Note that this does not follow from e.g. the constraint 0 < ¢ < 1 a.e. in Q by itself, since the boundary is a
set of measure zero. It is only in combination with the additional regularity - such as the one imposed through
the space H' () - that this as well as talking about the values of 1) on the boundary becomes meaningful.
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if ¢ - 0 resp. % <0 if ¢ - 1 as one approaches the boundary'”. A strict inequality in these
conclusions is in contradiction with the assumptions on the profile though, as this to first order
means that any point in the boundary with ¢ = 0 would have to be approached from below and
any point with ¢ = 1 from above. Combining all these observations, the first-order necessary
conditions can finally be summarized to

~27eA ¢+ cw'(§) + f'(¢) + " —p~ =0 in Q,
0<p<l, pw* 20, u*(1-¢)=0and p ¢=0, (6.22)
g% =0 on 0f),

respectively in the general potentially anisotropic case

v () + Ll () + (@) +pt =0 i

0<p<l, p*20, p*(1-¢)=0and p~¢=0. (6.23)
g—z =0 on 99,

Remark 40. It needs to be stressed that, while in principle consistent, the argument above is
purely formal. Making it rigorous requires quite a bit of additional work and raises a number of
- often also practically important - questions.

Besides the derivation itself, one central question is of course the sense in which the various quan-
tities and equations should be interpreted and is thus essentially a matter of function spaces. This
point is more delicate in problems involving obstacles than for other more “global” constraints or
unconstrained problems. In particular, whereas the solutions of many classical equations in the
applied physics based on a Laplace-type operator are known to be as regular as the data permits
(and in particular C'* in the interior of the domain if the right-hand side is so), the same is not
true for obstacle-type problems. In fact, even though both obstacles here are given by constants
(and are thus extremely regular), even the “optimal” unperturbed one-dimensional phasefield
profile has, as will be recalled in Remark 47, a jump in its second derivative upon crossing from
the bulk to an interface region. For this reason, it is clear that one should certainly not expect
for Equation (6.23) to hold in the classical sense.

An also in practice very important question is therefore whether it does at least hold in the
strong (a.e.) sense in e.g. L?(f2), or whether it has to be interpreted in an even weaker sense.
Even though ¢ € H' () does at least (the trace-operator being well-defined) ensure a “continuity
through hypersurfaces”, the same does not a priori hold for the gradient of ¢. On the one hand,
jumps in the gradient of ¢ would be expected to significantly increase numerical errors due to a
reduction in the convergence order of any standard numerical scheme. On the other hand, Equa-
tion (6.23) could then, through the second derivative in its first term, contain surface measures.
As both w' and any reasonably chosen f are bounded for 0 < ¢ < 1, this contribution could only
be counterbalanced by equally measure-valued multipliers p*. While this has no precise meaning
in the discrete case, any convergent numerical scheme relying (explicitly or implicitly) on these
multipliers would have to mimic this behavior as the discretization is refined. This requires for
the discrete counterpart of u* to locally tend to oo in some sense, and is thus highly likely to
cause additional numerical difficulties.

Fortunately, both theoretical predictions (see e.g. [28] for some regularity results for obstacle
problems) and computational practice!® indicate that this issue does usually not arise. Nev-
ertheless, the treatment of the transition region between the interface and the bulk remains a

17This is a technically somewhat difficult point as g—i need not be “intrinsically” defined on hypersurfaces as

¢ € HY(Q) by itself does not provide sufficient regularity for this. A simple example illustration of this in the
one-dimensional case will be discussed in Remark 46 (the interested reader is referred to [48] for a much more
general discussion of this topic). The central assumption made here is that u* are both integrable functions and
not measure-valued.

18In the sense that calculated phasefield profiles do indeed exhibit a behavior consistent with a continuous
transition of V¢ to 0 as one approaches the bulk.
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somewhat delicate point from a numerical point of view!®.

For some related discussion in the phasefield context, the reader is referred to e.g. [60]. More
general background within a more abstract setting (including e.g. also the question of the regu-
larity of free boundaries) can, among many other sources, be found in [43], [28], [37] and [6] and
the references therein. o
Remark 41. Tt should also be noted that, within the bulk-regions, if f'(0) = f/(1) =0, u* resp.
- are given by the constant value % as the only “active” term in Equation (6.23) is given by
the derivative of the bulk-potential w in 0 or 12°. In order to eliminate this dependence on e, it
can therefore sometimes be convenient (as in [60]) to simply rescale the multipliers by instead
using fi* := ep*, i.e. modifying Equation (6.23) to

T () Lt (9) + £/(9) + (i - 7) =0

subject to the same complementarity conditions as u*. o

Remark 42. If additional constraints are added, the situation also becomes much more involved
at a practical level, a very common and quite representative example being the volume-constraint
on the phases. Even though this is in principle quite simple at a theoretical level - the integral
constraint being very robust with respect to e.g. regularity issues and requiring only a very
low-dimensional multiplier - the phasefield equation now involves both a nonlinear but local
inequality constraint, and a linear but global constraint on the phasefield values.

This is in particular a difficulty for numerical schemes avoiding the use of multipliers through
a projection-based approach. While the projection operations associated with each constraint
separately are relatively straightforward to deal with (at least provided the outer algorithm can
make use of the strict locality of the box-constraint), the actually required projection would be
a both global and nonlinear one, leading to a very complex and expensive operation.

In practical terms, this can be dealt with in a quite satisfactory manner by instead satisfy-
ing a slight modification of the actual first-order necessary condition introducing an additional
modified driving force as in [53] (see also [29]). Through an additional simplification (in the
obstacle case), this can be turned into a quite notably more efficient algorithm based on purely
sequential operations. It should be kept in mind though that these modification are primarily
algorithmically motivated, and the solution thus corresponds to a (usually very accurate for the
time-stepping scheme actually used in [53]) approximation of the one minimizing the underlying
functional. o

In contrast to the conditions characterizing a minimizer of F, in the “steady-state” case above,
the dynamics of the problem are not directly implied by the functional and the constraints alone.
The standard approach in the Allen-Cahn case is that of a (potentially weighted) L?-gradient
flow, i.e. in the unconstrained case one posulates g—‘f ~ —%. Assuming for the proportionality
to be of the form 7e and combined with the expression for the gradient in Equation (6.19), one

obtains the dynamic counterpart

¢ Oa
—ev- (8V¢>

)- %w'(qb) - 1'(9) (6.24)

to Equation (6.19) in the double-well case.

Remark 43. The prefactor 7¢ is the “default” version within the Pace3D-framework, with 7
potentially depending on e.g. V¢ in order to also enable the incorporation of anisotropic effects
into the dynamics in addition to the ones in the gradient energy density. The additional use of

90ne consequence of the expected jump in the second derivative being that one does not expect a formally
fourth (or even higher order) scheme to actually achieve this increase in accuracy.

20Fven if f' does not vanish for ¢ € {0,1} - as when using h(4) = ¢ - the other term is generally largely
dominant.
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€ in contrast does not by itself have any direct effect in this context as one could equally well
rescale time. As an alternative to the use of 7, one could also use its inverse m := % as a prefactor
on the right-hand side. In contrast to the multiphase situation in Section 6.3, this distinction is

of little interest for two-phase problems. 3

The situation is again somewhat more complicated when using the obstacle-potential (or
more precisely, when enforcing the box-constraint on ¢) as it naturally leads to counter-forces
for any change in the phasefield which would lead outside the admissible set. Arguing either
in a manner similar to the one for the steady-state case or simply “generalizing” the expression
in Equation (6.23) by adding a time-derivative compatible with the FONC, one obtains the
evolution equation

{re% - ov () - 2uf(9) - 1/(6) ~ (i~ ). (6.25)

0<p<l, u*>0, p*(1-¢)=0and p ¢ =0.

Remark 44. Both Equations (6.24) and (6.25) still need to be complemented, as before, with

the boundary condition g—;‘l =0. o

6.2.2 The One-Dimensional Case and the “Standard” Phasefield Pro-
files

Before continuing the discussion above, it is instructive to take a look at the simple (parame-
terized families of) analytical solutions for the steady-state problems in the well and obstacle
case in their simplest one-dimensional form, as these on the one hand indicate some qualitative
properties expected in the more general case and on the other hand are the profiles underlying
the link between the diffuse and sharp interface models as well as the thin interface asymptotics.
In this setting, one is thus looking for a function ¢ satisfying

d%¢ ldw

2d2

(¢>) (];(qﬁ) =0 (6.26)

within the interface region®', with w being either the double-well or double-obstacle bulk po-
tential. An important difference between these two cases is that ag’—g” = 17?—;’(1 - 2¢) is an affine
function - thus allowing for applying the standard linear theory, at least within the interface re-
gion and provided ag/i is sufficiently simple - whereas Maw g 5 cubic function of ¢, and requires
other tools for determining an analytical solution.

The standard approach for the latter case is based on the existence of a first integral for (6.26),

a fact which has its own inherent interest from an energetic point of view also in the obstacle

2
case. More precisely, a multiplication of Equation (6.26) with gm and using?? dw‘f gf dii %
as well as —(d)) = w(¢) and (¢) d%f(gi))23 shows that
d?¢ 1 dw d
(-2eqrca @ (¢>))dx (2 + o) + 1)) =0

and thus that don? 1

—76(—(’25) + ~w(p) + f () = const (6.27)

dx €

21The restriction to this region avoids the issue of the multipliers z* in the obstacle case.

d _da )dd> d( (34>)_ da__do

22 .
More generally, one could use the relation —( 3z o i7) ) ax = d= 5(32) =

). The use of an anisotropic

a-function seems of little interest in the one-dimensional case though.
23Valid as long as the only dependence on  in w resp. f arises solely through that of ¢(z).
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within any region where one does not have to consider the bound constraints, i.e. within the
region 0 < ¢(x) < 1 in the obstacle case and everywhere in the domain in the double-well case.
Besides the very useful information contained in Equation (6.27) from an energetic point of
view, an advantage (at least in the nonlinear double-well case) over the original second-order
differential equation is that it directly implies

Ve i\/ Su(6) + f(8) - const

This gives, within each region of monotonicity of ¢, rise to a separable first-order ODE and
thus turns the problem of determining a solution to the original equation into the potentially
simpler one of determining an indefinite integral, whose solution one can then try to match to
the appropriate boundary conditions.

For some particular cases, this can in fact be done analytically. Assuming for example that
w is given by the double-well potential, that there is no driving force and that the domain is an
infinite one, it turns out that the constant in Equation (6.27) can be taken to be zero, and that

the solutions to the resulting nonlinear ODE /"}/6% =4/ %w(qﬁ) are known to be given by?*

o(x) = %(litanh(%x+0)) (6.28)

valid for —oco < z < +00.

Remark 45. In practical computations, one of course never deals with actually infinite domains.
Even though the solution (6.28) is then not valid, the deviations from this ideal profile are usually
very small due to the exponential convergence to the bulk-values 0 and 1. Similarly, in higher-
dimensional and multi-interface and/or multiphase simulations involving several interfaces, these
“tails” will in priniple lead to an interaction between all phases and all interfaces. As long as
there is a reasonable distance between the small but “crucial” parts of the transition regions,
the energetic effect of these long-range interactions is typically negligeable as compared to other
sources of deviations such as curvature-induced chanes, discretization errors and the changes in
the energetics and profiles induced by multiphase regions.

o

The situation in the double-obstacle case is both simpler and more complex. In fact, using

the expression for dé”(;% the original second-order PDE (6.26) reduces, provided % vanishes,
2
to % + ﬂlsz = Wiz within the interface region. It is well-known that the general solution to

this is equation is given by the superposition of a particular solution ¢,(z), which can here be
chosen as ¢,(z) = %, and a homogeneous solution of the form ¢y () = ¢ sin( 4 x) + Co COS (ﬁx)

me

corresponding to the two roots of the characteristic equation A2+ Trlféz = 0. Appropriately choosing
the constants, this can equivalently be rewritten as
1 A -
o(x) = f(liclsln(—x-i—(:g)). (6.29)
2 TE
240One way of obtaining this is through a partial fraction decomposition. Inserting the definition of w and
restricting the focus to the range 0 < ¢ < 1 leads to % = :t%qb(l — ¢). After a separation of the variables, ¢ thus

has to satisfy
do 1,1 4. ey em (P ) .3 R
/¢(1_¢)7/$+1_¢d¢>71n(¢)+1n(1 d))fln(l_(b)fie‘/-d:ercfi = e

3z, ~
Taking exponentials on both sides simplifies this to % =e*"c *¢ or, solving for ¢,

3z .5 3z 45 BRI BRI
+==+c 1 6:t€+c+]- e:t€+c_1 1 e:t€+c_l
¢ = = =— 5 + = :71+7iﬁ~ .

cet e T+l ettt 41 2 cete e+ 1

- 2 .
From this, the result follows in combination with tanh(y) = el _ e l-1  Jefining ¢ = +3 and using the

. N eY+e Y e2y 41
antisymmetry of the tanh-function.
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In order to obtain an acceptable solution describing the transition between two bulk-regions, it
remains to adjust the constants ¢; and é;. The right guess ensuring this (renaming é to ¢ for
consistency with the double-well solution in Equation (6.28)) is to set

¢(x)—7(1i51n(%x+c)), xe(—c—ge,—c-r %26), (6.30)

prolongated by the respective bulk values 0 and 1 outside this inner region.

Remark 46. Even though it is intuitively clear that the profile in Equation (6.30) is indeed the
correct one as it is the one matching the “most smoothly” with the bulk-regions, this is not at all
obvious based on Equation (6.26) and the condition of having to reach the values of 0 and 1. In
fact, the (here implicit) condition that ¢ should at least lie in H' implies, in the one-dimesional
setting, that ¢ at least has to be continuous. Based on Equation (6.29), this can be achieved using
any constant ¢; > 1 and then simply truncating the profile to the bulk-values at the points where
it starts going outside the bounds. Fixing for convenience the constant ¢; to zero (corresponding
to centering the interface at « = 0) and choosing for definiteness the increasing profile, this still

leaves a one-parameter family of potential solutions ¢(z) = 7(1 +¢1 sm( )) based on the ODE

withing the interface and the continuity condition alone, and choosing the correct one therefore
requires some additional information.

The safest way to argue here is by simply considering the total phasefield energy as function of
the parameterization in terms of ¢ and to choose the relevant solution accordingly. A simple
calculation shows that, given ¢; > 1, the interface defined as the region between the points where

the profile first touches 0 resp. 1 w111 then extend from z; := —<F sin™! ( ) to x, ==  sin -1 (a )
Further inserting this profile into the definitions of the gradlent and bulk energy densities leads
to
d 4 4 1 4 4
ea(ﬁ) = 776% cos? (W—x) and fw((b) = WE(I ~ & sin? (;@)),

based on which a simple calculation®® shows that

e~ ) o BT (1)

Even though the first term is increasing in ¢; and the second one decreasing, differentiation this
expression shows that

d}-ﬁ(él) _ 27’}/ El - =
N

i.e. the contribution by the first term is dominant and the energy is increasing for all ¢ > 1.
The lowest energy is thus indeed achieved for the minimal admissible ¢; = 1, i.e. the previously
obtained profile.

This is also a somewhat tedious argument as it in particular relies heavily on explicitly calculating
the total energy. A much faster argument is to proceed analogously as in the previous section,
which is in the current case much simpler to make rigorous as there are no issues with the

25 Adding both contributions and using cos?(#) —sin?(6) = cos(260) shows that the integral can be rewritten as

Ty

]-—6(51)=%f(6%cos(E ) )d:r— (clsm(QSin_l(i))+2sin_l (;))

e 1 ¢1
£

This simplifies further by inserting sin(20) = 2sin(#) cos(f) to get &7 sin (2 sin! (%)) = 2¢7 cos ( sin~! (é )), from
which the result follows in combination with cos ( sin 1(9)) =V1-062.
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regularity of the domain (which is a nonempty interval here) and the profile is known (and very
smooth) within the interface and the interior of its complement?°. o

Remark 47. Despite the fact that the analytical solution ¢ is C* and even C'*® within the interface
and its complements, the use of this monotonous transition profile requires “violating” Equation
(6.26), and thus, by the complementary condition, re-introducing the multipliers p*. The only
regions where ¢ need not satisfy this equation are the ones where ¢ = 0 or ¢ = 1, leading to
(p=,u*) = (%,0) (resp. the other way around). In addition, it is easy to see that it is not
possible to match this inner solution in a C?-manner with the (constant) outer regions as -
by the nature of the sin-function - the only points where 327‘? = djj;' = (0 are the ones where
the homogeneous solution itself vanishes and therefore ¢(x) = % ¢ {0,1}. Whereas the second
derivative in the outside region is obviously zero, the limits from the interior are given by i%,
showing in particular that the phasefield equation with the obstacle potential above does not
allow for a classical solution unless it is sinusoidal everywhere or if there is no interface at all

(ie. ¢(z)=0or 1). o

Remark 48. The jump in the second derivatives of course also has numerical consequences. Tak-
ing the analytical profile and applying e.g. a centered finite difference scheme for the second
derivative at a point at the transition between the bulk and the interface, the discrete estimate
for the (non-existent) second-order derivative at this point will convergence to the average of
the second derivatives on the left and right of the transition point?” and thus, one of them be-
ing zero, to half the second derivative corresponding to the limit from the interior. This is of
course not a problem per se as there not being a “correct” value to converge to at this point,
the average is actually a quite pleasing limit. Nevertheless, a similar effect will happen for any
point whose stencil crosses the purported transition point. Taking for definiteness the transition
between a zero bulk-region and the interior, a point just outside the interface will overestimate
the (vanishing) second derivative at this point, whereas one just on the inside will underesti-
mate it, with the degree of both effects depending on the relative positions. Starting a discrete
simulation from the analytical profile, one would therefore in particular expect the value of this

26 Assuming the actual domain € to be of the form Q = (=R, R) with some sufficiently large R such that it fully
contains the interface (the energetic contributions in the bulk vanishing), the first order necessary condition in
its weak form is given by

R
d
[ el twopwar= [ tw <¢>¢dx+]2 SO Ll (gydr 20
de dz € zdxr €
-R (-R,z;)u(z,,R)
for all admissible directions 1. Due to the smoothness of ¢ in the interface, the integration by part (corresponding
to the use of Gauss’s theorem in the multidimensional case) leading to

Zr

1, de  _ do, . d?
“w(@)wde+ 2ye( L)) - L) - [ (~2eTS - w'(9))wds
(=R,z)u(zr,R) x
16 d d
- [ e e - Lanu) 2o

(=R,z)u(zr,R)

in the interface is now easily justified provided 1) is moderately smooth and one takes the limits “from the interior”
for the values of g—f. As there are no gradients involved in the expression for the bulk-region, one can then simply
take e. g a sufficiently narrow hat- function of the appropriate sign centered around each endpoint for ¢ to conclude
that (zl) cannot be positive and 3= cannot be negative, contradicting the assumed shape of ¢ unless ¢; = 1.

27Thls is easily seen by a two- SIded rfaylor—expansion, which, while not legitimiate through the discontinuity
of the second derivative at the transitions point, is valid in both the left and right region of the endpoints. Fixing
the position x; as one of two transition points z; and z,, a simple Taylor expansion using the left resp. right
limit of the second derivative gives ¢;_1 = ¢(z; — Az) = ¢(x;) — ¢'(z;) Az + %d)"(zi_)(Az)Q +0((Az)3) and
biv1 = d(xi + Az) = ¢(z;) + ¢ () Az + %(ﬁ”(m:)(Aa:)Q +O((Ax)?), from which the evaluation of the discrete

(3-point stencil based) second derivative is obtained as % = %(d)"(mi_) +¢"(x})) + O(Ax).
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first inner point to start to drop®®. Similarly, the last inner point near ¢ = 1 is expected to
rise. This can serve to provide an intuitive explanation for the observation (see Figure 6.1 and
the next section) that the resulting discrete phasefield profile is generally slightly more narrow
and steeper than the continuous one if the last “inner” point is close to the transition to the bulk.

A further quite interesting observation (discussed in more detail in Appendix A) is that,
at least without driving forces, there are generically (i.e. except for a discrete sequence of
ratios of z-) two possible solutions to the discrete first-order necessary conditions corresponding
to Equation (6.22) with only one of them actually minimizing the discrete energy. For low
resolutions, these differ quite notably as is also illustrated in Figure 6.1. There, N corresponds
to the total distance in grid-spacings between the last discrete ¢-value at 0 and the first one at
1, there thus being a total of N —1 points within the interior of the discrete interface (i.e. with
0< ¢; <1) and a total of N +1 when the two endpoints at 0 resp. 1 are included.

The discrete solution corresponding to IV = 4 experiences precisely the effect just outlined above.
As the difference stencil of the last discrete point at = =1 (an integer here for the choice € = 2)

is roughly at a distance of % from the outer limit of the continuous profile, it will significantly
underestimate the “true” curvature at this point and is thus forced upwards (into the upper
bound at 1) as this weakens the contribution by the second derivative as compared to the bulk
potential one.

In contrast, the solution corresponding to N =5 is in a sense “numerically optimal” as the last
discrete position is almost perfectly aligned with the right endpoint of the discrete profile (and
only very slightly outside the actual interface indicated by the vertical dashed line). For this
reason, the evaluation of the second derivative of the analytical solution at the last inner point
is essentially unaffected by the jump discontinuity and thus quite precise (up to the standard
O((Ax)Q) error, see Footnote 28). Even though the (negative) second derivative “just outside”
the interface at the last point is highly overestimated, this only amounts (in line with the above)
to roughly half of what is required to counterbalance the forcing by the bulk potential term.
This leads to an underestimation of the corresponding multiplier u* by again roughly %, but this
is not sufficient to move the right-most point away from one. The jump of the second derivative
is thus essentially “hidden” in the multipliers, explaining the very close numerical agreement for
the profile itself. In this respect, it can also be noted that the error in the multiplier is much
lower for the more narrow profile.

While this may therefore seem very favorable from an approximation point of view, the discussion
in the next section and the Appendix A show that on energetic grounds the numerics should a
priori favor the other profile with N =4 as it has a (slightly) lower total “discrete” energy (of
~ 0.9817v as compared to ~ 0.984y for N =5). o

28The discrete second-order derivatives are accurate to second order at all points not in the neighborhood of
the transition region and thus “almost” in equilibrium with the local w’(¢)-values. Even though a closer look
reveals that the discrete three-point stencil applied to the analytical profile also underestimates the magnitude
of the actual second derivative by a factor 2% =1- %(Az)2 +O((Az)?), this is a priori nowhere near the
reduction by a factor of up to 2 at the transition points. Nevertheless, this (perhaps) surprisingly turns out to
have an effect of roughly the same order of magnitude (see Remark 66 for a more detailed discussion).
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Figure 6.1: Comparison of the right half of the ¢-profiles and their corresponding multiplier u*
for the continuous and the two (!) discrete solutions of the discrete analogue of the first-order
necessary conditions in Equation (6.22) for € = 2Ax (see Remark 48 and the next Subsection
6.2.3 for a precise definition of N).

For the discrete profiles, the dashed resp. dash-dotted lines in addition show the underlying
sinusoidals on which the solution values lie (see Equation (6.48)). Note that while the curve for
N =5 is closer to the analytical profile, it is actually the energetically unfavorable one.

64



6.2.3 Some Analytics for the Discrete Case
The Discrete One-Dimensional Minimizers

A similar though somehwat heavier calculation for the obstacle potential can in fact, again relying
on the linearity, be reproduced in the discrete setting and sheds some light on the differences
between the continuous and discrete behaviour within the simple one-dimensional setting. Using
a standard centered difference discretization for the Laplacian and discretizing w using the values
at the cell centers, the discrete one-dimensional phasefield equation in the absence of driving

forces is given by
Gis1 — 2¢z + 01

—2e (1 -2¢;) =0. 6.31
By linearity, one can again decompose the solution as the sum of the same particular solution
#% = 5 as in the continuous case and the homogeneous solution ¢h satisfying

ot —2(1- =55 (Az) Jol+ ol =

From the standard theory of difference equations (see e.g. [59]), the solution can be derived in
terms of the solutions A of the characteristic equation?

m2e2 m2e2 m2e2

Az_z(l_W)A+1:(A_(1_W))2+(1_(1_W)Z):O,

2
which, for (892:2) 2) <2, are given by

where i = /-1 and o? + 32 = 1. The general homogeneous solution is therefore given by

Pl = ¢; cos(ki) + cosin(ki)
with

8(Ax)? ) 1

=122 _q_ 2
cos(k) e 2(

4A—m)r" (6.32)

e

X X X 2 i 2 Te€
sin(k) :\/1—(1— 84 )2)2 \/ S(az)? (8(A )2) _8(4) °e -1.  (6.33)

22 m2e? m2e? w2e? 4(Ax)?

Due to the translation invariance of the problem, one may for simplicity assume that ¢¢ =0
and that the difference equation holds from ¢; up to ¢n_1. As this imposes ¢} = —%, this fixes
the first constant as ¢y = —%. Similarly, using the condition

o = —% cos(kN) + cosin(kN) : 1 (6.34)

29The approach here is similar to the one in the continuous case. Instead of the ansatz ¢, () = e based
upon which one can obtain the characteristic equation underlying the homogeneous solution in the continuous
double-well case, one instead postulates ¢; = A° (with generally complex A), from which one then obtains the
characteristic equation by extracting the highest common power of A. In the case with two complex-conjugate
N’s below, it is then convenient to rewrite A’ as e!!"* = cos (R(InA)) +4sin (J(In \)). Further rewriting X in polar
form as X\ = [A|( cos(k) +isin(x)) and arguing precisely as in the continuous case then leads to the representation
used here.
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at the right endpoint leads to

1 N) 1 N
_Lreos(hN) 1 (kN (6.35)
2sin(kN) 2 2
unless kN is a multiple of 7 and fixes the second constant in terms of the (as of yet unknown!)
number of points IV, leading to the discrete profile

1 1 1 N
1o =573 cos(ki) + 5 cot (%) sin(k1). (6.36)
Remark 49. If kN is multiple of 7, equation (6.34) does not impose any restriction on ¢y as
cos(kN) =1 and sin(kN) = 0, implying that this equation is satisfied for any cy. This particular
case (for kN = ) turns out to be a very interesting one as will be seen towards the end of this
section. In order to avoid mixing two quite different lines of argument, the following paragraph

will first consider the case where Z is noninteger. o

The case ~ noninteger All which remains to be done is therefore to determine the width of

the numerical interface in terms of N. A first point to be noted is that the assumption of ¢,
being the first inner interface point already imposes an upper on N as this requires

1 1 1 N
1 = 5" §COS(I{) + §C0t (%)sin(n) > 0.

Since sin(x) > 0, this translates to

cot(ﬂ) N cos(k) -1

5 :—tan(ﬁ)

sin(k) 2

and thus, restricting the range of cot™ to the relevant one in (0,7) to obtain a single-valued

mapping and using cot™ (i) =2 —cot™!(y) for y >0 and tan(y) = (cot(y))_l, to

<2 ome (@) 2e-(G-5) 2

Since NV has to be integer, this together with the strict inequality leads to the maximal admissible
number

Nynag = E] (6.37)

of points within the interface, where [-] denotes “round-up” operation (i.e. [n] is the smallest
integer number greater than or equal to n).

As all N < Np,q; would in principle permit the construction of a “geometrically admissible”
interface, an additional criterion is necessary for choosing the correct one. A first such criterion
is easy to obtain by readding the multipliers p* corresponding to the constraint 0 < ¢; and
¢i < 130;

. —20; + O 1

Dt RO O 4 (1-26) = i — (6.33)
with pf > 0 and satisfying 4~ = 0 if ¢ > 0 and p* = 0 if ¢ < 1, which extens the validity
of the discrete difference Equation (6.31) to the entire domain. It is obvious that within the
bulk-region one has either = = % or u* = %, the respective other one being zero, and thus
multipliers consistent with the restriction in terms of the complementarity condition (6.21). The
only interesting points for judging the first-order admissibility for a given N are therefore the

_2«-)/

30Recall the reasoning for Equation (6.22), which automatically becomes rigorous in the discrete case.
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transition points, where there is an additional contribution by the spatial second-order difference
operator.

Inserting the profile in Equation (6.36) and looking for simplicity at the left end-point of the
interface (the other endpoint being completely analogous) leads to the restriction

~ b1 — 200 + P —cot(ﬂ)sin(/{)+cos(m)—1 16
Mo = —2’}/ W 5 (1 2¢0) e 2 (A.’E)Q + 2¢

!
v>0 (6.39)

T
since ¢_1 = ¢g =0 and ¢1 = % - %cos(n) + %cot (%) sin(x). Canceling the common factor -, it
follows that NV has to be such that

kN ) < 1 (16(Ax)2

cot( 5

+cos(k) - 1).

sin(k)\  w2e?

By the definition of « in Equations (6.32) and (6.33), this can be simplified to

kN 1 (16(Az)? 8(Ax)? 8(Az)? 1
COt( ) : ( 2 2 ) T o = —
2 sin(k) T T w2 sin(k) -1

which represents a lower bound on N as the cot-function is decreasing from +oo at 0 to —oco at 7

. . . . . . N 1 1
(this being the interesting range here). More precisely, N has to satisfy “5- > cot (22),

Wra)2

or, using the inverse formula cot™! ( ) =tan"!(y) and as N has to be integer,

2 m2e2 T
N > Npin = | = tan™? — 1 :[7—1] 6.40
P 4(Ax)? K (6.40)

Any (integer) N satisfying both equations (6.37) and (6.40) is therefore compatible with the
first-order optimality conditions in Equation (6.38). As it is obvious from the expressions for
Npin and Np,q, that there are always two such integers, this shows that the existence of two
potentially relevant profiles in the example in Figure 6.1 is not an exception but actually the rule.

Since the discrete energy is not convex due to the concave contribution by w and this condition
is in the non-convex case only necessary but not sufficient for characterizing a local minimizer,
this naturally raises the question as to the nature of the critical points attained by both profiles.
A first insight into this matter can be obtained by comparing the discrete energies

N _ b L — b N
E(N) = e;);v((@ A‘zl‘l)Q + (qj)”;x @)2) + % ;@(1_@) (6.41)

for both potential profiles (this being the one for which Equation (6.38) is the FONC).

Remark 50. This is similar to the discussion in Remark 46, except that guessing the correct
choice is more difficult in the discrete case as enforcing a continuous derivative is meaningless in
this setting. <

Remark 51. Note that in order to obtain a discrete approximation of the continuous energy, this
expression still needs to be multiplied by Az to take the physlcal size of each cell into account.
The first contribution to this approximation is then given by — 4 -NAz. As Az converges to zero,
NAz (as the width of the discrete interface) will converge to the width of the analytical one in
Equation (6.30) (i.e. to LQG) and the first term therefore to the desired value of . It further
follows that the second has to (and actually does) converge to zero.

A more quantitative evaluation of the energetic deviations requires considering both terms as
N Az will only reduce to the correct value in the limit. o
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Even though this is a rather lengthy calculation (see the Appendix A), the discrete energy
contributions in Equation (6.41) can be evaluated analytically, leading to

N-1 - )
; 1w(¢z)_ (i(l_cotz(év))N-F;COt(;V)Cot(ﬂ)) (6.42)

and

=8 (1 5 KN 1 cot (=) 8 N 1cot( )
;eai —71_267(4(1-4-00'5 (7))N+§W —E’Y 4sin2(%) 9 sm(n) (6.43)

or, using 1 - cot?(#) =2 - ﬁ and 1+ cot?(0) = ﬁ, alternatively to
sin? | £5- :

N-1 .
3, fvlo0- in(@—M)m;m(;V>cot<ﬁ>) o

and

S 1 1 cot
Z N+ () (6.45)
a 4sin? (%) 2 sin(k)
Combining both expressions and making use of the definining properties of k (see Appendix A
for details), this can in addition be shown to lead to a total energy given by

1 m2e2

E(N) = 47]\7 (A )22 ot(?)sirl(ﬁ):z(N+cot(iv) 4(Am)2_1)' (6.46)

A further analysis (see again Appendix A) then shows that, from an energetic point of view,
unless = happens to be an integer, the energetically optimal interface width is given by the lower
bound on N in Equation (6.40), i.e. whenever there is more than one potentially admissible
discrete interface width, one has Nyp: = Npin, leading to the optimal profile being determined
by

N = Nypin = [f - 1] . (6.47)
K
From this, the profile itself and the associated discrete energies follow immediately from

equations (6.36), (6.42) and (6.43) (resp. (6.44) and (6.45)) as well as (6.46) using the actual
number N = N,,;, of points.

Remark 52. The discrete profile is, as in the continuous case, only fixed up to a reflection and
an arbitrary translation as long as this does not interfere with the boundaries of the domain.
Even though the choice of fixing the profile as an increasing one starting at ¢ = 0 is convenient
for some of the calculations above and in Appendix A, one can of course also recenter the profile
at the 0.5-isoline, i.e. the point x,, = %Az. Using

cos(ki) = cos (H(l‘i - Tm) + /mm) = cos (H(l‘i - mm)) COS (fmm) —sin (H(l‘l - xm)) sin (/mm)
and

sin(ki) = sin (n(zl — Ty + mcm) =sin (m(zz - xm)) cos (nxm) + cos (n(ml - xm)) sin (nzm),
leads to

1 1 1
i = 575 cos(ki) + 5 cot(gN) sin(k1)

:% - %(cos (km) - cot(gN) Sin(mcm))cos (k(zi—2m))

+ %(sin(/ﬁxm) + cot(gN) Cos (/{J:m))sin(/i(xi - xm))
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As, by the definition of x,,, kKT, = % and cos (%N) —cot (SN) sin (%N) =0, the prefactor for

the cosine cancels 3!, whereas the one for the sine-term simplifies to

. K K KN . (K cos” (gN) _ 1
sin(§V) s ot (38)eos (GN) =sin (50 + Tt = s,
leading to the more pleasant representation
1 1 . K
73 () T (Ep ) (045

The other choice of orientation (i.e. a decreasing profile) is then obviously again obtained by
simply changing the sign of the second term. o

In contrast to the choice for N = N,,;n, it turns out that the second possible choice of N =

Npaz = Nmin + 1 does not satisfy the second-order necessary conditions for the characterization
of a local minimizer in terms of the phasefield, i.e. this second choice is not only not optimal in
terms of N, but does also not correspond to a local minimizer (of which there might a priori be
more than one) but simply to a critical point of the functional £.
The key steps for obtaining this result are (see Appendix A for additional details) that, since
the multipliers p* are, for this larger choice of N, strictly positive, the second-order necessary
condition in fact reduces to the study of the local stability for a given N, and thus, by the
linearity of the equations within the interface, to showing the positive definiteness of the system
matrix corresponding to the difference stencil in Equation (6.31). As this is simply a difference
operator with constant coefficients (meaning also that the stability in particular has nothing to
do with the ¢-values themselves, but only with the choice of N), this reduces to an examination
of the lowest eigenvalue of the discrete second-order difference operator under vanishing Dirichlet
boundary data.

Remark 53. As the analysis below will show, & is, up to a third order error in %, given by 4?;”,

whereas N is, up to a term of order O(1) (linked to the discepency between N,,;, and Ny, in

equations (6.40) and (6.37)) given by 4”2;, i.e. the “continuous” number of points necessary to
subdivide the analytical interface width into cells of width Ax. The critical dependence of the
stability on the question of whether kIV is less than or greater than 7 is therefore quite intuitive
as this essentially measures whether the discrete interface is broader or more narrow than the
analytical one. Roughly speaking, the choices of N for which the last point is slightly within
the the continuous interface (i.e. the ones with the more narrow profiles) are stable, whereas
those for which the last point is at the end or outside the continuous interface (i.e. the slightly
broader profiles) are unstable (see the previous Figure 6.1 and Figure 6.4, which shows one of

the “critical” points). o

Remark 54. Even though the choice with N = N,,;, + 1 is not a stable solution for a descent-
based algorithm, it can sometimes nevertheless be obtained (and in some cases actually easier
so than the actual solution) in numerical simulations. This somewhat surprising observation is
likely due to the fact that all eigenvectors (for this fixed N) which are antisymmetric with
respect to the center of the interface (i.e. maintain the basic symmetry of the profile) are indeed
stable ones. Even without actual stability, this “stability on symmetric profiles” can persist for
quite some time when evaluated based on a numerically symmetric calculation3?. o

31This also being clear by construction as the value at z; = x,, has to be 0.5, which can only happen if the
cosine is eliminated.

320ne example for this is in fact the example in Figure 6.1 for € = 2Az. Starting from a sharp transition, a
basic gradient-descent scheme tends to develop into the profile with N = 5 instead of the prediced value N =4
and remains stable there (at least for a long time). This profile can be “broken down” though e.g. by perturbing
the ¢-values at the first inner point by a term of order 10~!!, which, with some delay, then leads to the predicted
profile.
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Figure 6.2: Development of the relative errors in the total energy and the bulk potential and

gradient energy as a function of the ration £ (normalized w.r.t the exact values v for the total
energy resp. % for the individual contributions).

One interesting consequence which can be derived from the explicit expressions for the total

energy and its two contributions is that it allows for a straightforward analysis of the energy
landscape and how it affects the discrete interface width?3. For a more intuitive approach, this
energy landscape (in terms of the relative developments of the total energy Az€ and that of the
contributions by the a- and w-term) is plotted in Figure 6.2.
A first observation to be made is that the total energy is in fact quite accurate and develops
relatively smoothly, even for very low resolutions®*. The contributions by the the bulk potential
and gradient energy in contrast exhibit a strongly oscillating and discontinuous behavior, with
significantly larger deviations than the total energy. The accuracy of the latter is therefore pri-
marily the result of cancellations, as is also obvious from Figure 6.2.

This - as well as the tendency of the signs of the deviations - is intuitively relatively easy to
understand based on the competing nature of @ and w combined with Figure 6.3, which shows
the relative errors in the interface width (counted as the distante between the last value at 0 and
the first one at 1). There, it is obvious that the discrete interface is always - and for low resolu-
tions quite significantly so - more narrow than the continuous one. As the role of the gradient
energy term is to try to enlarge the interface width whereas that of the bulk energy potential is
to make it thinner, it is clear by the decreased width that the discrete case consistenly favors the
bulk potential term. This leads to a deviation from the equipartition of energy in the continuous
case, with the bulk potential energy being below its continuous value %, but partially balanced
by an increase in the gradient contribution due to the necessity of a steeper interface (also recall
Figure 6.1)3.

33This could of course alternatively be evaluated based on a significantly more tedious simulation study.

34Note that the left-most point has a relative deviation of less than two percent, even though the number of
points (including the respecitvely first “bulk-point” on each side) is only 4 as already seen in Figure 6.1 and also
shown in Figure 6.3.

35The points where the gradient energy contribution drops below its reference value of % are those where the
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Figure 6.3: Development of the number of interface points and the relative error in the “discrete
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interface width” with respect to “-¢ (also see Remark 59).

Remark 55. The discontinuous nature of the problem is also evident from both figures. In
particular, as the development of IV in Figure 6.3 shows, the evolution of the number of interface
points would almost be linear (as one would expect by simply subdividing the analytical interface
width based on a spacing of Azx), but, by the necessity of the [-]-operation in Equation (6.47),
experiences jump discontinuities.

Each of these jumps is accompanied by a sudden drop in the gradient energy contribution and a
sudden increase in the bulk potential energy as seen in Figure 6.2. In contrast, the total energy
remains relatively smooth as the jumps in both contributions seem to cancel each other. o

Remark 56. It can also be noted that the profile shown in Figure 6.1 at the end of the previous
Section 6.2.2 is, with 3= = 2, relatively close to one of the “critical” ratios associated with adding
an additional discrete point in the interface. It is interesting to take a closer look at what
happens just to the right of one of the discontinuity points visible in Figures 6.2 and 6.3.

The effect on the discrete ¢-profile is examplarily shown in Figure 6.4 for a ratio of <~ just
to the right of the discontinuity point near 2, with, for comparision, the profile for a nearly
double ration of 3~ =4. As can be seen there, even though the profile is quite accurate for the
higher number of interface points (with N = 9 i.e. a total number of 8 points strictly within
the interface), the match for the significantly lower ratio is also extremely good (and in fact
seemingly even slightly better) despite only having N =5 and thus 4 “interior” interface points.
While the much better match as compared to the ratio of 2 in Figure 6.1 is not surprising
given the discussion above (and the fact that there is now one additional point), it should be
kept in mind that there are two factors influencing the profile. The first one, given by the
discrete angular frequency , is completely independent of the number of actual points within
the interface and is (with roughly 2% compared to 0.5% deviation from the “perfect” value ”féx,
see the next Subsection 6.2.3) notably more accurate for the higher ratio A, = 4. In contrast,
for € » 2.061Ax, the value of k is very close to the one of the “bad” profile for ¢ = 2Ax. The

interface width is quite accurate, i.e. only slightly more narrow than the continuous one. The solution profile
at these points turns out to be quite accurate (see Remark 56). As the evaluation of the discrete gradient
corresponds to evaluating an “average” gradient over the width Az, it is to be expected that the discrete gradient
energy will be slightly lower than the continuous one since this corresponds to squaring the average gradient
instead of “averaging” (through the continuous integration) the square, and one always has (‘ITH’)2 < %(a2 +b?)
with strict inequality unless a = b.
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second one, depending both on x and N, is given by the amplitude sin (%)71 of the sinusoidal

in Equation (6.48). It is only through a partial cancellation of both influences due to the need
of fitting a slightly too “fast” sinusoidal into an almost correct interface width that one obtains

the observed excellent match.

1
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Figure 6.4: Discrete solutions together with the underlying sinusoidals for 5~ just to the right
of the critical ratio 2.06014486 (with N =5) and for <~ =4 (with NV =9) in comparison with the
continuous profile. Note that even though the resolution in the second case is almost twice as
high, the deviations in the profile itself are actually sligthly larger than for the one just to the
right of the critical point near <~ = 2.

A further interesting observation is that, as already discussed in Remark 48, the error in the
mulitpliers p* is particularly high just to the right of the critical points as this will lead to an
underestimation of the second derivative at the last inner point by a factor of almost 2.

Even though one might - wrongly as will be explained below - conjecture that this could lead to
problems related with the undesirable pinning of the discrete interface (i.e. its inability to move
despite the action of a driving force) due to the large forcing required to move this point out
of the 0 or 1 bound, this seems not to be the case. Instead, as the simple numerical test-case
in Figure 6.5 illustrates, these regions at the transition between two different values of N in
fact also seem to be “sweet-spots” for the mobility of the interface. The figure shows the final
position of an interface intially placed near the left end of the domain under the influence of a
(relatively weak) driving force pulling it towards the center of the domain. As is easily visible,
the “arbitrary” low-resolution profile with € = 2Axz leads to a relatively high deviation, whereas
the one with € = 4Az (and thus the higher numerical resolution) as expected performs signifi-
cantly better.

What is a priori somewhat unexpected is that, despite its markedly lower resolution of the inter-
face, the profile with Az = 2.061Az (a point just slightly to the right of the jump in Figure 6.2)
not only results in a very accurate profile in the absence of driving forces as seen in Figure 6.4,
but also leads to a final interface position which is much more accurate than the higher-resolution
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one for € = 4Ax.
It can also be observed that a similar improvement in accuracy occurs for € = 3.667Ax, corre-

sponding to a ratio just to the right of the jump to the left of = =4 in Figure 6.2, which has
the same number of “interface points” as the simulation for a ratio of four. Finally, the results
for € = 3.57Axz and € = 3.77Ax - very close to being at the same distance below and above the
critical value at <~ ~ 3.66615- illustrate that this effect is quite sensitive to the choice of the
ratio, but seems to favor slightly larger over slightly lower ratios.

This example illustrates that, even though the anaylsis above itself only covers the pure unper-
turbed one-dimensional case, the critical ratios at the transition points seem to maintain some
interesting properties even in the presence of slight perturbations. As these are the values where

2
k= =, Equation (6.32) shows that these ratios are given by cos(x) = cos (%) =1- S;Azfz) resp.

after solving for 5~ using 1 -cos(f) = 2sin (g) by

€ 2
e T 6.49
Az ﬂ'sin(%) ( )

Some of these values are listed in Table 6.1.
As a moderate adjustment of a given ratio to the critical one just below it is something which

can essentially be done for “free” (i.e. one expects to maintain the same number of “active” points
for which actual calculations have to be performed), the vicinity of these ratios may therefore
also have some practical interest for finite-difference based simulations in more complex settings,
provided the interfaces are primarily aligned with the axis of the computational domain such as
in e.g. some directional solidification or capillary rise problems.

In contrast, it is unlikely that they have any particular effect for settings with roughly spherically-
shaped bulk regions, since the effective “grid-spacing” for the profiles along any oblique line can
differ very significantly from the one along the axis (i.e. for example a factor of V2 in the
two-dimensional case when an interface is oriented at an angle of 45°).

1 !
08| a
06— 1 —
! g
< i 1 COG
i --- e=2Ax
0.4 ! ; € =2.061Az
i €=4Azx
," €=3.57TAr | |
0.2~ N [ € =3.667Az
/ --- €=3.TTAx
0 ! | |
100 120

Figure 6.5: Final position of an interface initially placed on the left side under the influence of
a “gravity” term pulling it towards the center of the gravity (COG) when varying € for a fixed

grid spacing Azx.
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| | 9 [ 10 | 11 | 12 | 13
(25),.., || 2460 | 2.861 | 3.264 | 3.667 | 4.070 | 4.474 | 4.878 | 5.282 | 5.686

Table 6.1: Some examples of the minimal values for the ratio of € and Az given by Equation
(6.49) for a given number of points (rounded up at the fourth digit).

The case ~ integer As already alluded to in Remark 49 and seen on the example in Figure 6.5,
the critical ratios for which  is integer are very particular and quite interesting. Unfortunately,
much of the analysis from the previous paragraph does not carry over to the case where T is
integer and requires different and slighly more complex arguments. For this reason, the discussion
of this case is primarily performed in Appendix A, but the results will be summarized here.
Firstly, Equation (6.34) leaves co open, which can be a priori be chosen arbitrarily as long as this
is compatible with the bound constraint on the ¢;, 1 <7 < N. As the definition of ¢ in Equation
(6.35) does not apply then, one cannot derive the upper bound Ny, = [Z] = = based on the
value of ¢1 (or ¢n-1) as above. Given that N does not explicitly enter the solution through cs, it
is neither possible to derive the lower bound for N,,;, in Equation (6.40) based on the positivity
of the multiplier pg (resp. the analogous estimate for u};.)

Nevertheless, it turns out that both the bounds in terms of N,,;, and N,,., continue to hold
due to energetic considerations. Furthermore, choosing cs as in Equation (6.35), not only do
the discrete energies for N = Ny, and N = Ny,q, in Equation (6.36) have the same energy,
but there is actually a whole family of local minimizers with the same energy connecting these
two “extreme” profiles. In fact, for N = Np,4, = %, the sinusoidals with angular frequency r are
eigenfunctions of the homogeneous difference operator (i.e. dropping the constant % arising
from the w-term) within the interior of the interface in Equation (6.31) with an eigenvalue of 0
subject to vanishing boundary conditions at ¢ = 0 and i = Np,q,. As a consequence, any multiple
of this function can be added to the solution corresponding to N,,.; for ¢ = cot ("N%), which
corresponds to the symmetric solution for this number of points, without affecting the validity
of Equation (6.31). In addition, while a change of ¢y to c2 + dcg will affect the values of g and

sin(k)

by symmetry p in Equation (6.39) by 2vedcy Bn)? for ug resp. with the opposite sign for p};,

the common of the initial multiplier is given by %7 (i.e. precisely half the bulk-value in the
1(Ax)?

bulk) and is therefore strictly positive. As long as |dca| < Si”nz(i) = %tan(g), both multipliers

k

at i = 0 and 7 = N maintain the correct sign. Finally, the values dcy = :I:% tan(Q) are also the
ones where either ¢_1 just touches 1 resp. where ¢; just touches 0, i.e. the values where a new
constraint becomes active corresponding to the solution (or a translate by one cell) for the value
N = Njpaz — 1. More precisely, as

Seor () < Fon (N

and cot (“N%) =0, the family of functions

1 1 1
i = 575 cos(ki) + cosin(ki) ,0<¢n < 3 cot (

HNmin
)

satisfies the first-order necessary conditions for a local minimizer, has a constant total energy
and continuously transforms the “standard” profile with co(Nyaz) to the one for co(Npin)-

This shows that there is an energetically neutral way of moving the right end of the broader
interface one point to the left for obtaining the thinner interface and similarly, reverting the
order of the argument for moving the left endpoint for the thinner interface one point to the
left for again obtaining the broader interface, but now translated by one cell. A symmetric
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discussion clearly also applies for moving the interface to the right, and then, by repetition,
shows that there is an entire family of interfaces through which can move the interface, albeit
with an “oscillating” deformation along the z-axis.

Remark 57. While this argument only strictly holds for the unperturbed equation at the precise
critical ratios, it provides an intuitive explanation for the situation observed in Figure 6.5 since
the “good” ratios are very close to a value where the interface is actually free to move without
having to pass through any energetic barriers. o

Remark 58. Even though the total energy is constant during the transformation above, this is
not true for the gradient- and bulk-contributions separately. o

An Asymptotic Analysis of the Profiles

Even though the expressions for the phasefield profile and discrete energy in equations (6.36)
and (6.46) are exact and can easily be evaluated numercially, they are not very “readable” in
this form. It is relatively straightforward to derive more tractable approximations though as Az
tends to zero.

One a priori problematic point here is that the definition N = Ny in Equation (6.47) relies on
a “round-up” operation. The number of points can therefore only be estimated up to a error of
order 1, i.e.

N=C"_1+6 ©5¢[0,1] (6.50)
K
where AZ := % abbreviates the ratio of the grid-spacing to the length-scale € of the interface.

It turns out that, disregarding this round-up, the width NAz of the discrete interface is, up

to a second order term, smaller than the continuous value %26 by a single grid-spacing Az. As

this is a term of the same magnitude, the round-up, even though hard to estimate, is therefore
not really limiting the precision of the general first-order convergence esimate for the interface
width.

Considering first the value of x as defined in Equation (6.32), an estimate for x can be derived
based upon the expansion

1 1 1,4
cos(k)=1- 5/12 + 154 +O(k%) f1- i(EAa_c)Q

of the cosine around zero (this being the relevant range for ). An estimate based upon comparing
the quadratic term only then shows that x = O(AZ) and then more precisely with = = O(1)

and \/1-y2=1+ %yz - O(y*) that3¢

K = \/(iAJ;)Z +O(k4) = %Az\ 1+ O((Ai:y) = %Ai‘(l +0((a7)%)). (6.51)

Combined with (1+y)™! =1-y+O(y?)), it follows that

1_ 1 _o 1 o o
K %Af(1+o((Agg)2)) 4A£1+(’)((A5)2) 4Aj(1 O((A))),

from which the formula (6.50) for N can be rewritten as

N = %(1—0((&)2)) ~1+6= % ~1+6-0(Az), b§e[0,1]. (6.52)

36 A more precise estimate will be derived in Equation (6.57).
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Remark 59. Note that by the construction above, ¢g ~ ¢(xg) = ¢(0) is the last point where the
¢-value is still 0, and ¢y ~ ¢(xn) = ¢(NAx) is the first point where the ¢-value is at 1. Even
though there is not really a precise definition of the interface width in the discrete case3”, the
value of NAz = %26 - (1 -0)Ax can be considered to be an upper bound for any reasonable
interpretation of the discrete interface width, and the discrete interface is therefore slightly more

narrow (with —1+ ¢ < 0) than the continuous one. o

Remark 60. Note that the approximation for x shows that3® the angular frequency i of the
continuous solution in Equation (6.30) is achieved up to a second-order error.

Even though the estimate for é is only an estimate up to the order O(AZ), it is so around a
value tending to infinity. Multiplying N by Az to obtain the physical length of the interface,
this error (with the bounded tan™'-term) only leads to a second-order deviation, whereas the
value NAzx is generally only first-order accurate.

What is potentially surprising is that, based on Equation (6.52), the a priori fully numerically
induced necessity of the round-up operation turns out to actually cancel part of this first-order
error and that, if § is very close to 1, the interface will match, then essentially up to second order,
the continuous one. This is also consistent with Figure 6.4, where the remarkable agreement of
the discrete profile with the continuous one, despite the low resolution, is primarily due to the
fact that the “continuous” approximation for NV is just slightly above 4, and therefore, together
with the [-]-operation leads to 6 ~ 1.

That the first-order error in the approximate width of the domain does not entail an error of
equal order in the solution can intuitively be explained by the fact that the continuous solution
enters the bulk with a slope of 0. While this is an unpleasant property in the “forward” direction
(i.e. the ratio of the change of the interface width as compared to a change in the solution can
be made arbitrarily high), it equally well applies in the “backward” direction, i.e. one can make
the change in the profile despite a perturbation in the interface width aribtrarily small as this
perturbation tends to zero. A similar argument applies in the discrete case. Even though the
derivative is never actually zero, it suffices for this derivative to approach zero at a linear rate in
order to be able to absorb a first-order error in the discrete interface width into a second-order
error in the actual profile. <

Remark 61. Regardless of the asymptotics themselves, an important (and quite natural) point to
be retained from the previous remark is that the interface width by itself is an unreliable criterion
for judging the actual quality of a solution. This is of course also (but therefore not only) an
issue when dealing with well-potentials and might partially explain why it is quite common to
“define” the interface width e.g. as being the width between the points where ¢ = 0.1 and ¢ = 0.9
instead of two points where ¢ is actually closer to 0 and 1. o

Combining the estimates for x and N, it further follows that

KN :%Ai(l + o(m:ﬁ))(&; - (1-6)+O(A7)) =7 - ‘LATEQ -5) +0((Az)?),

and thus combined with cot (g - 0) =tan(0) = 0 + O(6%) that

cot(%) = cot(;r - (m?f(l -0)+ O((A:v)2))) _ 2Az7

37E.g. if interpreted in a cell-centerd fashion, there would be N — 1 “cells” with values deviating from the
bulk-ones, whereas, if interpreted in a FEM-like fashion, there would be N such “elements”.
38 Multiplying x by the “point” i leads to value

(1-0)+0((Az)?). (6.53)

™

Ki = iiAm(l +0((Az)?) = %-’Ei(l +0((Ax)?)

for the argument of the sine and cosine in Equation (6.36).
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Remark 62. S

A multiplication of the second expression for £(N) in Equation (6.46) by Az then shows
that

4
7NA33+ lcot(

4vAT (HN) 2

kN 4(AZ)?
2 4(Az)? ) -

4
Az =T NAz +
w2 2 2

(QAQJ

:@(%2_(1-5)Aj+o((Af)2)) —(==1-0)+0((Az)? ))(1_(9(@@2)).

2
From this, it is seen that the first-order errors through the (1 - §)-terms actually cancel (up to
second order) in the sum, leaving the final estimate

Az =7+ 0((A2)?), (6.54)

which in particular shows that the discrete energy is second-order convergent to the continuous
value.

Remark 63. This very pleasent conclusion is in fact not obvious based on the use of a formally
second-order numerical scheme. It is not a priori clear that this accuracy can actually be achieved
due to the only moderate smoothness in relation with the jumps in the second derivatives at the
transition points.

In continuation of Remark 51, one can also observe that, even though it is the first term in
Equation (6.46) that actually converges to the desired value 7, it does so only with first-order
accuracy due to the O(%)-error in the discrete interface width NAx. That the convergence of
the energy is nevertheless quadratic is only achieved through the correction by the second term
in Equation (6.46) which (up to second-order order) cancels this contribution.

It can also be noted that this does not depend on the precise form of the error in NAz (provided
the error 0N is of order 1, as e.g. the one caused by the truncation in the calculation of N).
This can of course be seen by a close look at the coefficients arising in the expansions above, but
is intuitively much easier to understand based upon the choice of NV itself. In fact, the energetic
argument underlying the choice of the “correct” number of points in the discrete interface is

simply a discrete analogue of the continuous condition g—f,(]\f ) 2 0. Even though this equality
need not be achieved exactly in the discrete setting, it will be so in first order. From this, the
“direct” contribution Ax JN of a perturbation in IV to the discrete energy is indeed expected
to be only of second- order in Ax. o

Remark 64. A further interesting observation is, by the expressions for the sums of the discrete
bulk potential and gradient energy in equations (6.42) and (6.43), that there is - in contrast to
the continuous case - not a precise equipartition of energy. In fact, one has

Nt 4 kN KN\ 1-cos(k
3 (eoi- L) = 2 (cot? (2)N+cot(2)sin(ﬁ())),
showing that the gradient energy is larger than the bulk potential energy in the discrete case.
Even though one could then conjecture that the second-order accuracy of Az€ is due to a
beneficial cancellation, a short calculation using the expansions above reveals that both the
gradient energy and bulk energy contributions themselves (and not just their sum Az€) are also
second-order accurate®. o

39Both equations (6.42) and (6.43) contain a term of the form (1 + cot? (%))N, which would be the obvious
candidate for a cancellation. As Cot( ) O(Az) by the above this term does not actually matter in the first

order. More precisely, using this estlmate for the cot and % (or directly inserting the definition of sin(k)

sm(fc)
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As a final consequence of the expansions above, one can also construct a (quite accurate) con-
tinuous approximation to the discrete solution given in Equation (6.48) in terms of the paramters
Az and € alone. In constrast to the exact discrete profile, this has the advantage of directly high-
lighting some simple - both qualitative and quantitative - points.

This requires additionally approximating the term ﬁ Based on equations (6.51) and
Sin

2

(6.52), it follows (as already used above) that % =5~ 2AT“?(l -0)+ (’)((Aj)Q). The elementary
relation sin (g - 9) =cos(f) =1 - 62+ O(6*) near zero first leads to

1 2AT
~ . =1+= (
M) 1o i(220-9) o(an))

(1- 5))2 +0(Az)?

olx | F

sin ( ™

and thus with x = ﬂi(l + O((Ai)Q)A:z: from Equation (6.51) shows that the discrete profile can

€
also be rewritten as

¢i:%+%(1+5(@(1 ) )sin(%(lJrO((Af)z))(mi—xm))+O(A§c)3) (6.55)

where x; = iAx.
Expanding the “error” in the angular frequency leads to

sin(%(l + (’)((ACE)2))(36z - mm)) :sin(%(xi - mm))cos (O((A:E)Q)(xl - xm))

A (6.56)
— PRp— ] T 2 —

+cos(ﬂ_€(33l xm))sm(O((Ax) )(z; xm))

Since cos (O((AE)Q)) =1- O((A:E)4), the prefactor in the sine-term can actually be replaced

(up to a fourth-order error) by 1, whereas the linear convergence of sin(f) to zero with 6 in
principle allows dropping the second-order term up to an error of O((A:z:)2). Together with
the boundedness of the sin- and cos-function, this is already sufficient to show that the discrete
profile satisfies

1 1 4
0:= 5+ g (@i-wn)) + O(82)%)

and is thus indeed a second-order accurate approximation of the analytical one.

Remark 65. It should again be stressed that this is not a priori obvious just because one is using
a formally second-order scheme for evaluating d) Even though imposing e.g. the requirement

in Equation (6.33)), one has

A:rl\.gleaifég A:p(4(1+cot ( év))NvL%cot(KéV) - ! ) S’YA ( (1+O((AI) ))NWL*C t()SIH(H))

sin(k) w2

S’YA ( (1+0((a%) ))(4—_(1 5)+0(A%)) + 7(2A—’”(1_5)+o((m) ) az(1+0(a2)* )))

8 2
:iAf(1gA—

-8y (1 5)+O(Az))~v+0((m))

2
The contrlbutlon by w differs, up to the sign of the second-order term cotz( 5 ) only by the last factor cot(k)
instead of As cot(k) = cos(x)

sm(n) sin(k)
directly be reused to show that one also has

= ; + O((A:v) ), the calculation for the contributions by a can essentially

N-1 1 1 9
Az Z ;w(qﬁi) = 57+(9((A:{:) )

=1

An even quicker alternative is of course to observe that as the gradient energy contribution and the total energy
are second order accurate, the bulk potential necessarily also has to be as the difference between both.
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¢ € C* for obtaining the formal estimate % = ¢"(2;)+O((Az)?) + O((Az)?) is in fact
more restrictive than actually necessary for obtaining global second-order convergence, it should
be kept in mind that, as pointed out in Remark 48, that this difference operator is only O(1)-
accurate when it straddles the transition points, corresponding to a loss of two order of accuracy.
Obtaining estimates for the order of convergence under such conditions requires a much more
detailed and complex analysis (see e.g. [38] for a detailed treatment of this topic). o

While this is interesting in itself, it is also useful to have a more precise estimate of the
remaining second-order deviations from the analytical profile. As the analysis above shows, the
accuracy of the approximation above is actually of the order (’)((Af)g) except for the “imprecise”

second-order estimate for sin (O((Aa‘c)Q)(xl - xm)) due to the only second-order approximation

of k.

Improving this estimate is fortunately only a matter of solving a quadratic equation. In fact,
1 (4Aa;

2\ T7e

k being defined by cos(k) = 1 - )2, one can simply include the fourth-order term in the

12
expansion of the cosine to obtain 1 - 1% + %Kfl +O(k5) 11— %(MT‘T) resp.

o126 1 12(227)2 4 0(s9) Lo
s

Since x = O(AZ), this can be interpreted as a quadratic equation for x? perturbed by a term of

order (AZ)%, from which it follows (using \/T+y =1+ 3y - £y° + O(y*) near y = 0 and choosing
the relevant sign preceding the square-root) that

K2 :6—6\/1 - %((g)2 + O((Aj:)es))

o-o(1- 3 (5D o(@)) - (257 0a0))) )
o3 (G o) L (G5 - etam)) )

ﬁ)z LO((AD)") + % (%((47@)2 +O((A$)6)))2 ) (mTf)z . %(MT@)‘l +0((Az)%).

g

Again expanding the square-root, a more precise estimate for x is therefore given by

182 [ LT o((any) - 221 LT L ofany)
_dAaz ﬁ(‘lATf”)2 +0((A7)°),

s 61

" (6.57)

allowing to obtain the improved approximation

6me w

cos(%(xi - xm)) sin ((1<4A:i)2 + O((Af)‘l))(xi - xm))

L(Mi)z(% - Zm) cos(é(xi - xm)) + O((Aj:)4)

6me w

for the cos-based term in Equation (6.56). Combining this with the previous analysis for Equation
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(6.55) leads to the higher-order approximation®

SR TH CCRDDEEEES)
1 (4Azy2 4 N (6.58)
' 12WG(T) (xi‘xm)COS(;(xi—xm))+(9(Ax) :

In contrast to the previous approximation in Equation (6.55), this expansion contains both
leading-order (i.e. second-order) perturbations of the analytical profile.
The first one in terms of the slightly increased amplitude of the dominant sine-term was already
obtained before. It on the one hand leads to a slightly steeper profile in the region around the
isoline ¢ = %7 and on the other hand to both a slightly increased (resp. decreased) ¢-value and
a slightly decreased (resp. increased) curvature near the outer limits of the interface near ¢ =1
(resp. ¢ = 0) since this is where both the sin itself and thus also its second derivative attain
the maximal magnitude. The second contribution in contrast will also lead to a steeper profile
near the middle of the interface (the cosine being second-order close to one there), but has very
little effect on the ¢-values near the outer limits as this is where the cosine approaches zero,
its primary effect on the ¢-values itself therefore lying in the intermediate region. Nevertheless,
with (zcos(x))” = -2sin(z) — z cos(x), it will also have a similiar “curvature-enhancing” effect
near the outer regions.

Remark 66. With respect to the interpretation of both perturbations and their relation with the
first-order perturbation of the interface width, it is worth noting that the first contribtution
could also be obtained by simply enforcing a steeper version (for simplicity with x,, = 0) of
the analytical profile 3 1y 10’ sin(l ) to match the bulk-value 1 at the perturbed point z’' =

§6 - —Am corresponding to distributing the discrepency in the width symmetrically to both
sides. In fact, with

.4, ™ 41-9

sm(gx )= s1n(§ - E?Ax) = cos (—(1 §)AZ),

the equation % +c' sin (%x’ ) i1 asymptotically reduces to
, 2 _ , 1,2 12 a1 1
—(1+0)Az)=c(1-=(—(1-0)A o(A ==
ccos(ﬂ_e( +0)Az) c( 2(71_6( ) x)))+ (Az)*) 5
and thus
2

- ! L L2 0 am)) s oan).
(- 120 -9an)) s o(an)) (143 (1= 9)an)) + 0(a))

This is, up to a fourth-order error, the prefactor of the sin above. Note that, as already indicated
before, it is crucial here that the first-order perturbation in the interface width arises in a region
where the profile is to first order flat as this is the reason ¢ differs from 1 only in second and
not in first order.

In contrast, the second contribution can be interpreted as being related to a more “mundane”
discretization error in line with Footnote 28. More precisely, applying a discrete (three-point

40Even though the pertubation by the term (; — ) cos (ﬁ(xz - xm)) a priori also appears with the slightly

increased amplitude of the sin-term, this results only in a fourth-order perturbation.
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stencil) second-order derivative to a sinusoidal profile, one obtains

sin(2i41) — 2sin(x;) +sin(x;_1)  sin(z; + Az) - 2sin(x;) + sin(x; - Ax)

(Az)? (Az)?
_ sin(x;) cos(Ax) + cos(z;) sin(Ax) — 2sin(x;) + sin(x;) cos(Ax) — cos(z;) sin(Ax)
(Ar)?
Co2(l—eos(An)) . 2(1-(1-3(A2)7 + i (An)t - O((An)7))
= - Sln(xi)(A—x)z = - Sln(l'i) (A:L-)Z

=—(1- 1—12(A1:)2) sin(z;) + O((Az)*),

resp. from the same calculation but with a modified angular frequency for the sine,

sin (L a;41) - 2sin (2 a;) +sin (22, 4.2 . 4 1 4A% 2 )
(” ) (A(£;2 )+ (“ ):_(7'('6) sm(;xi)(l—ﬁ(T) +0((Am)4)).

One can successfully counterbalance this deviation in the second derivative of the dominant term
precisely by the cos-based term in Equation (6.58). In fact, inserting the ansatz (again taking
Xy = 0 for simplicity) ¢(z) = % +3 sin( 4 :r) +0¢ with d¢ = O((A:E)Q) into the discrete difference

2 e

Equation (6.31), it follows that d¢ should satisfy

421 1 ,4AZ 2, . , 4 d*6¢ 16 .4
—275(—(;) 5(1_E(T) )sm(;x)—?ye P +E'y(—sm(ﬁm)—26¢)
421 4AT\2 . , 4 d*5¢ 32 !
:—’}/6((;) E(T) sm(;x)—?ye 2 —E'y(wwO

since the first-order terms in the sin cancel by construction of the analytical profile and applying

the discrete second-order derivative to d¢ will approximate its actual second derivative in order
(9((A9E)2). d¢ should thus satisfy

4AT 2 . , 4
dz? 72 37‘(’26( Te ) sm(gx)

d*op 32, 0 4

- — ~

—2¢

1 (4A:i
127e ™

correction in Equation (6.58) will actually solve this equation®!.
It can further be noted that, for the choice of k given by Equation (6.33), one has

2
and it is easily seen that defining ¢ := ) mcos(ﬁx) corresponding to the second

sin (k(i+1)) - 2sin (ki) +sin (k(i - 1)) ~ odin (m)l—cos (k)
(Az)? (Az)?
N Gt o) BT IV
:—2sm(m) (A2x)2 :—(;) sm(m),

i.e. the prefactor of the sine resulting from the discrete second-order differentiation operator
coincides exactly with the one arising from the second differentiation of the sin(%:z:) in the
continuous solution. o

41Note that while this ¢ solves the equation exactly in the interior of the domain, it is not completely compatible
with the (here implicit) boundary condition that d¢ should vanish at the endpoints of the actual interface. This
violation is only first-order in Az (with respect to the already second-order size of §¢ itself) though by the
linear convergence of the cos-term to zero near the outer region. This can then either be absorbed through the
construction of an appropriate boundary layer, or, since the dominant sin-term is maximal there, by a slight
modification of the dominant term through a third-order correction of its amplitude. Regardless of the details,
this does not affect the order of the error estimate in Equation (6.58).
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6.3 Multi-Phasefield Problems

As discussed in the beginning of Section 6.2, one has to deal with a number of additional chal-
lenges when considering problems with more than two phases.

A first - and quite important one within the usual variational framework - is the construction of
an appropriate generalization of the underlying functional to the multiphase case. While there
are a variety of possible choices, the discussion here will focus on the one based on [52] out-
lined in Section 6.1. Together with the additional constraints through either the sum-constraint
Zzav:1 #™ = 1 or the restriction of the ¢-values to the Gibbs-simplex GS”, the functional already
fixes an important part of the problem, namely the equations to be satisfied by any minimizer
and thus the steady-state equations, which will quickly be rederived - in a formal manner similar
to Section 6.2 - in Subsection 6.3.1.

A second important aspect, which is essentially independent of the functional (even if one postu-
lates a gradient ﬂow) is the choice of the dynamics, i.e. how one chooses the “proportionality”
. Two popular choices also implemented within the Pace3D-framework will

quickly be outhned in Subsection 6.3.2. Despite its practical importance, the (relatively difficult)
question of the respective advantages and disadvantages of the different choices of dynamics from
a physical point of view will not be discussed in any detail here. Instead, after a short outline of
some general algorithmic considerations for multiphase problems in Subsection 6.3.3, in partic-
ular in the presence of a large number of phases, the focus in Subsection 6.3.3 will primarily be
on practical aspects of this choice in the presence of the constraint by the Gibbs-simplex.

6.3.1 The Steady-State Equations

As in the two-phase case, a directional differentiation of the phasefield-functional in Equation
(6.10) leads to the first-order necessary condition

0o 2\ 1 ow of
W”/’)-Zf o T ) (o

——*dx >0

for all admissible directions ).

If the individual contributions to & and the functions themselves are smooth enough and with
the “natural” boundary condition Bv G mn=0 (see Remark 70 below), any minimizer in the
multi-well case (without an additional restriction of the form 0 < ¢ < 1) will therefore have to

satisfy
Z [ (s Ve

) + eﬁ + 1ow 8f
09> € D™ nga

=g«

— )y dz 20, (6.59)

where, unlike in Equation (6.17), 1 is locally restricted to satisfy 227:1 ¥ = 0. In the steady-
state, the (L2-)gradients g = (¢“)1<a<n are therefore locally orthogonal to all vectors with zero
average, i.e., as seen in Section 4, satisfy g(«) = —A(x)e, where the (scalar) Lagrange-multiplier
A(z) does depend on & but not on the phase « and the choice of the minus-sign is only a matter of
convenience. Through a simple summation, it therefore follows that A satisfies fovzl —g% = NA,
and thus, inserting the expression for g, that ¢ has to to satisfy as in [52]

6.60
SN o (6.60)

421t is partially related to the constraint sets though.

ow . 0
{ N (8v¢")+68%+%0$ + s+ A= p =0,
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together with the appropriate isolating boundary conditions and A locally given by

N
A:iZev-( Oa )—e@—la—w—ﬁ. (6.61)
N 2 Ao 0> € 09> O

If the phasefield values are additionally subject to the constraints 0 < ¢* < 1 Va, the conditions
are, due to the additional sum-constraint, somewhat more complex than in the two-phase setting
from Section 6.2. Considering first the simpler representation of the (locally) admissible set in
Equation (6.2), one formally has that 1 is an admissible local variation if 1 satisfies ij:l P =0
with the additional restriction that ¢ > 0 if ¢* = 0. As in e.g. [L1], if there are at least two
free phases with 0 < ¢*,¢® < 1, taking any ¥ > 0 and @ = +pe® F ¢e” - thus satisfying the
sum-constraint - Equation (6.59) shows that +i(g® - ¢?) > 0 and therefore ¢g® = ¢”. As this
argument can be repeated for an arbitrary combination of free phases, it follows that

g% (x) =-A(x) Va:0<¢%<1, (6.62)

where A is, just as in the simpler case when restricted to £ only, independent of the free phases.
If there is any phase « at 0, there is necessarily at least one phase 8 with ¢® > 0 due to the
sum-constraint. In this case, one has to restrict the sign of the variations of ¢“ taking e.g. again
¥ >0 and v = e® — e’ and one can only conclude that ¥(g® - ¢%) > 0, i.e. g® > g% if ¢~ =0,
#° > 0.
If there is any 8 such that 0 < ¢” < 1, by the condition above, one therefore has g > —A. It
may happen though that the (then necessarily only) phase with #% > 0 actually satisfies ¢ = 1,
in which case all other phases are automatically at 0. As there are no free phases, the above
definition of A does not apply. Instead, one only has g® > ¢° Va # . If one in this case chooses
A := —g®, the necessary conditions can be written in a unified manner in terms of the KKT
System

g=-Ae+p, px20, p“¢p“=0, (6.63)

or, more explicitly,

_ev . [ 9a_ Oa | 1 ow of _ _
eV (av¢a)+€a¢a+ea¢a+6¢a+A u* =0,

N o _
Za:l ¢ - 17 (664)
pe >0,
fora=1,...,N.
In contrast to the simpler well-case, there is now no simple explicit formula for A as in Equation

(6.61) anymore. In fact, the same summation procedure as in the well-case applied to the first
line in Equation (6.63) now shows that

1 X da da 10w  Of 1 X
A== : il R
N ;(GV (awa) ‘oo € dge 8¢a)+Na:1

1 N
1= Ay + = > & (6.65)
Na:l

=:A7nw
Since the p® are non-negative, the expression for A in Equation (6.61) is therefore only a lower
bound for the actual value of A in the obstacle case.

Remark 67. As the a-function in [52] is generally only defined indrectly in terms of ¢ and V¢
based upon the generalized gradient vectors ¢*? (¢, Vo) = ¢*V¢” — ¢°Vé* from Equation (6.5),
it is often more convenient to instead consider a as a function of the g®” only and then obtain
the derivative with respect to ¢ and V¢® through a simple chain rule. Since*3

og°" " dg®n
— 6@5 _ ;860(71 d — 660”7 _ n(;og,@ I
a¢a v¢ V(b an 8V¢a (¢ ¢ ) )

43Where 6%° is the usual Kronecker symbol, i.e. 1 if a = and 0 otherwise.
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the differentiation of the summation in Equation (6.6) leads to

G G ST A =Y TG

B n>B B n>p

9 ﬂn (wﬂaa@ - voP5e).

QAT
n>a gqan

one does, after exchanging the order of summation through ¥4 Zn>,3(~)5’7 =%, Zﬂ<n(~)ﬁ", lead to

- Y B<a ‘Z‘;‘% -V¢P. With ¢*? = —¢°* and A*P(q*?) = AP*(q"*) = AP*( - ¢*”) and exchanging

dummy-indices, one obtains the “missing” other half of the summation and thus finally

da(¢, V) _ 5 DAY
a¢a B+a aqaﬂ

The summation over the first term then directly reduces to ),

-V@", whereas the second

v, (6.66)

The same argument applied to the differentiation with respect to V¢® in turn shows that

da(¢, Vo) _ Y 50A

6.67
av¢a i aqaﬁ ( )

This in principle simple but still somewhat tedious reasoning occurs very frequently in the
multiphase case and will for the sake of brevity not be repeated in detail again*, but can be
verified to lead to the expressions

Pomel@) _ 1540 52 400(0) w267 3 4 (00)()?) (6.69)
d) Bra 6>
8,0+
and 5 (d)) 16
Wmo o o
preamie- YR A M R (6.69)
d) m B+a 6>
B0+
for the derivative of the bulk-potentials in the multi-well and multi-obstacle case. o

Remark 68. The choice A = —g? for the bulk-phase B above is the most natural one when
explicitly enforcing only the positivity constraint explicitly and the constraint ¢* <1, a=1,..., N
implicitly through the sum-constraint as in the description of the Gibbs-simplex in Equation
(6.2). One could of course, as in Equation (6.1), also enforce this upper bound explicitly, thus
introducing a multiphase equivalent of the two multipliers p* in Section 6.2, then leading to the
multiphase analogon

da 1 Ow - _
EV (avd)a)‘f‘ew"rza(b 6¢Q+A+M M a—07

[ >0,
u—,a¢o¢ =0,
peo(1-97) =0

of Equation (6.23).

This difference is of course only relevant when there is actually a bulk phase, but then has the
disadvantage of introducing an indeterminacy due to the partial redundancy of the description
of the constraint set. In fact, the sign restriction on the multipliers p* in the presence of a bulk-
phase could be satisfied for any A satisfying ¢® < —A <= min,.3 g% as for any such value, one
would still have g® = —A + % with = > 0 for all phases with ¢ = 0, whereas ¢% = -A — 8

44N slightly quicker approach is to make use of the “symmetry” of the energy with respect to the pairings and
thus to replace the summation over all distinct phase-pairings with one-half the summation over all phase-pairings.
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with p*? > 0. Even though this indeterminacy is not a problem in principle and the particular
choice of A (and thus p*#) does not affect the actual result, this is an unnecessary complication
which can easily be avoided by using the non-redundant description in Equation (6.2).

It should be noted though that this leads to a difference of the multipliers when using a multi-
phase formulation with two phases as compared to the reduced two-phase formulation. The
reduced formulation implictly corresponds to choosing (up to a factor of 2) the multiplier A =
—%(g1 +¢?%) and thus will lead to the multipliers u* being equal to (twice) that value instead of
the choice ¢ above anytime a bound-constraint is active (which then automatically implies the
presence of a bulk-phase)?®. o

Remark 69. Similar indeterminacies arise quite frequently in non-reduced formulations. Another
simple example in relation with a volume-constraint will be seen in Section 6.3.3, whereas a more
complex one in a concentration-based setting will be discussed in some detail in Section 7.1. ¢

Remark 70. Recall from Section 6.2 that imposing Bv -n is much less obvious in the presence of
constraints than it might appear at first sight, since tﬁe boundary condition it is not a priori “up
for choice” but actually has to be taken in accordance with the first-order necessary condition.

In particular, due to the multiphase setting, there is now even in the well-case an additional
restriction zfj lw“ 0 on the variations 1, which a priori only leads to the necessity of

ZN (8V¢a : )wa 0 alnd thus 6V¢0‘ -n = A for all Q.

In contrast to the interior of the domain, where “choosing” to enforce g® =0, a = 1,..., N (and
thus A = 0) is potentially possible, but practically useless for making the volume integral vanish*®
(and therefore ), enforcing A = 0 and therefore the vanishing of the conormal derivative on the
boundary would seem a lot less restrictive. Nevertheless, even though this is clearly compatible
with the first-order necessary condition, it is not a priori obvious whether this is a necessity or
simply a selection having - with the pure bulk solution with the lowest f - at least one solution
which is also a global minimizer. Showing that this is indeed a necessity is expected, but, similar
to the discussion in Section 6.2, actually requires a non-trivial argument even in the simplest
isotropic case®” and will therefore simply be assumed here. o

45Note also that g® > ¢g? in the two-phase case automatically ensures g% < —A = # < g%
inequality based on the average of more than two phases however is generally not valid.

46This is basically only compatible with the solution consisting out of a single bulk-phase either in the absence
of driving forces or using one of the h-functions satisfying h'(0) = h'(1) = 0.

47"Based on simplifying the expression for (6.67), one has

A similar

da (Z)B 3¢ !
- B 0B - B B ! -
m=-) ¢"q"" -n= @ - ¢ A,o=1,...,N.
ove> ﬁ;a /3;1 (¢ )
Similar to the interior of the domain, a simple summation over all phases, but now using YBia =1- % as well
8 o
as Zﬁta 88% = 788% due to the sum-constraint, shows that
305 o¢° o¢P
IO ¢B ) Z¢B((1 )5 (-5 )= ¢ S~ =-NA. (6.70)
B azf on 3 on

Making use of this relation, one can eliminate one of the summations in the condition on the normal derivative
for the individual phases, since

¢ 8(15 8¢P 200
5o 9%\ a 399" 8y2 99%
5§a¢ ( ¢ ) ¢ ,Bgad) n +,8§a (¢ ) on

4 Bﬁ,a‘%a 5\29¢% _ o 82\ 9% _
=BG -0 50 )+ T (@) G =t NA (@) ) 5
and thus (with ¥4 (¢7)° > 0)

89™  A-¢*NA

on x4 (e8)°

85



6.3.2 The Choice of Dynamics

In practice, the phasefield model is most commonly employed as a dynamic model for the evo-
lution of microstructures, and not in terms of a pure minimization problem. While the choice of
a phasefield functional does, within a variational framework, fix the potential equilibrium points
through the solutions of the steady-state equations (6.60) resp. (6.64) above, this does not
imply anything specific about the evolution of the phasefield variables, besides the very broad
requirement that they should converge to a (potentially local) minimizer resp. maximizer of the
phasefield functional. A simple and natural way of enforcing such a behavior is to postulate a
gradient-type flow. In the Allen-Cahn case, the postulate is that of a non-conservative gradient
flow based on the L2-gradient of £, ie. 22 ~ — with individual models differing in the
dF.

d¢
The model in [52] corresponds to a multiphase version of the simple scalar proportionality in

Equation (6.24), i.e. to postulating

particular choice of proportionality to

0 dF.
— == -A 6.71
Tt e e (6.71)
or, in combination with the Gibbs-simplex constraint,
dF.
Teaa—(tb =- dj(; - Ae+ p, (6.72)

where e is an N-dimensional vector of ones and p is subject to the same complementarity
conditions as in Equation (6.64). In a more explicit form for the indiviual phases, this can also
be written as

ol ( Oa ) Ooa 1 ow af
Y v, e I LA =1,....N. 6.73
TE 815 eV av¢a 68@50‘ 6(9(;50‘ a¢a ) « 30ty ( )
resp.
O da da 1 0w af
ey | e 2 T L A ® =1,...,N. .74
or Y (aw) Dor " coge agn DI AT (o7

together with zﬁzl ¢“ =1 as well as u® >0 and u® =0 if ¢ >0 in the obstacle case.

One disadvantage of using a scalar-valued kinetic coefficient is that this can lead to difficulties
within multiphase regions involving a mixture of highly mobile and highly immobile phases (or
phase-pairings). In fact, since 7 is locally the same for the evolution of all phases, an interpolation
favoring the immobile interfaces may artifically slow down the evolution of the mobile ones and
vice versa. This raises the question of how and to what degree one can properly interpolate
between the individual mobilities such as to obtain satisfactory results.

A popular alternative, propagated in particular in [68] and used for e.g. also in [61] and [65], is
again based on considering two-phase interactions, but now postulating an evolution of the form

96"« ap(dF. dF.
ot 2, m (d¢u dgb

B+a

yazlqu. (6.75)

This corresponds to postulating that the evolution of each phase is determinted as the sum of
its individual interactions with all other phases, each such interaction being equipped with its

This can be recombined with Equation (6.70) - now in terms of a ¢®-weighted summation over the previous
relation for the indivual phases - to obtain

_NAzzd)&%:ZQ¢QA_ZQ(¢Q)2NA:A_Za(¢a)2NA= A
a om Ss(07) Ss (7)) Sp(67)°

from which it follows that A indeed has to be zero.

~ NA,
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own mobility m®? = mPe.
This may also be written more compactly as

9 _ 07

“or T T dg

ay _
(M)aﬁ = {Z’Y#:gm p=a (676)
-m else,
and therefore amounts to replacing the scalar-valued kinetic coefficient on the left-hand side of
Equation (6.71) with a symmetric mobility-matrix M premultiplying the gradient.
It should be noted that there is no multiplier A for the sum-constraint in Equations (6.75) resp.
(6.76). This is due to the fact that the mobility matrix M above satisfies Me = el M = 0
and thus on the one hand M - (% +Ae) = M- ‘i@ﬂ i.e. applying M to the gradient of the
Lagrangian L(¢) = Fc(¢) + [ A(e- ¢ — 1) dz associated with the local sum constraint leads to
the same result as applying M directly to the gradient of F.. On the other hand, as
N « .

0Y 1@ _ oe-¢ :—16~Md]:6 _

ot ot € do

0,

there is no need to explicitly introduce the multiplier A since the phasefield will remain consistent
with the sum-constraint provided the initial values were so.

Remark 71. This is analogous in nature to the choice of the mobility matrix L in [52] for the
concentration- and energy-evolution, which, in addition to the multiplier A in the phasefield
equation would a priori also require another one A, for the concentration equation due to the
constraint Zfil ¢; = 1. As L is chosen to be only a positive semi-definite matrix satisfying
Zfil Li; = ZjKﬂ L;;j = 0 for all rows resp. columns, the multiplier for the concentration drops
out of the resulting equations while the sum-constraint nevertheless remains satisfied provided
it was so initially. S

This is in constrast to the multipliers p arising due to the inequality constraints in the
obstacle case, which still need to be considered explicitly such that the evolution equation has
to be modified to (for the representation in (6.2) of the Gibbs-simplex)

0 dF.
e—¢ - M( -

ot do
Even though this formulation still has the apparent advantage of containing one multiplier less
than the obstacle-version of Equation (6.71) (the sum-constraint remaining satisfied regardless
of the choice of p as well), this simply shifts the indirect interaction of each non-zero multiplier

1 with the other phases through the sum-constraint to a more explicit one in terms of the full
matrix M.

u), PG =0, 120, a=1,..,N. (6.77)

Remark 72. Note that one could in principle also rewrite Equation (6.71) resp. its obstacle-

analogon in a similar manner as*®
¢ 1 1 dF. ¢ 1 1 dF.
—=—-——I-—e® == -—e® -,
ot Te( N° e) dg P oy Te( N€ e)( ¢ )

where the Lagrange-multiplier A has been eliminated through the use of the “mobility matrix”
M = #(I - %e@e) corresponding to a scalar multiple of the Euclidian projection operator onto
the subspace of zero-average vectors. As the diagonal entries of this projection matrix are given

by i(l - %) = %;l = — Y Bta ( - ﬁ), this is just a particular simple form of the one above
. . _ 1
obtained by setting m®? = “no Va#pB.

48This corresponds to a (partially in the obstacle case) “projected form” of the equation.
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It is therefore not surprising that both approaches actually share many of the same features and
difficulties, the most notable difference being that the particularly simple form in the latter case
often allows for more “explicit calculations”.

One point where the more complex form of the mobility matrix M leads to a notable complication
is when reyling on a projection-based descent algorithm. In fact, the modified interaction of the
gradients g through M also has to be taken into account during this projection operation (in
line with the role of @ in Equation (6.77)), and entails the necessity of using a more complex M-
weighted projection operator instead of the simpler Euclidian one. This projection, in particular
some of its algorithmic implications will be discussed in Section 6.3.3.

It can also be noted that in the two-phase case, the matrix #(I—e@e) reduces to ﬁ ( _11 _11 ),

1

and both approaches are therefore clearly equivalent if m'? is chosen as 5o o
T

Remark 73. The two approaches outlined above are clearly not the only ones possible. In
particular, one can in principle use any spd mobility matrix M provided one is willing to maintain
the explicit multiplier A. Similarly, one could also choose to replace the use of a mobility matrix
by that of a matrix 7 of kinetic coeflicients and postulating T% = % — A (this of course being
equivalent to the previous point in the spd case by setting M = 77! or vice versa)®. The latter
may be potentially useful for obtaining a somewhat “intermediate” model between the scalar
kinetic coefficient and the use of a full mobility matrix if applied in the form

ol dF
% ——=-—"S-A, a=1,.,N

ot dop>
i.e. by using a a simple diagonal matrix 7 = diag((Ta)lsasN) allowing for some additional
freedom in specifying the dynamics while remaining in an “almost explicit” form due to the
diagonal structure of 7. o

6.3.3 Some Numerical and Algorithmic Considerations

A first important point to observe from a structural point of view is that the derivative conribu-
tion from w(¢) now always has a nonlinear contribution due to the triple-phase terms, even in
the previously linear obstacle case. Depending on the size of the penalty parameters %9, this
contribution may be relatively large and can thus potentially also lead to additional numercial
difficulties. Similarly, due to the formulation of the surface energy densities in terms of the
(nonlinear) g®?, the derivative contribution due to a will also always be nonlinear both in ¢ and
V@, even in the previously linear isotropic setting.

An additional complication, in particular in the obstacle case, arises due to the nature of the
admissible set. Whereas in the two-phase case, the sum-constraint is easily absorbed into a
reduced formulation and thus leads to no actual constraint in the double-well case and a simple
box-constraint in the double-obstacle case, it is more common when dealing with multiphase
problems to remain within a non-reduced formulation. This requires maintaining the sum-
constraint as an explicit constraint. While this is generally easily dealt with in the well case,
the combination with the positivity constraint is a somewhat trickier issue. In particular, there
is no simple explicit formula even for the simplest (Euclidian) projector onto the Gibbs-simplex,
as the combinatoric nature of the projection operation is more pronounced due to the higher
complexity of the constraint set (regardless of whether one uses a reduced formulation or not).

49In fact, if one maintains the explicit presence of the Lagrange multiplier A, one could also use a spsd 7-
matrix whose kernel (and, by symmetry, cokernel) coincides with Span{e}, even though this seems of somewhat
limited practical interest. While 7 is then not invertible, the same choice of A (up to a prefactor of 7¢) as for
Equation (6.71) ensures consistency (i.e. orthogonality to the constants) of the left- and right-hand side, while

99

the indeterminacy in 7 is eliminated by the presence of the sum-constraint.
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Remark 74. Even though it is in principle possible to use a reduced formulation in the mul-
tiphase setting by eliminating one of the N phasefields in terms of the remaining N — 1, any
potential benefits of doing so would primarily be restricted to the multi-well potential. The
central difficulty in the multi-obstacle case is not the sum-constraint, but its coupling with the
bounds on the ¢-values. As this implies the risk that the phase which was eliminated in favor of
the others may actually not be allowed to change according to the changes of the other ones, this
does not in general avoid the issue of the sum-constraint. This is in constrast to the two-phase
case, where any one phase trying to move outside one of the 0-1-bound is equivalent to the other
one trying to move outside the opposite one. o

Before continuing the discussion on the challenges associated with “true” multi-phasefield
problems with N > 2, it is worthwhile to first take a closer look at how the formulation above
compares with the simpler description in terms of a single phasefield-variable ¢ from the previous
section. While it is clear that they are in principle equivalent, the redundant representation in
terms of ¢! := ¢ and ¢ = 1 - ¢! = 1 — ¢ leads to a number of “technicalities” which should be
distinguished from the actual difficulties associated with the situation for N > 2.

Comparison of the “Single-Phase” to the “Two-Phase” Formulation

If one explicitly enforces the sum-constraint by reexpressing e.g. ¢? as a function of ¢!, i.e.
with ¢2 = 1 - ¢, V¢? = V¢! and thus also g'2 = —-V¢!, it is easily seen that the values of
the a- and w-term (not the functions though!) reduce to the same expressions that would be
obtained from Equation (6.16). If the reduced functions in terms of ¢? = ¢?(4') are denoted
with a hat-symbol, i.e. for example w(p') = w(p!, ¢*(¢')), as a simple consequence of the chain
rule and of

8(]12 9 aq12 1 aq12 9 8(]12 1
= = — s = — I’ = I
o0t =V g STV gm0 gug
the respective derivatives in the phasefield equation are given by
ié&(qﬁl) 1 6a  da _ da da da  Oa

A2 5l _7125¢1 5¢2__v'(m_m)+(@_@)
=—V~(— ¢2 q12+¢1q12)+q12-(v¢2 _(_v(bl)):v.qm:_A(bl
and

aUA/dw _ awdw 8wdw

6L 00t 052 187'2(¢'(6%)* - (6')70%) = 187201 6% (¢” - ¢')
=182 (1 - 1) (1 - 2¢1)

for the double-well potential and

Oy, Owg, Owg, 16 16
o Oty Oto _ 2312(62 - 9') = 197"*(1-29")
T T

APl APl 92

for the double-obstacle potential respectively. In addition, if & is based on any of the “standard”
two-phase interpolation functions and ¢! + ¢ = 1, and thus also h'(¢) + h%(¢) = 1, then the

denominator drops out and the values of the derivatives reduce to g%i = h(¢?)W (¢") resp.

%ﬁ; = —h(¢")N' (¢?). As one further has h'(¢?) = —h/(¢'), the derivative of the f-contribution
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becomes

of(¢t) of of  of ot  on! Oh?  Oh?
8(¢1) 6¢1((¢ ¢52(¢)) ?&_?& f(@_@) fz(@_@)

FHR@B (91) = h(6MI' (6%)) + £ (h($)D (¢%) = h(6*)' (6))
=(f1— ) h(?) K (e")-h(e") W (s )) (f' = N (8Y),
=1-h(¢") :—h'<¢1)

showing that this term as well reduces to the previous expression.

This is of course not particularly surprising as the multi-phasefield formulation is naturally
intended as a generalization of the two-phase case. The simple calculations above nevertheless
highlight two important points:

1. Whereas the original (isotropic) “one-phase” formulation is linear in the second-order term
and only involves at most low-order polynomial expressions in the derivatives of the w-
and/or f-term, its “two-phase” counterpart is a priori also nonlinear in the second or-
der term and involves much more unpleasant nonlinearities (fractions over squares of the
original h-function) in the f-term.

2. If the problem is not from the outset reduced to the previous version by using either ¢2 =

d* (o) or ¢! = ¢*(¢?), the cancellations occuring in the reduced formulation will instead
have to be enforced through an external Lagrange mulitplier A for the sum-constraint
¢! + % = 1. This, by itself, poses no particular problem. Nevertheless, if one additionally
chooses to (or has to) enforce the constraints 0 < ¢!, ¢* < 1, a direct extension of the
procedure applied in the two-phase case using separate multipliers ,ul/ 2% for the lower and
upper constraints entails some additional technical difficulties. Due to the sum constraint,
there will be either no active inequality constraint or both equality constraints will be
active at the same time. In the former case, the Lagrange multiplier A for the sum-
constraint will, as expected, just equal the average of both derivatives. In the latter case
though, there are a total of three multipliers (for example A, u''~ and p* if one has ¢! =
®? = 1) to be determined based on only two actual unknowns ¢! and ¢? and one is faced
with an underdetermined problem. Barring the expectional case in which both constraints
are only weakly active (i.e. if both phases would remain in 0 resp. 1 even without the
box-constraints), this necessarily results in a non-unique (though bounded) set of Lagrange
multipliers.
This is not a problem per se, as there is no real need to have uniqueness for the Lagrange
multipliers. In particular, this indeterminancy can be dealt with through an appropriate
selection mechanism and the resulting phasefield-values will be the same regardless of
the particular choice made. Depending on the way A and the pu®* are determined, this
nevertheless may require some care when e.g. working with direct solvers for the associated
matrices.

Remark 75. A similar issue with respect to the multipliers arises also if one e.g. imposes an
additional constraint fQ ¢% =V on the phase-volumes. These a priori two constraints require
an additional set of Lagrange multipliers (x!,x?), leading to the modification

¢Oé
7:_06_)\_ aa :1727
Te—o g X @
of the right-hand sides (or, when using the slightly modified approach in [53] and [29], of the

form Z%ﬂ x? ggi) and the appropriate modification

A1) = 5(= ! (@, - 2@, 0 - (0 12) (6.75)
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of X\. There is again a redundancy in this case as it would be sufficient to fix just one of the
volumes, e.g. that of the first phase, and then let A “handle the rest”. In particular with respect
to splitting-type approaches for the above system, it is highly preferable to maintain, at least
formally, both x! and x? as separate multipliers as this avoids enforcing the global constraint
on the other phase indirectly through a multiplier which is intuitively associated with the local
constraint. A natural selection criterion for eliminating the indeterminacy in this case is given by
choosing as in [53] x! and x? such x! +x? = 0, since, by Equation (6.78), this leaves \ unaffected
by the additional constraint. o

Some Choices for the Spatial Discretization

The presence of more than two phases has essentially no impact on the simplest discretization of
the local terms due to the bulk potential and the driving forces within the cell-centered scheme
used in the Pace3D-framework. In contrast to the pure two-phase setting, the derivative of the
gradient energy density in the simplest isotropic case cannot be reduced to a Laplacian anymore
as soon as there are more than two phases present, and one does thus not have an “obvious”
choice of discretziation through the standard second-order difference quotient anymore?.

W)’ a very convenient discretiza-
tion for this term is to express it as the differences of fluxes over the cell “faces”, i.e. in the

simplest one-dimensional setting as

ei da Ni Oa B da

where the (a(f?;’a)) correspond to appropriate approximations of this derivative on these
J+3

Based on the divergence-type nature of the expression €V - (

8]

dx
2

faces and the prime indicates a derivative with respect to x. As (8 (i’;‘a )) is in the isotropic

dz

case (this being the only reasonable choice in 1D) given by

da
—ag = 2| PP )
TR

dz Bra

[-} o
and ¢®? (¢, ) ¢ d¢ dfx , the most obvious choice of discretization for this expression on
the faces is obtamed by usmg a short one-cell stencil for the first-order derivatives and the average
of the neighboring ¢-values for the values of the phasefield itself. Defining (],’)H% = %(qbl + ¢H1),

this leads to the natural approximations

B
o8 _ o D=8 5 O -0F
i Tl A YT A (6.79)
i i I, Pl af aﬁ aB B af
e(dx(a(ddf)))i 2e (6;17 % ) (ﬂ;j ?; 19 )] (6.80)

In contrast, there are actually two quite natural discretizations for the second contribution from
B
g WhiFh is, in the iS(’)tr.opic case, given by e% =.2€ 2 Bra jaﬁqaﬁ%. Th.e ﬁrs.t and
most intuitive one is to evaluate it in a cell-centered fashion, i.e. by using the approximation

da &y~ 0 G%y — D%y | Dryy — B
va ~9 afl aPitl i—1 B Pi+1 i—1 i+1 i—1 81
(ansa ) ‘L (d’f VR Y v 28z (6:81)

the term e-22

50Using higher-order stencils is of course in principle possible, but, in the obstacle case, unlikely to lead to any
major improvement by the discussion in Section 6.2.3.
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through central gradients only. An alternative is to try to reuse the already calculated gradients
of ¢ and the ¢®? on the cell faces and thus to express € a‘?;& as the average of its approximation
on the left and right face as

da 1 ¢ - ¢l ¢y - df
~ 92 aff = ozB i—1 af i+l i 89
(65¢a )z 6[3%7 2 ( GisTAr T A (6.82)

The use of this - a priori slightly less intuitive - expression as compared to the one in Equatlon
(6.81) is two-fold. Firstly, it can indeed partially rely upon the same face-centered quantities q

already required for the evaluation of the divergence-term in Equation (6.80), but at the price of
introducing the same spatial buffering requirement as for the fluxes over the cell faces if one wants
to avoid recalculating the same values twice. Secondly, the resulting discrete phasefield equation
based on the combined discretization of the gradient energy contributions as in equations (6.80)
and (6.82) together with the appropriate isolating boundary conditions corresponds itself to the
derivative of a discrete energy “functional” F, A, given by

1 _ &, - 1
Fonel) = % ge (a0 P50 ) val@ny 2P« Lua) <10, (659
where a(quJr , ]*Al;¢j ) abbreviates the summation },, 3 5., \qo‘ﬁl | with q;‘fl defined as in Equa-
tion (6.79).

This is obvious for the local terms arising due to w and f. For seeing that this is also true with
respect to the spatial terms in the gradient energy contribution, it is convenient to first rewrite
some of the expressions above.

Firstly, it is easy to verify that the expression for ¢ in Equation (6.79) can be simplified to

B
af ¢a¢1+1 ¢ z+1
it3 Az
Secondly, the combined contributions from the divergence term and the derivative of a with
respect to ¢ can be summarized to

.
—2627“[’{ [qﬁﬁlq sbﬁlq“ﬁ] 2((]?_5%(? A(b +q;’_‘é¢”2x¢l )}

B+«

—- 20 3 [ (60, + 500 - D) 0 (67, - 3007 o))

Ba

(6.84)

== 2? Z ,Y(XB |:¢z+1q2+7 ¢Z 1qz—fj|

B+a

Differentiating the total gradient energy contribution in Equation (6.83) with respect to a partic-
ular ¢-value ¢, it is easy to see that it suffices to verify that for each phase-pairing individually,
one has d
B 2, B
“d07 2 S (17 P+l ) = -2 oy - 60 1)
1
Since ¢ is only involved in two terms in this summation, namely the ones for j = ¢, it follows
that this is the same as

(6.85)

71_,

g™’ dg®”
~ 4l *(Iq“ 2 +1g7% 1) = —2(qo"3 e q“%)
do? 2 z i+3 d¢a i+ do ’
dg™? dg™# a 4B_4B ,a
and thus together with d:;f = QZ“ and d;? d(‘;? 4)7”1¢"Aj7“1¢i d)l 1 based on the simplified

expression in Equation (6. 84) that Equation (6.85) is indeed satisﬁed.
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In contrast, a similar property does not hold when using a discretization of the gradient energy
distributions using equations (6.80) and (6.82). In fact, the existence of an underlying potential
would, by Schwarz’s theorem, require the symmetry of the second derivatives with respect to
all unknowns. Even though it is clear that both contributions are symmetric with respect to
the phase-indices « € {1,2,..., N}, this is not the case with respect to the ¢-values at different
spatial positions. Combining equations (6.80) and (6.82), the total gradient energy contribution
in a cell 7 is given by

B a B
_g% = _9 apf [ B ) af B ) qﬂl] a¢z+1 Py _ @¢i+1 - Py ¢z+l Piy )
9i ¢ Z 7 {Ax ¢”*q“ (biﬁq“a 0 2Ax ¢ 2Ax 2Ax

B+a

In order to be compatible with the symmetry of the second derivatives, one would therefore

. ge 052
have to satisfy gi; =3 ¢0‘ for any combination of ¢ and j, or, restricting the attention to two
3
agz — 69i+1

neighboring cells 5 6o = Den By the symmetry with respect to the phases, it is furthermore

again clear that it suffices to check this for the contribution of a single phase-pairing, and is thus
a matter of comparing

B B _ 4B
e LR B (e R e R R

00%,, 2Ax 2Ax 2Ax

af af
id)/j aq“’% ¢5 ¢z+1 ¢’LB 1 9 ¢zq+1 — sti)il _ 7¢/3 aq“’% _ ¢5 ¢z+1 ¢’L 1
Az "3 9% 20z 099, 2Az Az "3 92 4(Ax)?

and

0 |1 [¢5 @8 — ¢ qaﬂ]+ e ¢?+2_¢i5_¢6 Do — Brp = &Y
Do wdtied Tirgtieg w1 oAz il 2Aw 2Ax

af ap
aq”* B ¢?+2 ¢ 0 ¢fn -7 Iéi aqi 8 ¢1+2 ¢i

TOMTOA: Bgr 2Ar 7%* 96¢ TSR

__ 4B
- ¢z+— 8¢a

Since ’8 depends neither on nor on it is obvious that this equality cannot hold in
q;, P i 2 q y

z+27
general, and that there is thus no potential underlying this discretization.

Remark 76. This lack of variational interpretation in the discrete case is not necessarily an issue
and does not automatically favor the other discretization. Instead, this choice (as well as that
of any other discretization), also depends heavily on the interplay of various factors.

On the one hand, both discretizations are perfectly legitimate and differ only by a second-order
discretization error. The results obtained by the two discretizations are therefore not expected
to change beyond the level of the other errors inherent in the discretization anyway®!

One the other hand, it does not have any real effect on the characterization of the “multipliers”
in Equation (6.64) (resp. its simpler well-version) or their alternative introduction through a
projection-based algorithm below. In fact, even though these are then not strictly speaking
Lagrange multipliers in the sense of an underlying Lagrangian®?, they are still induced in the
same form by the constraints due to the more general geometrical characterization through
orthogonality and normal cone conditions for the admissible variations discussed in Sections 4
and 4.3.

It therefore often makes sense to prefer one or the other based on more practical considerations.

51This can also be verified numerically, with both solutions differing only very slightly.

52Recall that the two primary motivations for the Lagrangians are the formal simplicity with which they allow
to derive necessary conditions for constrained variational problems as well as any potential benefits obtained
through a saddle-point structure. Neither of these is used when arguing based on Equation (6.59).
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Figure 6.6: Layout of the ¢-values and required gradients on the upper cell faces for the evalu-
ation of the gradient energy contribution in the cell (3, 7).

In particular, when using an explicit time-discretization which is typically quite “forgiving” to
moderate perturbations in the equations, a much more relevant criterion is often the difference
in run-time obtained for both discretizations due to the usually very high number of time-steps
inherited by the stability restrictions. In contrast, other more complex schemes can often be
relatively sensible to even small perturbations in the equations. For example, the common
usage of line-search or trust-region algorithms in constrained optimization problems depends
fundamentally on the existence of a potential, and the use of an alternative merit-function which
is not actually being minimized can thus be an issue. Finally, there is also the very “mundane”
issue of the effort and amount of code required for the implementation of the equations. o

In the isotropic case considered above, both discretizations are easily extended to the higher-
dimensional setting by “splitting” the contributions of g onto the faces in the respective spatial
direction, i.e. in two dimensions by associating the contributions from the z-component of q®?
on the left and right cell faces, and those due to the y-component on the bottom and top faces.
With some further modifications, they can also be extended to an anisotropic settting. In
this respect, the primary difficulty faced by a cell-centered discretization in combination with

fluxes discretized on the faces is that these in general then depend on the whole vector g®?
af
resp. its orientation ﬁ. Whereas the layout is very convenient for calculating e.g. the x-
component of V¢ at the face-centers in the x-direction, it is much less so for calculating the
09

y-component at these same points as illustrated in Figure 6.6. While (E)Hl ; and (%)i el
2 JT 3

¢i+1,j*¢i,j ¢i,j+1*¢'i
= and X

can as before be evaluated using a short difference as - the evaluation

of the respective other component is most naturally done using a broader “averaged” stencil as
(ai) ~ (@i j+1+Piv1 1) (Pijo1+Pir1 j-1) nd (874)) o (i1, +Piv1 1) (Piy j+Pic1 ju1)
oy Jivtg " 4Ay a dx /i j+1 7 4Ax :
Based on this stencil and the same simple averaging of the ¢-values as before for approximat-
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ing qu%’j and d)m%, one can then recover the full g®’-vector on each of the faces. Based on
Equation (6.67), the two-dimensional and potentially anisotropic extensions of the divergence-
contribution in Equation (6.80) is thus given by

[ _9a _ g 0AY s s A% g
6(v (3(V¢Q))) 262{ [(b”ﬂaq (q“%’j) gz)Z"Jﬁq“ﬂ(qi-%u‘)

1 B 8A‘X af 3 aAa,B B
+Iy |:¢”+§ aqaﬁ (qi,j+%) - d)i»j*é 8qa5 (ql_’jié) .

Similarly, one can extend the additional contribution by % in (6.66) in a cell-centered

Piv1,;=Pic1,j
2Ax

fashion as in Equation (6.81), i.e. by calculating V¢, ; through ( ) ~ and

(@) ~ ¢’i,j+1_¢i,j—1
oy Jij "~ 2Az
contribution

and combining these with ¢; ; to obtain qz B thus leading to the total

da\ oA oo [ L ’Ad’: = .
(Ew)ij "2 Z 04"‘5 (qi’j) . ¢1 J+1 ¢l 2+l (68 )

B+

corresponding to the default discretization in the Pace3D-framework.
Alternatively, one can also extend the more face-centered discretization in Equation (6.82) in a

similar manner by instead using the already calculated approximations of V¢ and ‘gg—zs on the
cell phases and either setting

() o 2 ) (B0 0

B#a
OA*P QAP
+(8q@5 (qi?—é)) (Wﬁ) -3 +(8qaﬁ (quié))'(wﬁ)i,ﬁé]’

or, in a somewhat cheaper manner which in addition reduces to the previous one if one is in fact
isotropic, by setting

da 1[(04%F , .4 ¢f -¢7 DA o of . ¢§_
(Ga‘ﬁa)ijw?ele( ﬂ(qi—éﬂ‘)) A ) ( (qi+;7j))+ix

(6.88)

22|\ ogg x ag;”
p+ , 5 5 (6.89)
+(6Aaﬂ( a8 )) i ¢w 1 (8Aaﬁ( of ))M
og” i Ay 9ggP it Ay

erations. The one in Equation (6.87) is a priori the simplest, but has the potential disadvantage

of requiring an additional calculation of the 2 5q° 5 in the cell-centers. In contrast, the discretiza-
tions in Equation (6.88) and (6.89) are again solely based on quantities already available on the
faces. In addition, if combined with a buffering scheme, the contributions by each of the phases
need only be calculated once as they are shared by the neighboring cells. This nevertheless has
the disadvantage of introducing a spatial interdependence and some additional overhead through
the buffering.

It should be stressed though that none of the formulations above is compatible with a discrete
variational principle unless the contributions of the derivatives in the lateral direction in Equa-
tion (6.89) happen to drop out®®. Even though there is no principle difficulty in first defining

53This is obviously the case for isotropic problems, but can also happen for some simple anisotropies such as
e.g. an elliptic one described (in two dimensions) by

AP (q°P) = 2(q2P)" + 2 (a57)”.
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an “appropriate” discrete approximation of the energy F. and then deriving the corresponding
difference scheme through a differentiation with respect to the ¢, this has a signifcant practi-
cal disadvantage as soon as this energy involves a gradient contribution calculated based on an
averaged gradient, i.e. with a stencil spanning more than one grid spacing as this automatically
entails a broader stencil.

This is most easily illustrated in an isotropic one-dimensional setting. Whereas the differentia-
—hi N2
tion of an energy contribution of the form }; (%) with respect to ¢; leads to contributions
by the two terms j =i -1 and j = ¢ through %fx and %;@A—i and thus the standard
(Az)?

second-order three-point stencil of the negative Laplacian, an energy contribution

of the form ¥, % has the two contributions 252=2 1 and 2ix2=9i -1 4n thus instead

2A21 2Ax 2Ax  2Ax
leads to an undesirable five-point discretization —% of the same operator.

For the same reason, an energetic formulation based, as in the isotropic case, on energetic con-
tributions by the phases (but now dependent on the full g®’-vectors there) would lead to the
much broader stencil shown in the left of Figure 6.7, which in addition is not based on the very
convenient structure of the discrete divergence operator as the difference of the fluxes through
the four (resp. six in three space dimensions) cell faces. The other two more obvious choices are
either the use of a purely cell-centered expression for the energy (leading to the slightly smaller
stencil in the right of Figure 6.7), or the use of a “corner-centered” scheme based purely on short
differences, which would allow to maintain the more narrow stencil in Figure 6.6. Both of the
these latter choices are well-known to reduce to inherently unstable schemes in the isotropic case
though, and are therefore likely not to be recommended.
Besides the higher computational complexity generally associated with broader stencils, they
raise, in combination with the obstacle potential, an additional difficulty related with the discus-
sion in Subsection 6.2.3. As already discussed there, by the discontinuity of the second derivative
of the basic one-dimensional phasefield profile one expects a O(1) error in the discretization of
the second derivative for any stencil crossing the transition from the interface to the bulk. While
this was shown not to reduce the second-order convergence in the one-dimensional case, the de-
gree to which this effect enters the calculation of the profile was nevertheless also seen to have a
notable impact on the numerical precision. Similar effects will also arise in a higher-dimensional
setting and will, with a broader stencil, affect more points depending on their relative positioning
with respect to this transition®.
Unless an energy-based discretization is necessary due to e.g. the use of a particular algorithm,
a discretization of the gradient energy contributions as in Equation (6.86) and either Equation
(6.87) or Equation (6.89) therefore seems to be the preferable choice.

o

54Recall that the numerically most benign situation in Section 6.2.3 was the one where the stencil of the last
“mobile” point with 0 < ¢; < 1 is essentially completely within the expected interface region, whereas the - quite
high - error at the first bulk-point is only seen indirectly in the error in the multipliers for the constraint. For
a five-point stencil in a given direction, the one for the last inner point will always have to stretch across the
transition into the bulk by roughly one grid spacing, and is therefore likely to be associated with significant
numerical errors.
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Figure 6.7: Difference stencils for a face-based (left) and cell-based (right) variational difference
scheme for anisotropic gradient energy densities.

Dealing with Many Phases and the LROP Approach

In contrast to the mostly superficial difficulties from Subsection 6.3.3 (wich are relatively easy
to handle with in both a reduced and non-reduced fashion), a very crucial difficulty in the com-
putational treatment of multiphase as compared to two-phase problems lies in the a priori very
high computational and memory requirements associated with the large number of phases which
are in many cases necessary for the simulation of realistic microstructures (with represenative
samples often consisting of thousands of grains).

Firstly, it is clear that, without further modifications, the memory requirements will increase
linearly with the number N of phasefields required for the description of a given problem. Sec-
ondly, not only are there then also N equations to be solved (e.g. Equation (6.73) or Equation
(6.75)), but they are in addition based on the calculation of two-phase interactions for a and
even triple-phase interactions in the bulk potentials (see e.g. Equation (6.7) or (6.8)), and thus
a priori lead to a cubic dependence of the calculation time on N.

A by now widely adapted manner for maintaining a roughly constant storage space and
computational cost despite a large total number of phases is, at least in combination with an
obstacle-type potential, the use of a locally reduced order parameter (LROP) approach
([40]). The underlying idea is that, based on stability considerations for multiphase-regions, one
does not expect for regions with more than a few phases to be stable. If not initially present,
such regions are therefore also not expected to arise naturally within the simulation, and one
usually only has to deal with a very moderate maximal number [ of phases which are acutally
present at any given point.

This is extremely useful from a compuational point of view as it motivates replacing the storage
of all phasefields with a scheme where one instead, for each computational cell, only stores the
indices and the values of those phases with non-vanishing ¢-values. While this a priori only
allows reducing the memory requirements from O(N) to O(1) with respect to the number of
phases, this storage scheme in addition also enables the reduction of the calculation time to a
roughly constant one, regardless of the number of phases.

This is essentially due to the following two observations. On the one hand, the gradient energy
contributions by construction vanish for all those phase-pairings for which at least one of the
phases is locally constant at 0, as are the contributions to the equations of the other phases for all
those a with ¢ = 0. Even though these phases themselves do experience a contribution by the
other phases, the obstacle potential is designed to provide a strong counter-force to deviations
of the local ¢-values different from 0°°. This in combination with the general dominance of the

55 As well as from 1, but this is only of interest for at most one phase.
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a- and w-terms in the phasefield functional is almost always (see Remark 79) sufficient to ensure
that a locally “non-existent” phase which does not interact with its neighborhood through the
non-local a-term will have to remain at 0. In addition, the multipliers due to the sum-constraint
and the positivity constraint are such that the other phases remain unaffect by simply a priori
skipping over the calculation of the new values of these phases as well as their contributions
to the reminaining equations. This can be made use of in terms of a classification scheme
which identifies the phases actually present within a small neighborhood (depending upon the
stencil) of a given cell and completely skips all calculations for the other ones. This classification
is highly efficient in combination with the storage scheme above, as this simply amounts to
running through the stored ¢-indices of a fixed number of neighboring cells for checking which
phases need to be considered, and thus is an operation of runtime O(1) with respect to the
phases, with a reduction of the cost of the actual computations to the same order.

Remark 78. This preclassification can - and is, at least in the sense of which cells require any
calculation at all, often worth the effort even in the two-phase case - in principle also be done
even if all phases are stored. While this does allow a reduction of the actual calculation time
to the same level as with the LROP-based scheme above, there are still two major drawbacks
as compared to the storage scheme above once the number of phases grows even moderately
large. Firstly, determining which phases should actually be considered as being present is still
an operation of complexity O(N) as one is forced to run through all possible ones. Secondly, even
if this classification does not require any real calculations (essentially reducing to a comparison
of ¢-values with 0), it can still incur a significant cost in run-time due to both a large number
of conditional statements and the comparatively slow access to main memory®®. o

While the storage could in principle also be done in an adaptive fashion with the scheme
adjusting according to the local requirements, having an a priori estimate of the maximal number
of phases one expects to locally coexist - either based on [ as above or simply by experience for
a particular type of setting - allows both a simplification in the implementation and an increase
in the efficiency by using a less dynamic memory layout designed to provide sufficient space
for locally storing a fixed number I’ of phases only. In combination with the preclassification
outlined above, this leads to a very performant implementation capable of handling an essentially
arbitrary total number of phases with a roughly constant computational cost (see [40] and [67]
for a more detailed discussion on various aspects of this approach).

Remark 79. It is clear that the approach above is not rigorous in the sense that one is not
guaranteed to actually remain below any local prefixed number I’ < N of phases at all times.
Even in settings specifically designed to lead to an initial violation of this bound, simulations
with e.g. I" =6 or I’ = 8 typically lead to practically identical simulation results after a potential
(but very short) transient which quickly forces an elimination of the “excess” number of phases.
One example of such a setting is starting an N-phase simulation with a simple sharp interface
between two given phases. This initial jump discontinuity in the phases leads to a discrete ¢’(x)-
type contribution and thus a term of order O(ﬁ) to the cells neighboring the interfaces due to

the second-order derivative in the divergence-term -V - ( 8%1 ) Unless € is chosen unrealistically

small, this term will initially dominate the contribution by the bulk-potential and will, at least
for an explicit time-discretization, enforce the appearce of all N phases trough the Lagrange-
multiplier A in Equation (6.73) resp. more indirectly but based on the same effect through the
mobility matrix M in Equation (6.75).

This can e.g. be seen by considering a very simple isotropic one-dimensional setting for which
there is a sharp transition between a bulk-phase for a = 1 up to the cell i to a bulk-phase for
« = 2 starting at ¢ + 1, where, for simplicity of notation, it will additionally be assumed that all
8 are equal to the common value 7.

56This depends of course also very significantly upon the details of the particular implementation and simulation
setup (i.e. for example favorable cache effects). Regardless of this, it is an issue which is strongly mitigated using
the LROP approach.
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Together with the initially sharp transition, the evaluation of the simplified expression for ¢*?

in Equation (6.84) leads to the only non-zero terms begin q.121 = —qi2+11 = ﬁ’ with qflﬁ =0
otherwise, and qa = 0 regardless of the phases for all j # 7. For the divergence-term eV- ( v ¢Q ) =

—27€ ¥ 1ar q dlscretlzed as in Equation (6.80), the only non-zero contributions arising through

the dlvergence -part in the cell ¢ are given by — for the phase o =1 and for the phase

(A )2 (A )2
«a = 2 since both (bl , and ¢2 1 equal % From Equation (6.69), it is also obvious that one has
2

(d) )=0if « =0 and (q{)) = 16—;’ for o # 1. The only remaining relevant term®” is given

8(15” a¢°
by €% a ¢a = 29€ 3. 4a qaﬁ . Discretizing this expression for example as in Equation (6.82), the
sum on the lower face in cell ¢ is 0 and the upper one equals W ifa=1or a=2and0

otherwise. Averaging over both faces and combining the result with the remaining expressions
above, it follows that one has
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and thus, if none of the pu® differs from zero (as will be seen to be the case below )
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In total, the right-hand sides in Equation (6.73) are therefore given by

N—l(_ 2ve +16'y) =1,
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and are strictly positive and the same for all phases with ¢* = 0, leading to the appearence of
all phases. <

Remark 80. Even though the example in the previous remark shows that there are certain risks
associated with a priori assuming a result instead of performing the actual calculation, its intent
is not at all to argue against the use of such an approach. Firstly, it is from a computational
point of view essentially the only way one can reasonably perform simulations involving more
than a few phases. As such, the use of a (somewhat more conservative) LROP-type scheme
may even be justified when using a well-potential, despite the fact that one expects all phases
to spread over the entire domain and thus the introduction of a persistent error due to the
necessity of forcing phases with ¢ ~ 0 to zero. With respect to the other sources of error
enforced by computational constraints - both numerical and in particular through the use of an
often artificially large interface - this cut-off may in fact still lead to better results by allowing
the use of higher resolutions and thus smaller interface widths.

Secondly, despite the algorithm delivering “wrong” results during one or a few time-steps, the
unexpected appearance of all phases is essentially an unphysical artefact due to an interplay of
the difficulties associated with modeling multiphase interactions combined with a very irregular
initial setting and is therefore - even though strictly speaking incorrect - preferable from a
physical point of view.

Nevertheless, one has to be very careful when skipping calculations or a priori excluding phases,
as this can, depending on the setting, also either hide less well-known difficulties of the model
or even lead to critical failures of the calculations®®. o

57Unless the driving force is very strong, it plays no role in the argument here.
58Such failures are normally not due to a preclassification and the use of a restricted storage scheme alone, but
its combintation with a second not fully justified “optimization”.
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Projection-Based Alogrithms

A popular approach for the time-discretization of dynamic problems subject to additional con-
straints is the use of projection-based schemes®®. In these, one first obtains a prediction such as
it would result from the equation obtained by partially or completely “ignoring” the constraint.
Since this prediction need not be compatible with the constraints, it is then, in a second step,
projected back onto the admissible set.

The basic idea of this two-step procedure is to separate the total problem into a sequence of two
a priori simpler problems. The first one (i.e. obtaining the prediction) is then dependent upon
the equation itself, whereas the second projection step is primarily tied to the structure of the
constraint set and can therefore be performed in a relatively “generic” fashion without knowing
the details of the various contributions arising in the equation itself.

While this cursory description is for the most part true in the sense that the projection operation
does not have to take the precise nature of any fixed contribution to the equation (such as e.g.
the actual expressions for the ¢° = G’lf < if discretized in an explicit manner) into account, the
combined updates must remain compatible with the underlying first-order necessary conditions
characterizing the minimizer and thus, in the phasefield case, the KKT-condition in Equation
(6.63). This implies that the projection must be constructed in a manner compatible with the
way the prescribed forcings affect the prediction in the absence of the constraints. For this
reason, while essentially independent of the “energy” underlying the gradients, it does depend
crucially upon the chosen dynamics for the evolution.

This somewhat abstract difficulty as wells as some related issues are best understood by
considering an example. An in practice very relevant one in the phasefield context is given by an
explicit time-discretization of the differenct choices of dynamics considered in Subsection 6.3.2.
For the two choices of either a scalar proportionality of the dynamics as in Equation (6.72) or
the mobility-matrix based one in Equation (6.77), an “explicit” discretization leads to

¢("+1) _ d)(”) , ,
PR a—— OB NCO PSS (6.90)
At
resp.
¢(n+1) _¢)(n) B () (")
= M(r + ) (6.91)
where 7(") := T((]b(”)) and 7™ denotes an appropriate discrete version of the negative gradient
contributions from C}f < in Equation (6.74). The n’ for the multipliers is used to indicate some

additional freedom in the choice and interpreation of their corresponding “time-step”.

One of the most popular algorithms for a constrained gradient-descent is to actually not con-
sider (6.90) and (6.91) and the associated question of the choice of multipliers directly. Instead,
the projected gradient descent algorithm corresponds to the the splitting approach above in

~ (n+1
its purest form, where one first generates a prediction qb(m ) by completely ignoring the con-

~(n+1 ~(n+1
straints through ¢( W d™ + T(Ar(”) resp. ¢( W »™ + AtMr(™, and then projects this

e
prediction back onto the admissible set. In order to be compatible with Equation (6.90), a direct
comparison shows that the change d¢ := ¢(n+1) - <2>(n+1) induced by the projection operation has
to satisfy
D) = o) _ D a0 s () (Ai (M 2 () | (Ai (r™ — A )
T\"e

TMe

59Two particularly well-known examples for this approach are provided by the pressure-projection schemes in
fluid-dynamical simulations and the popular projection-based approach in elasto-plastic simulations (where it is
usually only used as a substep of a global more complex algorithm).
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and thus d¢ = %( ~AMe + u(",)), whereas the analogous calculation for Equation (6.91)

shows that d¢ has to be of the form ¢ = M,u,(”,).

This illustrates two points. On the one hand, the difference in structure of the increments due
to the projection clearly indicates that the appropriate projection operation in both cases is
different, and thus the dependence on the dynamics already discussed above. The appropriate
projector operator for the (scalar) kinetic coefficient is the one based on the Euclidian norm (or

some multiple thereof), since®
(n+1) _ (n+1) R B
(ne1y _ .1 ~ (n+1),2 ‘f) _—a¢a Ae+p,
¢ _¢£%1§1N§|¢_¢ | m20,0%" =0,

pegsv,

and it thus leads to the desired structure of §¢p. In contrast, when the dynamics are based on the

mobility-matrix M, the projection should be chosen as the one with respect to the semi-norm
~ (n+1
induced by the pseudo-inverse M T of M , as, if ¢(n+ ) has a zero average, this implies that
A (41
d)("+1) = ¢)(n+ ) + M p and thus and increment d¢ of the required form6?.

On the other hand, it also explains one of the main reasons for the high popularity of the projected
gradient descent algorithm, namely its particularly simple formal structure. Whereas a direct
discretization of the dynamics in equations (6.72) or (6.77) as for example in equations (6.90)
and (6.91) requires some considerations with regards to the multipliers, these can, in the explicit
case, be completely disregarded and will be generated implicitly through the projection operator.

An alternative approach - consistent with a continuous interpretation if starting from a point

satisfying the constraints - would be to instead choose A and p such that the evolution is
restricted to the tangent cone of the admissible set at the current point, and thus, due to the
scalar proportionality on the left-hand sides of equations (6.90) resp. (6.91), a projection of the
right-hand sides onto this tangent space instead of the projection of the result onto the admissible
set itself. This tangent space is given by all “directions” d such that ¥, d® = 0 for satisfying the
sum-constraint and d® > 0 if ¢ = 0 and arbitrary otherwise in order not to move a phase at 0
below zero. )
Projecting r with respect to the Euclidian norm, i.e. minimizing %|d - r| over this admissible
set, the resulting direction can similar to above be written as d = r — Ae + . Here f1 is subject
to two “complementarity” conditions, namely g = 0 if ¢* > 0 - this is known in advance and
is thus a purely artificial one for being able to use an (unnecessary) full vector of multipliers
for simplifying the notation - and p*d® = 0 for all @ with ¢* = 0. Similarly, a projection of
M with the respect to the semi-norm induced by M T leads to the analogous conclusion with
d =M (r + p) with @i subject to the same conditions.

Remark 81. This is in a sense the “most explicit” discretization possible as it amounts to a
projection of the given right-hand sides r and is thus a priori completely independent of ¢(”+1),
and the multipliers will therefore be donoted with n’ = n. Nevertheless, it has the disadvantage
that, even though the projection of r is a feasible direction, it may only be so for a very restricted
time-step. More precisely, a negative total right-hand side for a phase a with ¢ ~ 0 can force
this phase below zero in the next time-step, unless At is chosen smaller than the one defined by
the break-point where 0 = (d)‘l)(n) + %(r(") —A™ +u(")) and the scheme will therefore only
lead to feasible values in the next time-step if At < min,(At)f. Even though the evaluation of
the right-hand side can thus be made completely independent of the next time-step, this simply

60Due to the the convexity of the norm, the first-order condition on the right being both necessary and sufficient.

611n contrast to the Euclidian case, this statement is a little more technical. As will be discussed in more
detail in Section 6.3.3, this projection is still well-defined despite the use of the semi-norm and the lack of actual
invertibility of M does in addition not cause any major practical difficulties.
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amounts to shifting the responsibility for maintaining the feasibility to the choice of At.

This strategy is not by itself a bad idea and is in a similar form used as part of some optimization
algorithms such as e.g. the reduced gradient method [58]. The major disadvantage here though
is that the choice of At has global effects as it will have to be the same for all cells - and thus
also has to be chosen based on the global minimum of the breakpoint of all phases in all cells
- in order to be admissible for an actual time-discretization. If there is no restriction to map a
physical evolution (i.e. in the current setting if every cell were allowed to use their own time-
step), this can be a relatively convenient way of exploring a potential solution on the “faces” of
the admissible set. o

The two choices above are clearly not the only ones possible. In particular, one can e.g.

choose to explicitly maintain an estimate A in the prediction step within the gradient projection
~ (n+1
scheme, i.e. to set gb(n+ - gb(") + %(r(”) - A) and then project the result back onto the

Gibbs-simplex. As the sum-constraint is always “active”, this is easily shown to have no effect
on the final result, regardless how good or bad the choice of A.

Nevertheless, using e.g. the estimate A = % Yo T corresponding to the sum-constraint alone
can be useful in practice as it automatically covers the multiwell-case and can, in a somewhat
modified form, also be helpful in combination with a preclassification scheme such as in the
LROP approach. In particular, this A is always a lower bound for the (scaled) actual multiplier
resulting from the projection step®2. As will be discussed in more detail in the next section,
together with the non-negativity of p, this ensures that any ¢-value satisfying ¢“ < 0 before
the projection operation will necessarily also satisfy ¢® = 0 after the projection.

The situtation for p is somewhat more difficult. In fact, as long as an estimate of p is compatible
with the complementarity condition and such that, if included in the predictor step, it does not
affect the inequality constraints which are ultimately active, the precise values are again irrelevant
and will be “complemented” by the projection operation in a way which leads to the same final
results for ¢("+1). It is intuitively clear that this is not at all a given, since one can e.g. choose
some ¢~ at zero and force it to an arbitrarily high value in the prediction step by simply using
a sufficiently large estimate for u®.

An admissible choice - closely related to the preclassification schemes - is the use of A and p
as they would result from the projection of the gradient itself discussed above. The obvious
advantage of this choice is that all phases for which this is compatible with the complementarity
between d* and p® (and for those phases only!), the ¢-values initially at 0 will remain there and
thus need not be updated.

Remark 82. As Remark 79 shows though, the correctness of this approach depends crucially
upon these complementarity conditions actually being satisfied, since this example leads to a
prediction where all phases at 0 have a positive right-hand side. Interpreted in terms of a
“prediction step”, the (counter)example in this remark can be interpreted as a partial projection
of the gradient with respect to all inequality constraints for the ¢ at zero except for the one
which is classified as active due to its appearence in the neighboring cell. Due to the positivity
of the right-hand side for all these phases in the presence of the sum-constraint, this projection
would require negative p®’s to ensure that they remain at zero, i.e. d* =0. Checking whether
complementarity actually holds would require maintaining the most expensive calculations due
to the necessity of disposing of the right-hand sides r*, and thus completely eliminates any
advantages in terms of the computational cost.

Similar to the discussion in Section 6.3.3, it is always, in one form or another, the ability to
perform this type of speculation in “good conscience” due to the favorable properties of the
obstacle-potential which leads to phasefield codes being able to handle very large problem sizes -
both in terms of the domain sizes and in particular with respect to the number of unknowns per
“cell” in terms of N - as compared to many a priori simpler nonlinear programming problems. <

62 A similar obersvation was already made for the steady-state case in Equation (6.65).
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Remark 83. Note that the main feature making the projected gradient algorithm attractive in
the phasefield case is that it is based on a relatively simple projection with a purely local ad-
missible set and can thus essentially be evaluated on-the-fly as one runs through the domain to
update the phasefield values. This in particular eliminates the necessity for storing the associ-
ated multipliers A and p53.

In contrast, a straightforward extension of this two-step procedure above to situations where the
dynamics are modified through e.g. either the use of some semi-implicit or implicit time-stepping
scheme or a “lightweight” preconditioning of the basic gradient descent scheme would not enjoy
the same favorable features. In the simplest case, this leads to a scheme where a non-local
s.p.d. matrix A™! essentially replaces the action of M on the right-hand sides. Due to this, the
appropriate projection is then a non-local one with respect to the norm induced by A, which is
on the one hand a siginificantly more difficult projection operation and on the other hand will
generally necessitate actually storing the multipliers required “internally” by the projection.
Therefore, other algorithms are generally more appropriate in this case. One of the earlier pop-
ular choices is given by a nonlinear extension of the standard SOR-smoother for linear equations
through a projected SOR (pSOR) algorithm (see [17] and e.g. [21] for a discussion in the
phasefield context). The basic idea is the use of a point-relaxation process, which consists in
considering each cell at a time and determining qb("”) as the projection of the value ¢* which
would allow to solve the equations within this cell (or, in the nonlinear case, an approximation
thereof using e.g. a single Newton-step) if the values of the phasefield in all other cells are taken
as fixed. This procedure can then be further accelerated by, instead of projecting ¢~ itself, pro-
jecting the overrelaxed value (1 - w)d)(") +w@”. Even though this procedure does again require
the use of a weighted projection instead of the Euclidian one for consistency with the multipliers,
it maintains the main advantage of the strict locality of the projections.

More recently, various alternative approaches have been considered (see e.g. [60], [12], [32], [30],
[31] and [33]) which avoid the main drawback of the pSOR algorithm, namely that the strict
locality of this approach, while responsible for its simplicity, can also be the primary limiting
factor for its convergence rate. o

Some Algorithmic Aspects of the Projection onto the Gibbs-Simplex

In order to complete the description of the projected gradient algorithm above, it still remains
to clarify how the projection operation of the prediction &5 can actually be performed.

This is straightforward when the only constraint is the sum-constraint Zil ol 1 as it suffices
to subtract the average deviation from ¢A>, ie. Py, ((}5) = (}5 - % Zivzl an'

Alternatively, at least if one has Za(qba)l(-n) =1, the same result can also be obtained by directly
subtracting the average of the “right-hand sides” in the simplified form of the update rule (6.90)
without the additional factor p, i.e. by setting

N d)(n+1)_¢(n) N 1 o (n)
7 )eiAt =7 )_(N(Z(T ) )—1)6

which then actually corresponds to the use of the projection of the gradient.
In contrast, when the predicted ¢-values need to be projected back onto

GS={p:> ¢"=1,0<9¢% a=1,.. N}, (6.92)

the projection operation is generally more difficult and can in particular not be put into a
convenient explicit formula.

63While this is unlikely to be an issue in the case of the (phase-independent) multiplier A, p is a vector consisting
of phase-specific entries and therefore potentially problematic when a large number of phases are present. As
one of the principal advantages of explicit schemes is (besides their simplicity) their comparatively low memory
requirement, this a quite convenient property.
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The Euclidian Projector As already indicated above, the necessary and sufficient condition
characterizing the Euclidian projection as the minimizer ¢ = argmin,,.gs %|’¢ — ¢|* are given by

d) = dA) -Ae+ M,
p>0,u%9% =0, (6.93)
PGSV,

A summation over the entries of the first equation togehter with ¥, ¢ =1 implies in particular
that the mulitplier A for the sum-constraint is given by

1

A:N;(éa—ngua), (6.94)

and thus that A is not given by the simple formula corresponding to the sum-constraint alone
unless the multipliers g happens to vanish. R
Nevertheless (a point which has also already been noted before) defining AO = % Ya -1,

the positivity of the x® implies that one always has A > A(®). In addition, any phase « in the
set of active constraints A := {a : ¢® = 0}, consisting of those which are actually at 0 after the
projection, satisfies 0 = ¢ — A + u and thus

p®=A-¢*>0. (6.95)
In particular, any estimate (,uo‘)(n) = A — 4™ for pu® based on Equation (6.95) and a value A

satisfying A(™ < A is never larger than the actual value of u®, i.e. (,uo‘)(n) < pe.
A repeated application of these two observations makes it possible to show that the following
very simply algorithm will determine the correct projection:

Algorithm 1. Input: q}
1. Set ¢© = ¢ and A© = .
2. If ™ e GSY, stop.
3. Else:
e Find all new active phases 6 A™ = {a ¢ A : ((Z)O‘)(n) < 0} and update the set of
active constraints: A+ = A ysA™M),
e Calculate A = _m Y e AM) (¢a)(n)-

(n+1)

e Update ¢: For all o € A1) set (resp. keep) (d)a) = 0. For all inactive con-

straints, a ¢ AT, set (62) " = (7)™ - 5A™).

e Return to step 2.
One then has the following

Lemma 4. Given any ¢A>, Algorithm 1 determines the vector ¢ = argmin,gs %WJ - gAi)|2 corre-
sponding the Euclidian projection in at most N — 1 steps.

The sets AT increase monotonically to the correct set A of active constraints, and the values
of the corresponding multipliers A and p are given by

L (qua—l) and p< =

6.96
N 2 (6.96)

A:Z(SA(n): {0 05¢Aa

A-d* aeA
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Proof. The crucial point here are some useful monotonicity-properties. Given any prediction
A of the active set which does not contain a phase falsely classified as being zero - and this is
certainly true for A(®) = & - it follows from ¢* = 0 if a € A that the sum-constraint also has to
be satsifed by the remaining N —|.A(”)| phases. A simple summation over all of these phases in the
first line of Equation (6.93) shows that 1 =3, 4t % = X e ™ — (N -|AMDA + Y e Aty 1
and thus, similar to Equation (6.94), that

1

A - &
N A

(X -1+ ¥ u). (6.97)

As before, by the positivity of the p“, this implies that A > m( Yt A (ZSO‘ - 1) = A,

Setting ¢("+1) = (Aﬁ(n) - AMe, it follows that (}b("“) > ¢ — Ae, where the inequality is to be

1
understood componentwise. In particular, for all o with (¢a)(n+ ) < 0 one necessarily also has

g?)a -A< ((;SO‘)(”) — A < 0. This implies that the constraint of any such phase is acutally
active, i.e. a € 4 and ¢® = 0, since, assuming this is not the case, the complementary condition
enforces p® = 0 and thus by the first-order necessary condition ¢® = (;ASO‘ — A, contradicting the
non-negativity of ¢®. Adding all such phases to the set of active constraints A" at the next
iteration therefore again leads to a set satisfying A+ c A.

This new estimate of the set of active constraints further leads to the new estimate

1

1 N 1 - N
A(n+1):7 @_ 1y @_ 1y — - [eY
N ZJAGD] ( a¢,§n+1> 0 -1)= 5 AGD)] ( M;”) 0 -1) - 5 AGD)] ( M(SEA(") @)

for the Lagrange multiplier for the sum-constraint, where the summation was artificially split
into those phases already in A and those in 6.4 = A1) { A Using

N~ [ACD] TN~ [AM] N - JAO[ - [FAM] ~ N = JAD[\ " N = A < |5A]

B 1 L. 6.4
TN oA\ N o jAeeD] |

the first term can be rewritten as

1 1 N - A™)| 1 (1 15.AM)| )

1 o 1 o 16,400 1 -
N 1) 1 1
vopel 2 )= o2 8 ) e v 2 9 )

=A(n) =A(n)

in terms of the previous estimate A", thus showing that

SAM)| 1 . 1 R
A gy A ey 1 oy _pm____ 1 o _ A
N JACD] N—|A(n+1)|(a€§(n)¢ ) N—|A(n+1)|(a€§(n) (¢ )
1 (n)
AW - o)),
v (2 (607)
where the last summand is precisely the definition §A() = —m(zae(m(n) (¢a)(n)) in

algorithm (1). As all (gf)“)(n) in 6A™ are non-positive, it on the one hand is also clear that

SA( is non-negative, and the A indeed form an increasing sequence, and on the other hand,
repeating this calculation, that A™ =y, §A(™),
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Finally, the algorithm is terminated once d)(") contains no further non-positive entries except
for those in A(™. In addition, the d)(") always satisfy the sum-constraint by the construction of
SA(™ and one therefore has d)(") e GS™. All that remains to be verified is therefore that all the

(ua)(") defined as in Equation (6.96) based on A and A are indeed positive. This is clear
though by the mononotonic increase of the A and the fact that a phase is only added to A™
provided it satisfies, due to the equality (gb“)(m) = g?)“ - A(™) by the summation formula for the

oA, 0> <ZA)" ~ A > (ﬁa - A™ for all n > m, therefore ensuring (Mo‘)(n) =AM _ (ﬁa > 0.
That this has to happen in at most n steps is obvious as, starting from A = &, each iteration

adds at least one phase with ¢ = 0, of which there can be at most N —1 for any vector in GS N
O

Remark 84. Note that, combining the description in Algorithm 1 and the proof of Lemma 4,
there are in fact a variety of ways this algorithm can be implemented in an “equivalent” fashion.
In particular, one can replace the incremental formulation in terms of the §A(™) and the ¢(”)

by a direct evaluation based only on ¢ and A(™) = m( Xt A ¢ —1+ LA Ma) as in

Equation (6.97). In fact, the qb(") are not really needed directly in the algorithm, since they only
serve to judge whether ¢® — A(™ <0 for any a ¢ A in order to determine the update 8.4 of
the set of active constraints. This can also be done directly based on this formula for A and
é’), with ¢ only being generated at the end through

o |0 ae A,
o = {qga A (6.98)

once there is no new phase added at the step n.

In addition, even though one can add all phases with (¢°‘)(n) < 0 to the new prediction of A, one
does not have to, and can e.g. only add the first such one that one encounters and then enter the
next step of the algorithm (this being the original implementation in the Pace3D-framework),
either in an incremental fashion using the A and the (;5(”) or in a non-incremental one based
directly on ¢A> and A", Which version is more favorable computationally depends on a number
of practical factors. While taking all newly active constraints into account at the same time does
certainly deliver the lower number of total iterations, simply “skipping” the remaining checks and
restarting with an updated (and increased) estimate of A increases the chances of more quickly
identifying another phase which will ultimately have to be added to A anyway and can thus also
be advantageous.

Besides a pure iteration count and the number of arithmetic operations this involves, the actual
run-time also depends on the time spend traversing the loops®® in addition to the arithmetic
operations themselves. S

Remark 85. It should also be noted that the projection above (regardless of its actual imple-
mentation) interplays very favorably with a preclassification of the phases and an LROP-based
approach. More precisely, if, instead of actually using all phases in this algorithm, one a priori
can already exlude a number of those since they are already “known” to be zero, one can simply
restrict the projection to the reduced subvector of phases for which this is not a priori clear
without any effect on the result. In practical terms, this simply corresponds to taking only those
phases into account for the algorithm, and replacing the total number N of phases with the
number N of phases which are not a priori fixed at 0. o

64For example skipping over phases in A requires an additional conditional statement unless the phase is
directly eliminated through an LROP-type indirect indexing. If based on this indirect indexing, eliminating a
phase at 0 necessitates a rearrangement of indices, which can be an expensive operation if there are a large number
of them and the one to eliminate appears very early.
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The Weighted Projector Induced by the Mobility-Matrix M The projection is - both
on a theoretical and practical level - somewhat more difficult when the dynamics are based on the
use of the mobility-matrix M as in Equation (6.91). As discussed in the previous subsection, the

compatibility of the projection-based approach (at least in the final steady state) - requires that

~(n+1 ~(n+1
the projection ¢(”+1) and the prediction ¢)( ) be related through ¢)(”+1) = ¢)( +1) + Mp(+D

with (1) subject to the same complementarity conditions with respect to the (a priori unkown)
vector ¢(”+1) as in the Euclidian case, at least if (Ab is such that it satisfies the sum-constraint%®.
In analogy with the case of invertible matrices®® and dropping the time-indices corresponding
to the “outer” algorithm, it will be seen below that this is essentially the first-order necessary

condition corresponding to the minimization problem
. 1 N N
¢ = argminggsn - (¥ - ) M (v - §),

where M is the pseudo-inverse of M.

Remark 86. Recall that M T('z,b - (}b) for the Moore-Penrose pseudo-inverse is defined as the
element ¢ of smallest norm satisfying M ¢ = 1 — éﬁ Since the kernel of M consists of the constant
vectors only as long as all mo‘ﬁ are strictly larger than 057, this smallest norm-condition is not
even necessary as long as qb has the correct average as ¢ — qb is then a vector of zero average,

meaning that the average of ¢ plays no role for the semi-norm above. This is not true anymore
if ¥, 0% # 1 though. o

A straightforward differentiation of the corresponding Lagrangian L(¢, A, p) = %(1# -¢)-
M T(1p - (}5) + A( Yo - 1) — - 1p shows that the first-order necessary condition for this problem

is given by MT(qﬁ—(Ab) = —Ae+ p with satisfying the complementarity conditions g > 0, pu®¢* = 0.
Multiplying by M, it follows that

MM (¢-¢)=M(-Ae+p)=Mup.

This is not quite the same as the ¢ = ¢A> + M p as one has MM’ = PRrange(n) (see e.g. chapter
3 in [8]). By the fundamental theorem of linear algrebra (Theorem 1) with m = n, Range(M) &
Ker(M) = R" and since the kernel of M consists of the constant vectors only, it follows that
¢ — ¢ differs from My only through a constant vector of the form —Ae, i.e. the the projected
vector actually has to satisfy

d=¢+Mp-Ae. (6.99)

Remark 87. It is not overly surprising that the sum constraint leads to the appearence of a
multiplier A in a similar manner as in the Euclidian case, i.e. outside of M since M has no
manner of changing the average which nevertheless has to be the correct one due to the admissible
set.

65While this is due to the structure of M normally being ensured by the dynamics, provided the initial
phasefield-vectors are compatible with this constraint, this can cause some problems in combination with a too

low number of phases which can be stored in the LROP-approach. Even if the storage space is sufficient for

actually storing ¢(”+1) this need not be the case for ¢(n+1

would then be eliminated by the projection.

66Recall that M is a singular matrix as it satisfies Me = 0, i.e. it vanishes on the constant vectors.

67This is a very natural assumption in the variational context as it is the only way of generally ensuring that
¢ becoming stationary in combination with p as above implies that one has actually found a local minimizer.
More precisely, if M only vanishes on the constant vectors, M(-g + p) = 0, implies that g = -Ae + p and
thus the first-order necessary condition in Equation (6.63). Nevertheless, one seeming advantage of the mobility-
based formulation in contrast to the one based on 7 is that, in the prediction step, one can easily eliminate all
interactions between certain phases by simply setting m®? = 0 without incurring a “division by zero”. Besides
its problematic implications with respect to any potential minimizing or maximizing phasefield, this s1mplicity
is highly misleading, since it causes some very tedious issues in the projection step. The strict positivity of the
m®8, regardless of whether or not they are very small, will therefore be a standing assumption made here.

which may contain some phases below zero which
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In contrast to the Euclidian case, the correct value of A can be determined upon entry into the
projection operation, since - regardless of the values of p due to Range(M) = Span{e}* - a
simple summation shows that A =Y, (ﬁa -1. If qAZ) already satisfies the sum-contraint, it is then
obvious that A = 0 and can thus safely be ignored. If not, it nevertheless suffices to replace é& by
& — Ae within the actual projection operation in order to obtain the correct result. <o

Remark 88. This is one of the points where vanishing values of m®® can cause serious issues.
Assuming e.g. there is a single phase [ which is “disconnected” from the other ones, this adds
an additional base vector eg to Ker(M) and, by symmetry, to Range(M)*. The conclusion
above therefore needs to be modified to ¢ = g?) + Mp - Ae + )\565. As eg € Ker(M)*, there is
no influence of p on the 3-th entry of this equation, i.e. one has ¢° = (;33 — A+nP. This in itself
essentially leaves A undefined, provided it is such that ¢ satisfies the non-negativity constraint.
It is only in combination with the definition of the pseudo-inverse - enforcing that M (¢ — ¢)
be the element of smallest norm satisfying this equation - that one is indirectly able to fix both
A and 7”.

If the “basic” prediction of A is such that ¢° remains non-negative, the smallest deviation in
norm is obtained for n® = 0 as this is the optimal way of distributing a difference in the sum
onto a vector (the norm involved in the pseudo-inverse being the standard Euclidian one here
and not a weighted one) and the previous formula for A remains valid. If A moves ¢” out of
the constraint set though - either directly due to ¢ < 0 or indirectly through ¢” — A > 1 in
combination with the sum-constraint and the constraints on the other phases - n° has to be
adjusted in a manner similar to the role of p in the Euclidian projection, except that one now
has to keep two bounds in mind.

Even though this issue can in principle be handled and the phase £ is afterwards unaffected by the
determination of w, this requires a rather complex “preprocessing” operation before considering
the original problem of the determination of the p. The situation is of course much worse when
it is not a priori known that there is only a single disconnected phase but when there may be
one or several groups of disconnected phases. o

Whenever all mobilities are strictly positive, the projection can in fact be performed in a
manner relatively similar to the Euclidian case. More precisely, it will be shown in Lemma 5
below that this can be achieved through

Algorithm 2. Input: q}
1. Set d)(o) = ¢ and AO =g,
2. If ™ € GSY, stop.
3. Else:

e Find all new active phases §A™ = {a ¢ A" : ((bo‘)(n) < 0} and update the set of
active constraints: AM*1 = A yFAM),

o Update the estimate for p by solving M 4(n+1) g(n+1) b g(ns1) = —&A(HH), where (+) g
denotes the restriction of the respective matrices and vectors to the index-set A+1).

e Update ¢: For all o € AV set (resp. keep) (q&a)(mn = 0. For all inactive con-
: a)(n+1) ! o la «
straints, set (gb ) = @+ Y geamny M Bub = ¢ — 2 Be A+ T Bub.
e Return to step 2.

Remark 89. Note that, in contrast to Algorithm 1, it is now necessary to explicitly keep track
of the values of the multipliers u as they affect the remaining ¢-values differently due to the
non-uniform weighting by the m®?. This is due to the fact that, unlike for the Euclidian case, the
effect of each p® is not the same on all remaining phases due to the weighting and can therefore
not be “summarized” through the action of a single multiplier A. o
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The following analogue of Lemma 4 holds:

Lemma 5. Assume that the mobility matriz M is of the form

Maﬁ _ {Z*ﬁa m = Bv

—m®B else

with m®? = mP* >0 for all a % .

Then, given any é& satisfying Y, éa =1 or being being “replaced” by c?)— %( zgﬂ —1)6, Algorithm
2 determines the weighted projection ¢ = argmin,,gs %(1# - ¢)-M'(¢p— ) in at most N -1
steps.

The sets A™ increase monotonically to the correct set A of active constraints, each of the
submatrices M gy g(ny ©s invertible, and the corresponding multiplier p is given by p® = 0 if

at A and R
pa= M4 (6.100)

otherwise, all entries of this vector are non-negative, and ¢ is given by ¢ = éb +Mp.

Proof. The proof of this lemma is based on a very similar argument as the one of Lemma 4 in
combination with the favorable structure of M, namely verifying that the set A is monotonically
increasing without ever falsely classifying a constraint as active and that the vector g in Equation
(6.100) therefore has only non-negative entries and (by construction) is zero if ¢ > 0.

The crucial property of M here is that it, even though M itself is only a (singular) M-matrix,
each of the submatrices M 44 with A’ strictly included in {1,..., N} is a strictly diagonally
dominant matrix with only non-positive off-diagonal entries. In fact, taking any such submatrix,
the diagonal entry M is of the from } 4., m®? with all m*? > 0, whereas the off-diagonal
entries consist of the entries —m®? for all 3 € A’. As A’ is assumed to be a strict subset of the
set of all phase-indices, M*® is then clearly diagonally dominant as m®® -y, ArsBia |m°‘ﬂ | equals
the sum over all m®? ¢ A" which is strictly positive.

This implies firstly (see e.g. [55] and [76]) that M 4y 4 s indeed invertible, and furthermore
that all entries of ./\/l;‘l(n) Acn are non-negative. Even though this is by itself not sufficient to

show that p is non-negative as —¢ 4 may very well contain negative entries (i.e. “projected”
phases which are initially above 0), it is sufficient to show the monotonous increase of the p™
in Algorithm 2 and thus, as u(?) corresponding to A = & is all zero, that p indeed only consists
of non-negative entries.
Assuming therefore that A does not contain any phases falsely classified as active (and thus
necessarily |A™)| < N by the sum-constraint) and that p(™ > 0 - this trivially holding for n =0
- it remains to show the same for the step n + 1. By the definition of the ¢(”+1) and p(™1 in
Algorithm 2 together with the invertibility of the submatrices, it follows that ¢("+1) actually
satisfies A

¢ =+ Mp Y. (6.101)
On the one hand, since, with pu® = 0 for « ¢ A+ the summation in the product Mu("”)
automatically reduces to the summation over all phases in A™*1) and thus the formula for
(qﬁa)(nﬂ) if o ¢ A One the other hand, p("*1) is chosen precisely such that éSA(ml) +
MA<n+1)A(n+1)u("+1) =0 and thus implies that qbff(ﬁ)l)
i?) N = 0 by definition (and all relations are trivially true for n = 0), it follows by
restricting Equation (6.101) to the set A™*1) that

n)  _ 4 (n)
¢A(n+l) = ¢A(”+1) + M.A("”)A(n*l)/l’A(nﬂ)

=0 as imposed in the algorithm.

Since p

and thus, by subtracting this from Equation (6.101), that

(¢(n+1) - ¢(n))A(n+1) = M.A(”*UA("*D (I“l‘(n+1) - l*l'(n))A(n+1) :
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As A ¢ A+ QSEI(:P = qbff()n) = 0 (by the definition of the (qﬁo‘)(n)) and all entries in

FAM = ACD AW satisfy (¢ ™) =0-¢") ) with (")) <0 (by the definition

of §A(”)), it follows that the left-hand side consists of non-negative entries only. Together
with the postivity of all entries of M ;ll(ml) A+, it is then clear that the same also holds for
(/,L("“) - u(”))A(Ml) and thus, with all other entries being zero, p(™*1) — (™),

Summarizing these arguments, the sets A increase by at least one entry per step unless there
are no negative entries left in the prediction of the projection. All vectors satisfy the sum-
constraint (potentially after a correction of their average as above) by the nature of M and the
o are monotonically increasing from 0 and therefore non-negative, showing that the algorithm
converges to a solution of the necessary and here also sufficient condition in Equation (6.99). O

Remark 90. It has to be observed that from a dynamic point of view, the mobility approach is
in general not compatible with a preclassification scheme. Nevertheless, it can be shown that,
once a steady state is reached and if the choice of skipping the calculations was correct (this
being the crucial assumption of course), this state is compatible with the first-order necessary
condition in Equation (6.63).

Even though this is therefore a potential problem only for the dynamics but not from a variational
point of view, this point should not be underestimated as the motivation of the mobility-based
formulation is precisely the modification of the dynamics, which, if used in an LROP-type fashion,
gets mixed with a very “discrete” concept in terms of the preclassification.

What can in additionally generate some difficulties with the projection-based scheme here in
combination with the LROP storage scheme is that, in contrast to the Euclidian projector, is
that it is not sufficient for the calculation of the correct projection that a phase will be at 0
after the projection step. Instead, even if the result itself for this phase is known, it nevertheless
necessary to also know he corresponding value in the prediction (}b as this difference has to be
redistributed to the remainig phases in accordance with the weights in M. Even if the storage is
chosen sufficiently large to be able to store all “actually” occuring phases with non-zero values -
i.e. those after the projection - this need not be the case before the projection as there may be
a number of phases with negative values after the prediction step. Due to the discussion above,
it is in this case not legitimate to simply truncate these to zero, since, even if this is their correct
final value, the difference has to known for the projection operation itself. o
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Chapter 7

Applications in the Material
Sciences

The use of the phasefield method in the material sciences is based on combining its ability for
capturing effects associated with surface energies with driving forces induced by an appropriate
thermodynamic contribution to the phasefield functional togehter with evolution equations for
the relevant additional fields such as e.g. the concentration or temperature. Within the Pace3D-
framework, these thermodynamic contributions are generally described directly or indirectly in
terms of a free energy density f(¢,¢c,T),...), through which the underlying free energy densities
for the bulk-phases are extended to the diffuse interface region.

Given that the surface and bulk free energies are basically fixed parameters based on mea-
sured quantities for the given materials, one of the key challenges in achieving accurate results
based on the phasefield method therefore lies in the construction of a sufficiently accurate model
of the material behavior within the transition region. Whereas the earlier models for the energy
contributions within this region were usually based upon relatively simple interpolation proce-
dures in terms of the available additional fields - such as the total concentration ¢ or, in the
mechanical case, the total strains € - the more recent modeling approach consists in including a
larger degree of the underlying physics into the interpolation procedure.

As the chemically driven phase transformations where on the one hand historically the first

setting within which this question was adressed in detail and on the other hand in many cases
allows for obtaining a satisfactory model using a somewhat simpler modification than in the me-
chanical case, this setting will be considered first in Section 7.1. It will start with an outline of
and the discussion of some practically relevant issues induced by a now well established approach
for isothermal solidifation problems developed, among others, in the works of [42], [25], [19] and
[56]. Through a slight adaptation, this approach can in fact be extended to include the more
general non-isothermal setting underlying the model in [52].
Section 7.2, will then discuss related modeling approaches within a mechanical setting. In con-
trast to the chemical setting, a simple translation of the ideas in the chemical case unfortunately
does not result in equally satisfactory results due to a difference in the nature of the equilibrium
conditions!. Nevertheless, at least within a two-phase settings, a very satisfactory model based
on the sharp interface mechanical jump conditions at interfaces has been developed in different
forms in the works of [23], [51], [64] and [74]. Unlike in the chemical case, an extension to more
than two phases involves a very fundamental difficulty closely related to the well-known singu-
larities at singular points arising in the sharp interface setting.

IThis is somewhat misleading though as similar difficulties can in fact arise in the chemical setting as well
depending on e.g. the boundary conditions.
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Even though partial extensions to the multi-phase setting were proposed in, among others, [61],
[62] and [74], these models loose, within multiphase regions, many of the favorable properties
valid in the two-phase setting. The discussion of the multi-phasefield models together with some
of these issues as well as modificitations aiming to at least mitigate their impact will there-
fore be postponed until Section 7.2.4. Finally, Section 7.2.5 will outline a situation where both
chemical and elastical effects arise in a coupled fashion, which will therefore be treated using a
combination of both the chemical and mechanical models from the previous sections.
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7.1 Quantitative Phasefield Models for Solidification
7.1.1 The “Traditional” Model

Before discussing some modifications through a more advanced modeling approach in the next
section, it is instructive to recall the more traditional approach to alloy solidification problems as
proposed in [52] and which parts of this model might be improved upon. As outlined in Section
3.2.1, it is based upon the entropy functional Sc(¢,c,e) from Equation (3.3) (repeated here for
convenience)

Sc(ree) = [ 5(6,0,0) - (cal@,V6) + ~u(@)) do
Q

with the dependence of the thermodynamics of the material on the concentration ¢ and the local
energy density e entering through the bulk entropy density s(¢,c,e). s(¢,c,e) can be related to
the often more convenient free energy density f(¢,c,T) through the Legendre-type transform

pair
f(¢,c,T)
7
and it is thus sufficient to specify the bulk free energy density f(¢,c,T) in order to specify
s(p,c,e). Two examples for such a free energy density considered in [52] consist of an ideal-
solution type model

[(¢.e.T)=inf{e-Ts(¢,c.c)} « s(d.e.e)=inf{ -

N K
fulge.T)= 3. Zl( h“(qb)) N Z( Te, 1n(c,)) — e, T(In(T) - 1) (7.1)

and a subregular solution model, which, in its simplest form, reduces to the Redlich-Kister-type
regular solution free energy density

N K K
fr(¢7c> T) = fid(¢a c, T) Z Z; Z: A%ha(qb) (72)

Here, L and T are the latent heats per unit volume and the melting temperatures respectively,
R, the gas constant, v, the (constant) molar volume and ¢, the specific heat per volume. In
addition, the A® = (Af))1<i,j<x in Equation (7.2) represent a set of binary interaction coefficients
for each phase «.

In relation with the discussion above, the following observation can be made: Taking ¢ = e,
the free energy density within any bulk phase « is of the form

T-T/

R
(e, T) = LY +—Tec;In(e;) - coT(In(T) - 1),

i

and the above definition of the free energy density in Equation (7.1) therefore corresponds to
the simple weighted average fiq(¢,c,T) = f25(e, T)h*(¢) of the ones in the bulk-phases
(a similar conclusion obviously also being vahd for the regular solution case). In terms of the
distinction between the phase-specific and average concentrations above, and, a priori, an anal-
ogous distinction between the phase-specific temperatures T and the average temperature T,
this could also be interpreted as being the weighted average fig(¢, ¢, T) = SN, f&(c®, T*)h* ()
with the additional assumption that, within the interface region, one has ¢* = c and T“ =T for
all phases a.

Whereas this type of model was quite successful for purely temperature dependent problems,
it was realized in e.g. the works of [42] and [56] that by replacing the simple assumption on
the phase-specific concentrations by an energetically more favorable one, one could significantly
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reduce model artefacts within the interface region. In fact, whereas the assumption of equal
temperatures is compatible with the the global equilibrium condition corresponding to the equi-
libration of the temperature over the entire domain (and thus in particular the equilibrium of
the temperatures 7% in each of the bulk-phases), this is not the case for the assumption on
the concentration fields. Instead, for the entropy functional above, the equilibrium condition
for the evolution of the (average) concentration field is not given by the equilibration of the
concentrations. Instead, it is related to the chemical driving forces % = —%% = —% and thus,
in combination with the equilibrium condition T = const on the temperature, ultimately to the
condition of the equilibration (in the appropriate sense?) of the chemical potentials.

This has motivated replacing the assumption of the equality of the phase-specific concentrations
with a condition based upon the equality of the (reduced) chemical potentials. This condition
in combination with phase-specific concentrations was first used explicitly in a two-phase setting
by Kim, Kim and Suzuki in [42] and has subsequently been extended to the multiphase setting
and reanalyized in a number of papers, including [25], [56] and [19]. As first discussed in [25],
this so-called called local quasi-equilibrium condition - which will be discussed in more detail
in the next section - can in fact be interpreted as defining the free energy function in such a
way that it minimizes the local free energy density Zévzl F¥(e*)h*(¢) subject to a given phase-
field vector ¢ and average concentration ¢. Based upon this interpretation, it is quite natural
that this model will behave more favorably with respect to the issue of excess interface energy
contributions, thus explaining its large popularity despite its additional complexity.

Remark 91. With regards to the literature, there are two important points which should be
stressed here.

Firstly, there is a subtle but crucial difference between the earlier work [41] and the subsequent
seminal paper [42] by Kim, Kim and Suzuki. Whereas the latter may be considered as the
motivation and basis for the subsequent extensions by the various authors mentioned above, the
analysis in the former one is, despite its large formal similarity with the discussion in this section
in terms of its reliance upon implicit functions, actually much more closely related to the analysis
of a variational inconsistency (see Remark 97). Secondly, despite the recurrent appearance of
the grand potential energy densities ¥ below (a point which has been amply discussed in the
literature), the underlying variational principle - at least for the natural isolating boundary
conditions on the temperature and concentration field (resp. the free energy in the isothermal
case) - is still given by the maximization of the entropy (resp. minimization of the free energy).
While the ¥* appear quite naturally in this model and there is indeed a close link between the
total grand potential energy density ¥ and the free energy defined in equatin (7.3), these are
not the same and should not be confused. o

7.1.2 The “More Advanced” Free Energy Model in the Isothermal Case

Before discussing some practical implications and possible extensions in the following sections,
the basic idea underlying the more advanced free energy model in the isothermal case will be
outlined below. Even though the model can be considered to have originated in the work [42],
the discussion will mostly follow the approach in [25], which, in the authors opinion, provides a
much clearer interpretation of the resulting model.

This idea is in fact remarkably simple. As already indicated above, standard phasefield models
for chemically driven solidification problems are based on using a single, “average” concentration
field ¢ only. Within interface regions with several coexistent phases, there is a priori no reason
to assume for the concentrations to be the same in all phases. It is therefore - in line with the

2There is a slight complication in the formulation of this equilibrium condition when based upon a model
using the full concentration vector ¢ together with the sum-constraint Zfi ;1 ¢ = 1 instead of the more common
formulation based upon a reduced concentration vector ¢ consisting e.g. only out of the first K — 1 components,
the last one then being, if required, recovered as a byproduct of the sum constraint. This basically technical point
will be discussed in more detail below.
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interpretation of the ¢-values (resp. the values h*(¢)) as the volume-fraction of a given phase
- quite natural to interpret the total concentration as a weighted averages of the ones in the
individual phases, i.e. to postulate ¢ = Zévzl c*h®(¢) and similarly for the total free energy
density to be given by f(¢,¢,T) = Zgzl f¥ (e, T)h“(¢) as the result of the contributions by
the phase-specific free energy densities f* within the indivual phases.

These hypotheses alone do not yet fully specify the model, as, for given values of the parameters
@, c and T, there are many ways the total concentration could be distributed to the individual
phases while still satisfying the constraint on their average. The simplest assumption to make
- leading to models of the type in [52] - is to assume that ¢* = ¢ for all phases . For a chem-
ically isolated system, the underlying variational principle in terms of the minimization of the
free energy functional F.(¢, ¢, T') is the redistribution of the initially present total concentration
Jo cda in the energetically most favorable manner. The simple but elegant idea underlying
the more quantitative models is to reuse this same principle for determining the phase-specific
concentrations in terms of the average one, i.e. to redistribute the (given) average concentration
onto the individual phases in such a manner as to minimize the total local free energy density

SO (e, TR ().

Remark 92. From a physical point of view, it is clear that one would also like to, in addition to
the condition of the concentration average, enforce the conditions 0 < ¢; <1 and 0 < ¢ <1 on
the concentration values. An important simplification as compared to the case of the phasefield
equation arises from the fact that one can usually safely ignore the 0-1-bounds on the concen-
tration values, i.e. given a total concentration satisfying 0 < ¢; < 1, one will automatically have
0 < ¢ < 1 without having to enforce this condition explicitly. For example in the case of the
ideal and regular solutions above, this will be ensured by the logarithmic contributions, whose
derivatives tend to infinity as a concentration value approaches 0 or 1.

In other cases, such as e.g. when using a (significantly cheaper) quadratic approximation of
the free energy contributions, this need not be the case anymore though. The same of course
also holds when, due to e.g. an ill-suited time-stepping, the average concentration c¢ falls out
of these bounds. As such cases are usually due to a failure of some other part of the approxi-
mation scheme, the box-constraints will (except for some hints in the footnotes) nevertheless be
systematically neglected in the following as this, in contrast to the discussion in the phasefield
case with obstacle potential, adds quite some complexity with a very limited benefit. <o

In a more explicit manner, the f-function is thus given as the solution of the parameterized
minimization problem

f(¢.eT)=  min {Zf“ e T)ha(¢>} (7.3

(c*)1<asneA(P,c)

where the admissible set A(¢, ¢) is, for any vector ¢ satisfying Zfil ¢; = 1, given by?
N
A.0) = {(€)1c0ex s 3 €1°(9) - . (74)
a=1

Alternatively, one can integrate the sum-constraint Zfil ¢ = 1 directly by eliminating one
component (here e.g. the last one) as a function of the others. In terms of the reduced

3If the sum-constraint on the average concentration is not satisfied, the admissible set is obviously empty as
it is then not possible to obtain ¢ as an average of phase-specific concentrations ¢ satisfying this constraint.
If one in addition wants to maintain the box-constraints on the concentration values, this admissible set would
have to be modified to

A(¢,c)={(c )i<a<h : anha((ﬁ)—c Zc =1Va,0<c,i=1,2,. K,Va},
a=1 =1

which, as in the phasefield case, will automatically guarantee c§' <1 due to the sum-constraint on the cg*.
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concentration vectors ¢ and (¢%)j<a<y consisting of the (then independent) first K — 1-
components, i.e. €= (c1,ca,...,cx-1) and similarly for the ¢*, the minimization problem (7.3)
can alternatively be expressed as

f(¢,&,T) = min {Z fa(aa,T)ha(gb)}, (7.5)

(éa)lsasNEA(¢7&) «

where f*(&%,T) := (e 1- YK ¢®),T) and the admissible set A(¢, &) is given by*

B N
A9, ¢) = {(&“)1gagzv : Z::l&“h“(@ = 73}~ (7.6)

An important prelimiary observation for the free energy functions defined in Equation (7.3)
resp. Equation (7.5) is given in the following

Lemma 6. Provided the f* are (strictly) convex functions of the phase-specific concentrations
c®, and the (h“(¢))1<a<N represent conver weighting coefficients (i.e. satisfy 0 < h® < 1,

YN (@) =1), f is also a (strictly) convex function of c.
The same conclusion also holds with f and ¢ replacing f and c.

Proof. This can be seen by essentially the same argument as for the convexity of inf(imal)-
convolutions (see e.g. [8]). Given a convex combination ¢ = Aeg + (1 - A)eg, 0 < A <1 of the

concentration vectors ¢1, ¢z, any convex combination ¢* = Ac§ + (1 — A\)e§ with (c(f)
A(¢,c1) and (cg‘)lSasN € A(¢, cz) satisfies

S e*h¥ (@) = Y (Al + (1= NS )h* (@) = A( D eTh%(@)) + (1 - M) (D c5h% (@) = Aer + (1 - Ae2) = ¢,

€
1<a<N

K K
¢ = (A(cl)f‘ +(1=X)(e2)f =AY (e)f+(1=X) D (e)f =A+(1-A) =1

i=1 =1

o

I
[uy

o

Il
=

(e
7
7

and 0 < ¢, and thus AA(¢, ¢1) +(1-X)A(¢, c2) c A(¢p, Aer + (1= N)ez). Using this set-inclusion
and the assumed convexity of f* in terms of the ¢* in the definition (7.3) shows that

K2

f(¢,c,T) 2 f(e T)h (@)

= min
{(ca>1<Q<NeA(¢,Ac1+(1—A>c2)}{ ” }

Zf"‘(cavT)ha(qb)}

< min
{(e®)1casnerA(,c1)+(1-N) A(d,c2)} { o

= min (Al +(1-N)ey, T)h™
{(cl"‘,cg)1<a<NeA(¢,c1)><A(¢’C2)}{za:f (Act +( )es, T) (¢)}

> (Meer Ty + (1 —A)f‘*(CS‘,T))h“(¢)}~

< min {
{(cf,c$)1casneA(P,c1)xA(d,c2)} |G

4Now, maintaining the box-constraints would require modifying A to
5 N
A(9,8) = (€")1casn : D, R (P) =¢,0<cf <1,i=1,2,..., K -1,Vay,
a=1

where, this time, it is necessary to enforce the upper bound of 1 on the c{* as the sum-constraints Zﬁ 1 ¢ =1has
disappeared.
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As this last minimization problem is separable®, it can equivalently be replaced by

{Zf”‘(cp h“(¢>}

=f(b,e1,T) =f(¢,c2,T)

{zf (c17T>ha<¢>}+(1 N,

A min min
{(ef)1casneA(P,c1)} (€5)1casneA(P,c2)}

and thus f(¢,c,T) < Af(¢p,c1,T)+(1-XN)f(¢p,c2,T) and the mapping ¢~ f(¢p,c,T) is indeed

convex. ]

As discussed in Subsection 5.1, the FONC for the minimizer in Equation (7.3) can e.g. be
obtained by considering the Lagrangian®

"MN
NQ

N N
L(¢e,T, (%), 12 A) = Zf (e, T)h*(¢) - - (Zlco‘h“(tﬁ)—C) Z

with A e RV, p could in principle be taken as an arbitrary vector in R¥, but, since the sum-
constraint Y2_, ¢®h®(¢) = ¢; is in fact automatically fulfilled for all K components as soon as
it holds for K — 1 components’, this would lead to an indeterminacy as g would be capable of
“testing” a property which is already ensured through the mulitpliers (A*)i<a<ny. In order to
avoid this issue, it may seem preferable to choose p in a suitable (K - 1)-dimensional subspace
of R¥. One possibility here, closely related to the reduced formulation, is to choose p such that
wr =0. A second, more “symmetric”’ choice is obtained by enforcing a zero average on u, i.e.
by requiring that Zfil 1; = 0. Alternatively, and this is in many ways the most natural choice,
one may also fix g “indirectly” by simply requiring that p = zﬁzl ?)z : h(¢), which in particular
enforces Y, X*he () = 0.

Remark 93. Each choice clearly leads to a different, though closely related, set of multipliers
(p, A%) as will be discussed in Subsection 7.1.5 below. The advantage of the last choice is that
it carries, in terms of the average values, the standard role of the sensitivity with respect to the
sum-constraint on the total concentration. The first two choices on the other hand “shift” this
responsibility to the ¢®, therefore emphasising the role of the A* on the effective equation. This
has no influence on the actual result, since it does not matter how the average sum-constraint
on c is ultimately enforced, but favors the last description on “aesthetic” grounds. <

5Tt consists in the minimization of two sums of functions depending on independent arguments in independent
sets. There is therefore no “competition” between the two summands, and the minimizer is obviously achieved
when each of them is minimal individually.

6Together with the box-constraint, this needs to be modified to

_1) ZZC@ Cz

a=11i=1

HMN

L(¢,e,T, (), oy A C) = ;f%c“,T)haw)—u-( ;c“hw)—c) g

with A e RY and ¢ e RV*K.
7 Assuming for example that it holds for the first K — 1 components and as the concentrations are required to
sum to one, one has
K-1 -

N N
X ckh (@)= 3 (1= 3 eh" () = z W) 3. () =1 - z & = exc.

i=1 i=1
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In constrast, the modified Lagrangian for the reduced problem (7.5) is given by®
~ - - - N -
L($,2.7,(6%),pen ) = Z Jo@ N (@)= - ( Y e () -¢) (7.8)

where now 1 € R, and the multiplier X for the phase-specific sum-constraints has vanished.
As both definitions (7.3) and (7.5) only differ in the representation of the minimization problem,
it is clear that the numerical values of f (¢,¢,T) and f(¢p,c,T) will actually agree for any
admissible concentration, i.e. one has f(d), (e,1- Zfi[l ci),T) = f(¢,&,T). Nevertheless, the
different notations for both problems will be maintained in order to simplify the distinction
between the two approaches.

Differentiation of L w.r.t. to the phase-specific concentration vectors ¢ leads to the system
of equations

h“(¢>)( (e ) - ) - 5\“e=h“(¢)(u“—u)—;\“=0,

together with the sum-constraint %, ¢*h®(¢) = ¢, where u Bc“‘ “(e*,T) and e = (1,1,...,1)

is a K-dimensional vector of ones. Similarly, with p* ,T), the FONC for a minimizer
of the reduced function in Equation (7.5) is given by the set of equations

o

he(@)( G (1) ) = h*(8) (A" - i) = 0
together with ¥, e*h(¢) = &
A first observation to be made is that in both cases the conditions on the derivatives of the
phase-specific f-functions only pertain to those phases for which h*(¢) # 0, whereas the ¢
(resp. ¢%) for the phases with h*(¢) = 0 can in principle be chosen arbitrarily within the
respective admissible sets? without affecting either the value of f or ¥2_ h®(¢)c® (resp. the
reduced versions thereof). In the non-reduced case, the trivial choice A* = 0 is then clearly an
admissible choice for the multiplier A* for all vanishing phases, such that it suffices to focus only
on those phases with h*(¢) # 0'°.

Defining the set Pp := {a €1,2,...,N : h*(¢) # 0} of phases which are actually “present” at
a given point, and for convenience scaling A e Py by h®(¢) # 0, it is therefore in practice

80r, in the case with box-constraints, by

- _,_ ,_+ N N

L(¢7E7T7 (éa)lﬁaﬁN’p” ) ) Z 7T)ha(¢)_ ( Z éo(hOt((b)_é)
o=t (7.7)
1

:NK N K-
-z Z et - 8 EEA-e)

with 1 e RK-1 C € ]RNX(K Y. The introduction of two sets of multipliers &i is necessary as the inequality

c <1 is not automatlcally ensured by the combination of the positivity and sum constraint anymore.
9This will be discussed in a little more detail in Subsection 7.1.3 when considering the derivative w.r.t. ¢.
10Here, one could again include the box-constraints by replacing the FONC in the non-reduced case to

h (@) 2L (e 1) - ) - A ¢ < (@) (1 - ) - 3% ¢ -0

which then, in addition to the sum constraint, needs to be complemented by the box-constraints as well as (* > 0
and the complementarity condition (;*c¥ = 0. Similarly, the reduced formulation would lead to the condition

h“<¢>(—(c JT) = 1) = (€ + (¢ =h* (@) (A - ) - (C-)* + (¢T)* =0
and the additional restrictions (¢*)§ >0 and ({7)c =0, (¢CT)F(1-c) =0.

For phases with h*(¢) = 0, admissible choices for the multipliers would then be given by (A%,{%) = (0,0) (resp.
¢ =¢"=0).
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sufficient to consider the system

gﬁZ(CQ,T)—u—)\ae:ua(ca,T)—u—)\“e:O, aePp,
Y=, aePy, (7.9)
Tac1 €*h () = ¢

with A% = h;\i(;) in the non-reduced case and

=
Il
=
Q
m
:dﬁ

g%; (c:l?T) K :f‘l‘a(ca’T) - (71())
Yo €Y (@) =¢

in the reduced case.

The system (7.10) with the reduced chemical potential or diffusion potential fi is (except
for the temporary restriction to « € P,) precisely the same condition also used in the models by
[42], [25], [56] and [19]. As

of*(&,1) _Of* (@ 1-%i&' e).T) _ (e (e D),

, 7.11
oc” oc” oc )19‘51{—1 Oc- (7.11)

where & = (€)1<i<x-1, it follows from equations (7.10) and (7.9) that fi can be obtained from
(e, AY) - independent of the specific phase o and the particular (K - 1)-dimensional subspace
chosen for p - through the relation

_of @, T) _of* (™ T) 9f* (e, T) _ O

~ a

Hi =Hi dco Dcs e, i oK (7.12)
=(pi + A%) = (prc +A%) = i = pxc-
Conversely, as % = ug + A%, the solution satisfies!!
K
of*(c,T) af*(c,T) _ 9f%e,T)
B TR N 7 P . e A =+ ——,
ocy a a Ocg a a Ocg

In the simplest case w is, as suggested above, chosen such that pux = 0, in which case the previous
equation implies that

i

(e}
OcG

_0f*(e,T) 0f°(e.T)

(e} (e}
ocs Ocg;

and

(7.13)

Alternatively, for the choice Zfil w; = 0, a summation over all components in the first equation
of (7.9) shows that, similar to the multiplier for the sum-constraint in the phasefield case,

LEor e 1Ko eT)

AT= K le oc Hi oc K ; ocy

(7.14)

Remark 94. It is important to stress again that the optimality systems (7.9) and (7.10) a priori
only apply to those phases with h®(¢) # 0 whereas the values for the phases with h*(¢) = 0 are
a priori arbitrary as they affect neither the weighted average of the phase-specific free energies
nor that of the average concentration. Nevertheless, as some of the following calculations will
require the values of the ¢® (resp. &’ ) as well as the corresponding chemical potentials, the

« «
1INote that, in contrast to the differences between the derivatives, the derivatives W themselves

actually do depend upon the phase a.
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standing assumption will be made that these are determined by the “natural” extension of the
optimality condition above, i.e. by imposing the same optimality conditions (7.9) resp. (7.10)
for all phases and not only those strictly required for actually solving the optimization problems.
Despite this convention, one should still maintain the distinction between the P, and the set of
all phases, since it is much more convenient to a prior only solve the actual optimality systems
above and then recover the & for all phases in {1,..., N} \ P, only when actually required from
the then known value of p (or fi). o

7.1.3 The Resulting Driving Force

In constrast to the simpler models based on the “common” phase-specific concentrations ¢ =

is somewhat more complex for the model above. The primary difference is that, whereas in the
former case, the phase-specific concentrations are (for a given concentration ¢) independent upon

the phasefield-values and one thus has 8 =¥ B=1 fP(e, T ) 3 ¢‘* , the phase-specific concentration

¢a
c® in the latter case depend upon the parameters of the optnnrzation problem (7.3), i.e. P =

c?(¢,c,T). This will lead to an additional contribution to W related to 6 ¢a.

(0%

More precisely, one now has'?

of(¢,e,T) _ 0
a0 £

sON° 07 9

1o
96" " 9P 9o7 h" ().

Z FP(P (¢,e,T), T)hP () = Z f

While this would seem to require the ability to evaluate 9e” e variational nature of the system

8¢a )
implicitly deﬁnrng the c? actually allows dispensing of this difficulty. In fact, by construction of

the ¢, one has 55 =p + Me in the solution of Equation (7.9) and thus

N ooff oc’ N oc?
Lo 9 () ﬁg(umf’ e)- a¢ah5(¢>.

The first factor g does not depend upon the phase g though, and can thus be extracted from the
sum. The second contribution \’e in contrast vanishes automatically for each phase since

Bc de-c® _

8(15“
€ 5gv = = 0 by the sum-constraint on the phase-specific concentrations. Making use
of the procfuct rufe and the constraint on the concentration average, one can then in a second

step actually eliminate the % since
X of° 9 3 X5 c’h(9) & ;017 (e)
257 @) u( w W) = (=550 -2 )
S 3h (¢) & 00 (¢)
e - B
(-3 B (o)

and thus one actually has, readding the arguments for clarity,

e N
of(¢.cT) _ 5 (£7(cP(¢,e.7),T) - (¢, e, T) - P (., T))

: 7.15
9o 2 (%a (7.15)

A similar calculation can also, though in a slightly simpler form, be conducted for the case of
the reduced formulation based on ¢. A differentiation with respect to ¢* taking into account the

12Here the convention in Remark 94 has to be kept in mind if 22 does not vanish for hP(¢) =0, such as for

Bqﬁ“
the simplest interpolation function h8(¢) = ¢7.
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dependence of the ¢” on ¢ first leads to % 8¢‘* Zﬁ 1 fﬁ(cﬂ(qb,c T) T)hﬁ((ﬁ) By the
B,

such that fi can again be moved out of the summation. On the other hand Zé\le nP(g) =e,

characterization of the ¢° in Equation (7.10),

which can, as above, be combined with the product rule to eliminate the 25~ making use of

aqsa
Nooe? ANEN &N (P)) ot o6 ,ont\ & _,on
B 2 gt @ = (P ) (o ) - 5 50

thus resulting in the analogue

Fo N )
W =3 (fﬁ(aﬂ(qb,a,T),T) p(e,eT) & (¢,¢, T))ah

(7.16)

of Equation (7.15).

7.1.4 The Relation with the Grand Chemical Potential

Considering for simplicity the reduced formulation, it can be noted that since f = géz (see the
discussion below), the contribution of each phase to the driving force in equation (7.16) corre-
sponds precisely to the grand potential energy densities 0¥ evaluated in o(¢,¢,T). As already
indicated in Remark 91, this is a point which has been amply discussed in various forms in the
literature (see e.g. [42], [56] and [19]).

One point of view - which is in particular stressed in [56] and [19] - is that it is also possible
to obtain the same driving force without having to go through the somewhat more complex
dependence in terms of the phase-specific concentrations. This is achieved by replacing the free
energy density with the grand potential energy density ¥(¢, ft,T) := Zgzl T (f, T)h*(¢) with
[ considered as an indepdendent variable (instead of, as above, as fi(¢,¢,T)), which suggests
using the (total) grand potential energy density Q.(¢, fr,T) as the relevant potential instead of
the free energy density F. In contrast, both [42] and [25] do not actually introduce the grand
potential energy density directly, but simply state that the dependence on the phase-specific
concentrations does, as above, lead to this type of driving force for minimizing the (original) free
energy density.

Since both approaches result in the same driving force and the evolution of either i or ¢ is chosen
such that, up to potential differences in the choice of diffusion coefficients'?, & satisfies a locally
conservative gradient flow driven by the gradient of the (common) chemical potential, they will
in fact lead to the same result. Nevertheless, the use of two a priori quite different potentials
raises a number of questions which would not seem to have been discussed in sufficient detail in
the literature. The following discussion will therefore try to clarify the link - and the differences
in interpretation - between these two approaches.

One can first observe - this being the standard argument underlying the use of the La-
grangian in Equation (7.8) - that the optimization problem defining f(¢,¢,T) can equivalently
be rewritten as the unconstrained minimax-problem

N N
f(p,e,T)= min Sup{z (e, e*, TYh*(d) - (Z “(o) - c)}

(C )1<a<N ©w a=1

As duality holds here by the strict convexity of the f, one may exchange the order of the two

13Their choice not being a matter of the underlying functional.
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extremum operations, i.e. one can also write

f(¢.&,T) =sup (o 0in { %
o

E%)1casN 4o

N
(&, T)h*(¢) — fu- ( Zlé“h%qb) -¢)}

N
=sup{ min {Zl(f“w,é‘*,T)—ﬁ-&“)h%)}m-é}.

a C(E€)1casN oz

The inner minimization problem decomposes into ¥, minge { feEe*,T)-p- éa}h“(qb), where
each of the separate minimization problems in fact corresponds precisely to the definition of
U°(j1,T), and thus f(¢,&,T) =supy { ©2, U (2, T)h () + fu- &}.

There are two things which can be noted here. Firstly, in the interior sum, both fi and ¢ are
actually independent parameters, and in particular the U are indeed the phase-specific grand
chemical potential densities U (1%, T) evaluated for 1 = fi. Secondly, while this makes appear
the average grand chemical potential density

N
@(QS,[L,T) = Z_:l‘i]a(ﬁvT)ha(qb)v (717>

it can clearly not be used to simply replace the free energy density f since, on the one hand,
there is the additional term fi-¢, and on the other hand, there is a remaining extremum problem
in terms of f.

What follows though (see Remark 24 and Equation (5.19) in particular) is that the “quantitative”
free energy density f as defined above is in fact given by the (inverse) Legendre transform of
U with respect to ft. More precisely, denoting (in analogy to Remark 24) the partial forward
transform defining the g by ﬁa( fo‘)(ﬁo‘, T'), the free energy density can also, with the analogous
notation, be characterized as

f(¢.&,T) = L5 [V])(¢,&,T) = sup {¥(, 4, T) + - &}, (7.18)

and is thus the inverse Legendre transform (w.r.t. fi) of the average grand chemical potential
density for g = ft.

Remark 95. Note that this relation - while intuitively pleasing based on the standard thermody-
namic relations - is neither quite standard nor entirely obvious based upon the initial definitions.
Whereas the direct definition of ¥ involves a simple averaging procedure over the phase-specific
densities \i/a(ﬁ,T) with a single parameter f, f is defined through the minimization of an av-
erage based on N phase-specific concentrations subject to an additional side condition on their
average. In contrast, the @ themselves are a priori defined in terms of an unconstrained
parameterized optimization in each of the &, ¥U*(jt) = infze {f@)-p-e}.

That the “effective” densities f and ¥ are nevertheless related in terms of a standard transform
is thus not automatic but instead hinges on the internal consistency of the two definitions in
terms of the common multiplier zi. More examples of similar relations will be given in Section
7.1.6 when considering the non-isothermal case. o

From this, the original optimization problem for F.(¢,¢,T) is then equivalent to

min [ ca(,v) + Li(g) + LM T)(p.2.T) dz (7.19)
(¢,8) 2 €

and thus does clearly not correspond to the minimization of the grand potential energy

Q(p, 1, T) ::fea(¢,v¢)+%w(¢)+\i/(¢,ﬁ,T)da:. (7.20)

Q
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That the driving force of the phasefield equation based on Equation (7.18) is nevertheless of

the form Zé\le G ahove is - similarly to appearence of g—f; despite the maximization of the

P
entropy due the expression g—;(d), c,e) = —%g—(’;(d), ¢, T) discussed in Section 3.2 - a result of the
variational characterization of this inverse transform. More precisely, the value @i for which the

supremum in Equation (7.18) is actually achieved'? is characterized by

;;(\i/(gb,ﬁ,T)Jrﬁ-é) - Z§(¢,ﬁ,é)+aé0, (7.21)

defining g1 realizing the supremum as a function of the remaining parameters, iz = fi(¢,¢,T).
Based on this maximizer, f(¢,¢,T) can then be rewritten explicitly in terms of ¥ as

~ N
&,T) = i (&, TR
f(¢.&,1) {(E“)KQSN:ZI:I;:}:IEE”hQ((#):a}{O;f (e, T)r*()} (7.22)
:\I}(d)v p’(d)a éu T)a T) + ﬂ(d)? &7 T) . &7

from which the driving force follows as

of . . ov 0 o R
#(¢7C7T) = %(¢7“’(¢767T)7T) + %(‘1’((157#((157 ch)aT) + H(¢7C7T) ’ C)

O
Do

By the optimality condition on g, the second term drops out, leaving

N onP
(¢,i(¢,&,T),T) = 3 V7 (ia(¢,e,T), T) 5=,
=] 96

of . .. 0¥
%((ﬁ,C,T)— a¢a

and thus an expression which, together with the relation b = fB—p-éof \ilﬁ, is the same as in
Equation (7.16)1°.

By the expression of the driving force in Equation (7.16) combined with the fact that the
value (but not the function itself!) of fﬁ(éﬁ(qb, ¢, T), T) -p(p,e,T) ~?:B(¢, ¢,T) indeed coincides
with WP (1, T) evaluated for fi = fi(¢,&,T), it is obvious that the same result is also obtained
by a straight-forward differentiation of (¢, fr,T) with fi considered as a fixed parameter (i.e.
neglecting all potential dependencies). This simple mechanism for obtaining this driving force is
also the basis for the “phenomenological” approach taken in [56] and [19]. In fact, their approach
consists in postulating for ¢ to follow a (minimizing) gradient-flow for the grand potential energy

14Note that this is a strictly concave maximization problem in fi.

15Before drawing this conclusion, there is one (somewhat hidden) point which remains to be verified, namely
that the values of fi in both equations as well as the values of WP (i, T) above and the fs (éﬁ(¢>, ?:,T),T) -
(¢, e,T)-%(p,&,T) in Equation (7.16) in fact coincide as both are a priori defined based on different conditions
(one as the (free) maximizer of W(¢, 1, T) + ji- &, the other one as the multiplier for the (constrained) optimality
system (7.10)). This now follows mostly from more standard “phase-specific” thermodynamics, more precisely
in the (smooth convex-concave) analogue of the third point in Proposition 3 in the case of full duality, namely

FBabB ~ ~ .
that o = 2C0D g §8(a, T) = f8(@°,T) - - &° iff & = 227 Since this implies that simply defining

&P op
~B~ OB, - . ~ . ~ . .
&P (p,T) = B(,;I:.L (ft,T) (now as a function of 1) with 1 as in Equation (7.21), one has, on the one hand,

~ ~ Bah
P (,T) = f(&° (0, T),T) - - & (i, T) as well as o = 2T (2% (0, T), T) and on the other hand by the
optimality condition in Equation (7.21) that
oV N ou N
C=-—"=- — (i, T)h () = ) e (i, T)h* (&),
op 401 Op az;l

i.e. i in combination with the concentration values derived from it actually satisfies the optimality system (7.10)
and thus by unicity for this system that both expressions actually coincide.
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functional Q. (¢, i, T) in Equation (7.20). This is combined with the standard evolution equation
(here using the notation similar to [19]'® together with the Einstein summation convention) for
the concentration in the isothermal case,

%‘? -v. (Mijk%), i=1,.,K -1 rtesp. % -v-(M:Vj) (7.23)
for the independent concentration values.

If one takes, as proposed in both works and as the use of the grand potential energy would seem
to suggest, @ instead of ¢ as the “fundamental” dynamic variable, this makes, together with the
condition on the equilibrium of the phasespecifc chemical potentials, ¢ a function of (¢, i1, T),
where &(¢, 1, T) = XN, & (1, T)h*(¢). Together with the chain-rule and the given evolution
equation for ¢, this permits rewriting the evolution equation for the reduced concentration as

one for gt through % =9¢ 98, 9¢ Ii g4 which one obtains

d¢ ot ' Bp ot
88#;‘:(32) «(v~(M:vﬂ)—$)'?)- (7.24)

Remark 96. Note that, together with —¢ = and the evolution equation for ¢ (e.g. from Equa-

a”
tion (6.74)) complemented by the driving force 2 ¢ ZB L9, T) oh" ~(¢), this is in principle a
system dependent solely on ¢ and fi since the parameter T is fixed by assumption. It would thus
seem that one can completely forget about the concentration and in particular the phase-specific
concentrations, or at least only use them as auxiliary quantities whenever convenient.

While this is essentially true!” in the continuous case, one does well to remember that the evo-
lution Equation (7.24) for fi is designed solely for the purpose of ensuring the (conservative)
evolution of ¢ as in Equation (7.23) in the discrete case.

For example, when applying - as far as possible due to the term %—‘f - the simplest time-
discretization in terms of an explicit Euler scheme, there are several potential pitfalls. Firstly, the
evaluation of the time-derivative of ¢ requires both a new and an old value ¢("+1) and ¢(") for
evaluating the time-derivative %, at least when implemented as a single-step scheme!'®. Based
solely on Equation (7.24) and the use of an explicit scheme, it is then quite natural to firstly

evaluate the matrix g? as g—g (qb("), 2. T), and secondly to explicitly evaluate the contribution
due to the time-derivative of ¢ as g—g as

(o)™ - (01"

(n)

N
Z (¢)(n) ~(n) T)

||M2

8¢>“

In relation with Equation (7.23) and the known data, both of these are bad choices though. In
fact, instead of discretizing the “original” evolution equation for the concentration, one would
like to satisfy, still within an explicit Euler approach,
e+l _ aln)
At

Treating p as the primary unknown and ¢ as the secondary one, this, together with the already
calculated value of ¢("+1) (and Vp denoting a discretized version of the V-operator), leads to
the equation

= V-(M:Vﬂ(")).

é(¢(n+1),ﬁ(n+1), T) L é(¢(”)7 ﬁ(n),T) + ALY - (M . VDI](n))- (7.25)

16Note that the formulation of Plapp in [56] is slightly different in that it uses a single density field, which can
be related to the single independent component via the atomic volume, which is assumed to be the same for both
species of atoms. For more details, see [56] or the final note in section I.B. in [19].

17Except potentially for initial conditions which are often expressed more naturally in terms of the concentration.

18 An alternative of course consists in using ¢;<n) and d)(”_l), but is both more complex in terms of storage
(when combined with an appropriate buffering scheme) and less accurate.
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As all quantities except for ﬁ("”) are known in this equation, a simple linearization leads to the

more appropriate discrete equivalent of Equation (7.24), namely
~ n ~(n ~ n ~(n de n ~(n ~(n ~(n
c(¢( +1)7N( +1),T) %c(cﬁ( +1)7H( ))T) * £(¢( +1)’“( +1),T) . (N( +1) _N( ))
2e(¢™, 5. T) + Atvp - (M : v pa™).

Further combining this with &(¢>("+1), [L("),T) =y éo‘(ﬂ(")7T)h°‘(d)("+l)) and the analogous
expression é(d)(”),ﬁ(”),T) =y &o‘(ﬁ(”),T)ho‘(¢>(")) for ¢(™), this then leads to the discrete
update-rule

[L(n+1) ::( c (d)(n+1),/:t("),T))_1

=&

. (7.26)
. ( D &O‘([L("),T)(ho‘(d)(n)) - h“(g{)("“))) +Atvp - (M: VDI]J(n)))7

which differs from the discretization above in two important points.
Firstly, the linearization through the matrix g; is used only in terms of the (as of yet unknown)
values of @1 but using the already known value of ¢)("+1). In contrast, the most straightfor-
ward discretization does the same thing, but using a less appropriate linearization based on an
“outdated” value of the phasefield-vector (;5("). Whereas this linearization will be second-order

accurate in the case of Equation (7.26), it will therefore only be first-order accurate when using

d)("). Secondly, using the (also already known) differences between the weight-functions h®(¢)
(n+1) _ 4 (n) .
instead of their linearization together with % is both cheaper and more accurate (ac-

tually exact) than what would result from an a priori natural discretization based on Equation
(7.24).

With this choice of parameters, the resulting update rule for g clearly corresponds to a single
Newton-step for the discrete update rule (7.25) for the concentration. An obvious advantage
of using such a “blind” single-step procedure in the update rule (7.26) as compared to actually
solving Equation (7.25) is that this is certainly cheaper and requires fewer parameters as there is
for example no control of the residual before accepting the new fi-value as sufficiently accurate.
This is at the same time also potentially a severe disadvantage, since this essentially restricts
the use of Equation (7.26) to situations where the changes in fi between successive time-steps
are small enough for this to be the case. A particular but practically quite useful setting where
this never causes any issues is of course when using parabolic approximations of the free energy
densities, as, with the ¢ being affine functions of f1, the linearization is actually exact. <

Even though taking fi instead of € as the primary unknown (and thus a quantity which is
seemingly independent of ¢) would at first sight seem to justify the use of the partial differen-
tiation of ¥ with respect to ¢ only and thus the use of the grand potential energy density as
the relevant functional, this is somewhat misleading. More precisely, from an optimization point
of view, the relevance of the functional is not really a question of whether one parameterizes
an intermediary evolution in terms of € or fi (there being a one-to-one correspondence between
the two), but of whether the final steady-state can indeed be related to a critical point of this
functional or not. This is closely related to the discussion in [41]. In fact, once evolved to a
steady-state, the (reduced) chemical potential f1 will, regardless of the choice of parameterization
in ¢ or f, satisfy the equation

-V (M:Vi)=0
together with the natural isolating boundary conditions % = 0. This equation will (under the
natural coercivity condition on M) enforce for fi to be equal to a constant, i.e. fi(x) = 7) for some
(K - 1)-dimensional vector 7, which is just the well-known condition of the equilibration of the
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chemical potentials. As the conservative gradient flow for ¢ in Equation (7.23) is, in combination
with the isolating boundary conditions, specifically chosen such that the total concentration
Jq €dx remains equal to its initial value C\, this final value 7 is not arbitrary, but fixed through
the condition

faQ@ﬂmzf{gwmjmmé@ (7.27)
Q Q

From this, it is obvious that, even if one initially chooses £ as an “independent” unknown, the
final values of fi are of the form fi = 7j(¢, C,T), where 7 depends implicitly (and in a non-local
fashion) on ¢ through the consistency condition (7.27) on the total concentration!®.

As the (physically obviously important) dynamics in themselves ultimately have no impact on
the final values of the functional, one might just as well directly consider €2, using this final state
(@, T), reducing Q. to a function of ¢ and the fixed temperature alone,

0(6,7(6,C0, ). T) = [ ca(9,99) + ~w(@) + #(8,i1(6,Co, T),T) da

Q

together with Equation (7.27) as a side-condition. An actual minimizer for €. in terms of ¢
(being the only free parameter now), would thus have to satisfy the analogue of the steady-state
phasefield equation 6.64, but with the driving force contribution due to ¥ now derived from

%5"5

)dx
where 07(d¢p) can be determined through the differentiation

8¢(¢>7n(¢7T) ,T)- 5¢>+ (cl)m(éb 1),T)-0n(6¢) dx
82
O

——(¢,7(,7),T)- 6¢+ (¢7n(¢ T),T)-7(6¢)dx =0

of the constraint in Equation (7.27). Since 67 is a constant vector, this equation is easily resolved
explicitly for §7(d¢) as

82

BT = (0.7(¢,T),T) - 5¢ da,

oniod) = [ 2%

-1
(¢,n(¢ TﬁfT)dw) :

showing that an actual minimizer of 2. would have to be based on the driving force corresponding
to

o o U \! OV

— 0 . -d¢pdydx.

56 0% on (| oz @) | agop tow e
Exchanging the order of integration in the last part, this contribution simplifies to the “local”
density

o oV U\ P

= dy)-( [ S5 dy) - 5. 7.28

(a¢ (] Gatw) (] 5 ) 8¢8ﬁ) ¢ 72

This is obviously quite different from the expression resulting from the first part alone, show-
ing that steady-state solutions of the system above do not correspond to actual minimizers (or
more precisely critical points in general) of {2, under the side-condition on the total concentration.

19This is essentially the same argument as in [41].
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In contrast, repeating an analogous argument for the free energy functional, with ¢ parame-
terized in terms of (gi), n(o,T), T), leads to the condition

of 1. ., ., . = of (o .r\ . = 3
!8‘;;(¢,c(¢),77(¢>,C0,T),T),T)-6¢+a”é(cb,c(gb,n(cj),Co,T),T),T)-(5c(6qb)dw, (7.29)

where 6¢(d¢) (despite its a priori more complex dependence on both d¢ and df(d¢)) can
again be characterized from a differentiation of Equation (7.27) through the very simple relation
Jo0¢(0¢p)dx = 0. By the equilibrium condition in terms of the concentration through the
equilibration of the chemical potentials, one in addition has

of (1 ., = L s
%((ﬁv C(d), 77(¢7 Coy, T)v T)v T) = 77(¢, Coy, T)
with 77 independent of . It follows that the second contribution in Equation (7.29) simply drops
out and the driving force in Equation (7.16) is thus indeed consistent with a variational principle
in terms of the free energy together with the side-condition given by the conservation of the total
concentration C.

This can alternatively also be seen by, instead of relying on the conservative gradient flow
for & with respect to F., including the constraint [, édx = Cy directly into the problem by
augmenting F,. with this constraint, i.e. by considering

(%1(;:1) s17~17p {.7-'6 -1 ( ! cdx - C’O)}.

Using Equation (7.18), this may also be written as

minsqp{fea(¢,v¢)+1w(¢)+51;Lp{\il(¢,ﬁ,T)+ﬂ.é}—ﬁ.(f&dw—éo)}.
Q

(6.8) 7 J

Assuming one can interchange the minimization with respect to ¢ with the suprema in @ and 17,
the minimization with respect to ¢, with the only term depending on ¢ given by [, ([L - f]) -cdx
leads to

-0 else

sup int { [ (6., 7)+ (i-1)-ede+7-Co) = sup
Ma) €~ J ()

{{fgif(q&,ﬂ,T)dmﬁ-éo ﬂ=ﬁa-e-,}'

The second case will obviously be eliminated by the sup-operations, such that it suffices to
consider the case with g = ) which can then be reduced to a global maximization operation in

the vector p, sup; { jQ \i/(qb, n,T)dx +17- C’o}. Combining this with the contributions by a and
w, an alternative formulation of the global problem is thus given by

m%nsgp{g[ea(¢,v¢)+1w(¢)+¢'(¢,7~7,T)daz+f7~(~70}:mgns%p{96(¢,ﬁ,T)+ﬁ~(~70}. (7.30)

Note that since the phasefield terms play no role with respect to the supremum in g, this is
basically just a “global” version of the inverse transform defining f (¢,&,T) in terms of U(¢p, 1, T)
as in Equation (7.18). More precisely, the optimality condition for fi in Equation (7.21) defines
o= [p(d,¢,T) as a function of the given parameters (¢, ¢,T). This value of fi is such that, on
the one hand, ¢ = —g—g(¢,ﬁ(¢,&,T)7T) and on the other hand, from Equation (7.22) and the

definition (7.5) of f(¢,&,T), such that the value of \i/(q&, (o, E,T),T) +i(¢,¢,T)-¢is precisely

127



the one of the effective free energy obtained by an energetically optimal distribution of the given
average concentration onto the phase-specific ones.

In an analogous manner, the optimality condition with respect to 9 in Equation (7.30) is given
ov
-2,

(o, Co. T) with the total concentration Co replacing the local one in [L((,z’), ¢,T). In addition,
this value of 7) satisfies an integral analogue of Equation (7.22), namely one has

min {ff(qb,é,T)dsc}:sqp{f@(¢,ﬁ,T)dw+ﬁ-C’o}
Q Q9

by Co = —fQ %(d),ﬁ,T} dx, i.e. an integral version of ¢ = which serves to define 1 =

{&:f, édz=Co}

_ ~ ~ _ (7.31)

- [ ¥(6.0(6,Co,7),T) da + (. Co, T) - G,
Q

and thus the value of [, @((b,ﬁ(d), (~707T),T) dx + n(¢, éo,T) -C| is the one obtained from an

energetically optimal redistribution of the given concentration C over the domain.

The primary interest of this observation in terms of the current discussion is that it can serve
to derive an “extension” of the expression for the driving force in Equation (7.16). Whereas this
expression was obtained based on the local minimization of f in terms of the ¢® given the local
concentration €, Equation (7.31) defines the global optimal contribution due to the bulk free
energy density through an a priori quite complex double-minimization as

N
min min {([az_:lf (e, T)h (qb)dw}

{& [, ede=Co} {(€*)12a<n:Th_, &> ho(p)=E}

enforcing an optimal redistribution of the given total concentration C\ over both the domain
and the individual phases. Regardless, in the same manner as before, it follows from Equation
(7.31) that the driving force contribution to this problem has the same simple structure as before.
More precisely, instead of differentating the expression for [, f ((;5, (o, T), T) where ¢ = ¢(¢,T)
is the minimizer for the left-most expression in Equation (7.31), one can also differentiate the
right-most one, leading to

o
on

—_— oOv _ _ -
o [ 1(6.6(6.7), 1) d)(59) = [ G260+ Go - n(56) da + 5n(56) - Co
Q Q
with 67)(d¢) denoting the increment of 7)(d¢) as a (non-local) function of §¢. As 7 is such that
Cy = -fo g—g(qb, 7,T) dx though, the last two terms drop out regardless of the value of §77(d¢),
thus again reducing the derivative with respect to ¢ (despite the additional global dependence

of the optimal ¢ on ¢) to the simple local expression

ohP
8¢(¥

7(¢7é(¢7607T)3T) :BZ: @B((baﬁ((baéOvT)’T) (¢)
=1

Summarizing the discussion above, it can be seen that while the ¥ appear very naturally
as the relevant phase-specific quantities for the driving force in the phasefield equation, the link
between this model and the grand potential energy functional ). is a somewhat tenuous one.
While the use of this potential as suggested in [56] and [19] is clearly a very efficient approach

for “deriving” this driving force, this should rather be considered as a purely formal device?’.

20In particular, as seen in Equation (7.28), a more carfeful derivation of the driving force corresponding to the
minimization of 2. under the implicit constraint of maintaining the total concentration jQ ¢dax enforced through
the evolution equation for & (whether expressed in fi or not) leads to a quite different expression. In contrast, as
seen based on Equation (7.31), it is only in combination with the additonal contribution by 7(¢,Co,T) - Co to
Q¢ - and thus reverting back to the free energy - that one recovers consistency of the driving force with a global
minimization property.
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As such this approach is in a certain sense in competition with the more common approach
of “guessing” the correct equations based upon a straightforward partial differentiation of the
Lagrangian

N N
L(¢,¢,T, (") 12asn, 1) = Z_;f“(éa,T)h“(cb) — - ( Z_:léahc'(@ -e).

While this approach is a priori also purely formal, obtaining the relevant driving force is then
just as simple as when starting from €. as it suffices to partially differentiate L with respect to
¢“, with the additional advantage of being, even at a purely formal level, easier to link to the
original problem one is trying to solve?!.

Remark 97. Tt is important to note that the discussion above is only valid in this form when the
concentration is (through the imposed conservative flow of &) subject to isolating boundary con-
ditions and therefore implicitly the constraint on the total concentration [, ¢dx. If, in contrast,
one chooses to enforce a constant value of the chemical potential ﬁ on the outer boundary, it is
clear that the phasefield equation together with the driving force given in Equation (7.16), will
indeed minimize the grand potential energy Q. (¢, fA, T). In fact, since the chemical potential is,
up to some potential delay through the diffusion equation for ¢, then fixed to the value ﬁ, there
will be no additional contribution as in Equation (7.28).

At the same time, there will not anymore be a natural minimization interpretation in terms
of F, a property which is closely related to the discussion in the earlier paper [41] by Kim, Kim
and Suzuki. More precisely, the analysis in [41] investigates the influence on the minimization
of the free energy F(¢,c) if one, instead of treating both ¢ and ¢ (here in a reduced scalar
formulation) as independent variables, considers the steady-state concentration profile for ¢ as
a function of the steady-state phasefield profile ¢(x). Their argument is that any equilibrium
profile of the concentration has to satisfy the equilibration of the chemical potentials u with the
prescribed one, i.e. %(c7 @) = i = const and thus implicitly defines ¢ as a function of ¢ (and fi).

They then continue to argue that defining F(¢(¢), ) = f(c(q5)7¢) - jic(¢) and thus such that

. af 3 s a
F satisfies %—’: = 8—’: -4 =0 and % = g—g + %—fg—; = g—g = aTJ;(C(QS)v‘b)’ the driving force 8—£ for the
dF

phasefield equation can equivalently be reformulated in terms of e

While this argument is correct, it needs to be interpreted with some care in the present contex
In particular, the analysis in [41] should not be considered in the sense that the driving force for
a minimization of the free energy in this case should be given by the derivative of f(c, @) — fic.
It is thus quite different from the analysis in the paper [42] by the same authors, where, despite
the fact that it is still based on the minimization of the free energy, the use of two phase-specific
concentration fields defined as functions of (¢,c¢) in terms of the equality of the phase-specific

(reduced) chemical potentials does in fact lead to the driving force being given by the differences
of fa(ca) _ /LCQQ?’.

t22.

Instead, it simply shows a variational inconsistency in the sense that under the constraint
in terms of i, using the driving force % derived as a partial derivative from the free energy

density, f will in fact not minimize the free energy but the grand chemical potential (i.e. the

211e. in particular, when the &* satisfy the sum-constraint, L reduces to 25:1 fe(e*, T)h*(¢) and equating
the partial differentiations with respect to fx and ¢* to 0 leads to the constraint and optimality condition g’;z =
respectively.

221n [41], the appearence of this total differential is primarily used to enable a more standard analysis of the
energetics of the transition region in the one-dimensional case.

23In contrast to the former paper, this is based on a purely local analysis and does not consider any additional

dependence of the average concentration ¢ on ¢.

129



quantity whose total derivative 2 55 represents in combination with the constraint). As such, it is
essentially a restatement of the well-known fact that the minimization of the free energy is not
the appropriate variational principle when dealing with an open system.

In contrast, actually minimizing the free energy under the constraint on the chemical potential
would require using the total derivative of f, i.e.

0 f 0f 9c 0 f
(¢>, c(¢)) = 3
8(;5 Jc 8¢ 8¢ 8¢
82 f) 1 o2f
dpdc
Remark 98. It is quite interesting to observe what happens if the analysm in [42] is combined
with the one in [41] by again enforcing a prescribed chemical potential®?. Firstly, adjusting the

which could then, using the same argument as in [41], be rewritten as %L — ,u(

previous argument to the notation above, it was already observed that af =y 4=1 UA ([, T) Oh"

Ope”
Since this is, for a fixed value of fi, clearly the same as %7 using % as the driving force does in

fact lead to the minimization of .. Secondly, the total derivative of f(qS, ¢(o, ﬂ,T),T) is then
given by
df of of oe

d¢p 0¢ 0e ¢
As in this model the average concentration ¢ is by construction given by the weigthed average
=N &1, T)h* (o) of the & corresponding to the - then given - chemical potential f, there
is in fact no need to invoke an implicit function theorem for determlnlng 5 88 these derivatives
can directly be obtained from this definition. Combining this with the expresssion for d(?Tfa and
the chain-rule for the differentiation of f, one thus obtains

N 8h5 5 N /- on”
T T),T)=.
d¢“ ﬂgl (@, T a¢a+“ Z (i, )(%a ﬁ; 7@ (i, T), )8¢"

In contrast to the minimization of F subject to a fixed total concentration, the correct driving
force for the minimization of F subject to a fixed chemical potential is therefore indeed given in
terms of the f<. o

7.1.5 The Practical Evaluation of f(¢,c,T) and the Chemical Potential

Given that f is now only implicitly defined in terms of either the abstract minimization problem
Equation (7.3) (resp. through its alternative representation f in Equation (7.5)) or the more
concrete optimality system in Equation (7.9) (resp. in Equation (7.10)), it is clear that the
evaluation of the free energy function is more involved than for an explicit formulation in terms
of the phase-averaged concentrations ¢ as in e.g. [52]. Therefore, each evaluation of f(¢,c,T)
now requires solving for the (¢*)qaep, realizing the minimum in Equation (7.3). As the f*(c,T)
are in general nonlinear (though strictly convex) functions of the phase-specific concentrations
c®, this has to be done - except for particularly simple examples such as an ideal solution model
- using some iterative solution approach. The natural choice here is of course a Newton-type
scheme, based on either Equation (7.9) or Equation (7.10).

The Reduced Formulation

Beginning with the somewhat simpler case of the reduced formulation, each Newton step con-
(n)

e, (and therefore trivially also (c%)™ = 1 -

sists in, given the current estimates of (éa)

24@Given that both reduced chemical potentials are enforced to be equal, the only consistent choice for them is
to be equal to the prescribed one.
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Zfi{l(c?)gn)), determining the updated concentration values (Ea)fyn;l) = ((éa)(n) + 6&“) -
ac
and the associated updated multiplier (""" by either setting 5™ + §fx and solving the lin-

earized problem

A (@)™, 1)+ 2 (@)™, T)6e - (B + 6) = 0,
Saer, (€)™ +6e2)n(9) = &

(7.32)

Alternatively, as the original equations g ! v and thus automatically also (7.32) are in fact

(n+1)

linear in f1, one can also directly use p and solve

(&)™ 1) + 28 (&)™, 7)se - D <o,
Saer, ()" +5c ) (9) =

(7.33)

Remark 99. Tt is clear that?® both the incremental (in fi) System (7.32) and the non-incremental
System (7.33) will lead to the same value for 1", Nevertheless, using an incremental formu-
lation can simplify certain modifications (such as the use of a damped Newton scheme when the
convexity is lost due to additional contributions) and, as pointed out below, allows a simpler
reuse of the algorithm when determining the c® for a given fi. It will therefore be preferred in
the following. If desired, the non-incremental version can easily be obtained from the description
below by simply replacing dp with £ and the old value (™ by 0. o

Assuming for notational simplicity that P, = {1,2,...,N,}, the matrix-vector form of the
system (7.32) is given by?°

92 1 (n)
(8(61)2) 207 0 -1 oc! r(ﬂ)
o°f ~ n
0 (5y7) - 0 -1 5;1 *.‘
- A 2 :‘-N I 6~-Np (n) ,
0 0 ( 6~f’ pg) C~ r. NP
a(ch) 5“ (n)

( KNI h*(H)I ... WMo (P)I ) 0

where the residuals are given by
rgl) = - ([La)(n) and r(”) =c- Z (E)™n2(9) (7.34)

and the dependence of the a(m)Q on ((c )(n) T') has been suppressed. A noteworthy feature of

this system is that the upper left part is block-diagonal as each fa only depends on the phase-
specific concentrations of this particular phase, and each (K - 1) x (K - 1)-block is formed by
an s.p.d. matrix due to the convexity of the fa w.r.t. ¢“. Due to this particular structure, the
system can conveniently be solved using a Schur complement approach, i.e. by first eliminating

the 6¢“ in terms of the 7' Y and S (resp. (D) as

. -1 ~ 4
~a 82fa (n) ~ ana Cins ot
oc _(3(50‘)2) (Tua 5H)_(8(éa)2) (M( 1)—(M )( )) aeP,. (7.35)

25 Also see Remark 101 below.

26Note that this system in this form does not correspond to a classical saddle point matrix. If required, it can
be brought into such a form y “undoing” the division of the first set of equations through h®(¢) and changing
the signs in the last row.
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This leads to the reduced system

S 6Eh(¢) = Z( i

) o a)) (75 + i )ne () = ve

2

-1
a(ca)z) rie, the (K —1)-dimensional Schur complement system

and thus, defining C (

) 2\ () ), o
Seopp=r" = Y | = | mpih* (@) =7 - X (¢ V" he () (7.36)

a€Py 6(Ca) aeP,

with the (reduced) Schur complement matrix

Se= % ( it ) B (). (7.37)

aePy, a(ca )

Once dfr (resp. u("”) ) is found, the new ¢“-values are then easily recovered using Equation
(7.35) in terms of the (independent) subsystems

1 " 270\ n 2 fa !
<aa><"”:<aa>”+(;§é£)2) o) - () () (@ -y, e

Remark 100. This procedure can in principle alternatively be interpreted as a predictor-corrector
scheme. In fact, defining the auxiliary quantities

_ -1
~a (7”'%) ~a)\ (1) 82fa ~(n) ~a\(n)
c = (¢ +| —— ot = (o 7.39
(@) @) L) (w0 ) (79
corresponding to the predicted values of the phase-specific concentration for the current value

ﬁ(") of 1, the increment dfi and the final (c‘*)oﬁl) satisfy

Seoii=z- 3 (&) "0 (g) = oD

aeP,

~ -1
o (n+ o (n+3 0% fe -
(c )( 1):((3 )( )+(8(é{‘)2) oft.

It is easily verified that, after a division by h®(¢) for the phases with h®(¢) # 0, this system is
also the FONC of the minimization problem

and

minimize § Saep, (€107 = (@) ) L ((e)) - (@)D - (@) )he (0)
subject to Zaep( )(nﬂ)ho‘(q&) ¢

and thus a correction step through a weigted (by the = )2 -matrices evaluated for the old concen-

8(~
tration values (éa)( )) projected operation onto the subspace of the phase-specific concentration
values satisfying the sum-constraint ¥,p, ¢“h(¢) = ¢. o
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The block-factorization procedure using the Schur-complement Sz instead of a direct solution
of the full system at once has two advantages. On the one hand, it can take advantage of the
blc;qk—diagonal structure. In particular, it is sufficient to work with the individual subblocks
By
(7.36) as well as for the (¢*)(™*1) in equation (7.38). On the other hand, while it is very
expensive in terms of memory requirements to store all the phase-specific concentrations for the
entire computational domain when a large number of phases are present, one can easily store
the phase-independent multiplier fi. At any point at which it is necessary to use the ¢®, they
can be recalculated from the known value fi, at least provided none of the other parameters
(here ¢ and T) have changed in between. Starting e.g. from the initial guess (&*)(®) = ¢, the
corresponding Newton scheme reduces precisely to the same steps as the determination of the
(¢*)("*2) in Equation (7.39) above, as one in fact has?”

alone when calculating the Schur complmenent Sz and the modified residual in Equation

(@) = (@) + ( ;Zf)Q) (7= @) = @)+ (S2) (- @H®). (740)

One can therefore simply reuse the same functionality for both problems, that of determining
the phase-specific concentrations and the reduced chemical potential from (¢, ¢, T') alone or from
(¢,c,T) and f1, the latter one of course being somewhat cheaper as there is in particular no
82 fa
8(&”)2
In matrix terms, the increments in the phase-specific concentration and g as a function of the

((SEQ)O‘EPP ):A( (rg)ae%

need of actually inverting the -submatrices in order to determine Se.

residuals from Equation (7.34) can succinctly be summarized as?® (

op Te
with
(%) sz
252\ ' g1
Ay ( oc? ) Sa
A= : , (7.41)
™ -
( a‘;N;j ) ¢
~1 ) - N.
(-niszlom —pspton L pNesptonr ) S;!
where the individual block-entries of the submatrix A;; are given by
op*\-1 ~ aﬂb’ -1
AP = (aaa ) (o°71- hﬂ(¢)sél(w) . (7.42)

While this representation can be convenient for theoretical purposes®? , its (1,1)-block - unlike
the one corresponding to Equation (7.32) - is now a fully filled matrix due to the coupling by the

2"Where, as usual, it is preferable to solve these systems instead of multiplying the right-hand side by the
82 Fo payeY
aEy? = e

28This is simply a formula for the inverse of a matrix in terms of its Schur-complement in the case when the
off-diagonal blocks are not transposes of each other, see e.g. [10] or [77].

29Yet another represenation of this inverse - which is closely linked with the predictor-corrector interpretation
above - is based on the following block-factorization as a “perturbation” of the inverse of the (1,1)-block (see

[77D), )
A RY) (A1 o -AT'R ) o1 1
(Lc)‘(o 0)+( I s7t(-LA 1),
which, in terms of the given quantities here, corresponds to

a1 Ao\l
e N e T |

I

inverse of
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sum constraint. For practical purposes, it is therefore preferable to work with the “sequential”
representation of this inverse consisting in first determining dfr and then simply updating the

¢® through 6¢® = (WL& )_1 (rﬂa + 5ﬁa).

de~
Remark 101. It should be noted that, due to the linearity in g, disposing of a good “initial guess”
(9 has no direct effect on the basic Newton scheme in the form of (7.32) as (") is a function
of the (&%)(9) only. This is also easily seen based on equations (7.36) and (7.34), as the prefactor
of '™ in the update formula (7.36) is (due to the independence of i on «) precisely -S, i.e.
one can equivalently replace Equation (7.36) by the alternative update rule

2 fa -1
Se(A™ +57) = StV = (6= ¥ &Eh(¢))+ X ( o ) () "he ().

aePy, aeP, 8(éa)2

With 2"V, the (0€”)aep, can then be recovered using the left expression in Equation (7.35). ¢

Remark 102. A natural initial guess is to simply choose the initial phase-specific concentrations
to be the same as the total concentration’, i.e. setting (&O‘)(O) =¢, a=1,..,P, Due to the
averaging property Y,ep, ¢h(¢) = ( Yacp, h*(¢))e = &, this in particular ensures that the sum-

constraint on the concentrations is automatically satisfied for the initial guess, i.e. réo) =0.

Due to the linearity of the second equation in either Equation (7.33) or (7.32) w.r.t. the ¢
and a simple recursion, this property will in fact be inherited by all subsequent iterates, as, per
construction, ¥ ,.p, 0€*h*(P) = €~ Zaepp(éo‘)(”)h"‘((b) and the weighted average of the ¢* does
therefore not change between the n-th and (n + 1)-th step provided it was already consistent®!.
This unfortunately does not allow for any major simplifications of the algorithm above, as,
despite the ability of dropping the right-most row in Equation (7.41), the (larger) (1,1)-block

given by A1y in Equation (7.42) still contains all inverse matrices appearing in (7.41). o

Remark 103. Complementing Remark 101, if one believes an old value of fi to be a good ap-
proximation of the new one - as is e.g. the case in many time-stepping schemes, in particular if
the time-step is small - one may nevertheless use this value to generate a well-educated initial

guess for the ¢”. To do so, it suffices to (approximately) determining the ¢* such thaﬁ gé: = [
which, as @1 is taken as fixed, only involves the small block-diagonal submatrices g’ga whose

factorizations need to be determined anyway.
In contrast to Remark 102, this does not ensure the fulfillment of the averaging on the (éa)(o)
to &, but, if solved exactly®2, would ensure the equality of the 1® with fi and thus the vanishing
of (rfﬁ?)aepp.

While the contribution of the first (larger) part of A to the increments does in this case
vanish in the first step - i.e. it seems as if one could make full use of the sparsity of the

(1, 1)-submatrix (‘g‘gﬂ ) sep in the first equation of the system (7.32) instead of the fully filled
o,BeP,

Ajj-matrix in Equation (7.42) - this, similar to Remark 102, typically would generally not lead
to any substantial decrease in the computational effort in the first iteration step as compared to
solving the full system in Equation (7.32). In fact, on the one hand, the appearence of S still

30Which, as the conserved quantity, is a priori the natural one to be stored. In relation with the discussion
in Section 7.1.4, an alternative consists in - as proposed e.g. in [19] - instead storing fi only and using the
(discretized) evolution equation for fi from Equation (7.24) for updating fi instead of the concentration itself.
While this approach is in certain cases quite efficient and has been used quite successfully also for very large
simulation setups (see for example the works [36], [70], [39] and the references therein), it is also somewhat
restrictive as will be discussed below.

31The same will actually happen for any initial guess after the first iteration.

32This is certainly not to be recommended in general! Even if the individual sub-iterations in this first step would
be slightly less inexpensive (but see Remark 103 below) than an iteration on the full system, this subiteration on a
subsystem of the actual one to be solved would be at the cost of the quadratic convergence of the Newton-scheme
on the actual system to be solved once the ¢* and fi are sufficiently close to the true ones.
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e
the other hand, the natural algorithmic approach for the solution of the full system consists in
first determining 6 in terms of the auxiliary vectors C as in Equation (7.36) and then using
Equation (7.38) for determining the §¢*. This requires precisely the same steps as the first
iteration step assuming, as above, that the rz«, a = a € P, vanish, except for the solution of

requires an factorization and inversion of the submatrices (%) for all phases in P,. On
aeP,

Equation (7.38) based on the already factorized or inverted submatrices (‘3:&) >
Qe

! o
Remark 104. In relation with the approaches in [19] and [56], it should be kept in mind that there
is a seemingly very convenient alternative solution procedure, which consists in directly choosing
the (common) multiplier fi as the primary unknown and expressing the remaining unknowns ¢
as direct functions of 1 and T
This reduction in the number of unknowns is clearly a quite appealing feature, since it replaces
the system (7.10) with one consisting of the sum-constraint as a function of p alone,

N !
S & (1, T)h(¢) = & (7.43)

a=1

Furthermore, taking again a Newton scheme as the obvious choice of solving Equation (7.43),
one directly obtains the update rule

N aéa N
(2 5 @™ Dh(@))oi=2- 3 & (u™.7)h" (). (7.44)
a=1 O a=1

This can in fact be a very efficient approach provided one disposes of a direct formulation of the
¢® as functions of f1 and T since it only requires the solution of a single and usually fairly small
system for the K — 1 unknowns in & .

It is much less practical though if this is not the case, i.e. if one is not able to derive an explicit
expression for ¢*(f1,T). Even though this does not preclude the use of such a scheme since one
can always solve the equation

8f“

*T) = (7.45)

(7.45)

numerically>3
for ¢® = c*(f1,T) leading to

_ -1
ana o™ _ ana s~
—(p,T) = | —==(¢* (@, T),T) | , (7.46)

a(c”) az a(e”)
this reintroduces the necessity of the inversion of these phase-specific matrices and leads back to
the formula for the reduced Schur-complement matrix Sz in Equation (7.37). Furthermore, the
numerical solution of Equation (7.45) is again most naturally done using a Newton-scheme and

thus through the update rule (éa)(mn = (&0‘)(”) +6¢” with §¢” determined by

. ac” , .
@ DG T) =1 xesp.

d?fo (n) afe (n)
c*) I T)oe* =p— —((e*) ", T), 7.47
reintroducing the ¢® and dc* as auxiliary unknowns. In addition, Equation (7.45) should a priori
be solved exactly in order for the expression for g;a in Equation (7.46) to be correct, and will
therefore in general require several Newton steps.

33This is also indicated in [56].
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The additional computational cost of this can of course be alleviated by deliberately allowing
for inaccuracies in the solution of this system by e.g. replacing the exact solution of the equations
(7.45) with a single Newton-step as in Equation (7.47), but one has to exercise some care when
doing so. While simply using the relation (7.46) is in principle still possible, this will seriously
impeed the convergence of the update rule (7.44). The problem with this approach is that it
neglects an effect distinguishing Equation (7.47) from the derivation of Equation (7.46). Namely,

whereas Equation (7.46) is based on predicting the change of ¢* to changes in f1 %5&'1 =0,
what actually happens due the update (7.47) is that §¢® changes according to

8?26{‘;(2 ((&a)(n)7T)5&°‘ =0+ - géz ((&O‘)(n),T)

and therefore is not only affected by 6/t but also by the residual rga for Equation (7.45) at the
last step. Including this effect for restoring the quadratic convergence rate then simply leads
back to Equation (7.36) and thus is ultimately a somewhat cumbersome and more error-prone
way of obtaining the the previous linearized system (7.32) obtained through a “mechanical”
differentiation based on the direct use of the more natural (for the [ given as functions of &
and T') variables. o

Remark 105. By the previous remark, the computational cost of calculating an increment in fi
due to a change in the concentrations using implicitly defined functions ¢* in terms of & and T
is, at least when using the inaccurate version, roughly similar to the one of obtaining £ based
on a given concentration as in Section 7.1.5 based on Equation (7.10).

A very important exception to this occurs in the bulk-regions, where, given f"‘(éa,T) and the

average concentration ¢ and the temperature 7', one can obtain i directly from fi = g%z(é,T)
and thus is an operation which is expected to be relatively cheap. This is a major advantage over
a scheme (such as proposed in [19]) based on the storage of i only, unless of course one has an
explicit formulation of the ¢* as functions of fi allowing to make use of the same simplification
through a then also relatively cheap “conversion” of fi to ¢ for the bulk-phase. If such is not the
case, the storage of @1 instead of ¢ is unlikely to be an efficient approach as this enforces an iter-
ative update scheme in some form for updating f if there are any changes in the concentration.
In particular, there is no really valid way of justifying the use of a “blind” single-step scheme as
for the time-discretization of Equation (7.24) in [19]. Even if the changes in fi are very small,
due to e.g. a small time-step, and a single Newton-step for df is therefore expected to be very
accurate, this requires at least an accurate estimate of %, and therefore a sufficiently accurate

estimate of €% in the bulk-phase for which there is none if the concentration is not stored>*.

Except for sufficiently simple free energies where one can derive the appropriate relations an-
alytically, a formulation directly in terms of ¢ or, if using a primarily @-based formulation, at
least the additional storage of the concentration field is therefore to be recommended. o

340ne of course has to be careful about the meaning of sufficiently accurate and to take the changes of other
parameters into account in order to maintain a high accuracy with such a scheme.
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The Non-Reduced Formulation

Solving for the unknowns in the non-reduced formulation from Equation (7.9) is a priori a little
more difficult. In this case, the linearized system is given by

or”

(e ) I () T)oe™ — (™ + o+ (A*)*De) = 0 (7.48)

(e’

together with the sum-constraint ¥ ,ep, ¢*h®(¢) = ¢ and the sum-constraints (e - ) = 1
on the phase-specific concentrations. On the one hand, this system a priori has the disadvantage
of being somewhat larger due to the presence of the additional phase-specific multipliers A and
the additional sum-constraints on the ¢*. On the other hand, as pointed out above, due to the
partial redundancy in the sum-constraint for ¢, one needs to impose an additional condition on
p in order to obtain unicity of the multipliers.

Nevertheless, this formulation is also somewhat more natural in the sense that the phase-specific
free energies are often more easily described using the full concentration vectors ¢® instead of
an “artificial” reduction to K — 1 components only.

Fortunately, this is not a very serious concern as one already disposes of a simple solution
procedure for the reduced formulation and the system in Equation (7.48) together with the con-
straints provides all the differential information on the system required to recover the remaining
quantities if desired. Both the reduced and the non-reduced case can therefore be handled in a
relatively transparent fashion using the same central algorithm.

More precisely, subtracting the K’th row in the System (7.48) from the first K — 1 ones - corre-
sponding to multiplying the system from the left by the matrix ( I, -e ) makes it possible
to eliminate the common factor A* and reduces the remaining system to

(2t _of(enT),

ocg )1931(71 Ocy

~ >’fe ay(n
+( Ix1 -é )8(c£)2((c )™, T)se
~(Ixq -& ) (u™+dp)=o0.

Pirstly, (“55") oy, _ o ((e) sk (@) ) ) i ((@)™.1) b

Y ot Jicick-1 ek - o H g y
Equation (7.11) and similarly p; — ux = fi; and dp; — dux = dfr. Secondly, making use of the
IK 1

constraint to express to dc as — Zfi{l dcy - corresponding to dc* = (

is reduced to the (K —1) x (K - 1) one

)50 - the system

PN _ oy 02 a(n I _ - ~

(@) ) (Ixa -2 )y I ()™, 1) ( K1 )5& — (@™ +5p)=0. (7.49)
B(CQ)

This, as is to be expected, is precisely the one in Equation (7.32) that would be obtained based on

is recovered

directly using a reduced formulation, except that ﬂa((éo‘)(n) T) and the matrix gm

a posteriori as

(@) (-6 )2 (e -
and
T 2 ra
gga ((éa)(n)’T) =( Ik - );C{:)Q((ca)("),T)( Ifé* ) (7.51)

through two simple algebraic operations instead of a priori being included in the formulation of
the f<.
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Remark 106. Even though it may seem relatively cumbersome to algebraically reproduce a
caculcation which could from the outset be done by hand when constructing the free energy
function, this is also closely related to a matter of “convention”. In particular, it is clear that
starting from a reduced formulation is in many ways the simplest approach, in particular since
one typically does not face any of the issues associated with such a formulation in the obstacle
case for the phasefield (i.e. where phases may not be allowed to move according to the changes
of the other ones). Nevertheless, this also introduces a certain asymmetry into the formulation
by having to choose which component is the one being eliminated (the K-th one clearly being
a good candidate though simply in terms of memory management and simplicity of any loops).
This may on the one hand be perceived as unpleasant on aesthetic grounds and on the other
hand entails a strict consistency requirement.

One advantage of the purely algebraic procedure above is its high robustness with respect to
these issues, since, even though it entails an in principle completely unnecessary calculation if
used with a reduced formulation (the operations in Equation (7.50) and (7.51) are then easily
seen to have no effect), it allows combining various preexisting model components even if based
on different conventions®® o

In relation with the non-reduced formulation and the reduced nature of the Newton-steps in
Equation (7.49), there are now essentially two manners to proceed. If one is solely interested
in an evaluation of the final concentrations, either for their own values or for evaluating the
f-function itself, it is obviously sufficient to simply recover the value of the last component c%
in the solution of the reduced system through the sum-constraint as 1 - Zfi]l c.

If one is instead also interested in the values of p and the A%, one can also update these after
the last step of the solution procedure3®. More precisely, as the solution satisfies (up to the
chosen tolerance for the residual of course) pu® = pu + A\*e, one can easily recover the required
information from the final values of p® at which the solution was considered sufficiently accurate
for the three choices of restriction on p outlined in Subsection 7.1.2 since this relation implies
e - pu”* = e-p+ K\ with a known left-hand side. If u is fixed by enforcing its average to
equal 0, the second term drops out and one has \* = %e -pu®, ie. A% is simply equal to the
average of the u®. In contrast, if p is fixed by the condition that px = 0, one obviously has

o= ('ui)1<i<K—1 - uKe = (“i)1<i<K_1’ and thus e- 1 = e- p as the last entry vanishes, therefore
leading to A% = %(e -pt—-e- ;]). Finally, if @ is chosen indirectly as the h“-weighted average of

_ of*
the p = 55
p®. The A* then immediately follow from the equality A® = %e . (,uo‘ - ).

, there is no need to first determine the A* as p can be obtained directly from the

Remark 107. Note that despite these different choices, this has no effect on the final concentration
values, and that it does also not affect the evolution of the concentration by the construction of
the L;;-matrix in [52]. o

35For example, it is possible to combine a chemical contribution formulated in a reduced fashion through the
first K — 1 components with other contributions where the only direct contribution arises through the K-th
component. This of course has no theoretical relevance, but avoids some very tedious issues at a practical level.
36 As the basic Newton-scheme is shifted to the reduced formulation, this is typically also where the residual
would typcially be controlled in its reduced form, i.e. one never directly uses p and the A% in the algorithm itself.
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7.1.6 An Extension to the Non-Isothermal Case

The “grand-chemical” model considered in the previous section seems to have previously only
been used in either an isothermal setting, or, under a relatively strong simplifying assumption, in
combination with a prescribed non-uniform temperature field. In the form above, it is relatively
clear though how the more quantitative approach can be formulated in a non-isothermal setting.
With the maximization of the entropy functional from Equation (3.3) replacing the minimization
of the free energy functional in Equation (6.10) as the appropriate variational principle, it is
natural to define the entropy density within an interface region by

N
s\@,¢.e)= max s (c*, e*)h” , 7.52
(¢ ) (e®,e)12acneA(P,c,e) {O; ( ) (¢)} ( )

using the phase-specific quantities (¢, e®)1<qa<n instead of the average quantities (¢, e) and with
the admissible set A(¢, c,e) consisting of all (c¢%,e®)1<qcn such that3”

Yoo b (9) = ¢,
SEier=1 Va, (7.53)
S ehe(¢) = e

replacing the one in Equation (7.4).
The corresponding optimality conditions can again be derived based on the modified Lagrange-
function

N

L (¢a G e, (ca)lsagN’ (ea)lsaSNa’rhj‘aﬁ) = Z Ot(c ea)h’a

a=1

B (R -o)
ui-n B3 e - o)

1 1=

MZ

[u

[e%

with XA € RN and (a priori) S € R. The first-order necessary conditions can then be obtained

from g—’—; =0 and g IL _ () leading, after by a division through h® for all a € Pp, to the local
quasi-equilibrium conditions

Js «

+ A%
{gg" " (7.54)
= ﬁ

e

As 252 = L and in analogy to the equilibrium condition 7' = const for the temperature field,
Ode T

it is of course not surprising that the second condition implies the equality of the phase- spec1ﬁc
temperatures T'% = % = T for all phases (or, more precisely, for those with h*(¢) # 0). Based
upon the monotonicity condition 2 Sox > 0 for the bulk entropy densities, this common Value in
addition is necessarily positive, and one can substitute n and e by —#% = -£ and -2 = —%
and cancel the T in the first equation above to obtain the local quasi-equilibrium condltlons in
the more “pleasant” form

T=T and p*=

e VYaeP, (7.55)

and thus in particular including the previous condition on the chemical potentials as in the
isothermal case.

Remark 108. The equilibrium conditions above are clearly what one would expect in relation
with the previous dicussion and based on the close analogy between the optimization problems

37Note that it is again assumed here that the positivity constraints on the ¢® can be safely neglected.
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in Equations (7.52) and (7.3). On the one hand, as discussed in e.g. [56], it is the compatibility
of the (local) assumption 7% = T' with the (global) equilibrium condition T = const which can be
used to explain the much larger success of the early phasefield models for purely temperature-
driven solidification problems as compared to concentration-driven ones. On the other hand, the
equilibration of the chemical potentials is well-known to be the relevant equilibrium condition
for the concentration field, whether or not the process under consideration is from the outset
assumed to be isothermal.

The point of the (re-)derivation of these conditions based upon the definition (7.52) is therefore
not to show that these conditions are reasonable ones to impose within the interface region, but
rather to verify that they arise naturally through a definition of the relevant local density which
is compatible with the underlying global variational principle. <

Remark 109. It should be noted that 7% and p® in Equation (7.55) are a priori - based upon
their derivation from (7.54) - to be considered as functions of ¢ and e“ (and in particular
u® as p“(c*,e”) = —Ta(ca,ea)giz (e*,e™)). As it is often prefered in practice to work with
more concrete temperature values 7 instead of the e® as the “independent” variable, this is
not necessarily the most convenient form and one may choose to work, using the ubiquitous
changes of variables in the thermodynamic setting, with a different set of “primary” unknowns.
This does of course not change the content of the equilibrium conditions, but, as it changes
their representation, can affect the solution process. Some advantages and disadvantages of such
changes of variables will be discussed after taking a closer look at the link of the Definition (7.52)
of the entropy s(¢, c,e) with the Definition (7.3) from the previous section. o

Some Basic Thermodynamic Relations

Before briefly discussing the solution procedure for the local system (7.55) in terms of the (as-
sumed to be given) phasefield ¢ and the conserved phase-averaged quantities ¢ and e, it is helpful
to recover a number of basic thermodynamic properties resembling those from the more standard
case which are in fact implied by the Definition (7.52).

The primary difficulty here, as in the isothermal case, lies in the fact that the phase-inherent
quantities (%, e®) upon which s(¢, ¢, e) is based are now only defined implicitly as the ones ful-

filling the local quasi-equilibrium conditions (7.55) above, i.e. (¢%,e%) = (ca(qi), c,e),e*(o,c, e)).
In particular due to the equilibrium condition on the T'*, a first useful step is to obtain the cor-
responding free energy density f(¢,c,T), defined by

f(¢7 CvT) = Héf {6 - TS(¢, & 6)} . (756)

It turns out that the following intuitively pleasing but not entirely obvious characterization holds

for f(,¢,T):

Lemma 7. Let s(¢,c,e) be defined by Equation (7.52) and assume that the local quasi-equilibrium
conditions (7.55) allow for a unique (up to the addition of an arbitrary constant vector e to )
solution which depends smoothly on ¢ and e and that the bulk entropy densities depend smoothly
on c® and e*. Then:

e For any minimizer e in Equation (7.56), the common value of the phase-specific tempera-
tures T for the solution of the local quasi-equilibrium conditions (7.55) coincide with the
“external” paramter T .

e The free energy density defined in Equation (7.56) coincides with the one defined in Equa-
tion (7.3)

f(o,e,T) = min Z (e, TYh* (). (7.57)

(eY)1casneAc(P,c) a=1
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Proof. e Firstly, under the smoothness assumption of the lemma,

N
S(c0) = B0 = (00000 T (Br0) (0

max
(e*,e*)1casNEA(P,c ) {
depends smoothly on e and thus any minimizer e in definition (7.56) has to satisfy

pue 0c* 1 0e”

0s* Oc” 85 ) (6) - ZO;(_ﬁ g“‘TQ )a((ﬁ)

T e Z(ﬁca. Oe 860‘

By the equilibrium conditions, T and Z can be replaced by a common value 6 (which
p+A“e
0

at this point is not yet known to be the same as T') and , leading to

p+)\ae Oc® 10e*\
*_Z( o 5o @)

As 0 does not depend on « and ¢ does not depend on e, the summation over the last term
can be simplified to

19(Zact eh(¢)) _10e 1

6 de T 00e 6

. . . @ . .
and one in particular does not require to know aaee anymore. In a similar manner, the

a(lecaha(¢)) s
0

summation over the terms % o ® leads to & b = < =0 and therefore
simply drops out. That the same actually also happens for the (phase dependent) term
in A\* is directly based upon the sum-constraint Zz:l c* =e-c* =1 and thus e- 880 =
d(ec™) _

5 = 0, the identical argument being true for an arbitrary constant vector e added

to p. Together, this shows that 1 = 0, i.e. that the multiplier 8 defining the local quasi-
equilibrium has to be the same as the given parameter 7.

e Inserting the definition of s into the definition (7.56), one has

f(o,e,T) :igf{e— {Zs c” ea)ho‘(qb)}}. (7.58)

max
(e, e*)1cacneA(P,c,e)

Since T is, as shown above, the same as the multiplier for the constraint Y% | e*h®(¢) = e
in the local quasi-equilibrium conditions, the entropy can, given this value, equivalently be
characterized through the free (with respect to the e*) maximization problem

{wae%mw%-(iwww%d}

max
(e*,e*)1cacni(€)1cacNEAc(P,C)

e

=—+ max s (e, e*)h” - = e*h”

T (c*)izasnede(d,c) (e")1<a<N {Za: (@) T O; (¢)}

where A.(¢, ¢) is the admissible set from Equation (7.4) in the last section for defining f.
Extracting the (fixed) factor —% and using that the e* are now independent, the last term
can be rewritten as

N

— l min min {Z (BQ—TSO‘(CQ,BQ))hQ((ﬁ)}

T (c*)1casneAc(d,e) (e*)1zacn | ol
1 N
=— = min {Z (min{ea_Tsa(ca,ea)})ha(d))}.

T (e*)1casneAc(d,e) | 41
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The inner minimization problem is precisely the definition of the phase-specific free energy
f*(c*,T) in terms of the phase-specific entropy s<,

e, T) = rrc}}ln {e® =Ts%(c",e")}, (7.59)

which holds due to the “standard” thermodynamic relations valid for the bulk potentials,
from which it follows that

{Z s*(c%, e (@) - (ieah“(qﬁ) - 6)}

max
(e*,e*)1casni(€*)12acNEA(P,C)

e 1

e 1 {Z Fo (e T)ha<¢>}

T T (Ca)1<a<N5Ac(¢ C)
Inserting this expression into Equation (7.58), e in fact cancels out and one is left with

1

f(qb’c’T):igf{e_ (6_ {Zf (c T)h“‘(qS)})}

T T (CO‘)1<Q<N€A (¢,c)

(C“)1<ar<r11v€Ac(¢ c) { Z fo(e” T)ha((b)}

The reverse conclusion is essentially just applying the same argument in the reverse order.
Using Equation (7.59), one can rewrite f as

f(¢,eT) = min {me{e TS”‘(C“»G“)}h“(@}

(c*)1<asneAc(P,c)

N
=min e*-T max s (e, e*) t h® .
e {O;{ (CO‘)1<0¢<N€.AC(¢77 ) ( )} (¢)}

The outer minimization in the e® can be moved to the inner maximization problem by
aritifially “expanding” it through a double minimization

_ . . al o ol o« } « }
He empomin ST 9] 106)
which is legitimate since, even though this adds an restriction on the sum of the previously
completely free e®, the value of sum can be chosen in any arbitrary manner to make the
total expression as small as possible. Since the sum over the e® appearing in the expression
to be minimized is then obviously equal to e, one can move the min..-operation into the
interior, leaving

N
f(¢7c,T):m€in{e—T min ma; {Z O‘(ca,eo‘)ho‘(qb)}},

e TN evhe(p)=e (Ca)1<a<N€AC(¢ c)

and the inner problem is just the definition of s(¢, c,e) in Equation (7.52).

O
It turns out that the standard inversion formula for s in terms of f as
e f(o,e,T)
—infd = _ 7.60
R (7.60)

also continues to hold in this setting provided f is defined as in the previous section:
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Lemma 8. Let f(¢p,c,T) be defined as in Equation (7.57) (resp. Equation (7.3)) and assume
that the local quasi-equilibrium conditions (7.9) allow for a unique (up to the addition of an
arbitrary constant vector e to p) solution which depends smoothly on ¢ and T and that the bulk
free energy densities depends smoothly on ¢* and T. Then:

o Any minimizer T for the problem (7.60) is characterized by the averaging relation e =
Zévzl e"‘(co‘((ﬁ, c, T),T) with respect to the external paramter e, where the ¢®(¢,c,T) are
the ones defined in the optimality system for the definition of the f-function in Equation
(7.3) and

(e, T) = J%%(M). (7.61)

e The two definitions of s(¢,c,e) through equations (7.52) and (7.60) coincide.

Proof. e Under the same simplifying smoothness assumptions on the solution of the local
quasi-equilibrium condition from Equation (7.9), any minimizer 7" in the definition (7.60)
has to satisfy

e N g fa( *(¢p,c,T), T) .

0=-75+ 2 57l - )h* (@)

@Y = i(afa(“(qb,cT) T)a (c*(¢,¢,7),T))h"(¢)
0

B ﬁ(g)(ca(¢,c,T),T)ha(¢),

where the last derivative corresponds to the one of f¢ with respect to its second argument

only (i.e. while holding ¢* ﬁxed)

of”

Similarly to above, using 3=

= p + A%e together with e - a—T = 0 and the independence

f h h N afa 9c® 1 o 6(2(1:1(3 ha(¢)) . h a h
of p on a shows that ¥, 355 - S5 h*(¢) = p- ———F57— = 0 since the ¢ in the
definition of f(¢,c,T) satisty the constraint Z(JX 1 €“h%(¢) = c. Using in addition the basic
thermodynamic relation M aT(f G T)) for the bulk free energy density, 7' thus

has to be such that

N @ - ) 7T ’T
e 2 G -0

a=1

from which the claim follows.

e As was already seen in the proof of the previous lemma, the definition of s(¢,c,e) in

Equation (7.52) is such that the phase-specific temperatures T defined through = = gzz
are equal to a common value f and that the phase-specific concentrations are such that
they coincide with the ones obtained from in the definition of f(¢,c,8) in Equation (7.57)
and thus correpond to the concentrations in the claim with T being replaced by 6. Fur-
thermore, given any admissible phase-specific concentration ¢ and value of the multiplier
T, it follows from “standard” thermodynamics that the values of the e* can also be ex-
pressed as in equation (7.61)3% in terms of ¢* and 7. Evaluated for the particular choice
T =0 for all «, it follows from the sum-constraint on the e® in the definition of (7.52)
that these e®(c®,0) in fact satisfy Y2 | e*(c®,0) = e, and thus the condition in the first
part of the lemma, from which it follows that 8 = T" under the assumption that there is a
unique minimizer.

38This is basically the phase-specific version of the conclusion obtained from Equation (7.56).
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Conversely, any minimizer in Equation (7.60) does, by the use of f(¢,c,T) through
Equation (7.57) satisfy the equality of the chemical potentials. Furthermore, it follows
from standard thermodynamics that defining e*(c®,T) as in Equation (7.61), that the
5*(c*, e*(e*, T)) satisfy 7 = B‘Zi (¢, e*(c*,T)). Combined with the necessary condition
for the minimizer in Equation (7.60), it follows that this choice of (¢*,T") satisfies all the

conditions required for the minimizer in Equation (7.52).

O

Remark 110. Note that the reasoning above relies mostly on a combination of two arguments,
namely that standard thermodynamic relations holding at a phase-specific level and the op-
timality conditions for the phase-averaged quantities, ensuring that the contributions due to
additional implicit dependencies drop out of the differential relations. It is likely that one can
similarly extend most of the well-known “basic” thermodynamic relations to the phase-average
setting in a very similar manner>?, <o

The Resulting Driving Force

The driving force for the phasefield equation can be derived in a manner very similar to the
isothermal case in Section 7.1.3. The crucial point is again to keep in mind the dependence of the
phase-specific concentrations and energies for the maximizers in Equation (7.52) on the phasefield
¢. Assuming a smooth dependence and extending, if necessary, the optimality conditions in
Equation (7.55) to those phases with h*(¢) = 0, the differentiation of s with respect to ¢* leads
to

ds(¢.c,T) 8

— sP(c” ,c,e,eﬁ ,C, € n?
b 525 (@ (9c.)i’(9)

Z ( B(‘by ,€), BB(QS,C e))ah 9s® 0cP  HsP 9P
B

A § N 1
D6 2(865 96> DeP a¢a)h (®)-

By construction, it holds that a—sﬁ = ’“AB and ; 38 = 7
quantities pu and T out of the sum and makmg use of e -
e-c’ =1, it follows that
s oc? 85
- . hB _= 7= LP
%: (80’3 3(;50‘ 865 (9(;50‘) (#) = T 8(;50“ h(8)+ Z 8¢>’1 L

The derivatives of the phase-specific quantities can be eliminated by an application of the
product-rule since

Extracting the phase-independent

= 0 due to the sum-constraint

a¢a

hP ﬁ _ _ ﬁ
(¢) a¢a 8¢o¢ Z 3¢a_ Z a¢a

3(;50‘ Ope

This can

and similarly ZB e hﬁ(qb) = —Zﬁe (%a, leaving % =Y5 (55+%cﬁ T 5)6&

further be simplified as s” — Teﬁ = —%(eﬂ Ts?), whose value, as in Equation (7.59), coincides
with —% f2(c?,T), now as a function of ¢” and T. This finally leads to

85(¢7C7T) _ B n B 3h l ﬁ_ 8}7/3
T _;( 1o )+ )%a_ T;(f )8¢a (7.62)

and thus again an expression based on the phase-specific grand chemical potential densities 7.

39Recall also that it was already observed in Section 7.1.4 that f(¢,c,T) and Q(¢,u,T) are related through
a standard Legendre transform.
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The Solution Process

As already indicated in Remark 109 and as the discussion in the previous section shows, there
in fact several different ways one can choose the “primary unknowns” and thus to solve the local
quasi-equilibrium conditions in the non-isothermal case.

1. The first - and most obvious one - would be to apply a standard Newton-scheme di-
rectly to the original System (7.54), i.e. given the functions s®(c®,e®) and a set of values

n
(co‘,eo‘) for the phase-specific concentrations and energies as well as some value
1<a<N

(n, B, (5\0‘)1@3 N)(n) for the associated multipliers, to solve for a set of corrections based
on the linearization of Equation (7.54). By linearity in the multipliers (77, B, (;\O‘)K%N),

this can, as in Section 7.1.5, in effect be reduced to an iteration based on the (c"‘7 eo‘) N
1<a<

alone, with, again by linearity, the residuals in the sum-constraints zszl c*h®(¢) = ¢ and
Zivzl e“h®*(¢) = e vanishing after the first iteration. This has the advantage of on the
one hand requiring only direct evaluations of the derivatives of the (assumed to be given)
s*(e%,e”) and on the other hand ensuring “conservation” of the phase-averaged conserved
(e, e) variables after a single Newton-step, regardless of the accuracy of the estimates for
the multipliers.

The major disadvantage is that this on the one hand requires working with the - less
commonly used - functions s%(c®,e®) and on the other hand leads to a system with total

of (K +1)N “primary” unknowns (c“,eo‘) N in addition to the K + N + 1 multipli-
1<a<

ers (n, B, (;\0‘) (resp. KN primary unknowns (éa,eo‘) and K unknown multipliers
1<asN

(@, B) after a reduction to K -1 independent concentration values as in Section 7.1.5).

2. A quite natural alternative is suggested by the discussion in Section 7.1.5 in the isothermal
case. One can directly make use of the equilibrium condition 7 = T" and then to use the
equivalent System (7.55), but instead based on the (¢, T%)1<a<n as primary unknowns.
One advantage of this approach is that, since the local quasi-equilibrum conditions from
Equation (7.9) in the isothermal case are implicitly also based upon the assumption that
each T corresponds the the (given) value T, the system in Equation (7.55) can basically
be considered to be the same as in the previous case. The only difference is that now the
temperature T forms part of the unknowns and has to be fixed such that the averaging
condition ¥, e® (e, T)h* () = e - now with the e® as explicit functions of ¢* and T -
holds.

A second one is that, as the trivial constaint T“ = T' can directly be integrated into the
system. As the (e®)i<a<ny are here considered to be known for given values of (¢*,T),
one can reduce the number of primary unknowns to the KN + 1 values ((Ca)lsasN7T)
and K + N additional secondary unkowns through the multipliers (u, ()\a)1SaSN). Using
a reduced formulation, furhter eliminates unknowns, leaving only (K —1)N + 1 primary
unknowns ((€*)1<a<n,T’) and the (K - 1) values of the muliplier f.

One disadvantage - if based on storing (¢,T) as the primary unknowns instead of (c,e)
- is that one now needs to ensure that the (local) quasi-equilibrium systems are solved
accurately in order to ensure conservation of energy. This is due to the fact that the
function e*(c“,T") are now in general nonlinear in both ¢* and 7. The same then holds
for the the sum-constraint zﬁzl e*(c*,T) = e, which will therefore not be solved exactly
with a single correction step?’.

40Note that this can arise even for quite simple dependencies of the energies on the concentration and tem-
perature including e.g. a product of a linearly (in ¢®) interpolated specific heat capacity (c,)®(c®) with the
temperature. Even both factor are linear, the product obviously is not.
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3. A third approach - which is closely related to the approach suggested in [19] - is to use a
fully “dual” description, i.e. by also replacing the ¢ as functions of (u, (A)1<as N,T) and
(thus also, through the ¢®, the e® as functions of the same paramters) and then applying
a Newton-scheme on this set of equations. A clear advantage is that this leads to an even
further reduction of the primary unknowns to the K + N + 1 values (resp. the K values
({1, T) when using a reduced version) as the (¢, e*)1<q<n are now taken as direct func-
tions of the u® = p+ A%e and T (resp. fr and T)).

Which approach is more appropriate again depends quite heavily on which thermodynamic
potential(s) can be considered as “given”. Even though the increasing reduction in the number
of unknowns above a priori seems highly favorable, it is subject to the same pitfalls as the choice
of working with fi as the primary unknown already discussed in Remark 104. In particular,
if based on s*(c®,e®) as the basic thermodynamics potential, using ((ca)1SaSN,T) instead of
(%, e*)1<a<n as the primary unknowns is in general highly inconvenient as the solution of the
subsystems g:z (c*,e*) = 7 for determining the (then dependent) e® in terms of the (assumed
given) ¢® and T can itself require a number of Newton-steps. Even though this is scalar equation
in a single unknown, this is still likely an effort ill spent. One can of course then proceed similarly
to Remark 104 and allow for controlled inaccuracies, this leading, similarly to the isothermal
case based on 1 as the primary unkown, essentialy back to first approach. The situation is even

worse when taking (1%, T) as the primary unknowns, as this then requires, for each evaluation
of 9% s %> and %>

> solving the systems

B(c)?? Dede” B(e)
0s* . 1 0s* 0
Gor (@e g and G (@ et

to a sufficiently high accuracy.

If based on f*(c®,T) as the basic thermodynamic potential, as is currently the standard in the
Pace3D-framework, the use of ((Ca)lgag ~N,T) is in general the most convenient one, and will
therefore be the one considered here.

Given that the fundamental conservative evolution equations are based on the concentration
c and the energy e, the requirement is therefore to find phase-specific concentrations ¢“ and
energies e* compatibly with the optimality conditions for Equation (7.52) given the values of
the average concentration ¢ and the average energy e. Since it is the f* as functions of ¢®
and T which are, for practical reasons, chosen as the fundamental potentials, the natural
parameterization for doing so is also in terms of the concentration values ¢ and the - known to
have to be a common value for all « - temperature T'.

Given some initial guess ¢(®) and T(9| it is again natural to use a Newton-scheme for the
solution of the optimality system in Equation (7.55).

Remark 111. As already indicated, a parameterization in terms of T instead of e in principle
has the same drawbacks already discussed in Remarks 104 and 105. Being based on f¢ formu-
lated directly in terms of T', the constructions are usually such that the conversion of a given
concentration and temperature to the corresponding energy is relatively simple, and thus less
problematic. It will therefore be assumed in the following that obtaining the phase-specific en-
ergies e® as a function of (¢, T) is computationally relatively cheap.

If such is not the case, one may have to apply similar considerations as in Remark 104. o

Given some initial guess such e.g. (co‘)(o) =c, (ea)(o) = eo‘((ca)(o),T(O))7 the basic Newton-
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step consists in solving

(6 Yo 8 () TN - — (1 (67) )
SN 6 (@) L e- 2N, () () =t re

Yot (gzz ((ca)(n),T(m)éca + f’aﬂ?((c“)(n)7T(")>5T)h“(¢) leo 25:1 eo‘((c&)(n)7T(")> =7,

Due to the same considerations as in Section 7.1.5, this system is again most easily solved by
reverting to a reduced from, either by a priori using a reduced formulation or using an algebraic
“a posteriori” reduction. Dropping the arguments for notational simplicity, this results in having
to solve the simpler system*!

%66‘* + %(ﬁ_ [L(n+1) ! —(ﬂ“)(n)

N ~aral | N a) (™) X =y
YA 0 h =e-YN () hY =g (7.63)

I (ggj §e + 92 5T)ha Se-3N (e =1,
Since this system is still in a block-diagonal form with respect to the §¢%, it is again convenient
to perform a block-elimination in this equation, leading, completely analogous to the discussion
in Section 7.1.5, to the Schur-complement system

~ay—1 n
Zé\[:l (g‘g@ ) (ﬁ(’n,i»l) _ ([l/a)( ) _

on” a !
8“T (5T)h =Te
-1
n e [ Op” ~(n ~a\(n) g~ e ol
s (g 38) (- ) < o) g o

(7.64)

consisting of a total of K unkowns, K — 1 ones in terms of & and one in terms of §7'.

K is, due to computational requirements, usually quite small (typically below 4 or 5) due to the
fact that the concentration evolution - unlike an obstacle-potential based phasefield equation -
has to be calculated everywhere. A very natural choice for determining the values of du and
0T in Equation (7.64) is therefore simply to use any direct solver, since this is a non-singular
system of typically very small size. Given the values of @1 and 07, it is then again an easy matter
of updating the remaining phase-specific quantities §¢* based on Equation (7.63), in which all
phases are then uncoupled.

Once the iterations converge, one can then, if required recover the values of pu and the A\ as
in Subsection 7.1.5, or, if not so, simply recover the concentration values c% based on the sum-

constraint Zfil c =1.

Remark 112. In terms of code-reusability, it may nevertheless have some interest to, in the same
spirit as in Subsection 7.1.5, perform another block-reduction on Equation (7.64). First moving
all known quantities to the right-hand side, this system can be rewritten as

a1 aa Can-1 n
S&ﬂ(n+1)_(ZaNl(glga) %h&)(gT:ra_‘_zgl(glga) (p]a)( )ha ::,;.&’
(7.65)

o a1 o a1
(ZZ=1 (2ga (?)lga ) ha)ﬁ(n+1) + Sp6T =70 + ZZ:l gza (gga ) (ﬂa)(n)ha =7,

9e” g equally simple as in Subsection 7.1.5 using c% =1~ Zfi{l c.

dc™

4 ntroducing the reduction into the term
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where S¢ is the same Schur-complement matrix as in Equation (7.37) in Section 7.1.5 and St is
the analogous “matrix” (this is simply a scalar value) to Sz for the temperature increment given
by

0T  Oco\ oc* oT

a=1

n «a o SO 1 9o O
ST:Z(ae—ae(a" ) m‘)h‘l. (7.66)

The two basic choices for this are to either make use of the first equation in Equation (7.64)

(n+1)

for eliminating as a function of 47,

N O \-190”
~(n+1) 5T :Sjl/\“ S:l M [ ha (5T
124 ( ) c Te+ c O; (aéa ) 8T

or the elimination of 67" as a function of [L(””)

5T(ﬂ(n+1)) = if 1 ( i 9e” (8[”a )1h(1)ﬁ(n+1).

using the second equation, leading to

Sp ¢ Sp\ & 0e°\ oe”

Inserting these two expressions into the respective other equation in the System (7.65), the first
choice leads a scalar equation in 67 with a modified Schur-complement

no e (0N L\ o1 X [(0RS\ T OR
se( £ e 050 s 3 Gy 00e)

a=1

for the temperature increment, whereas the second choice leads to a modified equation for ﬂ(ml)

on the modified Schur-complement

1 (& op~\ 1o\ &[0 (0~ .,
e S0 G ) (£ (3 G )

a=1

for the reduced chemical potential.

If the code-functionality is primarily designed with the isothermal case in mind, the former
choice is likely the more convenient one, since this makes it possible to perform the solution of
the System (7.63) essentially without modification to the “purely chemical” part, as one can reuse
this functionality in an exterior manner for determining 67". Once d7T is known, the remaining
system in (™ and the §¢% then reduces to the one in Section 7.1.5 with slightly modified
right-hand sides.

A similar construction with a larger number of additional unknowns will be discussed in more
detail in Section 7.2.5. o

Remark 113. Note that it is also possible to obtain slightly different expressions making use of

; : (e T
some thermodynamic relations. For example, based on e“(¢*,T') = —TQ%(%), one has

de o, 02 fA(cOT)\ L, 0 (10f
i e e e R A O )
__ 2 _Na(ca,T) laua _ 0 _ 8”
-1 T2 +T8T)_“(c ) -T%5r

0 *(e™, T
T287(“ (; ))

(e

de”
3T * (o

In terms of “readibility”, an obvious definition to make use of is ¢{ =
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7.2 Quantitative Models for Solid-Solid Transformations

Similarly to the solid-liquid transformations considered in the previous section, the phasefield
method has also gained considerable interest for simulating the evolution of microstructures
consisting of different solid phases. Such solid-solid state transformations are, in addition to
the surface energy of the various phases, also heavily influenced by stored mechanical energy
contributions.

In some cases, for example during recrystallization processes, this additional stored energy dis-
tribution can be reasonably approximated as being a function of the phase only, thus allowing for
a simpler model as in Section 6 with the phasefields being the only unknowns (see e.g. [78]). In
other cases, the phase-transformation process itself heavily influences the mechanical state of the
system, requiring a more complex treatment in terms of a coupled phasefield-mechanical model,
where now there is (at least) one additional set of unknowns in terms of the displacement field w.

Phasefield models for solid-solid transformations are usually again based upon an appropri-
ately chosen energy functional in combination with a gradient-flow postulate on the dynamics of
the phasefield variables. In the small deformation setting, the phasefield functional is therefore
usually chosen (see e.g. [69] and [3] as some of the earlier works coupling phasefield methods with
elasticity) as consisting of the standard phasefield contributions through a and w supplemented
by the total elastic energy

Fupow) = [ al6.v) + cu(@)de+ Fulgiw) (7.67)

Q

where, assuming for example a mixture of displacement and traction boundary conditions on
the Dirichlet-part I'p and the Neumann-part I'y, Fo (@, u) is given by*?

Fa(duw) = [ fu(d,e(w)dz-pf -ude- [ g-uds (7.68)
Q

I'n

with the (here volumetric) strain energy density fel(qb, e(u)) depending on u only through the
symmetric displacement gradient e(u) = Vsu.

In contrast to the solidification models considered in Section 7.1, the evolution of the me-
chanical state is not driven by a (typically comparatively slow) diffusion process, but by a wave-
propagation process which tends to quickly equilibrate itself until a mechanical equilibrium is
reached. As this equilibriation often takes place at a much shorter timescale than that of the
evolution of the phase boundaries*?, it is common to employ a quasi-static approximation for
the mechanical fields.

Remark 114. While it is well-known that the propagation of a perfectly elastic wave conserves
energy, there are additional dissipative effects such as the radiation of wave energy into the
environment and damping of the waves within the material. These will in reality ultimately
lead to the establishment of a mechanically equilibrated state. The validity of the quasi-static
approximation therefore depends upon how fast this equilibration takes place as compared to
the other processes involved. o

42Note that the contribution due to f and the boundary contribution is often left out, even when considering
loads through body forces and/or external stresses. While these do not change the resulting phasefield evolution
equation if one does a purely formal differentiation (i.e. “forgetting” the coupling of w to ¢), it is crucial for the
actual validity of this calculation.

43This need not always be the case tough as for example martensitic phase transformations occur at a very fast
rate.
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Under this quasi-static assumption, w is subject to the mechanical equilibrium condition

—div (a(¢,e(u))) =f inQ,
u=U onI'p, (7.69)

o-n=gonly

where o denotes the Cauchy stress tensor. Note that in order to be consistent with a variational
principle based on the functional F.(¢,u) from Equation (7.67) and with Equation (7.68),
o(¢,e(u)) in addition has to satisfy (see the discussion below)

Of(e.e
U(¢7 e(u)) = 68€)(¢7 6(’u‘)) (770)
As the external loads through f and g are to be considered as given data, it is clear that
the only point in which the various phasefield models differ lies in the definition of this strain
energy density f;. Alternatively, and which amounts up to an integration constant to the same

9% fer
862 b

provided** C(¢, €) := %—: obeys the usual symmetry condtions compatible with C(¢,€) =
one may also define a stress-strain relationship o (¢, €).
Following the former approach and allowing for eigenstrains (prestrains) €%, this strain energy
density within an a-bulk region is given by (see e.g. [69])

af _« 1 a ., pa, o 1 @ ~a\ . pQ, o ~a

el(e)zieel'c -66125(6 - )C '(6 —€ )7
where the elastic strain €% is defined as the difference of the total and prestrains, €5, = €* — €.
As for the solidification problems considered in the previous section, the primary difficulty for
designing an accurate phasefield model thus lies in properly extending this definition to within

the interface regions. Based on the bulk-expression, the natural approach within the phasefield
context is again the use of a weighted interpolation

N N 1
fa@(€nsasn) = X fa(eh™(9) = 2 (F(em &€ (e =en)i(9)  (T.7)

of the elastic free energy contributions of the individual phases. This is still an incomplete de-
scription though as it remains to specify the dependence of the phase-specific strains €* on the
total strain €.

One natural restriction is that one would like for the relation o = C*: (eo‘ - EO‘) to hold. A
second one - which is typically imposed in accordance with the standard approach of representing
the total quantities as an interpolation of the various phases - is that the total strain and the
total stresses be related to the phase-specific ones through

N N
e=Y €h*(¢p) and o= oc*h* (). (7.72)
a=1 a=1

This still leaves a large degree of flexibility in the construction of an effective material behavior
though.

44Even though, at least in the linearly elastic case, it is natural here to assume that C is independent of e
(i.e. that the diffuse interface stress-strain relationship is linear in €), this is not strictly necessary. While a
nonlinear stress-strain relationship a priori would then violate the linearity of the original problem, this could still
be of interest if this “violation” is carefully designed. One example of a similar situation is the use of nonlinear
advection schemes for an a priori linear advection operator.
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In terms of its contribution to the phasefield Equation (6.73), the minimization of F. in
Equation (7.67) subject to the quasi-static equilibrium conditions (7.69) a priori leads to a
constrained optimization problem in terms of ¢ and u. Equation (7.69) is, under mild hypothesis,
uniquely (or uniquely up to some irrelevant kernel) solvable for u as a function of ¢. One can
thus again consider a reduced formulation consisting in the minimization of .7-"5((;5, u(¢)) in terms
of which the FONC for any minimzer becomes

(56 290+ (G

with g and A as in Section 6.1.

As u only enters in Fe; (¢, w) and the system (7.69) is, under the variational consistency condition
(7.70), precisely the condition (W,éu) = 0 for all admissible variations du. The second
contribution therefore actually vanishes and one only has to consider the additional “driving
force” through the direct contribution 8; <L to the phasefield equation. Assuming for simplicity
that neither the body force pf nor the imposed boundary conditions depend on ¢, the only
explicit dependence on ¢ is therefore through the strain energy density fel(d), e(u)) in Equation
(7.71). In the simpler models (this will be called the “traditional” phasefield models below), the
dependence of f.; on ¢ is solely in terms of the (local) values of ¢ itself and not its gradients.
From Equation (7.71) and the chain-rule, this leads to an additional contribution of the form

)) = {1+ A, 69)

aff e’
9eP 9o

afd:ﬁzlfﬂ(e O 5)+ Z ()L

0P 0P
For the more complex models discussed starting from Section 7.2.2, the calculation of f,; relies
heavily on one or several normal vectors n®?(¢, V¢) between the various phases, defined in
terms of (possibly) the local values ¢ and their gradients V¢. It is therefore more convenient

to write f.; and €* as functions of*® (e,qb, n°? (g, V(ﬁ))lm#ﬂsN, from which one obtains the

additional contributions

N N 9e?  onP? 9e  nPo
E : E : ,3 _ B .
( (¢) Je 5 onps O™ (h (¢) on OV > ))

B=16=1

Remark 115. Note the a priori somewhat curious situation that, even though the interpretation
of the €” is as the phase-inherent strains for the given phase a and thus in particular not a
“phase-averaged” quantity, these will, except for the simplest models, still depend implicitly
upon (at least) the ¢-values. In contrast, the total strain € - even though actually interpreted
as the phase-averaged quantity - is to be considered as independent of the phasefield (and the
other parameters).

This situation is completely analogous to Section 7.1, where the average concentration ¢ was
considered as phase-independent, whereas the phase-specific concentration values depended upon
¢ through their specification in terms of the condition of equal (reduced) chemical potentials.
This is clearly an inherent feature of the common approach underlying these phasefield models,
which, for obvious efficiency reasons, consists in expressing the phasefield functional and thus the
corresponding equilibrium conditions through some variational principle in terms of the phase-
averaged quantities as the primary unknown. The phase-specific quantities are only introduced
as auxiliary “secondary” quantities through which the bulk free energy potential in the interface
region is then (locally) linked to the ones of the individual phases. This is also why there is
- except potentially for the bulk-regions - no reason to expect the phase-inherent quantities to

45Gince both the definition of suitable normal vectors in the multiphase case and the definition of normals at
the transition to bulk phases with V¢ = 0 are by themselves somewhat tricky issue, the contributions due to the
dependences of the normal vectors will later on mostly be expressed only in terms of 36:7;5, leaving the specifics
of the definition of those aside.
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obey the same elegant relations holding for the phase-averaged ones. For example, the € defined
by the various models will in general not derive from a global displacement field u® and neither
will the corresponding phase-specific equilibrium condition —div(e®) = p®f hold throughout
the domain (but it will, of course, be valid in the respective bulk-region). o

Remark 116. It is of course also possible to consider situations in which the density and/or body
force as well as the boundary conditions in addition depend on ¢. This is easily dealt with in the
former case as, typically being defined in a simple local relation in terms of ¢, the contribution
to the phasefield equation follows from a straightforward differentiation of this dependence. In
contrast, the latter case can, depending upon the complexity of the boundary condition, become
significantly more technical to deal with.

If g for example only depends on ¢ in a simple local manner such as e.g. when imposing g as an
interpolation of normal stresses assigned to the individual phases, this only affects the phasefield
equation in the sense that the natural “isolating” boundary condition needs to be replaced by
one including a(?z)ga 46 In other cases - quite intuitive from a purely mechanical point of view -
such as e.g. for a “constant-force” boundary condition, where a given force is distributed over the
boundary based upon some interpolation procedure in terms of ¢, one has to deal with a non-local
dependence of g on ¢ on the Neumann-part of the boundary. This leads to a correspondingly
more complex (non-local) contribution to the phasefield boundary condition. o

7.2.1 “Traditional” Phasefield Models

Before considering a more recent modeling approach in a little more detail, this section will recall
a few key points concerning three more classical modeling approaches, namely the Voigt-Taylor-
model, the Reuss-Sachs-model and the model by Khachaturian. As the differences between these
models have been amply analyzed in the literature (see e.g. [3], [23], [51] and [64]), the primary
purpose of this section is to provide a brief summary of this analysis (and how it relates to the
one in the previous section) as a background for the following discussion.

The Purely Elastic Case

Two popular early approaches are to either assume that the strains or the stresses of all phases
are equal. In the first approach, the so-called Voigt-Taylor model, the assumption € = € Va,
the first relation in Equation (7.72) is trivially satisfied. Based on imposing 0% = C*:€* and the
second relation in (7.72), this leads to the total stress

N N
ovr($.e) = Yo" (h*(9) = ( X € () (7.73)

i.e. o is determined in terms of the total strain through an effective stiffness tensor given by the
(weighted) arithmetic interpolation of the phase-specific ones, Cyr(¢) = LY., C*h* ().
In addition, the total local free energy contribution is of the form

favr(g,e€) = 2(56 :C%:e%)h (¢)=§€:(Zlc h (¢))5€=§650VT(¢)56~

Based on this form of f.; and the Equation (7.73), o is easily seen to satisfy the important
“compatibility” condition o (¢, €) = %(q&, €) in Equation (7.70).

This can clearly be considered to be the mechanical analogue of the chemical model used e.g. in
[52], whose underlying chemical free energy density can, as discussed above, be interpreted as
a h®-weighted interpolated of the phase-specific ones f* under the assumption of equal phase-
specific concentrations ¢® = ¢ Va. In addition, the total chemical potential p(¢, ¢) is, similar to

46Depending on the precise form of the implementation, this can nevertheless be somewhat tedious from a
practical point of view.
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the stress in Equation (7.73), given as the weighted average pu = ¥, u®(c)h®(¢) of the phase-

specific chemical potentials pu®(c¢) = g’; “(c).

In the second approach, the Reuss-Sachs model (also called Steinbach-Apel model
based on their paper [69]), one assumes the equality of the phase-sprecific stresses with the total
one, 0 = o Vo, instead of that of the strains. This leads to the second equality in (7.72) being

-1 -1
trivially satisfied, whereas, using € = (Ca) 1o® = (Ca) :0 = 8%: 0, the first one imposes the
restriction

N N
€= Zl €1 () = ( Z_jlsaha(gb)):a (7.74)

and thus corresponds an effective material behavior where one interpolates the individual com-

-1
pliance tensors S = (Ca) instead of the stiffness tensors. Inverting relation (7.74) leads to
the explicit stress-strain relationship

N

N -1 1 -1
ors(9:€) = (L 5(9) re= (XL (€7) h(9)) re=Cas(@)ie,  (T75)

a=1

_ -1
with Crs(¢) = (25:1 (CO‘) 1ha(cﬁ)) and thus corresponds to a weighted harmonic interpola-

tion of the stiffness tensors. In addition, using €* = S%:6%* = S:0, the local energy contribution
is given by

o: (é (Sah"‘(d)))):a

DN | =

N1
fei,rs (@, €) = Zl (56“ :CY:e)h(p) =

:%(( Z S he () ) é(saha(qs))) :(( IZ:SO‘h“(gb))l re)  (T.76)
:%6: ( i(saha(@)_l €= %EicRS((b) ‘e

and is in particular again consistent with Equation (7.70).

In contrast to the Voigt-Taylor-model, this corresponds to a mechanical analogue (see also the
discussion in [69]) of the KKS-type models considered in Section 7.1. The only slight difference is
that in the chemical case one was only able to obtain equality of the reduced chemical potentials
(resp. equality of the pu® = g’; Z only up to phase-specific constants). since there is no equivalence
of the additional “internal” constraint Zfil ¢ =1 in the mechanical case, one can in fact enforce
full equality of the phase-specific stresses.

Remark 117. In relation with the quantitative chemical models from Section 7.1, it is further
interesting to consider how the above two models above compare from an energetic point of view.
In fact, the Reuss-Sachs model corresponds to the minimizer of the local strain energy density

fei(@,€) over all decompositions € = Y| €*h®(¢) into phaseinherent strains (€)i<q<n as in
Equation (7.72),
EEHR
fe,rs(¢p,€) = min —€“:C%: €" ) (). (7.77)
‘ {eo: Leahw):e}; 2

This follows from the fact that for 0 < h*(¢) < 1, the problem (7.77) is a convex (and strictly
convex for those €* with h%(¢) > 0)*” minimization problem and that, by a simple differentiation

4TNote that, even though convexity in each variable separately does not generally imply “global” convexity, it
does so here due to the separated form of f.; rs in the €*. In addition, the feasible set is clearly convex as any
convex combination of phase-specific strains averaging to € will also do so.

153



of the Lagrangian,
N 1 N
L(¢, (ea)lgasN,a) = Z (560‘ :C*: ea)ha(q&) -0 ( Z €e“h* () - e),
a=1 a=1

the minimizers satisfy (Ca te¥ — a)h“(gb) =0,ie. 0=C%:€* =0 and thus the equality of the
stresses has to hold for all a with h%(¢) # 048.

Similarly, the stress-strain relationship for the Voigt-Taylor approach can be recovered from the
minimization problem

N
1
© (o) = i S (20 8% %)W (). 7.78
fave(®.e) {aa=z§=f§£b‘<¢>=a}a=1(2a o")h7(@) (77

corresponding to a minimization of the weighted average of the complementary strain energy
densities

N N
()" (60" 120zx) = DU (@"%(8) = X (5078710 (@)  (1.79)

over all decompositions satisfying o = ng:l o*h®(¢). This is again a convex function of the
(%) 1<a<n and the critical points of the corresponding Lagrangian satisfy (S“ o —e)ho‘(cﬁ) =0
ie. €*=8%:0%=¢ for all a with h*(¢) > 0.

Note that in both cases, even though one a priori only imposes one of the two interpola-
tion properties in Equation (7.72) in this variational formulation, the other one is actually also
trivially satisfied (the phase-specific stresses in the Reuss-Sachs model resp. the phase-specific
strains in the Voigt-Taylor model all being equal by the FONC for the minimization problems).

An obvious consequence of the characterizations above is that (see e.g. also [51], [61]) one
necessarily has the inequalities

fer,rs(@,€) < favr(¢p,e) and [ yr(d,0) < f5 rs(P,0)

as the Reuss-Sachs model is (according to Equation (7.77)) the one with the smallest possible
elastic free energy density defined by (7.71) for a given strain and the interpolation property
of the strains, whereas (according to Equation (7.78)), the Voigt-Taylor model has the smallest
complementary strain energy density for a given stress and the interpolation property for the
stresses.

o

Remark 118. In addition, as pointed out in [61], by a well-known homogenization result, these
two interpolations correspond to variational bounds on the effective behavior which would be
expected from a real two-phase material.

It should be noted though that this result does not imply that the Voigt-Taylor model corre-
sponds to an upper bound on the strain energy density fel(qﬁ, (€")1<as N) subject to the con-
straint of averaging to a given effective strain €. In fact, it is easy to see that the effective free
energy can be made arbitrarily large for a given € while maintaining the interpolation properties

above®?. S

48The other ones being basically arbitrary, but without any contribution to fei,rs- As previously for the
chemical models, these phases still have a contribution to the derivative w.r.t. ¢ with the natural “definition”
being the one setting o® = o, even if h*(¢) = 0.

49This is a convex maximization problem in the €* with an unbounded admissible set.

154



The Case With Eigenstrains

The approaches above can also be extended to the more general setting including eigenstrains
(€")1<a<n”’, but now with, as above, ® = C“: (e® — €*) and f.;(¢,€) as in Equation (7.71).
Assuming again, as in the Voigt-Taylor case, equality of the (total) strains then leads to the
phase-specific stress 0 = C*: (e — €*) and therefore a total stress given by

N
ovr (P, €,{€" }icacn) = Z C*:(e-€")h"(9)
o=l (7.80)

N N R
( Zjlcaha(@) te— Zlca (€D (@) =Cyr(9): (e-¢),

with €(¢, {€* }1casn) = C\_/lT((;S):( P Ca:éo‘ho‘(d))) (see also e.g. [3]), i.e. an effective material

behavior with the same stiffness but an eigenstrain given by a C*-weighted average of the intrinsic
ones and in particular not satisfying the interpolation rule é(¢) = $2_, é*h(¢).

If one in contrast assumes, corresponding to the model of Khachaturyan [18], the equality of
the elastic strains instead of the total strains and defining the total strain to be given by
€:=YN (e +&*)h*(¢), the interpolation

N N
ok (¢, € {€" hcacn) = Zlca r€cth® (@) =Cvr (@) € =Cyr(d): (e~ Z_:léaha(ﬂs)),

leads to an effective material behavior which satisfies o = Cy 1 (¢):(€—€) with the “more natural”
definitions of € and &:= ¥ €*h(¢).

Remark 119. Even though this model, in terms of the effective stress-strain relationship, may
seem like the simpler - and thus in a way more elegant one (requiring only averaged quantities
and no explicit phase-specific ones) - the higher simplicity is, from an energetic point of view,
also its major drawback®! (for a similar discussion, see [3]). In fact, it is obvious that, if the
consistency relation (7.70) is to hold, this stress-strain-relationship results from the elastic free
energy density

_ 1 - -
fex (¢ €,€(d)) = 5(6 —&()):Cvr(¢):(e-&(9)), (7.81)
and will generally not coincide with an average of the phase-specific free energy densities in
(7.71) unless all eigenstrans €* happen to be the same. <

The situation for the Reuss-Sachs model is slightly simpler. Assuming the equality of the
stresses, one has €* = €* + S%0, a = 1,..., N, and, again imposing € = ng:l €“h(¢), a total
strain given by

N N N
€= Zl (e*+8%:0)h* (o) = Z_:léah”‘(qb) +( 21 S“h%(¢)):a.

Defining € = ¥V | €*h®(¢) and inverting this relationship shows that

a=1

N 1 N -1
ons = (L SU(¢)) i (e~€) =Crs():(e~&) with cRs<¢):(leah“<¢>)

and thus that the effective stiffness coincides with the expected expression and that the effective
eigenstrain € additionally obeys the standard interpolation property.

50Possibly depending upon additional paramters such as the concentration or temperature.

51This is similar in spirit to Section 7.1, where the properties of the model can improve significantly if one does
not assume the equality of the more convenient quantities (in this case the phase-specific concentrations ¢®) and
instead, at the cost of a more complex model, the equality of derived quantities which are much more natural to
assume to be the same for all phases.
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From this, it follows €* — €* = S® : Crs(¢@) : (¢ — €). Reinserting this effective stress-strain
relationship into the definition of the elastic energy, one obtains the total elastic energy density
given by

DN | =

N
fars(d,€,€(8)) =5 D (S :Crs(9): (€~ &)):C": (S :Crs(@): (e~ &) )h*().
a=1
Canceling C* with 8% and observing that the only remaining phase-dependent term is given by
SN 8%h%(¢) = (Crs(¢)) ™, this further simplifies to

funs(,€.E8)) = 5 (e~ &(9)) :Crs(@): (e~ &(9) (7.52)

corresponding to simply replacing the total strain € in Equation (7.76) with the average elastic
strain €.,; = € — €.

The Driving Force

The various choices above imply different driving forces aaf <L in the phasefield Equation (6.73).

In the simplest cases, i.e. in the Voigt-Taylor and Khachaturyan-model, the elastic free energy
density is given as a fully explicit formula in terms of the phasefield values ¢ and the total strains
€. For the Voigt-Taylor model, a straightforward differentiation with €’ = € for all 8 shows that

afelVT(¢7€ {6 }1</3<N) N ~5 8. ~,3 N ﬁahﬂ
pre Z (E ): €7 (e- )a¢>a Z Lgga’

i.e. the evolution of the phasefield is driven purely be the difference of the elastic free energy
densities f*. While reducing to the same model in the purely elastic case, the situation is
different in the presence of eigenstrains for the Khatchuryan-model, since, based on equation

(7.81) and af” X =—Cyr:(e-&(@)) = -0k, one has

Ofer k(@€ € N ~ -
’ ((;2 @) gé(( &(9)):C7: (e~ €(9)) -

_5\ OhP
&)

which in general can only be artificially related to a derivative involving the f?(€) underlying
Equation (7.71) unless all eigenstrains coincide (in which case the distinction between the Voigt-
Taylor and Khatchaturyan model again becomes irrelevant).

The situation for the Reuss-Sachs-model is slightly more complicated as one has, using, analogous
to the Khachaturyan-model, aj” 8 — _Chrs: (e - E(¢)) = —ORs,

Ofei,rs(P, € €(p . ac N onP
lRS(8¢a ( )) — %(6—e(¢)):( a(;‘iS (¢)):(€—6(¢) ) ORS: Zeﬂaqba (7.83)

Here, in contrast to the two previous models, Crs(¢) as a function of ¢ is only defined implicitly
as the (pseudo-)inverse of S(¢) = Z]B\Ll S8°hP(¢). This is not a serious issue though as it is well-
known that®?

80;;2(;5) ~Crs(®): ( > 87 gga) :Crs(9).

5270 see this, it suffices to differentiate the identity Crg () :( Zl]lv:l S h"‘(¢)) = I(®) which is legitimate under

the standard coercivity assumption for the C* resp. 8% (on the subspace of symmetric tensors).
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While this expression in itself is somewhat cumbersome, it in fact allows for a major simplification
in combination with Equation (7.83) as, by symmetry of Crg,

1 = . ICrs . = _ 1 = . . < ﬂahﬁ . . =
ple-e@): (G <¢)).(e—e(¢>)——2(e—e<¢>).cRs<¢>.(;s 5o | Crs(@): (e-&(@))
1 N gOR?
=—= : S’B : .
5O RS (/32—:1 5¢a) ORS
Since by construction org = o for all 3, this is the same as —% Zgzl of 8" :o° ggi =
- leg\ll 1B %z, thus leading to a total driving force given by
Ofei,rs -8 L (8 _g\Oh”
: <B< = - 5 : - . 784
oo (B (Ehasen) == 22 (faro(0.0): @) 5 (7.84)

Remark 120. As pointed out above (and already discussed in e.g. [69]), the Reuss-Sachs/Steinbach-
Apel scheme is similar in spirit to the quantitative chemicals models from Section 7.1 with the
€ taking the role of the phase-specific concentrations ¢* and o the role of the (reduced) chem-
ical potential fi. In constrast, the Voigt-Taylor model (and, up to a point, the Khatchuryan
approach) is more similar in nature to the chemical model used in e.g. [52], which can be inter-
preted as assuming the equality of the phase-specific concentrations ¢ with the average one.
Even though these analogies are helpful for interpreting the mechanical models above, it needs
to be realized that they are not “complete”. Compared to the seemingly quite satisfactory case
previously considered in Section 7.1, it was observed early on (see e.g. [23]) that the results
obtained using the Reuss-Sachs model are usually not as satisfactory as those from the chemi-
cal case and in particular leads to excess interface energy contributions except for very special
mechanical settings.

There are several reasons why developing successful models in the mechanical case is more
difficult than in the purely chemical one. A first one is that it is more common to have to deal
with an additional “internal” forcing expressed through the eigenstrains in the mechanical than
in the chemical case. The more crucial one lies in the non-local dependence of f.; on w through
its (symmtrized) gradient € and the resulting nature of the equilibrium conditions themselves.
The classical condition of the equilibration of the chemical potentials underlying the reasoning in
Section 7.1 is in fact a highly restrictive one which is physically valid only for the very particular
(but commonly used) settings of a closed system.

From a more mathematical point of view, this setting is related to the minimization of the free
energy functional

Fi(9.0) = [ cal9, )+ Zu(9) + fnl(.€) d (7.85)

Q

under the implicit assumption that F. is to be minimized with respect to ¢ under the addi-
tional constraint that the total amount of concentration of each component is to be maintained
constant, [ c;da = const. Even though the form of the functional (7.85) does not lend itself
naturally to the application of boundary conditions on €3, the same effect can be enforced in
terms of the gradient-flow appraoch to the minimization of F, by “externally” postulating a con-
servative gradient-flow for ¢ as discussed in Section 6.1, where the conservation of the total mass
is ensured by the locally conservative flow in combination with the “natural” isolating boundary
conditions for the concentration.

53As it is purely local in ¢, there is a priori no reason for any minimizer in ¢ to be sufficiently regular (e.g.
ce H'(Q)) to make sense of its boundary values such that this regularity would have to be enforced “artificially”.
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In contrast, when modeling other physical situations (involving for example prescribed concen-
tration values and/or chemical potential values on the outer boundary), the simple condition
[t = const will in general not hold anymore. Instead, the physically relevant equilibrium condition
(in terms of the model in [52]) becomes

. (7.86)
boundary conditions on ¢ resp. .

{—v (Lij(¢.0)Vm;($.0)) = 0 in Q,
On the one hand, it is clear (there for example not being any L;; in F.(¢,c)) that this is not
easily connected to a minmization of the functional in Equation (7.85) unless one would treat
this explicitly as a constrained optimization problem subject to Equation (7.86). On the other
hand, as the condition fi = const would have to be replaced with the (significantly) more complex
equilibrium condition in Equation (7.86) corresponding to — div (O'(qb, e)) = pf in the mechanical
case. In terms of the diffuse interface approximation, it is easy to see that one would therefore
also have to deal with the same issues as will be discussed in the mechanical case in the following
sections.
The primary difference between the chemical and mechanical case therefore lies in the fact that,
for the physically interesting examples, the latter one only very rarely allows for the simple
solution & = const®, whereas the analogous condition fi = const is much more common in the
chemical setting®®. <

7.2.2 The Quantitative Model in the Two-Phase Case

A more recent modeling approach, first introduced in the two-phase setting by [51] and [64]
(and later partially extended to the multiphase setting in [63], [62], [66] and also to situations
involving plastic [35] and viscoelastic effects is based on the observation that, at an interface
between two phases in the sharp interface setting, one usually neither has the equality of the
strains nor that of the stresses. Instead, the spatial nature of the equilibrium conditions is also
reflected in the well-known mechanical jump conditions on internal interfaces. These require
on the one hand that the tangential components of the displacement gradient coincide on the
interface, i.e. the jump [Vu] of Vu upon traversing the interface is oriented along the normal
direction and the displacement gradients on both sides are therefore related by the condition
(Vu)+ = (Vu)’ +a®mn. For the strain tensor usually used within the small deformation settting,
this obviously implies that [€] = (a®n)g = %(a ®n+n®a). On the other hand, in contrast to
Vu, it is the normal components of the stress-tensor on both sides of the interface which need
to coincide, i.e. Jo] -n =0.

Remark 121. The idea of treating the normal and tangential components was actually introduced
slightly earlier by Durga et al. under an additional simplifying assumption in the two-dimensional
setting [23] and later generalized by the same authors in [24] to the three-dimensional setting
without this simplification. As will be discussed in Section 7.2.3, the models in [51] and [64]
differ from - and in fact improve upon - the generalization in [24] in a small but important point.
For this reason, despite the fundamental importance of the work [23] in the current setting for
initiating this line of thought, the other model(s) considered below should be preferred over the

54 A notable exception being the purely elastic material chain, in which case the Reuss-Sachs approximation is
in fact free of excess energy contributions, see e.g. [64].

55There are also a significant number of works - for example in directional solidification - in which the models
from Section 7.1 are applied in situations where this does not hold. These applications usually being set up
(using e.g. moving window techniques) such that one never actually achieves equilibrium, the precise advantages
and disadvantages of the models are significantly harder to judge as they are always based on the much more
complex dynamic case. In particular, it is common to employ an artificial dynamic contribution in terms of an
antitrapping current, further increasing the complexity of the situation.
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one in [24]°C. o

Remark 122. It is useful to keep the reasoning behind these jump conditions in mind.

The first one on [Vu] is essentially imposed a priori - at least within the standard variational
approach - by demanding a global H'-regularity of the solution. This implies that the trace
~v(u) of w on a smooth hypersurface I' can be uniquely defined as an element of H %(F), ie.
denoting the limiting values of u as one approaches this hypersurface from both sides by v*(u),
one has v*(u) =7 (u). The traces coinciding along the surface then implies the same for their
tangential derivatives®’.

In constrast, the second condition on o is only valid provided the right-hand side is regular enough
and in particular (consistent with the intuitive reasoning) excludes the case of a “concentrated”
surface force acting on I'. Focusing on the simpler steady-state equilibrium conditions —div (o) =
f. f being in e.g. L*(Q) implies (by the very definition) that o € H 4, (€2)°®. Similar to the
trace of functions in H' (), it is a standard fact (see e.g. [34], [43] or [48]) that one can define a

unique normal trace in H ~3 (T') on any (sufficiently smooth) hypersurface for such functions®®,

and that therefore the normal components of o have to coincide as one approaches I' from both
sides. o

More elaborate mechanical models taking these sharp interface jump conditions at a two-
phase interface into account have first been proposed by Mosler et al. [51] within an energy-based
setting (a priori relying upon the jump conditions for the strains alone) and by Durga et al. [24]
and Schneider et al. [64] within a more direct approach based on the jump conditions for both
the strains and the stresses. In contrast to the work by [51], these models do not rely on a jump
vector a (as also used below), but instead use a basis transformation into an appropriate coordi-
nate system in which they then enforce the equality of the appropriate stress- and strain-entries.
Yet another approach is taken in [74], which avoids the use of the basis transformation by using
a description in terms of projecters N' and T onto the “normal” and “tangent” subspaces of the
symmetric second-order strain and stress tensors.

Given that all models are essentially based on the same sharp-interface jump conditions, it is not
surprising that, from a modeling point of view, they are in fact all different representations of
the same physical model. Nevertheless, the choice of representation clearly can have a significant
impact both in terms of the computational complexity of the models as well as the effort required
for their mathematical description and practical implementation. For this reason, after a quick
outline of the mechanical model and its additional contributions to the phasefield equation - here
using a description in terms of a jump vector a - the links between the various models will be
discussed in Section 7.2.3 in a little more detail.

Further discussions, extensions and applications (often within the multiphase setting to be dis-
cussed in the next section) can e.g. be found in [61], [63], [74], [62], [35], [66], [4] and [5].

The Mechanical Model

The underlying idea is to increase the accuracy of the phasefield model (with a small but non-
zero interface width) by directly incorporating the jump conditions from the sharp-interface
setting. Following [51] (see also [61] for a more detailed discussion), one can therefore impose

56Nevertheless, as shown in [23], their model does, among other things, in fact improve significantly upon the
Voigt-Taylor or Reuss-Sachs model in terms of interfacial excess energies.

57Then in an even weaker sense as elements of H~3 ().
58 H 4;,, () being defined by H 45, (Q) := {o € L2(Q) : div(c) € L%(Q)}.

The essential idea is based upon “extending” Gauss’s divergence theorem fw div(g)dx = faw g-nds for smooth
functions by appropriately defining the (a priori meaningless in the non-smooth case) values of g such that this
integral equality holds.

If the divergence of o is for example only in H™!(Q) (e.g. if surface forces are present), the definition of an
appropriate trace is a much trickier issue (see e.g. [48]).
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the condition
[F]=F*-F'=a®n resp. [e]=€-€ =(a®n)g (7.87)

on the displacement gradients F' = Vu resp. its symmetrization in the small deformation setting.
Combined with the interpolation requirement € = €'h%(¢) + €2h?(¢), where, as in Section 6.2,
h'(¢) = h(¢), h? = h(1 — @) = 1 — h(®), this results in an effective strain given by € = €'h*(¢) +
(€' + (a®mn)s)h*(¢) = € + h?(¢)(a ® n)s, which can be solved for the strains (e',€?) as a
function of € and the (as of yet arbitrary) jump vector a to give

e'(e,a)=€e-h*(¢)(a®n)s and €*(e,a)=€'+(a®n)s=€e+h'(d)(a®n)s. (7.88)

Inserting these expressions into the material law o® = C“ : (e"‘ - Ea) and the jump condition for
o, one obtains the additional condition

[o] -n :(02 : (62 —82) -ct: (e1 —El))on
:(c2 ((e-@)+h'(9)(@®n)s)-C':((e-&")- h2(¢)(a®n)s)) nto.

Given the subsymmetry C;%,, = C;%y. of the stiffness-tensor®’, this can in fact be simplified to the
equation

(n- (h2(¢)(21 + h1(¢)C2)~n) cat ((21 (e-€") -c%: (e- EZ))~n.

This is a 3 x 3 linear system allowing for the determination of @ in terms of € as

a=(n-(h*(9)C" +h'(6)C*(9)) .n)‘l (€ (@) - (e~ ) m

) (7.89)
:(n~612(¢) - n)_ - (21 - 22) -n,
where, adopting the notation in [74], élQ(ng) denotes the “anti-arithmetic” average
C%() = W (9)C! + 1} ($)C* () = (1= h(9))C" + h(@)C? (7.90)

and the X = C*: (e— %O‘) correspond to the phase-specific stresses predicted by the Voigt-Taylor
model.

Remark 123. The solvability of the system for a (resp. the invertibility of C "2 under the standard
assumptions on the C® can e.g. be seen from the fact that the bilinear form %e :C% t € is strictly
convex in €, which implies rank-one convexity. Together with the subsymmetries of the C* and as

€' is a convex combination (for 0 < h(¢) <1) of C* and C?, it follows that a ~ a- (n-ém(qb) 'n,)
is strictly convex and C 12((;5) a positive definite matrix. o
Remark 124. Depending on the way the stiffness-tensors are arranged in memory, it may be
advantageous to use any of the (equivalent given the subsymmetries) expressions

1iCijrini = n;Cijriny = n;Cijrank = NiCijrany.

Note that none of these is the same as C: (n®mn) = (n®n):C though.
With respect to the commonly used Voigt-notation, it should also be noted that, as this formula

60By the right subsymmetric of C, Cijkt = Cijik, applying C to a non-symmetric tensor ¢ leads to the same
result as applying it to the symmetrized tensor tg = %(t +t7) since (using the Einstein summation convention)

iik1=Cijik c

1 1 C 1
C:tg= E(Cijkltkl +Cijritix) = 5(Cijkltkl +Cijiktrr) ijklg(tkl +tp) =C:t.
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involves two separate contractions (and not a double-contraction with a symmetric tensor in a
“reduced” vector format) there are no additional prefactors involved in the evaluation of n-C -
n. o

With a determined by Equation (7.89) and with o® = C*: (eo‘ - Ea) together with Equation
(7.88), one can calculate the phase-specific stresses (again using the right subsymmetry of the
stiffness) to be given by

o' =C'(e-h*(¢)(a®n) - ) =B -1*(¢)(C' - n)-a
=3 - h3(g)(C' ) (n-CP(9) n) - ((B'-%2) - n)
and similarly

o2-%2 . hl((b)(c?,n) . (n.élz(qs).n)_l . ((21 - 22).71,).

Finally, together with the definition of & as the weighted average of o' and o2, this leads to the
effective material behavior given by

o =h! (@) + h*(8)a? = h' (9)B' + h*(¢)%* - b (9)h*(8)((C' - C*)-n)-a 7o
=oyr(e P) - ((C1 - CQ) n) . (n-ém(gb) . n)_1 - ((21 - 22) - n), .

in terms of the various auxiliary quantities introduced above (and with oy (€, ) corresponding
to the stress from the Voigt-Taylor model in equations (7.73) resp. (7.80)), or, after reinserting
the definitions, the fully explicit formula

o =h'()C": (e - &)+ h*($)C*: (e - &)
1 2 1 2 512 -1 1 1 5 5 (7.92)
~ R (8)R2(9)((Ct - C?) -n)-(n-C*(¢)-n) (n(C (e-&)-C?:(e-¢ )))

for o in terms of €, n and ¢.

Remark 125. The formulas above simplify somewhat when there are no eigenstrains, i.e. when
€' =&?=0. It is easy to see that one then obtains

o'=C':e-h*(¢)(n-C"): ((n-ClQ((j)) -n)_1 : (n (c'-c?): e))

and

o’ =C’:e+h'(¢)(n-C?): ((n-C12(¢) -n)_1 . (n (c'-c?): e))

and thus, using the abbreviation Cyr(¢) := h*(¢)C' + h?(¢)C* = h()C" + (1 - h($))C? for the
“arithmetic” Voigt-Talyor-type average of the stiffnesses and the various symmetries,

o :(cVT(¢> -h (@R (@)((C' -€*)-n)-(n-C*(6)-n) " - (n-(C’ —c2))) te,  (7.93)
i.e. an effective behavior corresponding to the stiffness-tensor

Cers(#,m) = Cyr(9) - W (9)R*(9)((C* - €%) - n) - (n-C(9)-n) " (n-(C'-C)). (7.99)
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This effective stiffness can also be very useful for numerical purposes when using an implicit
time-integration scheme or when making a quasi-steady state assumption for the elastic fields.
As is well known, applying any of the standard Krylov solvers for the determination of the
displacement field w requires, except for the evaluation of the initial residual, only the ability
to evaluate the system response to increments in w, and thus here the ability to evalue do =
a’(e(u + 5u)) - a(e(u)). As long as any eigenstrains considered do not have any additional
dependence®! on €, the stress-contributions due to the é€* will cancel in 6o and the “homogeneous”
version (7.93) and thus the effective stiffness C.s;(¢,m) in Equation (7.94) is also the relevant
one for evaluating the effect of increments in u, do = C.rr(¢,n) : €(du).

As Ccsf(¢) can in principle be precalculated and stored once at the beginning of each time-
step, it is clear that the evaluation of this stress-increment using this prestored stiffness can be
significantly cheaper than the procedure above (i.e. first determining the Voigt-Taylor stress
predictions, then solving for a and finally correcting oy ). 3
Remark 126. For isotropic materials, the formula above can actually be evaluated analytically.
Based on C'° = 5\12I®I+2ﬂ12I(5) where I¢*) = %(&kéﬂ +§il§jk)ei®ej ® ey ® e; is the symmetric
fourth order unit tensor and A'? and '? the “anti-arithmetic” averages of A\ and p, one has

n-C° n=\2nen+ Zﬂuni(I(s))ijklmej ® ey, or, as
_ _ 2 _
m(éikéﬂ + (5il(5jk)mej ® ey = (nmjej ®e; +nn;e; ® ej) = (n @n+||n| I) = (n ®n+ I)7
the simple expression
n-C%n=02+%)nen+i2I, where \?2=h2\+R'A2, 512 = R2ut + A2

for n-C'% - in terms of the Lameé-parameters A and p. Since this is a rank-one perturbation of
the (scaled) identity, the inverse of this tensor is easily determined using the Sherman-Morisson-
Woodsbury-formula to be given by%2

12 1 12y~1 ijg” 12y~1 A2+t
_ 1 - _ A e _
/112

o

The stress-strain relationship (7.92) above can alternatively - instead of defining it based on
the weighted average of the two 6% = C*: (e"‘ - EO‘), a=1,2 - also be obtained as the derivative

o= % of the elastic free energy density

fa= (e-IF@)(aon) ~&):cli(c-n(6)(amn), - )0 ()

7.96)
1 ~ ) (

+ 5(6 + hl(gb)(a ® n)S - 62) :C?: (e +h'(¢)(a® n)s - 62)h2(¢).
This correspond to Equation (7.71) with €*, o = 1,2 chosen as in Equation (7.88) provided the
vector a is, as above, fixed by the continuity condition ¢! -n = 6% -n on the normal stress com-
ponents. In fact, even though a depends on € through the defining normal continuity condition,

61Two such examples will quickly be considered below.
62 Alternatively, as in [74], one can also rewrite the formula for n - ¢ .nas

n~512-n=(5\12+2ﬂ12)n®n+ﬂ12(1—n®n)

where n®mn and I —n ®n are the two orthogonal projection operators onto the normal subspace Span({n}) and
the tangential one, Ker(n). By orthogonality both terms can be inverted separately leading to

(n-él2~n)71 =ﬁn®n+%(1—n®n)

which is easily seen to be equivalent to the expression in Equation (7.95).
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differentiating the free energy density w.r.t. € and making use of the right subsymmetries of the
C® leads to

afel

el oh'c!(e h2(a®n)s>:(1<s>—h2n®%“)+h2<:2(e+h1<a®n>s):(1<s>+h1n®gi)
€ €

= 10'1:(I(s) —h2n®8—a)+h2:a2:(1(s) +hine® aj)
Oe Oe

While the two terms hlo! + h20? give rise to the desired effective stress o, the remaining two
terms can be combined to h1h2((0'2 -ol) n) B—Z and thus simply drop out by the imposed
continuity of o®-n. The two-phase model above therefore indeed does satisfy the important
relation o = %Zl in Equation (7.70).

Remark 127. The crucial point here is that there is no additional contribution due to Z2. The
same will also be seen to hold with respect to the dependence of a on the other parameters ¢ and
n and is in fact to be expected from the variational characterization by [51] to be recalled below.
As will be seen in Section 7.2.4, the same property does unfortunately not hold for all of the
multiphase generalizations which have been proposed, and then leads to significant complications
as compared to the very favorable two-phase setting. <

The Mechanical Driving Force

In contrast to the simpler models using an interpolation in terms of the local values of ¢ alone, the
mechanical free energy density f.; now depends not only on the values of ¢ and € alone, but has
an additional dependence on the gradients of ¢ due to the heavy use of the normal vector n for
constructing the phase-specific stress- and strain-fields. Due to this additional dependence, there
are now two different contributions to the mechanical driving for the phasefield model, namely
the one due to the derivative w.r.t. ¢ itself and an additional divergence-type contribution

-V (géﬁ)) due to the dependence on the orientation of the interface trough n = —-v¢%.

Remark 128. The appearence of an additional contribution to the phasefield equation due to
the dependence on n was already clearly stated in [51] but is in contrast (erroneously) claimed
in [64] (and later corrected e.g. in [74]) not to be the case4. o

By the formula (7.89) for a, this vector obviously depends both on ¢ and, through n, on V¢,
a =a(¢,Vo,e). Making use of afe’ =C%: (e - éo‘) = o, differentiating the free energy density
with respect to ¢ leads to

8er ol Bh 2 8h2 1, 86 2 862 2
¢ fel ¢ fel ¢ +o 8¢h 76(]5]1
on' oh? oh? oh' da
=fh—r 96 +fh 9 1:( 99 (a®n)s h2(6—¢®n) )h1+o-2:(—6¢ (a®n) +h(8¢ ) )h2.

As indicated in Remark 127, the dependence of a on ¢ actually again drops out since the two
terms containing g—; can be combined to give h'h?(a?-01)(22® ) =h hQ((O' ~ot)- n) 9a _

26 ® 8¢
by the symmetry of o, and the normal stress-jump [[0']] vanishes by construction. The
remaining terms can then, using % ah =-9% and -hlo! ‘% +h%o 2‘% = (hl Lyh?o 2)%};; = 0'%’;:,
be summarized to
afel 1 2 8 3h1 1 2 ahl (9h1
8¢ :( el — )ai(b‘f‘a (a®n)567¢:( el — el) a¢ (O"n,)a%, (797)

63Note that in the two-phase setting, the assumption that n is a function of V¢ alone is very natural. This can
potentially be different in the multi-phase setting as when e.g. defining the normal(s) in terms of the q°P from

Section 6.1 (making the normal(s) a function of both V¢ and ¢) and thus leading to an additional contribution
Ofel
9P

54The error in [64] is hidden in the claim that “the partial derivatives are evaluated at constant € = (€n, €t)”,

where €, and €¢ are the normal and tangential strain components.

to itself as well.
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or, with (a ® n)s = €2 — €', to the alternative expression
Ofe oh'
&bl =((fiz—diel)—(ffz—aig))afb (7.98)

using only the phase-specific strains.
Proceeding similarly for the derivative with respect to V¢, one has%

afel _i
OV OV

:hth;(((GQ —o'l) . a,) n) . ;Vn;b + hlhzaaa(((tf2 - o'l) 'n,) .a) . ('fvaqﬁ (7.99)

(_ h'h* (ot (a®n)s +h'h*a?: (a®n)s))

on
:h1h2 2 _ 1Y, . ,
(2 -0")-a) 2
where the term 8‘9'% drops out by the continuity of the normal stresses. Using
om 9 Vo VOl - Vo ® T5 1
- ( _ ) = 5 =- (I -ne® n)
ove OVl [V Vel Vol

and, by symmetry of o, h1h2((02 - 0'1) . a) . (n ® n) = hth(a~ (02 - 0'1) n)n = 0, one thus
finally obtains

afel 1
25 =g (o)), ram

Remark 129. The appearence of the prefactor in the derivative (7.100) is clearly somewhat

1
v
problematic in regions where |V¢| approaches O‘ (qi)lr even worse, actually is zero). For “realistic”
phase-field profiles in the obstacle case, this essentially concerns the transition region from the
interface to the neighboring bulk values. Assuming a phasefield profile corresponding roughly to
the standard sinusoidal shape, the degree to which this contribution can cause numerical difficul-
ties in these regions depends quite strongly on the interpolation function used. When using any
of the higher-order interpolation functions, one does not expect any actual practical difficulties
since the product h'h? in this case converges superlinearly to zero (one factor converging to one,
the other one superlinearly to zero) as one approaches the outer interface regions. In contrast,
|[V¢| does so only linearly and one therefore expects an “extension by zero” to be a legitimate
choice.

For the simplest interpolation function hg(¢) = ¢, the situation is somewhat more difficult though
h'h?
Vel
the discrete setting, a simple extension by zero®® to the region just outside the interface can
thus lead, in combination with the discrete divergence-operator, to a discrete Dirac-type source-
term. <o

as would, for the basic one-dimensional profile, converge to a finite but non-zero value. In

7.2.3 Comparison of the Different Formulations in the Two-Phase Case

Before discussing some issues related with the (inherently difficult) extension of the jump-
condition based model(s) to the multiphase case, the following paragraphs will proceed to a

65Here use is made of o : (a®n)s = (o"" ~a) -n = (o"" ~n) -a in order to avoid the (purely notational) difficulty
of differentating the symmetrized form with respect to a vector.

66This may in particular happen “automatically” depending on the discretization. Using e.g. a standard cell-
centered finite difference discretization based on a central gradient operator, the first cell with ¢ = 0 would satisfy
h'h2? = 0 even though the discrete gradient would not yet vanish due to its broader stencil. This should not be
interpreted as there not being a problem anymore, but simply shows that the non-zero limit % is not properly

approximated in this case.
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detailed comparison of the formulations in [51], [24], [64] and [74]. Even though this is a some-
what lengthy endeavor as some of them a priori differ quite substantially in their formulation,
this effort seems worthwile for several reasons.

Firstly, this will serve to verify - as already indicated above - that the models proposed in [51]
(in its small-deformation analogon), [64] (except for a missing contribution to the phasefield
equation) and [74] are in fact one and the same model and just differ in their representation.
While this is intuitively to be expected, this is in some cases not at all obvious based on the
actual expression for the various quantities such as the elastic free energy density, the effective
stress and the contributions to the phasefield equation. All three in turn can be considered to
improve upon the one in [24], which, while in the same spirit, is in parts based on a somewhat
different assumption.

Secondly, even though discussing different representations of an equivalent model may seem like
a purely superficial effort, their differences can in fact be quite important. On the one hand,
different descriptions will give rise to different implementations which can differ quite signifi-
cantly in their respective computation effort. On the other hand, the various representations
are suggestive of different non-equivalent ways of generalizing the two-phase models to the
multiphase case. While some of the differences in the resulting models are fairly obvious, others
are much harder to understand without properly understanding the differences in the two-phase
case.

Last but not least, as each multiphase model generalization has its advantages and disadvan-
tages, it may be quite useful to dispose of an implementation for several ones (such as is the
case in the Pace3D-framework). As will be seen in the following discussion, the models consid-
ered do, despite their inherent complexity and the differences in the precise formulation, for the
most part rely on a fairly reduced set of “central” opertations. From a practical point of view,
understanding which these are and making them accessible in a unified manner for the different
model implementations can significantly reduce code overhead, increase readibility and reduce
the risk of implementation errors.

The Jump-Vector Based Approach by Mosler et al. [51]

The model in [51] is, just as the one outlined in Section 7.2.2, also based upon the use of a
jump-vector a and the latter can in fact be considered to be a simple consequence of the small
deformation analogue of the former. Even though the details with respect to the mechanical
model and the drivingforce are already worked out in Section 7.2.2, it is, in particular with
respect to Remark 127, worthwhile to recall the slightly different starting point in [51] based
on a variational argument instead of the (from a mechanical point of view) sligthly more direct
approach above.

Their approach, termed partial rank one relaxation, is based upon introducing a jump vector
a such that [F] = FO_F® - ge N and, consistent with the averaging condition, F' =
F-¢a® N and F>=F+ (1-¢)a® N. The jump vector a is then chosen such that it minimizes
the total free energy for a given deformation gradient F'.

Translating this to the small deformation setting (i.e. in particular identifying the normal vector
N in the reference configuration with the one in the current one, N ~ mn) and replacing the
weighting by ¢ with the one in terms of the weighting-functions h'(¢) and h?(¢), this corresponds
to defining F* and thus €%, « = 1,2, as in Equation (7.87), where a is defined in terms of the
minimization problem

min{f.1(9.96.)) =min { 5 B (0)5 (e (6. a,m) ~€):C7: (€ (6,a,m) €M) | (T.101)
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Using €' = € - hz(a ® n)
the FONC

and € = € + hl(a ® n) and differentiating with respect to a leads to

S S

a

afel(e ¢,a,n) da = Zha(qﬁ)(ca-(ea(qs,an)—”)) ( < . da) - Z ($)oo: 2
:h1<¢>o (-1 (daon)s)+h*(¢)o” :( (daw )s)
=h' (9)h*(¢)(0? - o) (da ®n)s = ' (9)h*(¢)((0? - o) -n)-da =0,

and thus, within the interface region (where h'h? # 0), to the continuity condition o' -n = o - n.

From this, it is on the one hand clear that the variational characterization by [51] is (at least
whenever h!(¢)h?(¢) # 0) equivalent to imposing the jump conditions on both the strains and
stresses as above, and on the other hand that the dependence of a on ¢ and V¢ has, as already
seen above, no bearing on the derivative of f.; with respect to ¢ and V¢ as these conditions
characterize precisely the points where f <L = 0.

An Alternative Variational Characterization of the Model by Schneider et al. [64]

The same two jump conditions are also the ones which the model by [64] and the mechanical
part of the model in [24] are based upon. In contrast to the use of the jump vector a above
though, the description in [64] uses a transformation matrix @ constructed as QT = ( n t s )
from an orthonormal set (’n,t7 s) of vectors consisting of the normal n and the two tangential
vectors £ and s. @ is thus a unitary matrix satisfying Q' =Q", and can be used to transform
the original entries of the stress-tensor and (analogously for the strain tensor) in their Cartesian
representation to a new orthonormal coordinate system by setting

n-on n-ot n-o-s Onn  Ont Ons

T
UB::QU‘Q = t-o-n t-o-t t-o-s =: Otn Ott Ots
s-o-n s-o-t s-o-s Osn  Ost  Oss

and analogously for €5 = QeQ”.
The advantage of using this coordinate system is that the matrices representing the continuity
condition on the phase-specific stresses and strains therefore have a particularly simple algebraic

structure as the coordinates of the normal vector n in this new coordinate system are given by
T T
Q'n = ( nn t-n sn ) = ( 1 00 ) . More precisely, as [€] is assumed to be of the

form (a ® n) 5 premultiplying this equality by @ and postmultiplying the result with QT, it is
easily seen that, in this new coordinate system, [eg] is of the form

T

[ ™ 2a-n a-t a-s
[es]==| t' |[(a®n+nea)(n t s)==| t-a 0 0o |1,
2 T 2
s s-a 0 0

and, by the symmetry of the scalar product, therefore satisfies

[[GB]]nn [[GB]]nt [[EBﬂns
les] =| [en]nt 0 0 : (7.102)
[[eBﬂns 0 0

Remark 130. The reverse conclusion also holds, i.e. if €5 = QeQ” is of the form as in Equation

(7.102), there is some a such that [e] is of the form (a ® n)S. In fact, due to the symmetry of
€p, obtaining such an equality requires satisfying the three equations a-n = [e,,], a-t = 2[€n]
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and a- s = 2[e,;], or, in matrix-vector form, Qa = ( [enn] 2[ent] 2[€ns] )T. As Q is a unitary
matrix (with Q' = QT)7 the vector

[[enn]]
a=Q"| 2[en] (7.103)

2[[€ns]]
clearly satisfies this requirement. 3

.. . . . . T
Similarly, pre- and postmultiplying o with @ and Q7 and making use of ng = ( 1 00 )
and the symmetry of o, it is easy to see that the continuity condition on the normal stresses
implies that the stress jump is on the complementary entries and therefore of the form

0 0 0
les]=| 0 [oBle [oB]ts (7.104)
0 [[O-Bﬂst [[UB]]SS

whereas the continuous components of o are given by o ,n, Otn = Opnt and T g, = Ops-

Remark 131. The following discussion (in particular the retransformation to the original co-
ordinate system in the next section) will, for shortening the notation, only be performed in a
two-dimensional setting, in which, with the single tangential vector t the jump in € takes the

o et ( o )

whereas the continuity condition on o carries on ., and o, = o,. Most of it is in fact
independent of whether one works in two or three dimensions though, and the rest easily carries
over to the three-dimensional case as indicated in Remark 146, simply requiring somewhat more
lenghty formulae.

o

Remark 132. The following discussion will (as in [64]) primarily make use of the in practice
more common Voigt notation. Since this formalism is for the most part based upon matrix-
vector and matrix-matrix multiplications only and there in particular being no point in “visually”
differentiating between single- and double-contractions, single contractions will not be marked
by a (-)-symbol except for actual scalar products between vectors or second-order tensors in
Voigt-notation.

In contrast, the contraction-symbols will continue to be used in all expressions which are to
be interpreted as using the “non-Voigt”-notation. In particular, several formulae contain both
Voigt-notation and the normal traction vector o -n, a notation which seems much more natural
then its more cumbersome®” counterpart Bo in Voigt-notation (see below). o

Using Voigt-notation, the transformations above can be reexpressed as (and similarly for the
eigenstrains)

v v
op=| o |=Ms| oyy and ep = €11 =Mc| ey
Ont Ozy 2€nt 2€zy

using the two matrices

n2 n? 2n,ny n? n;; NgMy
M,=| 2 2ty and Mc=| t taly
Ngty  Nyly  Ngly +nyly 2ngty  2ngty  ngty +nyly,

67"Note that the multiplication of the stress-tensor by n in Voigt-notation has to map the “vector” o’ to the
normal traction vector, and thus (by linearity) is represented in terms of a matrix. Even though mapping the
second-order tensor o to the same vector in fact involves an even higher-dimensional construct, its representation
in terms of the contraction with n is much more compact and readable than the one in the Voigt-case.
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Using this new coordinate system, (e”)a = M;le%, and, with M;l = MZ, this allows
rewriting the elastic free energy density of each phase as

i((e2)") :i(M3(<e%>°‘—(é%)“))-<cv>“(M£(<eg>“-<ezg>“))

1

=5 ((e8)" = (e0)") - (Mo(e') E) (e8)" - (&8)")

Imposing in accordance with the Hadamard condition the equality €f; = €4, o = 1,2 for the
tt-component of the given strain and decomposing (e}’;)a - (é%)a as%8

v \¥ ~v \& G%n _égn Lo efzén g%n v el
(68) - (GB) = €t — €4t = 0 0 2¢ |7\ o + 1 ( €t — €p )
2(ex, —&2,) VAN nt 0) = =
= €Q =€5

and using the abbreviating Cgz := (MG(C”)(XMZ) together with the symmetry of Cg, this

density can be rewritten, similarly to [64], as

o 1 €%n - g?:n €%n - gzn
3((6%) ):§ ew—¢€y |Cr| €
2(f7oft —%) 2(5& —5%)
1
:5((65; &%) -Conlen—en)+2(en - &) Coy(e - ) + (e - &) - Coi(er - 7)),

with

0

o (10 0).a
nt‘(o 0 I)CB (1)
(7.105)

ci=(0 1 0)c

SO =R OO =
— OO = OO

0
, Ch=(0 1 0)cg| 1
0

Remark 133. Note that one could also reorder the stress- and strain-entries as in [64] in order
to have these auxiliary matrices correspond to contiguous subblocks of Cz. While this does not
affect the theoretical discussion, it is clearly advantageous for a practical implementation of the
scheme above as this simplifies the access to the relevant part of the stiffness tensor and can
be performed essentially free of overhead by appropriately permuting the rows of M. and M
during their construction.

As will be discussed below though, the primary advantage of the description in [64] (and in a
somewhat different form in [24]) is that they lead (for the most part®?) to a pleasent theoretical
representation. In practice, choosing such a representation in the particular coordinate system
described through @ above leads to a significant amount of computational overhead due to the
basis transformations involved such that for actual computations, other descriptions may be
preferrable. 3

68Even though the definition of € below is clearly superfluous in the two-dimensional setting considered here,
it leads to a notation which is on the one hand more consistent with the one in [64] and on the other hand leads to
calculations which are equally vaild in the three-dimensional case where both €y and €; consist of three entries.

69 An important exception here is performing the derivative with respect to V¢ as this, in contrast to the
descriptions in [51] and [74], involves the normal and tangential vectors. In addition, a large part of these
dependencies is essentially “artificial” and would, through a likely lenghty calculation, cancel, as their only purpose
is to obtain the component representation of the vectors and matrices in this particular coordinate system, which
does not affect these quantities themselves.
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Fixing €; in terms of the given strain still leaves open the definition of the €, in terms of the
given average normal strain components €,. As a first condition, one can impose that €, should
be given by the weighted average of the phase-specific normal strains,

n=h'(})e, + h* ()€, (7.106)

As a second condition, one can either, as in [64], directly impose the continuity condition o), =

0',21 = o, or, in a manner which underlines some of the similarities with the chemical model from

Section 7.1, instead rely on an energetic argument in combination with the constraint (7.106).
In fact, augmenting this constraint in the Lagrange function

L(eh, €2 €t,00) = fL(€h, €n,€)h (9) + f2 (€2, € )n*(¢) — - (R (d) e +h*(B)eL —€n) (7.107)

and using the symmetry of C%, it is easily seen that the minimizers €, and €2 for the problem
. 1.1 1 2( 2 2
,€t)h + ,€t)h
(et (D) ehrh (@)emen U (e e (0) + (€ e’ (9)}
are characterized by
aL (03 « (0 ~ « ~
Des = h (qb)(C,m(en - en) +Cnt(et - & ) - O'n) =0, «a=1,2,
and thus that, whenever h®(¢) > 0, the decomposition of the strains with the minimal energy is

T
characterized by the equality of the phase-specific normal stresses o, = ( Onm  Omt ) .

-1
As in [64], and with the abbreviation™ 85, = (C5,,) , one can then first solve for (e, €2) in
terms of the (yet unknown) o, as € = €, + Sfm(an -Coy(er - é‘t)‘)) and then determine oy,
from the constraint (7.106) through
2 2

5o~ 3 (ez+s::n(an—czt(et—eﬁ))ha(@ée

to be given by
= ( Z_:lsi’inh“(cb))_l(e —&n(0) + Z SpnCons(€t —é?)h”‘(qb)) (7.108)

with €n(9) := X1 €,07(0).
Reinserting this normal stress into the expressions for the € and combining these with the
material law then shows that the tangential stress is, as the weighted average of the o, given

by
2
or=, ( fnSfm(an S (A éf)) +Coy(e - é‘t’))ha(@
22: CinSrnh®())on 22) (Co: - ConSnunCant ) (e - €807 (0)
2 2 . 1
;casznhw)( > 52,1%(9)) (en—en(9)) (7.109)
+ 22: ( tt ~CinSnn nt)(et—é?)ha(¢)

a=1

(3 St (@))( 3 820 () Y StuCuler-)(0)

"OEven though this notation is somewhat inconsistent as C%,, is in fact the m —n-subblock of C%, whereas 8%,
is not the n — n-subblock of 8%, it will nevertheless be used here as it significantly shortens the notation and
there is no actual risk of confusing the meaning here as 8 itself is never used.
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Using the same abbreviations
Tnn == Zi:l Sféznha(gb)v Tﬂt = Zi:l SanZthQ(¢)v
Tin = 021 ConSanh (), Tu =0 (€ - ConSanCac)h2(9),  (7.110)
X = 5he (€5 + SanCo@)h(0), Ko = T30 (Cf — ConSanCint )

as in [64], it is easy to see that these stresses correspond precisely to the expressions

Tn = T ron(€n + Tnt€s — Xn) (7.111)

and
- - - N | - N - -
0t =TtnOn+T € —Xg = _TtnTnn(en + T nt€s — Xn) + T 1€ — Xy (7.112)

given there. In the form above, the calculation of the effective stress therefore consists in the
following four-step procedure:

~vU

1. transform the given strain €’ and eigenstrains (e )a to the B-coordinate system;

2. transform the stiffness-tensor C to the B-coordinate system and calculate the submatrices
in Equation (7.110);

3. calculate the stresses o as in equations (7.111) and (7.112);

4. retransform o to the standard coordinate system.

Retransformation of the Mechanical Model to the Original Coordinate System

Even though this is a theoretically pleasing description, it involves (as indicated above) a quite
notable overhead due to the heavy use of the components of the various tensors in the transformed
coordinate system. For actual computational purposes, it is thus useful to reexpress this model
based on quantities in the original coordinate system only. Besides the computational point of
view, this retransformation is also instructive in its own right, as it relates various operations
expressed in term of a - as well as for the model in [74] to be discussed below - with the more
transparent “direct” calculations in the aligned coordinate-system 5.

For this it is more convenient to take the expression for o, in Equation (7.108) instead of
Equation (7.111) as a starting point. Artificially expanding €,, — &, (¢) as ¥2_, (en—€n)h () =
2 SonCo(€n —En)h*(9), 04 can firstly be rewritten as

o= Zzsinh’l(qb))_l is;ﬁn(c;ﬁn(en - &)+ Coylen—€0))h7(9), (7.113)

where the term in the latter parenthesis is precisely the normal phase-specific stress component
corresponding to the Voigt-Taylor model, i.e. denoting these stresses by

a._ pa _ s« a _ s«
X, = Cnn(en en) + Cnt(et €; ),
one has

2 1 2
on=( 2 Snnh™ () X SnaZah®(9). (7.114)
a=1 a=1

Based upon the middle expression for o,

2 2
o1 = (X ConSanh®(9))on + X (€l = CinSnCi ) (€0 - &)1 (0)
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in Equation (7.109) (or from the first one in (7.112) and the definitions in Equation (7.110)),
one can derive an expression of similar nature for the tangential stress components. Adding and
subtracting ¥.2_, Cy. (€2 —€2), the second term (corresponding to T ¢+€: — X in the notation of
[64]) can be expanded to

2 2
Y (Corler &)+ Conlen - &) )17 (@) = X0 Con((en - &) + ShnCrelec &) J1°()
2 2
= % (Chle &) + Conlen — ) )17 () = X0 ClaSin(Conlen ~ 1) + Crer = &) )1 (4).
The term in the last parenthesis is just X, whereas the first one is nothing but the tangential
component of the stress predicted by the Voigt-Talyor model, i.e. with the analogous abbrevia-

tion 37 := Cgy (e — €7 ) + Cy (€2 — &) as for the normal components, one has

_ 2
T er€s — Xt = Z (2? _C?ns'?znzfi)ha(gb)'

a=1

The prefactors Cg,, S, in the last sum are the same as the ones appearing in the prefactor of

T tnOn, allowing to summarize the formula for the tangential stress components to

2 2
o= 3 SE(6) + Y. ConSan(n - RE)A(S), (7.115)
a=1 a=1

i.e. a first Voigt-Taylor-type contribution corrected by a term based on the differences of the
real normal stress from the one predicted by the Voigt-Taylor model.

Remark 134. Even though this may not seem particularly convenient at this point, one can also
artifically rewrite o, in a similar form. In fact, simply expanding expressions by making use of
Y2 _ h%(¢) =1 and C%, 8%, =1I, one has

2 2 2 2
On= S0h*(@)+ > (n-Sn)h*(¢) = 3. O (¢)+ Y. CornSenn(0n -0 )h*(¢). (7.116)
a=1 a=1 a=1 a=1

This obviously does not actually contain any additional information (and in particular does not
allow for the determination of o, itself, for which one has to rely on Equation (7.114)), but
shows that both the tangential and normal stress components can be expressed in a common
form once the actual normal stress o, is known, namely a Voigt-Taylor-type prediction together
with a correction based on the 8, (0, — 25 ), @ =1,2 and Cg,, resp. Can,,. o

Despite of the relative simplicity of the formulae for o, and o; when expressed in terms
of the auxiliary quantities Ef:/t, both equations (7.114) and (7.115) still rely heavily upon the
transformed quantities (and in particular the transformed stiffness-tensors Cg) in the B-system.
A large part of this dependence can in fact be eliminated in a straightforward manner though
as a closer look at the interplay between the extraction of the normal components and the
transformation matrices will reveal.

A convenient starting point here are the C.., -matrices, which, by Equation (7.105), are

determined by

1 0 1 0
o« (1 0 0),a (1 00 o\ A T
Cnn‘(o 0 1)CB 8(1) ‘(0 0 1)(M"(C)Ma) 8(1)

Making use of

10 0\, _ nZ  nl 2n,my [ e my ny 0 ny
0 0 1 c Ngty  Nyty Nty +Nyty tr  ty 0 ny ny
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and similarly

1 0 ng 0
MIfo o= 0 n |Q"
0 1 Ny Ny
this can also be rewritten as
n 0 n e 0
a T Y v\ T
Ny Ny

Adopting the same notation B resp. B” as in [74] (not to be confused with the caligraphic
indicator B of the basis),

[ nz 0 mny
B._( 0 n, n, ), (7.117)

these relations can be written more succinctly as

10
((1) 8 ?)MG:QB, MZIl 0o 0 |=B"Q" and c2,=QB(c")"BTQ". (7.118)
0 1

Remark 135. Tt is easy to verify that B(C”)aBT corresponds, in non-Voigt notation, to the
matrix - C% - n. In addition, while the use of B is convenient for notational purposes, this
matrix need not actually be constructed in practice. Instead, it is both more “readable” and
more efficient to evaluate the resulting expressions directly (i.e. the first entry of C'B” simply
corresponds to C***¥n, + C**™n, in 2D resp. C****n, + C**Yn, + C****n, in 3-D, which is
easily translated to Voigt-notation). 3

Remark 136. The role of the outer factors @ and Q" here is precisely the same as in [64],
namely to transform the inner quantity from the Cartesian coordinate system to the system
B. In contrast to the original procedure of first transforming the fourth-order tensors (C”)a in
Voigt-notation using M, and M ;1 =M Z and then extracting the normal subblocks, the major
advantage of first contracting C% with n from the left and right (resp. left-right-multiplying
(C”)a with B and BT) is that n - C%-n is a “standard” second-order tensor, which, even
though it is symmetric, is not subject to the pitfalls of the Voigt-notation. In particular, it
transforms based on the standard rules using Q and Q7 instead of the more complex original

transformation. Being composed of the orthonormal vectors n and ¢, it is also clear that @Q is
unitary, i.e. satisfies QQT=Q"Q-=1. 3
With the outer matrices in the expression for C,,,, being inverses of each other, this leads to

the alternative expression

o -1
Snn=Q(B(c")'B") Q" (7.119)
for 85, and thus o, from Equation (7.114) can, making use of Q7 Q =1, be rewritten as

2 v\* T = g v\ T 1 Ty
on=Q( Y (B(C")"B") h(¢)) ¥ (B(c)"B") Q"=nh (o).

a=1 a=1
While the prefactor itself does not now make explicit use of the transformed stiffess-tensors Cj,
the evaluation of the X7 itself still does. In accordance with the physical meaning of X% it is

not surprising that one is also able to reexpress X, based on simple quantities from the original
coordinate system. In fact, from the original expression ,, = Cor,, (€5 — €0 ) + Cony(€r — &), the
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definitions of €, — €, and €; — €; and again making use of Equation (7.118) together with (7.105),
3, may be rewritten as

-|@B(c") M,

)5 e
+|@B(c)" ( (0 1 0)M(e"-(e")")).

By extracting both the common pre- and postfactors QB(C”)QMZ and Me(e” - (E”)a) and
since the sum of the two inner dyads is clearly the (3 x 3) identity matrix, this simplifies first to
=QB(C")"MIIM (e - (€")") and then, with MJ = M, to

-QB(c") ("~ (")) = @B(z")" (7.120)

with (E”)a = (C”)a(e”—(é”)a). Reinserting this into the expression for o, and again cancelling
Q" and Q, one finally has

:Q(i(B(C”)QBT)_lh“(qb)) Zz(B(C”)“BT) B(=")"h(¢), (7.121)

i.e. an expression which, except for the appearence of the Q-prefactor in front, is entirely based
upon non-transformed quantities.

Remark 137. Instead of interpreting o, as the sub-vector of normal entries of the stress-tensor
in Voigt-notation, one can also interpret it as the components of the normal stress o - n in the

system B. In fact, as
O \ [ M-o-mn | _ '
(0 )-(hg ) et

it is clear that the role of @ (being composed row-wise of the two orthonormal vectors n and ¢)
in Equation (7.121) is simply to “read out” the coordinates of o -m in the basis formed by (n,t).
Applying QT from the left (i.e. evaluating o,,n + oy, t), it follows that the actual normal stress
is given by

2

on ( 5 (B(cv)aBT)’lha(@)_ > (B(cv)”‘BT)‘lB(z”)ah“(qb)

o=l (7.122)
g

where X% = C*: (e - éo‘) and can in particular be evaluated completely without any reference
to the transformed system B. o

(n-Ca-n)flh“(cé)) Z:(ncan) -(Ea-n)h“(@

Q
M B

a=1

Remark 138. While it is tempting, based on the role of @ and QT, to directly try to retransform
Equation (7.121) back into the corresponding part of the stress in the standard coordinate
system, this is not as straightforward as one might expect at first sight. In fact, all that would
be required in order to do so would be to * remsert” the entries of o, into the full vector oz and

then, as the inverse of M, is given by M, T apply M from the left. In matrix-vector form,
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this corresponds to applying

1 0 ni tfc 2n,t, 1 0 ni 2n,t,
MIlo o= n2 & 2n,t, 00 |=[ n 2n,t,
0 1 NgNy  taly Ngly +Nyty 0 1 NgNy  Ngty + Nyty (7.123)
B T(L)I 1”? ng 2ty \ T(L)m T? ng g 10
- 1 1 v ny 2ty B 1 1 Y ny ty O 2
2Ny M 2My M

to the expression for o,. Even though the middle matrix is just Q”, there is an additional
“weighting” by the right-most matrix which prohibits cancelling QT and the left-most factor Q
in Equation (7.121).

One might expect at first sight that the factors 2 in the right-most matrix and the %—prefactors
in the left-most matrix are due to the Voigt-representation, but this is actually not the case (note
that the transformation above is between two stress-type quantities). In fact (by the previous
remark) o, in Equation (7.121) corresponds to the correct components of the normal traction
vector o, expressed in the B-system, and retransforming this vector back to the Cartesian sys-
tem could therefore indeed be done by applying Q7 from the left. Interpreted as the components
of a symmetric second-order tensor written in Voigt-notation, the transformation is somewhat
different though, a point which will be discussed in a little more detail in Remarks 140 and 141
below. 3

Using this expression for o,, one can now evaluate the tangential stress components o in
Equation (7.115). On the one hand, arguing analogously as for X, in Equation (7.120), it is

easy to verify that X7 = ( 01 0 )MG(E”)Q. On the other hand, combining the expression
for Cy,, from Equation (7.105) with the definition of Cyz and using (7.118), one has

e.=(0 1 0)M,(c")*'BQ".

and thus with Equation (7.119)
@82, =(0 1 0 )Ma(cv)aB(B(cv)"‘BT)_lQT.

Inserting these expressions into the formula (7.115) for o, one obtains
2 2
ot = Z E?ha(d)) + Z C?’n ?Ln(an - XZ)hQ(d))
a=1 a=1

=(0 1 0)M, (g(zv)ah"(¢)+ i (cv)”‘B(B(C”)aBT)1QT(an—E%)hQ(¢))-

a=1

By the previous Remark 138, QT(O'n - EZ) is nothing but o -n - X% -n, i.e. an expression
which can be evaluated fully without recourse to the system B. As the other terms in the last
factor do not rely on B either, the only remaining fragment of the transformation consists in the
prefactor ( 0 1 0 )M o, whose role is simply reading out the tt-component of the expression
on the right™!.

It turns out that, with respect to the construction of the actual stress o, this is now completely

"1 This is clear by construction, but can also be verified directly. In fact,

(0 1 0)Mo=(1t] t 2ty )=(te ty)(tg t?, . )

It is, as for B, easily verified that the pre-multiplication of a stress-type tensor 6" in Voigt-notation by second
factor simply corresponds to the evaluation of & -t. Further applying ( te ty ) then leads tot-6 -t = 6.
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superfluous as the right factor in fact already represents the (full) correct stress. Eliminating
oy and X, (recall that these quantities are still based upon the system B) with o, = QBo”
(see Remark 137 and recall that a multiplication by B in Voigt-notation corresponds to the
multiplication by n) and X, = QB (Z]v)a7 one therefore has the formula

ol = i(z”)“h“(@ + i (cv)"‘B(B(cv)aBT)_l((a.n) -B(=)n(4),  (7.124)

a=1
resp., in non-Voigt notation,

-1

2 2
7= 2 B9)+ 3 (€ m): (n-c*n) ((0-2)-n)h(), (7.125)

a=1

with the normal traction vector o -n given by Equation (7.122).

That this is true for the tangential part of the stress is clear from the above. For the normal
part, this can either be seen from the “artificial” reexpression of o, in Equation (7.116) and
inserting the expressions for C,.,, and 8., or, more succinctly, by verifying that the expression
(7.124) reproduces the correct remaining two (normal) components of the stress. This is easily
seen to be the case, as extracting the normal componts in the B-system corresponds, by Equation
(7.118), to a premultiplication by @B, from which one obtains

2 [ 2 [ [eY -1 [}
QBo'=QBY (=°)"h%(¢)+ Y, @B(c")"B(B(c")"B") ((o-n)-B(3")")h* ().
a=1 a=1
As B (C”)aB and its inverse cancel in the second term, this leaves

QBo" - ZlczB(z”)’lh“(o:) + 2 Q((e-n) - B(2")")h(¢) = 2 Qo m)h*(9) = Q(o ).

According to Remark 137, Q(o - n) = o, from which it follows that Equation (7.124) (resp.
Equation (7.125)) reproduces the correct values of all three entries of o} in the B-system, and
therefore also, after a retransformation to the original system, of o”.

Remark 139. Note that the expressions (7.124) and (7.125) are now entirely based upon quanti-
ties in the non-transformed system. While this is of course still the same model, it has the major
advantage of avoiding the construction and repeated application of the transformation matrices
M, and M (resp. their transposes). Besides a reduction in computational cost and complex-
ity, this in particular also avoids the construction of a (resp. two in 3D) tangential vector. This
is particularly helpful when trying to evaluate gée(;, as this contribution now only enters (in an
explicit form) in terms of n, instead of in a quite implicit form through both the normal and the
tangent vector(s) in the original formulation. o

Remark 140. As seen above, the expressions in equations (7.124) resp. (7.125) - a priori only
necessary for the tangential part of the stress-tensor, as the normal stresses are already known -
allow reconstructing the full stress tensor without an explicit separate treatment of the normal
and tangential components. It is nevertheless interesting to understand the meaning of the
stress-tensor (resp. vector in Voigt-notation) obtained by retransforming the expressions for o,
in Equations (7.120) resp. (7.121) as indicated in Remark 138.

The central observation here is that the combined operation of reinserting the normal stress-
components into o} and then retransforming this vector can also be rewritten as

2
1 0 n, 2ngty
o, = MZ 0 0 |opn=0nn nz + Ot 2nyt, ,
0 1 NgNy Nty +Nyly
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corresponding to the Voigt-representation of 6, M+ TN QL+ 0t ®n, i.e. the symmetric
second-order tensor with the same normal components as o, and a vanishing tangential one.
From this, it is then also clear that extracting the normal components from o, (in contrast to
o, which is a full tensor in Voigt-notation in the standard coordinate system) and reinserting
them in the same manner will again lead to the same tensor o,,. This implies that, given any
symmetric second-oder tress-type tensor o (in Voigt-notation), the matrix

v, _ T
Ng=Mc| 0 0 [, o 4

10(100
0 1

1 00
)M,:MZOOOMC,
0 0 1

describing this combined operation corresponds to a projection operator onto the “normal sub-
space” of the stress-type tensors, while the matrix

00 0
T =I-N>=M'IM,-N"=M"{ 0 1 0 |M,
00 0

corresponds to the projection operator onto the “tangent subspace” of the stress-type tensors’?.

The stress obtained by retransforming o, as above is therefore simply the “minimal” one with
the prescribed normal component o - n. o

Besides the calculation rule for o, both the driving force calculation and dealing with more
complex models - such as visco-elastic or plastic settings - will also require access to the phase-
specific strains and stresses. Their calculation is again straightforward in the B-system as, by
assumption, the tangential ones are all equal to the average ones, €; = €;, while the normal ones
can be recovered based upon

o0n=Con(en—en)+Co(er—€) =Canl(en —€n) +Cop(en —€n) +Coy(er — &)
and thus
€n—€n=Snn(on-Coile-&) - Conlen—€3)) = Spn(on - 25). (7.126)

Combined with the equality of the tangential stresses, €y — €; = 0, one therefore has, in the
B-system (again using Equation (7.118)),

10 10 .
ef-es=| 0 0 |Snu(on-30)=| 0 0 |Q(B(c")"B") 1(QTan—B(2”)a).
0 1 0 1

In contrast to the recovery of the normal stresses in the original coordinate system, the recovery
of this purely normal jump in the strains results in a simple formula. In fact, using M ;1 =M Z;

1 0 0 0 0 O
"20ne way to see this is by realizing that the inner matrices ( 0O 0 O ) and ( 0 1 0 ) in the definitions
0 0 1 0 0 O

of NY and T are clearly the corresponding projectors in the B-system with the M- and M7 -matrices just
transforming to and back from that system.

Alternatively, it can be verified in a more explicit but also more tedious manner in the original system. A quite
useful property in this respect is that, as one can verify making use of the orthogonality properties of n and ¢,

10
BMT| 0o o0 |=qQ7,
0 1

which in particular ensures that, in combination with Equation (7.118), BNg = QTQB = B, and thus the
equality of the normal stress vectors Bo” and BN g o before and after the projection.
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1 0

and combining MZ 0 0 |=BTQ" (see Equation (7.118)) with Q'Q=Iand Q'v, =0-n,
0 1

the retransformation leads to

()" —¢" = B"(B(c")"B") ((o-n) - B(=")"). (7.127)
Defining
a” = (B(C”)QBT)_l((J ‘) - B(E”)a) resp. a®:=(n-C” -n)_l : ((0' -3°) n) (7.128)

this can also, in a form coinciding with the jump vector based formulation outlined above, be
written as

ng 0 AypNy
( v)o‘ v _ pT  _ _
€) -€"=Ba=| 0 ny |a= ayny , (7.129)
Ny Mg gy + AyNg

with is easily recognized as the Voigt-representation of the strain-type (i.e. with the shear
components doubled) tensor €* — € = (ao‘ ® n)s.

Unlike for the strains, the recovery of the phase-specific stresses is most easily done along the
same lines as for the total stress. Starting again in the B-system, the normal stress components
are given by o = on,, whereas the tangential ones can either be obtained directly from the
phase-specific strains calculated above, or, more in line with the previous calculations, through

oy :C?n(ef‘l - éf‘b) + Cf‘t(et - éf) = C;"n(en - E%) +C§‘t(et - é?) +C§‘n(ef§ - en)
=2y +Co (€2 —€n) =37 + €L S (o0 - 52).

The equality of = o, can again, similar to its phase-averaged version in Equation (7.116),
artificially be expanded to o = X, +Cor, Sy (075, — iy ). Based on this common representation
of the full stress tensor, the same arguments as for the retransformation of o5 can be applied,

thus allowing to express the entire phase-specific stress tensor in the original system through
o :EO‘+(Ca-n)~(n-Ca~n)_1((a—E°‘)-n). (7.130)

Remark 141. In relation with Remark 138, it should be noted that the quite straightforward
retransformation of the normal strain-jumps in contrast to the more difficult “retransformation”
of the normal stress components is due to the interplay of the additional factor 2 on the shear-
components in the Voigt-representation of the strain-type tensors in combination with Equation
(7.103). In fact, as the strain-jump and the “extension by zero” ( (;"ZL ggt ) of the normal
n

stress have the same structure, it is clear that this extension could also be written in terms
of a symmetrized dyad (b ® n)gs with some vector b. By Equation (7.103), this vector b is
given by b= (0,n,20,¢)T (this multiplication of the shear-component by 2 being the role of the
rightmost-matrix in Equation (7.123)). The middle factor Q7 then simply serves to retransform
this vector back to the normal coordinate system. Finally, the left-most matrix - corresponding
to the B-matrix with the “shear-entries halved” - is the Voigt-representation of a symmetrized
dyad with n for stress-type tensors in Voigt notation, i.e. one where the shear-components are
not stored in doubled form.

That the retransformation of the normal strain jump is so easily expressed in term of B” and
QT is therefore somewhat fortuitous. On the one hand, given that the shear-components of the
strain are stored in doubled form, the 2-factor in the calculation of the jump-vector a according
to Equation (7.103) is already included. On the other hand, storing the symmetrized dyad
(a ® n)s with doubled shear-components cancels the %—prefactor in the left-most matrix in

Equation (7.123), leading to B”. o
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Remark 142. From an implementation point of view, at least in the current setting, the (obviously
equivalent) alternative expression

zi(za (Con)(ncon) " (Zm) )h( ¢)+(§( n) () () ) (om) (7131

for the stress is in principle more convenient than the one in Equation (7.125). The advantage of
this form in combination with the expression (repeated from Equation (7.122) for convenience)

-1

(S ey @) e )

for the normal stress is that the first term contains only initially known quantities, whereas the
second part consist out of a single correction operation based on an averaged C*-n-combination
in the end once o -n has been calculated. In addition, all phase-specific quantities required
for both calculating o - as well as the correction are essentially the same as the ones already
required for the evaluation of the first term. It is therefore not necessary to evalute these two
times - once for the determination of o-n and then for the evaluation of o itself once the normal
stress is known - as one can simply accumulate the required quantities while running over the
phases in the evaluation of the 2% - (C*-n) - (n-C* -n)71 (=%-n).
For more complex models where one requires access to the phase-specific stresses and/or strains
for the stress-calculation itself (such as for visco-elastic or plastic problems), an obvious alterna-
tive to both equations (7.125) and (7.131) is to simply calculate the total stress as the average
of the phase-specific ones (presumably already calculated based upon e.g. Equation (7.130)),
o =3, ().

o
Remark 143. In either case, it should be kept in mind that regardless of the particular formula-
tion and implementation used, the jump-condition based models are fairly expensive to evaluate
within the interface region (this being even more problematic for potential multiphase exten-
sions). Whenever - such as in many implicit or linearized schemes - a larger amount of evaluations
of stress-increments have to be performed based on fixed phasefield values (an potentially other
parameters), it may be significantly cheaper from a computational point of view to precalculate
the “effective” or algorithmically consistent stiffness, linking the increments in the total stress to
those of the total strain. For the linearly elastic case above, it is straightforward to verify that,
given fixed eigenstrains €%, an increment in the average strain € leads to the increment

-1 -1 N -1

§(o-m)= ( Z (n-C%-n) ho‘(¢)) ( > (n-C*n) -(n-Co‘)ho‘(¢)) 1 0€

a=1 a=1

Combined with the increments §X¢ = C*:§e for the Voigt-Taylor stress prediction, it then follows
from Equation (7.125) that the increment in the effective stress do is related to the one in the
total strain by do = C.yry:d€ with C.yy given by

:ilc% (c” .n).(n.ca.n)-l
(B o) (G e ) me)

B=1 B=1
(7.132)

o
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As a final step, it remains to derive an expression for the driving force in the original coor-
dinate system. The simplest way of doing so is simply reusing the expression

9 3 2 6h 2 1 6h’8
a5 (1) 5 4k 28 e 2D -on 1)

B=1

derived in [64]. The first part ffl can directly be reexpressed (the transformation matrices for the
strains and the stiffness tensor simply cancel) using either the expressions for (e”)a in Equation
(7.127) together with the original stiffness-tensor, or by combining the expression for €* with
the one for the phase-specific stresses (o-“)a from Equation (7.130).

Due to its particular form, the additional contribution by the normal stress can also easily be
rewritten in terms of quantities in the original system. In fact, firstly using

2 on? 2 onP 2 ahﬂ
/3 _ . B
Lon ey = Lon (enmen) 5o tomen ), 50
=0

and combining this with o, = QBo" and the expression (7.126) for the phase-specific strains
and the definition X, = QB(E”)Q leads to

on- € =QBo’ -8 QB(O'” - 2?‘1) = Bo"- QTSmeB(a” - EO‘).

-1
The Q-factors cancel with the ones in the expression 87 = Q(B (C”)'BBT) Q" from Equation
(7.119) though, thus leaving

8fel _ 2 B8 _ CAW o\B T o 6}1,6

i _ﬁz:jl(fel (Bo")-(B(c*) B"B(o" - %)) 55 (7.133)
or, in non-Voigt notation,

Ofa & o on?

6¢l :Bzﬂ(fj—(a n)- (n ch. n)- ((U—E )n)a—¢ (7.134)

Remark 144. Note that, with the definition (7.128) of a®, these expressions can also be rewritten
in the more pleasant form

2 B 2 B
afel Z::( -(Bo")-a )88}; resp. (9fez Z::( —(0'~n)-a°‘)aai¢. (7.135)

With Bo?-a® = oV - (BTa®) (resp. (0-n)-a*=0:(n® a)S using the symmetry of o)™, it
follows that yet another form of the driving force is given by

Ofa &, o oh”
96 = 3 (fi-slamon) )50

(7.136)

which, as (aa ®n) =€*-€and Za 10 e — o’:e( 72 ﬁ) =0, can finally also be replaced

s 9¢ o=l 94
by
8fel 2 @ @ oh®
= o — O €Y | ——. 7.137
96~ & (Ao )5 (7457

(o

73 As in Equation (7.129), BT a® is precisely the Voigt-represenation of the (strain-type) tensor (a ® n)g.
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Remark 145. Tt is also possible to directly derive the (same) driving force directly based upon

expression in the original coordinate system only. In fact, from o¢ gf one has

Ofa 0 & oh® oy O€® — & E)h“ e — &*
= — f fa7+ca. —&Y): fa o he.
o 09 o;l azl (=€) o (121 o
(7.138)
As neither €* nor € depend on ¢ and €* - € = (aa ® n) and o® is symmetric, the second

S
contribution can be rewritten as

(0%

2 o 0€*—€ a_Q o (0a” a_2 o da®
;0' : 9 h —ZO’ ( )Sh —(;(o' ~n)-6¢ah.

a=1 ¢(¥
By construction, ® -n = o - n, such that it only remains to evaluate 22-. By Equation (7.128),
if further follows that 5 a( )
a® -1 o-n
=(n-Cc%. .
éhﬁa (7l 7L) é)¢
and thus that
2, Oe“—€ 2 o 1,0\ O(o-m)
Zla ol :(a.n)(a;(n.c ‘n) h%)- o (7.139)

From Equation (7.122), one has

3(0‘ n) oh®

(zz_:(n co- )lh"‘)_ i(n.ca.n)_l.(ga,n)%

a=

(oG eem ) ) e @

where the derivative in the second term can be evaluated as

—( 22: (n-Ca-n)fth)il-( 22: (n-c*n)” 168h¢ ) ( Zi: (n-Cc®* n) 1ha)71 ~§:(n~ca ~n)71 (= n)h*.

a=1 a=1

[

=o'n

Reinserting this expression into the derivative of o - n then leads to

5(g¢n) :(o‘z:(nlca.n)_lha)_l'é(n-co‘.n)_l.(Ea_n)a;(;

-1 oh®

:(;(n.ca.n)‘lha)_l_ ) (n.CO‘.n) .((Ea. ) (o- n)) 96

Recognizing that the summands in the second sum correspond to a®, this further simplifies to

Q
»—-Mw

d(o-n) 2 o o\~ 8h°‘
5 :—(;(n-c n) h ) Z (7.140)
and finally, combined with Equation (7.138) and (7.139), to
afel 2 3h“ 2 o 1oy 0c-n) &/, oy Oh?
2 (an)(;(nc ‘n) h)~ 9 —;(f —(a-n)~a)8¢.
This is precisely the same expression as the second one in Equation (7.135). 3
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In contrast to the (correct) derivative with respect to ¢, there is no expression for the deriva-
tive with respect to V¢ in [64], as the paper (falsely) claims that this derivative vanishes. In
addition, given that the transformation matrices M, and M. depend in an intricate fashion
on the normal and (in particular in the three-dimensional case) how the tangent vector(s) are
constructed based upon n, performing this derivative based upon the formulation in [64] is likely
to be a very arduous task. In contrast, it is straightforward based upon the reformulation above
and runs essentially along the same lines - but actually in a simpler form - as the derivation of
the expression for 9fet in the previous remark.

0
Again starting from fo = Y2_, %(ea - Ea) :CY: (eo‘ - Eo‘)ho‘(qﬁ), a differentiation w.r.t. n leads to

afel_ 2 a,a(ea_éa) a _ 2 . 0 « @
on _Zo- P h —az::la' .8—n(a ®n)sh

a=1

since, similar to above, a(e;;ga) = 8(580;;5) as both €* and e are independent of m. By the

symmetry of o, this can be simplified to

Ofa & o oa® o o 0 < OJa o _avlia
o= 2 (o0 m) G (o at) SR = 3 ((om) - (o a) i

a=1

where use was made of the equality of the phase-specific normal stresses with the total one. As
2 9(Z3.,a%h)
a=1 on ’
and since Y2_, a®h® = 07, actually drops out, leaving the very simple expression

o-n does not depend on «, the first contribution can be summarized to (0'~n)~Z

% = ZQ: (aa~ao‘)ho‘ (7.141)

a=1

Ofer

on

Remark 146. An analogous calculation to the one above could also be performed in the three-
dimensional case. The only major difference to the two-dimensional one is the larger dimension-
ality of the vectors and subvectors as the Voigt-representation then consists of six-dimensional
vectors and both the normal and tangential components are made up of three entries. For
example, the M ,-matrix for performing the transformation to the B-system becomes [64]

for

ni ngl ni 2nyn, 2N, 2nzny
t2 tg t2 2,t, 2t 2,1,
2 2
M, - 52 Sy s 2sy5; 28,8, ENES

teSz  tySy 128, TyS,+1.8y tpS, +1.8, typSy +1ySe
NgSy  MySy MNzSz MNySy +NySy NgSy+NySy MNgSy+NySy
Ngte Nyty Nty nyt, +nty  ngt, +nzty  ngty +ngyty

With this transformation matrix, reading out the normal components in the B-system (in the
order (G, Ont,0ns)T) is represented by the combined matrix

2 ’Il2 Tl2

1 0 0 0 0 O n; v Z 2nyn, 2n,n, 2nzny
00 0 0 0 1 |Ms=| nate nyty n.t, nyt,+nyty ngt, +n.ts  Ngty +nyty
0 0 0 0 1 O

NgSy MNySy MNzS8; MNyS, +Ny8y NgS, +N:8; NgpSy +NySy

Ng Ny Ny ng 0 0 0 mn, ny
=| tz ty 1 0 ny, 0 mn, 0 ng |
S5z Sy S 0 0 n, ny n, O
=Q =B

74This can be verified “manually” based on Equation (7.128) combined with the definition of o - n, but is also
easily seen from the imposed averaging relation 0 = 23:1 €e“h™ —€= Zi:l (ea - e)h"‘ = Zi:l a“h®.
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where @ is again a unitary matrix corresponding to the transformation of “standard” vectors,
and B encodes the multiplication of a Voigt-type quantity with n. Adjusting the remaining
formulae above making explicit use of the two-dimensional nature in an analogous manner, one
can then verify that the rest of the calculation can be performed along exactly the same lines,
just requiring more “bulky” matrices. o

Comparison with the Model by Durga et al. [24]

As already indicated in Section 7.2.2, Durga el al. propose a slightly different model in [24]
(generalizing their previous work [23]). The formulation is in fact a priori very similar to the
one in [64] in the sense that both approaches rely upon a transformation into a coordinate
system where the normal vector n corresponds to the first unit vector e; and that, within
this transformed system and using the notation from [64], one assumes o = o, €7 = € and
oy =Cq (ex—€n)+Co (e —€7)™. In contrast to the model in [64], the (common) normal stress
is a priori not (but see the discussion below) calculated from o = Co . (€2 — &) + Cony(€r — €7),
but instead simply assumed to be equal to the corresponding components of the one calculated
using the Reuss-Sachs model. In non-Voigt notation, one therefore has

oon=ops = (( is“h“(d)))_l (e~ iléo‘ha(ﬁb))) ‘n.

In order to complete the model, it remains to specify a rule for determining the normal strains €.
This is achieved here - in line with the argument underlying the Reuss-Sachs model - by defining
€% to be given by the normal components of S*:0%, i.c. €5 €, = (Sa)nna'n+ (So‘)nta'?, where
o is the (full) stress reconstructed based upon the normal components from the Reuss-Sachs
model and o§ based upon the phase-specific material law”S. Combined with the expression for
oy in terms of € leads to

en -0 = (5, on+(8%),,(Conlen-&0) + Ciilee &),
resp.
(1-(8%),.,Con ) (€0~ &%) = (8),,,,0n + (S%),,,Coe (e - &) (7.142)

and thus to an equation which can be solved for € — €* given the prescribed normal stress and
tangential strains.

This equality can actually be modified into a more instructive form as S and C* are inverses
(in Voigt notation) of each other, i.e. one has

(500 (0 ) (G G )= (S Gin (S ()Gl ) (1 0)
(s sy U el cll (5omcin + (8Tt (57 fomch, + (s)es, o 1)

From the upper-left block of this equality, one has I - (Sa)nt tn = (So‘)nnca while the upper-

nn’
right block shows that (S“)nlt o = —(Sa)nnczt. Inserting these expressions into Equation
(7.142), the phase-specific normal strains can alternatively be characterized by

(So‘)nncfin(ez - E;Xz) = (So‘)nnd'n - (Sa)nnczt(et - ég),
and thus, (So‘)nn being invertible as a diagonal subblock of a positive definite matrix, in fact

0n=Con(€n—€n) +Coy(er—€7). (7.143)

75In the Voigt-index based notation of the appendix A in [24], the normal and tangential stress components
are given by o, = (01, 05, 06)” and o¢ = (02, 03, 04)T (and similarly for the strains).

76Note the difference in notation here with (8%)nn designating the actual n — n-subblock of 8¢, in contrast
with 8%, defined above.
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From this, it is obvious that the only difference between the model in [24] and the one
discussed above” is that in the former, the normal stresses are prescribed directly based on the
Reuss-Sachs/Steinbach-Apel scheme, whereas in the latter case, o, is obtained by enforcing the
averaging condition

! 2 2 -1
en = X nh™(9) = 3 (Chn)” (o = Cr(er = &))" (9)
based upon Equation (7.143).
In contrast to the model by [64], the model in [24] therefore does not generally satisfy the natural
relation Y2_, €2h®(¢) = €, unless the normal stresses in e.g. Equation (7.108) or Equation
(7.122) happen to coincide with™ o rs - n.

Remark 147. As the Reuss-Sachs/Steinbach-Apel model is based on the assumption of (fully)
equal stresses between all phases, it is, as used in [23] and [24], an intuitively much more reason-
able choice for a common normal stress than the one from e.g. the Voigt-Talyor model, which
is based on a completely different assumption. In addition, as shown in these papers, combining
this assumption with the subsequent imposition of common tangential strains does in fact lead
to a marked improvement in comparison with both the Reuss-Sachs- and Voigt-Taylor-model
themselves.

Nevertheless, the stress-prediction by the Reuss-Sachs model is (implicitly) based on phase-
specific strains where the tangential components need not coincide. In combination with Equa-
tion (7.143), the subsequent choice of the phase-specific normal strains based on o g - n can
then be interpreted as adjusting the normal strains such that, now under the different (and more
physical assumption) €f = €; and with the phase-specific material law, one obtains this same
“predicted” normal stress for both phases. Even though this model presents a major step forward
in terms of modeling the stress-strain relationship within a diffuse interface, it does therefore
not achieve the same degree of internal consistency as the model(s) by [51] and [64], where the
calculation of o - n itself is already based on the same assumptions as the evaluation of the final

stresses™. o

Equivalence of the Two-Phase Model to the One by Tschukin

Yet another formulation for the jump-condition based mechanical model is presented by Tschukin
in [74]. As the primary motivations of this alternative formulation to the model in [64] (a
collaboration between, among others, Schneider with Tschukin), Tschukin also mentions the
computational overhead involved in the transformations to the B-system (including the necessity
of generating two tangent vectors instead of relying solely on n) as well as correcting the wrong
claim of the vanishing contribution géﬂé) in the variational derivative.

Even though the description in [74] is in many ways formally similar to the one in [64] in
the sense that it continues to decompose both the strain- and stress-tensor (and similarly the
stiffness tensor) into normal and tangential “components”, the crucial difference is that these are
not defined in terms of a collection of specific entries within the transformed coordinate system
B anymore. Instead, Tschukin defines these quantities in terms of two (forth-order) projection
operators

N=To®+®0I-®0® and T=(I-®)o(I-®) (7.144)

77 As one explicitly assumes €* = €, the averaging condition €; = 2(21:1 e€f'h™ = € is trivially satisfied, and from
Equation (7.143) combined with the analogous (explicit) assumption for the tangential stress, the model also
satisfies the phase-specific material law o® = C*: (e* — €*), from which the total stress is obtained by a weigted
interpolation (trivially reducing to o for the normal components).

78One (quite particular) case where this actually happens is when both materials are taken as isotropic, with
the Lamé-parameters of one phase being chosen as (equal) multiples of those of the other phase, i.e. c?=cct
with C' = AT @ I +2u1 109,

79Note also, that as in [64], the dependence on n is disregarded in the phasefield evolution equation in [23] and
[24].
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onto the normal and tangential components, where ® = n ® n and the “box-product” is defined
by (AoB):C = A-C - B. In terms of these, the normal and tangential components of the
stress- and strain-tensor are defined by

on=N:0, oy:=T:0, and e€,:=N:€ €:=T:e (7.145)

Using 0% = N:0®+T:0% and €* = N:€*+T :€” together with the idempotence and orthogonality
of these projectors, this allows rewriting the normal “part” of the phase-specific material law as

oo :N:ao‘:J\/:Ca:(N:eo‘+7':e“):N:C“:N:e“+N:CO‘:T:e°‘
S(N:CN):(N:€*) + N:C: T (T:e™) = (N:C¥:N): el + N:C¥: T s €.

Proceding similarly with the tangential part and adding, by the same argument, the eigenstrains,
the material behavior can be fully characterized by o® = o5 + o¢ through

o _pa a _ za a a o
o, —Cnn.(en en)+Cnt.(et et)and

7.146

i = (€6 81) + s (e - &), o
where the normal and tangential components of the respective second-order tensors are defined
as in Equation (7.145), and

Con =N:C:N,Coy=N:C*:T,Cq,:=T:C*:N,Cq, =T :C*:T. (7.147)

Remark 148. Note that Equation (7.146) is formally completely identical with the stress-calculation
as it would be performed in the B-system based on the subvectors €5 and €; and subblocks of the
stiffness-tensor defined in (7.105). The interpretation of the varvious quantities is quite different
though, as, due to the use of the projection operators, these quantities are now not, as in [64],
elements of lower-dimensional subspaces, but instead elements of the original full-dimensional
space (but which do of course each actually lie in a lower-dimensional subspace).

While this also induces some technical difficulties, this representation has the advantage of on
the one hand not requiring a basis transformation and on the other hand - as seen from the
definitions of AV and 7 - being constructed based solely on the normal vector n. o

Due to the strong formal similarities, it is possible to closely mimick the calculations in [64]
within this new formulation. The only technical difficulty is that, as in particular C;,,, now has
a non-trivial kernel even in Voigt-notation as it is based upon a pre- and postmultiplication by
a (non-trivial) projector, one cannot rely on actual inverses for systems involving C,.... One
can, as in Tschukin, replace the (non-existent) inverses with respect to the normal subspace by
Moore-Penrose pseudo-inverses though®’. At least in theory, the lack of actual invertibility does
then not cause any significant issues. In particular, using the corresponding pseudo-inverse an
of 512 1 1 2 1 712

Con=h (N :C N +LW (PN :C N =N:C"(¢): N

with the anti-arithmetic average élQ(qb) = h'(¢)C' + h?(¢)C? as in Equation (7.90), he derives
the expression®!

Jet = %(21 (e—&)hi(g) + 2% (e-&)h%(¢) - (B1-%2): 8,2, : (B! - 22)h1(¢)h2(¢)) (7.148)

80Constructed such as to act as the corresponding inverses when restricted to the normal subspace only, these
satisfy in particular ()T() =N as well as (-)Jr:./\/':./\/':(~)Jr = (~)T, (-)1L:'7'='7':(~))r =0, see [74] and the
discussion below.

81Note that, while Tschukin’s starting point is - similarly to the work in [64] - an expression for the elastic
free energy in terms of the “homogeneous” variables o, and €, he then proceeds a somewhat different line as a
preparation to a quite different generalization to the multiphase case from the one in [62]. This will further be
discussed in Section 7.2.4.
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for the elastic free energy density, where X% = C*: (e - Ea), a = 1,2, corresponds to the stress
obtained under the Voigt-Taylor assumption € = €32. The effective stress is then, in accordance
with Equation (7.70), determined by differentiating f.; with respect to the average strain € to
be given by

o = Sl (g) + 22h2(¢) -k (p)R3(8)(Ct - C?): 8y, (B - 22). (7.149)

Even though the model in [74] starts from a similar argument as the one in [64], as one
might guess by comparing equations (7.149) and (7.91), it is in fact much easier to relate to the
jump-vector based formulation in Section 7.2.2 than to the one in [64]. The key observation to
this is contained in the following lemma:

Lemma 9. Let C be a symmetric (in the same sense as the standard stiffness-tensor with the
magjor and minor subsymmetries) fourth-order such that n-C-mn is invertible. Then the pseudo-

inverse Sypy = (N:C :J\/')f satisfies

Snn:X=(a®n), where a=(n-C- n)f1 (=-n) (7.150)

S

for any symmetric second-order tensor X.

Proof. Even though it would be possible to verify this in Voigt-notation by retransforming to
the B-system and using Remark 130 together with the discussions in Remark 140 and 141, it
is actually simpler to directly verify that the construction in Equation (7.150) satisfies all the
required properties.

Based on the definitions of the projectors in Equation (7.144), it is easy to verify that Syn
satisfies T:Spn = Spn:T =0 and N :Spnn = Spn N = Sppn. With the definition in the left-most
equality in Equation (7.150), the equalities for 7 : 8y, and N : Sy, are in fact independent of

the particular choice of a but simply rely on the fact that (a ® n) g 1s an element of the normal

subspace®® and thus satisfies T : (a ®n)s =0 and NV: (a ®n)S = (a ®n)s. Applying T resp. N
to Spn X = (a ® n)S then leads to the desired conclusion.

The corresponding equalities with 7 and N applied from the right in turn depend upon X
entering the formula for a in terms of its normal component 3 -n only. Since (7 :X)-n =0 and
(N:X)-n =3 -n the definition of @ shows that S, : 7 : 3 = 0 in the first case, whereas a
remains unchanged in the second case and thus Sy : N X =Syt 2.

As S,r, therefore maps into the normal subspace and its kernel contains (at least) the tangent
subspace, all that remains to verify is that S, acts as an inverse to N :C: N on the normal
subspace (of symmetric tensors), i.e. Spp N :C:N: X =N:C:N:8,,:X =N:X for all
symmetric 3. Applying N : C: N from the left to the left equality in equaion (7.150), it first
follows from N : (a ® n) s and the right subsymmetry of C that

(J\/':C:N):S,m:z:(N:C:N):(a@n)s:N:C:(a®n)s:N:((C-n)~a).

82Note that Tschukin also uses the notation E instead of € for the strain do distinguish it from its representation
in Voigt-notation.

83While this has already been used a number of times, it can also be verified directly based on ® = n ® n and
the definition of 7. One has

T:(a@n):(I—n®n)-(a®n)-(1—n®n):(I—n®n)-(a®([~n)—|\n|\2a®n):0

and similarly T:(n®a)=0. As N =I-T, N:(n@a)s = ('n,®a)s -T: (n®a)s = (n®a)s.

84This is intuitively clear again as the former is the projection onto the tangential subspace and the latter
the one onto the normal subspace. It can also easily be verified explicitly by applying the projectors to X and
contracting the result with n.

185



Insering ((C ‘n) -a) into the definition of N and using the left subsymmetry of C, one further
has

N:((€C-n)-a)=(Iu@+@0I-20®):((C n) a)
:(((C-n)~a)~n)®n+n®(n-((C~n)-a))—(n-((C~n)-a)-n)n®n
=((n-C~n)-a)®n+n®((n-C-n)~a)—(((n~C~n)-a)-n)n@n.

Together with the definition of @ above, the prefactors n - C - n cancel, leaving
N:((€n)-a)=(Zn)en+ne(S-n)-((Tn) njnen.
As this is precisely N : X, it follows that
(N:C:N):8pn:Z=N:X%
for any (symmetric) 3, and thus the result. O

Remark 149. Note that the (somewhat tedious) restriction to symmetric tensors in the lemma
is due to the fact that it is on the one hand fully sufficient in the current setting and and on
the other hand avoids a slight technical difficulty related to the various subsymmetries of fourth-
order tensors. More precisely, as (a®mn)g is obviously a symmetric tensor, S, as defined above
maps into the subspace of symmetric second order tensors and thus enjoys the left subsymmetric
(S"")ij ol = (Snn)jikl. One could also enforce the right subsymmtry by replacing the definition

of a by a := (n~C-n)_1 . %(2-n+ 7 ~n), which, although not really used in the current settting,
would not require any major modifications either and would then indeed lead to the required
pseudoinverse.

The only somewhat unpleasent issue in the general case is related to the definition of the projec-
tors N and T themselves. In fact, even though the projector N in the form of Equation (7.144)
does not posess either the left nor right subsymmetry®®, it is well suited to the setting here36
and avoids introducing unnecessary symmetrization operations. o

Based on Lemma 9, it is now easy to see that, within the two-phase setting, the model by
[74] is equivalent to the jump-condition based one in Section 7.2.2 and by the previous discussion

thus also (except for the missing contribtuion due to g@’; in [64]) with the one in [64].

Firstly, using this lemma for replacing the term 832, (¢) in Equation (7.149) with (a ® n)g

with a defined by éfn(@b) ‘a= (21 - 22) -n with the jump-vector a coinciding with the one in
Equation (7.89) and making use of the C%, the expression for the effective stress in [74] clearly
reduces to the one from Equation (7.91) in Section 7.2.2. Secondly, the same replacement in the
expression for the elastic free energy density reduces Equation (7.148) to

for = %(21 (=€) (9) + 221 (e~ @)% (0) - (B' - 22): (@ n) W (9)h*(9)).  (7.151)

For comparison with the jump-condition based approach, note that, by construction, the elastic
free energy density from Equation (7.96) in Section 7.2.2 can be rewritten as

fut (o (=2 0) + 0 (- ) (0)

:;(0'1 (e-n*(9)(avn) &)l (¢) + o (e+h'(9)(a®n), - éz)hz((j))).

85This can be seen from N:Z = (Z-n)@n+ne (X7 -n) - (n-=-n)n®n, which is not in general symmetric
unless X is so, nor depends symmetrically on X.

86Both N and T are here only applied to quantities with the necessary subsymmetries for this not to matter
(either symmetric second-order tensors of fourth-order tensors with the left and right subsymmetries).
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As already used in various forms above, the terms in (a®n)g cancel as they can be combined to
((02 -o') -n)h1(¢)h2(¢) which vanishes due to the common normal stress, i.e. an equivalent

expression is given by

fu = %(0'1 (- )h'(g)+a”: (e- ?—:2)h2(d>))-
Further inserting

ol =C':(e-h? a®n), - )=2'-n%(¢)C':(avn),,
(e-n*(¢)(aen) -&") (6)C':(a®n)g 7159
0 =C*:(e+h'(9)(a®n) - &) =3+ 1! (9)C*: (a®n),

then leads to

1 - - - .
fer = 5(21 : (e—el)hl((b) +E2:(e—62)h2(¢)) - (a®n)s:(C1 : (e—el) -C*: (6—62))h1(¢)h2(¢),
which is precisely Equation (7.151), thus showing that both free energy densities also coincide®7.

Based on the equality of f.;, it is clear that the contributions %;l and géedl) = %f;" -% should
Ofer .88

96 as

also coincide. Tschukin specifies the expression for

Ofer _ 1 . _ _ . _ _ on'
af¢>l - 2((21:(e—el)—Aeuzcl:Aeu(hz)Q)—(22:(6—62)—A621:CQ:Aeﬂ(hl)z))(% (7.153)

where A€'? and A€?! are specified by
Ae?=8,2 (21 -%%) and A&'=8.,.:(2*-%).

From Lemma 9, and an = Siln, it is easily seen that these quantities in fact correspond to
Ae'? = (a ® n)s and Ae?! = ~Ae!? = —(a ® n)s.

and thus ' = o! + h2C': (a ® n) one can rewrite the

In addition, using € = €! + h*(a®n) o

first term X : (e - él) as

S

21:(61—€1)+h221:(a®n)5
:0'1:(el—él)+h2(el—él):cl:(a®’n)s+h20'1:(a®n)s+(h2)2(a®n)szclz(a®n)

=o!: (el —El)+2h20'1 : (a®n)s+ (hz)z(a®n)S:C1:(a®n)

S

S

and similarly, with € = €2 - hl(a ® n)s and thus % = g2 - h'C?: (a ® n)s,

22:(6—62) = 0'21(62 —62) —2h102:(a®n)s+(h1)2(a®n)S:C2 : (a®n)s.
Combining these observations in the expression (7.153), the quadratic terms in Ae'? and Ae?!
cancel, leaving

1

Ofei = 1 (a'l'(el —€1)+2h20'1'(a®n) )—(02'(62—62)—2h102'(a®n) ) Oh_

o 2 s ST} 0¢
87Note that the equality of the stresses could also have been derived from the equality of the free energy

densities, as the effective stress in both cases satisfies o = %
equality of the stresses is much simpler.

88Note that the expressions are slightly adopted as compared to the ones in [74] since, in contrast to the
discussion in Section 7.2.2, Tschukin does not explicitly use a reduced formulation ¢? = 1 — ¢! but instead works
with h'(¢') and h%(¢$?) with ¢! and ¢ considered as independent. Once the Lagrange-multiplier for the sum-

constraint is taken into account, this reduces, up to the usual factor 2, to the same.

Nevertheless, the direct verification of the
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While the terms %a‘”‘ : (eo‘ - éo‘) correspond to the phase-specific contributions fJ to fe, the

remaining terms in the jump vector a can, making use of the equality of the normals stresses,
be summarized to

h20'1:(a®n)s+hlo'2:(a®n) :(h20'1-n+h102-n)~a:(h2+h1)a'a:(0‘~n)-a,

s
Ofer
o9
course also with the other alternative expressions listed in Section 7.2.2).

showing that the expression for coincides with the one in Equation (7.97) (and therefore of

Tschukin also specifies the (auxiliary but decisive) quantity %{;" in terms of A€'? as
Ofar _ (3'-3):(Di - 8 1 Di:C%) s AR (9)D2(0) (7.154)
(9ni

where D; = %J\/’. Noting first that S,?n (B! - 2?) = A€'?, this can, together with the major

symmetry of D;, be rewritten as®

8fel
(977@

_ (22 _wl_g'?. Aéu) D, : A€12h1(¢)h2(¢).

Replacing Ae'? as above with (a®n)s and with 812(¢) = h2(¢)C' +h'(¢)C?, the first term can
be rewritten as

[\v]

22—21+(_312:(a®n)sz(22+h1C2:(a®n)S)—(21—hQCl:(a®n)S):O' -ot,

where the final equality follows from Equation (7.152). This further simplifies % to % =

(o'2 —0'1) :D,;(a@n) . As a final step for relating the expression (7.154) with the one previously
derived in Equation (7.99) for the jump-vector based approach, it remains to eliminate the
derivatives D; of the projector A/. Firstly, by a simple application of the chain-rule,

0 0
anzN) : (a®n)5 = an;

Di:(a®n)s = ( (Maen)s)-N: (a®n)s

8711'

Secondly, (a ® n)s being an element of the normal subspace, N': (a®n)s = (a®n)g, and thus

0 (a®@n)s=T:

0 (a®@n)s-N: on,

D;:(a®n)s = o

a®n)gs.

8ni( )s
Even tough both a and n depend on n, the presence of the tangential projector then ensures
that the contribution (% ® n) s due to the derivative of a drops out as this is (regardless of
the entries of the first vector in this dyad), again an element of the normal space. This further
simplifies the expression for D;: (a®n)g to

on
Di:(a®n)s :T:(a® 8ni)5 :T:(a@ei)s.
Reinserting this into the expression for %’;‘f?, as the last step, it suffices to realize that by the

normal continuity of the stresses, o2 — o is an element of the tangential subspace and thus

satisfies T : (0'2 - 0'1) =02 - o', from which it then follows that

83{;; =(0?-0"):T:(a®e;), = ('T: (0-2_0-1)) (a®e) =(02-0'):(a®e),

S

89This expression corresponds to the non-Voigt version of the alternative expression for %{f’ provided by

equation (4.58) in [74].
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Together with the symmetry of the first term, this is the same as ((0'2 - 0'1) . a) - e, l.e. the

derivative of f.; with respect to n; is simply the i’th of the vector (0'2 - o'l) -a and therefore

afel _ 2 1),
87_(0 ') a. (7.155)

Contracting this expression with %, this obviously leads to the same expression for

Equation (7.100).

Remark 150. Note that Tschukin also provides a description of his model in Voigt-representation,
where he includes some additional simplifications as compared to the non-Voigt description
above. Some of these are in part similar to the manipulations above, whereas others are more
similar to the ones performed when discussing the model in [64].

In particular, he factorizes the Voigt-representation IN. of the projector onto the normal space as
N, = AB, where A € R%® and B € R* (as above) is the matrix representing the multiplication
of a stress-type tensor in Voigt-notation by the normal vector n. Recalling Remark 140, N,
(in the two-dimensional setting) and making use of Equation (7.118), this projector can also be
written as

Ofei

Ve as 1n

L 0Y/y o o 10
N.=MFI[ 0 0 M,=M!I| 0 0 |@B,
IR A 0 1

from which it follows that A corresponds precisely to the product of the first three matrices®. He
then makes use of the idempotence of N and the “good guess” for the required pseudo-inverse
S}fn in Voigt-nation for finally eliminating A completely, reducing e.g. his stress-calcuation to
a form much more similar to the one in Equation (7.124).

A particular consequence of this is that the matrices D; introduced in this Voigt-setting should
not be confused with the derivatives of the projector above as these are actually defined as the
derivatives of the matrix B with respect to n;. As this is just a matrix-form of encoding the
multiplication by m, it is obvious that g—fi is simply a matrix-form of encoding a multiplication

by the unit vector e; and that his expression for the derivative in % in equation 4.58 thus in

fact just corresponds to the i’th component of (0'2 - 0'1) -a in Equatibn (7.155). o

900ne major difference being that Tschukin reexpresses this in terms of the normal vector only.
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7.2.4 Some Partial Extension to the Multiphase Case

Given that the jump-condition based model delivers very satisfactory results in the two-phase
case, it is natural to try to extend it to the more general multiphase setting. Unfortunately, in
constrast to e.g. the simpler Voigt-Talor or Reuss-Sachs approach, the extension of the more
elaborate model described in the previous section faces a very fundamental difficulty which is
not a priori related to the phasefield modeling approach itself. Rather, it is related to the de-
scription of the mechanical behavior at irregular points such as corner points or, within the
present context, points where multiple interfaces meet, since it is well known that - unlike for
flat or smoothly curved interfaces - such points (and/or edges in the three-dimensional setting)
are generally associated with singularities in the behavior of the solution.

In relation with the jump condition approach from the previous section and the following
discussion, it is instructive to illustrate this difficulty in a more concrete form in the example
in Figure 7.1, which, for notational simplicity, is based on the analogous approach for the linear
heat-conduction problem

V-g=f, q=-kVT inQ
T=0 on 0N

In this case, the continuity of the traces (and their tangential derivatives) leads to the jump

condition VI¥ = VT + a®’n®? whereas for f regular (e.g. in L%(f2)), the continuity of the
normal stress-components needs to be replaced by [¢% - ¢°] - n®? = 0.
Simply assuming that these jump conditions between the two-phase interfaces continue to hold
as one approaches the triple point (i.e. there is a well-defined limit, regardless along which
interface this point is approached), the jump condition on the 2-3-interface and the combination
of the two jump-conditions for VT at the 1-2- and 1-3-interface lead to

VT? =VT? +a*e, and VI? +a*'e, = VT' = VT° +a’le,,

implying that a21ey = a®e, + a31ey. By linear independence, this shows that a?® = 0, i.e.

(as expected from the continuity of the tangential derivatives along the 1-2- and 1-3-interface)

1 2 3 . . . . . .
aaTw = aaTw = %—Tw, and a?! = a®!, i.e. (as expected from the continuity of the tangential derivative
. 2 1 1 3 . .. .
along the 2-3-interface) BBL = az;f - a21ey = oL _ a?’ley = aal. Inserting these equalities into

the jump conditions on the norm%l fluxes further leads to the conclusion that
or? ors3 or? or! ort ors
2=k —— and kP — =k ——am):n?’( a?’l) 3 .
ox Ox dy oy

As VT? = VT2 by the above, these equality is possible iff either x? = k3 (i.e. there is no
“real” triple-junction) or both gradients happen to vanish at this point. In the latter case, one
necessarily also has %—1: = 0 by continuity of the tangential derivatives and aa—Tl =0 due to the
equality of the normal fluxes. In summary, the jump conditions between all three phases in this
case can only be satisfied when x2 = k3 or when all three gradients happen to vanish at this
point?!.

Remark 151. Note that, from a phasefield perspective, the issue at internal corners does not
a priori seem to impose any particular difficulties from a pure modeling point of view as such
corners are usually “smoothed out” due to the diffuse interface profile. This seeming simplicity is
somewhat misleading in the same sense that, even though e.g. a standard (sharp-interface) FEM-
simulation does not in principle require any special treatment of corners points, the accuracy of
the resulting approximation will in general be significantly reduced as compared to a “smooth”

91Tn contrast, when either k2 = k! or k2 = k!, one would still expect a singular behavior due to the presence of

a corner between the two “effective” material regions.
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Figure 7.1: Illustration of the contradictory nature of the jump-conditions at a triple point.

problem. Understanding this difficulty is, at least at a qualitative level, quite intuititve, as
approximation a solution which has a highly complex behavior within a relatively small region
is of course much harder than approximating one which which is highly regular.
In contrast to the case of internal corners, which can in principle be tackled using the jump-
condition based model above, the case of intersecting interfaces also poses a “visible” difficulty
in the sense that the modeling of such multiple junctions within the phasefield context requires
using more than two coexistent phases, and thus requires some extension of the previous model(s)
to the multiphase case. S
A very similar (though algebraically more challenging) difficulty arises when trying to extend
the jump-condition based model from the previous section to the multiphase case. A straight-
forward generalization of the jump relations on the symmetrized displacement gradient from
Equation (7.87) would consist in imposing

[[Fﬂaﬁ =FP-F*=a’ @ N*’  resp. [[e]]o‘ﬂ =€’ —€* = (aP @n®P)g (7.156)

for all & # 8 and then trying to determine the a®?, o # 8 from the corresponding continuity
conditions

[o]? - noP = (0'5 - aa)~naﬂ =0 ,azp (7.157)
for the normal stresses.
As above, such a straightforward generalization is unfortunately doomed to failure (except for
some special cases). In fact, even though Equation (7.156) would a priori introduces N(N - 1)
unknown jump vectors (ao‘ﬁ)lqw BN together with an equal number of continuity conditions,

these conditions are not all independendent. Firstly, using n”® = -n*? and thus from
a’* @n’* = —aP* @ n*’ = [F]°* = -[F]** = -a*’ ® n*’

that a?® = a®?, the number of unknowns can be reduced to the w

unknown jump vectors
(aaﬂ)lsa<5SN. At the same time, as [o]*” - n®® = 0 directly implies [o]?® - n”®, one can
simultaneously reduce the number of jump conditions to be satisfied in Equation (7.157) to
those for 1 <a < < N.

The number of truly independent entries for the jump vectors can be significantly lower though

as the algebraic equality
[F]*f = FP - F* = FP - F° + F° - F* = [F]°° - [F]° = [F]°° - [F]°“

191



imposes the additional compatibility conditions
a*?en*® =a’® @n’® - a’* @n’® Vé+a,p (7.158)

on the a®”. Since n®? is a unit vector, right-multiplying this equation with n®? direclty fixes
a®® in terms of a®® and a?? as"?

a®? = (n“ﬁ ~naﬁ)aaﬂ = (naﬁ . n‘sﬂ)a‘sﬁ - (no‘ﬂ 'n‘sa)a‘sa Vo # a.

This already implies that all jump vectors would immediately follow once they are known with
respect to a single phase®3.

Even when all normals happen to be parallel (and “testing” the combatibility conditions (7.158)
with the common normal vector n®? = +n, a # 8, therefore provides all relevant information
contained in the system) already reduces the number of effectively independent jump vectors to
at most N -1 (e.g. the a'®, a >2). For every triplet (a,3,6) of phases for which the normals
n®? n% and n%? are not all parallel, Equation (7.158) imposes an additional set of restrictions
on the a®? though. In fact, if either m°® or n’? are not parallel to n®?, there is a tangential
vector t*? such that ¢ - n®? is zero but at least one of n®? - n’® and t*° - n®? is non-zero.
Applying t*? from the right to the compatibility conditions,

0= (taﬁ . néﬂ)aéﬁ _ (taB . n&a)aﬁa

which allows, besides fixing a®” in terms of the two respective other jump vectors, fixing one
jump vector on the right-hand side in terms of the other one (or directly as zero if one of the other
normals also happens to be parallel to n®?). Having non-parralel “two-phase-normal vectors” -
such as is normally the case - thus even further reduces the available degrees of freedom in the
ansatz (7.156).

Just as the jumps in the strains are not all independent, neither are of course the jumps in
the normal stresses. Nevertheless, this does - similar to the example from Figure 7.1 - not usually
entail a sufficient reduction of the number of normal continuity equations to be satified, with one
notable exception being the case when there is only a single normal involved. In combination
with the continuity condition, the resulting system is therefore generally inconsistent since there
are not enough degrees of freedom to enforce all equations simultaneously.

Remark 152. Together with the averaging condition F' = Zévzl FYh*(¢), it is, similarly to the
two-phase setting, possible to reexpress F'“ in terms of the average displacement gradient F'
and the jumps with respect to the other phases. If fact, making use of FP=F~+ [[F]]O‘B and
YN h¥(¢) = 1 allows rewriting the averaging condition as

F=F°h*(¢)+ Y, F'h'(¢) = F*h(¢) + Y [F1*°1’(¢) = F + 3 [F]*"h" (o)

B+a B+ B+a

92Note that, even though this argument is slightly simpler in the non-symmetrized case, the symmetrized form

(aa'fj ®n°‘6)s = (a‘w ®n‘w)s - (aéo‘ ®n‘5°‘)s

leads to the same conclusion. In fact, a first contraction of the equality (ao‘ﬁ ® no‘ﬁ)s =T with known T leads
to é(ao‘ﬁ + (a,o‘B -naﬁ)naﬂ) =T -n°P which is not yet fully explicit in a®?. A second contraction then shows
a®B.n®b = noB.T.n*P which, reinserted into the previous equation shows that a®® = 2T-n‘1ﬁ—(n°‘5-T~n°‘B)n"‘B
and thus fully specifies a®? in terms of T'.

931n fact, assuming for convenience for this to be the first phase, knowing the a'®, 2 < a < N and using
the appropriate column in Equation (7.158) with § =1 and 8 = a+ 1 one can obtain all jump vectors a®? for
a = 8- 1. Thus knowing a®(®*1) and a(®+*1(@+2) for all o > 2, the a®(@*2) follow immediately from af® = a®?
and a®(@+2) @ pa(a+2)  gla+l)(a+2) g platl)(a+2) _ glatl)a g plata gnd repeating this argument, finally all
a®b for B+ a.
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and thus leads to%*
F*=F- Y [F]*’h’($),Va, (7.159)

B+a

respectively, through a completely analogous calculation, the relation

€ =e- ,32 [e]*?hP (¢), Vo (7.160)

for the €. o

Remark 153. Note that, taking the weighted average of Equation (7.159) and Equation (7.160)
shows that the jumps in addition satisfy

N N
3 S IF]*h(d)hP(¢) =0 and > > [e]*’h*(p)h’ (o) = 0. (7.161)

a=1B*a a=1B+a

o

A Model Based on a Common Normal ([62], §4.5 [61])

A first way of generalizing the two-phase model from the previous section to the multiphase
setting is proposed in [62] and [61] and further successfully applied in e.g. [66], [4], [5]. It is based
upon generalizing the representation of the normal and tangential stresses in equations (7.111)
and (7.112) in terms of a basis-transformation in equation through the use of a common “average”
normal vector n. Using this normal vector, it assumes the equality of all tangential strains with
the (given) average one €; and then enforces the equality of all normal phase-specific stresses with
the effective (a priori unknown) normal stress o,,. Using, instead of the base-transformation as
in [62] the projector-based formalism in [74] and setting ( - )n =N:(), (- )t =T:(-), the
underlying assumption is thus that 61\? =€ Va and that o;g =0, VYa. This is combined with
the usual averaging conditions € = Y./_; €*h*(¢p) and o = ¥,,_; 0*h*(¢) on the total strains and
stresses, where, due to the conditions above, it is clear that the averaging procedure actually only
affects the normal resp. tangential components. Together with the phase-specific material law
o*=C": (e" - Ea) and making use of the idempotence of the projection operators (AN = N? and

T =T?), the continuity condition on the normal components of the stresses may be rewritten as
o :N:(Ca:(/\/:(eo‘—éc’)+7':(ea—E“)) :N:(C’l:(N:(e“—éa)Jr’T:(e—é“))
=Coi(en—€n)+Coyi(er—€7) ton=N:o Va,
where Cy,, = N:C*: N, Coy = N:C%:T and use was made of € = ;. Using, as in [74],

T
an appropriate pseudo-inverse S, = (Cf‘m) of C;,

nme UHiS equation permits reexpressing all

unknown normal components of the phase-specific strains in terms of the single common normal
stress-component as

en=&n+8n,i(on-Copi(e-&)) (7.162)

and thus leads, through a weighted average, to the condition

N N
€n = Z_:lé?lha(d)) + Z—;S?m : (Un _c'(rylt : (6 - éa))ha(qb)

94Note that if h*(¢) = 0, F* does not appear in the averaging condition in terms of the (Fﬁ)1<ﬂ<N and F

and can therefore in principle be defined arbitrarily regardless of the values of the other F? B8+ a. In contrast,
given a set of jump vector [F]*? and F, the relation (7.159) still has to hold for F', the only difference to the
case h*(¢) # 0 being that, given all other F? and F, one is free to choose an arbitrary F'® for defining the jumps
[F]*f = FP - F.
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relating the o, with the given average normal strain €,. Together with the corresponding
pseudo-inverse of Y% | 8% h*(¢), which, for consistency with the description in [62] will be

abbreviated as T nn, i.6. Tpn = (Za 1 ho‘(cb)) this allows obtaining the commmon

normal stress component as

_ N N
o=~ nn:(en RO N AT —é?))h“(qb)). (7.163)

Finally, again using Equation (7.162) with this now known normal stress, one can first obtain
the normal phase-specific strain components €5 given by

a _ -« a
€, =€ + snn

_’7',m( zeﬂh6(¢)+z( -(t—e))h%)) (et—%?)]

b=1

and, combined with the already known tangential strains ef = €; and through another averaging
using the phase-specific material law, the tangential stress components as

:iaffﬂ 8)= 3 (Chus (e~ €) € - 0))1(0)

(ca ;;nha(¢)):7"nn:( IEVJ ﬁ(¢>) (7.164)

M= ﬁMz

+

I
[

o

N
(( ~C i SnnCin) - le(ca=sﬁnhﬂ<¢>):"rm:c;zt):<et—é?>ha<¢>

As in the two-phase case, one can alternatively choose a description in terms of appropriately
chosen jump vectors. As T :€” = € = € for all o, € is necessarily of the form

€ :e—(ao‘®n)s. (7.165)

Together with the averaging condition € = 25:1 €“h“(¢), this in addition implies the constraint
N !

Z (p)a” = (7.166)

on the jump-vectors a®.
In terms of the jump vectors and again using the abbreviation X% = C*: (e - EO‘), the condition
on the equality of the normal stresses can be written as

0'0‘-n=n~(Co‘:(e—(ao‘®n)S—éa)) =Ea-n—(n~Ca-n)~ao‘ fon
and thus shows that the phase-specific jump vectors a® are given by
a®=(n-c%n) " -((=*-0)n) (7.167)

in terms of the common value o-n. Together with the zero-average condition on the jump-vectors,
it follows that o-m has to be such that ¥, ah®(¢) = ¥, ((n-Ca-n)fl-((Ea—a)-n)h‘](¢) 20,
ie.

= ( i (n-c” 'n)flh‘*(cb)) : % (n-C*-n)" (2% -n)h(¢). (7.168)

a=1 a=1
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Similarly to before, recombining the now known normal stress with Equation (7.167) shows that
the phase-specific jump vectors are given by

a® = (n-CO‘~n)71 . l(Ea ‘- (;szl(n-cﬂ -n)flh’g(gb))_1 -BJZ\’;(n-CB ~n)71 . (2’6 -n)hB(d))],

thus leading, with the given value of € to the alternative expression

N
= Z “h(@)+ Y (€ n)-a”h(9)

a=1
=3+ JZV: (CO“-n)-(n-CO‘-n)_1
a=1

| n- (et @) % (et on) ™ (zﬂ-n>hﬁ<¢>]h0‘<¢>

B=1 p=1

(7.169)

for the effective stress.

Based on the use of the jump-vectors above, the driving-force calculation for this model can,
alternatively to the procedure in [62] in the transformed coordinate system, be performed in
a manner similar to the two-phase case considered previously. Differentiating the expression
fe(@,€) =25 th*B(gb) =Ys1((9,€) - éﬁ) :cP (e’ (o, €) - éﬁ)hﬁ(d)) with respect to ¢* for

a fixed normal vector n, if first follows that

Ll

o’
a¢a| fel ¢7 ) Z [8¢a %: a¢a|

In contrast to the chemical case, one can again not directly make use of the product rule and
0%5€"n’ _ e
O™ T o~

= 0 for simplifying the last term as the tangential parts of the o? do not reduce

to a common value. Nevertheless, since e’ =e- (aﬂ ®n)g, it follows that g;&| = 8 ¢a ®n)s
and thus 5 5
e’ oa Jda
o’ ==Y (c?-n)-—hf=—(o-n) Y —h”
Do G -5 ) G0 =o ) S

since all normal stresses for the different phases are in fact equal. Further making use of the

daP hﬁ 0¥ s a?n?

P 0P

condition Y5 a®h? = 0 from Equation (7.166) and using the product rule ¥, 3

>3 a’ 82‘1 , one can eliminate the derivatives of the a”, finally leading to

on’ on?
a¢a| fa(e,e) folad)a oon)- Z ﬂ%a—;( +(aﬂ.n).a5)a¢a. (7.170)

Alternatively using €” = e— (aﬁ ®n) 4 One can also rewrite the second contribution to the driving
force as

B=1

Since the last term vanishes, this leaves

Ofe N B
32(5 . :[;(fﬁ(ﬁﬁ)—dieﬁ)ad)a- (7.171)




The remaining contributions to gf <L and aavfci, through the dependence on n follow from a

similar reasoning in combination with the definition of n in terms of ¢ and V¢. Differentiating
fer with respect to n one has

afgl B 8€ﬁ B 8 8(15 B B
— =Y o’ :—h" =- o’ -n) = +(a? -a®))n’.
an ZB: on Z (( ) on ( ))

The first contribution can be eliminated by making use of the common normal stress o’ n = o-n
for all 8 and the condition ¥ 4 a’hP = 0 together with the independence of the A% on n, thus
leaving the simple expression

Ofet - S5 (08 . aP VP
o X (o”-a”)n’(¢) (7.172)

for the derivative with respect to n.

Remark 154. As the similarity of the calculations and the resulting expressions for the driving
force contributions to the two-phase case shows, this model is able to maintain the most of the
pleasant properties of its two-phase analogon in the multiphase case. In particular, its free energy
density is defined in the natural manner as the weigted average of the f* = %(ea—é"‘):ca:(ea—éo‘)
of the phase-specific ones with the € satisfying the Hadamard jump conditions with respect to
every other phase. Furthermore, the normal stresses between all phases are continuous, and the

total stress satisfies both o = Y., 0*h®(¢) and the compatibility condition o = 85? . In fact, one
has aale =y, 0% 85: h®, which, from €* = € - (a* ® n)g, leads to
Ofe oa® 0 *p
Ofar _ Zaaha—2(0a~n)~aiha :0'—(0'~n)2a7a =0
= €

Jde 3 Oe

Its only drawback - and this is a potentially major one from a physical point of view - is that
this is primarily due to the usage of a single common normal vector n. While the appropriate
definition of a normal vector n®? between any phase-pairing is already a topic of some debate,
i.e. for example in terms of the ¢®° or the normalized differences Vé? — V¢, doing so for all
phases and thus also phase-pairings at once is an even more difficult problem. This is also the
primary criticism of the model in [62] by Tschukin in [74].

In addition, even though the contribution to the driving force through the dependence on n
is left out in [62], defining n in terms of a fairly complex averaging procedure based on the
phasefield and various mechanical properties will, despite of the simplicity of the expression in
Equation (7.172), lead to a very complex total driving force in combination with the correspond-

ing expressions for 3772 and a%a . o

The Model by Schneider et al. ([63] and [61])

A quite different generalization of the model from Section 7.2.2 to the multiphase setting was
proposed by Schneider et al. in [63] in the finite deformation setting (see also [61]).

Dropping the restrictions imposed by Equation (7.156) except with respect to a given refer-
ence phase R, Equation (7.159) applied for this reference phase becomes

Fr=F-% a®™eN"p(¢) and F*=FF+a"*@N" azR (7.173)
B+R
resp.
et =e- > (aRB ® nRﬁ)Shﬂ(qﬁ) and € =€t + (aR”‘ ® nR“)S7 a+R (7.174)
B+R
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Ra

)

in the small deformation case. The remaining 3(N — 1) unknowns in the jump vectors a
a # R, can then again be fixed by imposing the continuity conditions on the normal stresses in
Equation (7.157) with respect to this reference phase only, i.e.

[[o_]]Ra . nRa — (0-0‘ _ O'R) . nRa =0 (7175)
for all « # R.

Inserting the definition of the € in terms of € and the a®® into the phase-specific stress
strain relationships, a=1,..., N, one has

CR:(G—Z&R (aRﬁ®nR6)Shﬁ(¢)—éR) a=R,
co: (e - Yper (a® ® nRﬁ)Shﬁﬁb) +(af*® nRQ)S - éo‘) else.

o=

Together with the right subsymmetry of C* and defining as before X% := C*: (eo‘ - éa), this
simplifies to

o |ZF-Tprh’(@)(CT-n) 0P a=R,
7 2 - Y P (@)(C-nRP).aRf + (€% nRe) - al  else,

and thus, in combination with the condition on the normal continuity of the stresses leads to
((ER _ Z (CR -’I’lRB) X aRﬁ) _ (2(1 _ ( Z (Ca .nRB) ® aRBhﬁ) + (Ca _nRa) . aRoz)) _nRa ; 0.
B#R B+R

Regrouping terms, one therefore has to solve the 3(IV - 1)-system

(nRa .co. nRa) .aRe _ 3 hﬁ(nRa . (Ca —CR) .nRB) .aRP
B+R

:((nRa -C* -l - ha(nRa (e -cR) ,nRa)) . aR®

-3 hB(nRa (¢ _CR).nR,@) .aP? (7.176)
B+R,x
:(nRa . ((1 _ ha)ca + haCR) .nRa)) _aRa _ Z hﬂ(nRa . (Ca _CR) .nRﬁ) 'CLRﬁ
B+R,«

! (ER _ Ea) _nRa _ _[[EHR(X . nRa = ,r_Roc

with the “residual” 7R corresponding to the (negative) stress jump as it would arise in the
Voigt-Taylor model.

Finally, having determined the a®®, the total stress o is obtained, based on a weighted
average of the phase-specific ones, as

N N
o= 0" (@)= % (o (e -&))n ()

S RB o, RBY 18 2 0 R P
=Y |c :(E—Z(a e@n”)sh”(¢p)-€ )+ (aRa®nRa) h*(¢)

1 4Rk g clse

Q

=

(E“ et (X (o @n%shﬁw)))h%w + 3 €7 (a" @) 17 ().

B+l B+R

Q
1l
—_
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Using 1= ¥, h®(), this can further be combined to give®

o= % (za - ( S (ec*-¢f):(a™ e nRﬂ)gh'B(cﬁ)))h“(cﬁ). (7.177)

B+R

Remark 155. Similarly to the chemical case considered in Section 7.1, it is not really necessary
to solve for all N phases at once. Instead, the only equations which are actually coupled are
the ones for which h*(¢) > 0, whereas the strains and stresses for all remaining phases can, if
required, be recovered a posteriori. <

In contrast to the model based on a common normal, a clear advantage of this model is that
it allows, more in line with the standard phasefield approach, using different normal vector n®?
for each of the phase-pairings. This comes at a heavy price though, as this is made possible here
by enforcing the desired jump-conditions with respect to a single reference phase R only, whereas
all other phase-pairings will generally not satisfy the jump conditions on either the strains or

the stresses?®.

Remark 156. Due to this, an important question is also how the reference phase can be chosen
“appropriately”. A simple and quite intuitive possibilty is to use the phase with the highest
local volume-fraction ¢®. Other choices are of course possible, i.e. one could for example try
to take the mechanical properties of the phases into account. Regardless of the actual choice,
the necessity of having to choose is on the one hand an unpleasant one, and on the other hand
also entails some issues (there being others as well as will be seen below) in the calculation of
the driving force as the points where the reference phases change will generally be associated
with discontinuities in the mechanical energies due to the sudden change of the subset of jump
conditions to be satisfied. o

Furthermore - and this is an in principle very problematic issue from a variational point of
view - even though one can conveniently define an elastic free energy density f; as in Equation
(7.71) based on the €* in Equation (7.174), there is no extremum principle with respect to this
density underlying the actual determination of the jump vectors a®.

In fact, a minimization of the free energy density (7.71) as in [51] for the given form of the €

would, with

Se = - ZB#R h’B((SaR’B ® ’nRﬁ)S a = R,
- —Zﬁﬂ;\hﬁ(éaRﬁ®nRﬁ)S+(6aRa®nRa)S a+ R
result in
—hBgtt: > hﬁ(éaRB ® nRﬁ)S + > ( -h%e*: ) h’B(éaRﬁ ® nRﬁ)S +h%*: (5aR°‘ ® nRa)S)
B+R a*R B+R
= Z ho‘((o"" - Z hlaf - hRO'R) -nRO‘) .dal® = Z ha((aa - Zhﬁoﬁ) -nRO‘) SaRe L 0,
a+R B+R a*R B

and thus the requirement that each a®® should be such that the normal stress components w.r.t.
nl® coincides with the ones of the total resulting stress. As this differs from the characterization
in Equation (7.175), there is no reason for the dependence of the a®® with respect to the
parameters ¢, € and n to drop out when differentiating f.;. In particular, the stress defined by
o=Y,0%*=Y%,C%: (ea - Ea) does not generally satisfy the crucial relation o = 86)‘21 except
within bulk- or two-phase regions.

This has, at least at a theoretical level, far-reaching consequences in terms of the postulated

gradient flow for ¢ similar to the discussion in [41]. In fact, one now has to choose between

95The summation could clearly also be restricted to 8 # R, a.
96 Unfortunately, the claim in [61] that the remaining equations are redundant is incorrect.
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maintaining the simple structure of the algorithm, i.e. ignoring the interdependencies between
the different parameters ¢ and the displacement respectively €, or, ultimately, the minimization
of the functional in Equation (7.67).

Remark 157. From a more practical point of view, this global variational inconsistency can
likely be considered as a secondary issue as compared to the many difficult questions related to
multiphase regions such as the choice of normal vectors and implications associated to the choice
of reference phase and, more importantly, the continued neglection of the dependence on n in
[63].

One can in principle derive a driving force consistent with the minimization of F, subject to the
momentum-balance based on o as above considered as a side-constraint using e.g. an adjoint
equation corresponding to a reduced formulation in terms of the displacement u as a function of
¢ and the nR. This has the drawback that determining the adjoint state gives rise to a second
global problem similar in nature to the steady-state momentum-balance Equation (7.69) and is
therefore potentially relatively expensive. o

For the calculation of the driving force, it is again convenient to separate the derivative into
two separate contributions, one based on fixed normal vectors (n®?),.5 and the other one due to
the changes in the normal vectors. A partial differentiation with respect to ¢* for fixed normals
leads to

o€l
R C R el s )
From
e (p.e)=e- Y (a"(p,€)@n™?) 17 (@), €*(¢.€) =€ (¢ €)+(a"*(p,€)@n"¥), azR

B+R

together with o = Zgzl oPhP(¢), the second sum can be rewritten to to

9’ (¢, €) el (¢, €) Hals
hﬁ B. 2= \¥h =) — ﬁhﬂ LZe e + 8. hﬂ
% o dp  Inas (%‘7 ) O Inas 5%0- ( Do ‘ ) (¢)
ohP 9aRs
=—0: AP enRf)y 2 _ 4. nR8) 18
ﬂ;{( )Sad)a B#R( 8(250‘ nob )S
da?
N 8. RBY 15
B;{a ( D¢ Ines © )s
on? daRs
=-0: aR'B®nRﬁ — + o'ﬁ—o' .nRﬁ . B
5%( )Sa¢a 5%(( ) ) a(ba
Using (aRﬁ(Cba €)® TLR*B)S = €’ — €®, an alternative expression is given by
S €’ (¢, €) onP HalPs
Wb . 2 A8 o P — R o — o). nR8Y. %
;;1 Og* ﬂ;i( o6 * ,8;% ( )-n) dge
which, with
o: Y eRah _ .ERaZB¢RhB :ERa(l_hR(¢)) - o RahR
o 9¢* dg* dp*
show that
9e’ (¢, €) S 50n° dat?
B 6.95 \&E) gon” B _ RS, P
%h o’ 960 Z € 960 ﬁ§R<(U 0') n ) e hP.
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This makes it possible to rewrite this contribution to the total driving force in a manner more
similar to the one for the model with the common normals in Equation (7.171) as

e 9.0 = (7 -1 ) F 520 ((07 - ) ™) D

o (7.178)

0p~

naoB

In contrast to the former model, there is no reason here for the terms in aa‘f;ﬁ

course for two-phase regions where both phases with h® > 0 share the only common relevant
normal and therefore the normal stress. This is considerably less problematic than the issues
caused by o # 8le as the required expressions for these derivatives can be recovered in a local
fashion after a differentiation of their defining system in Equation (7.176), leading to

, except of
noB

a)) daR>

RB
5 Z hﬁ(nRO‘~(Ca—CR)'nRﬁ). da

nef B+R, a(bé

== (n" .((1_3¢5)c ach) n')-atte ¥ G (i€ -c) m) et

(nRe - ((1-h™)e™ + hoct) - nP

naob

Remark 158. A pleasant property of this system is that it is based on the same matrix as the

original system (7.176) for the determination of the a®** and differs only in the right-hand sides
R

8(15”
needs to solve such a system for the derivative with respect to each of thg phases.

A very pragmatic alternative is to instead simply neglect these additional contributions. While
this has no real mathematical justification, it leads to a simpler driving force, which remains
correct within the two-phase regions, while the errors in the multiphase regions are expected
to be of a similar order as the ones already induced by the variational inconsistency due to the
construction of o. o

and one can thus reuse a previous factorization for solving for the 2 . Nevertheless, one

As the calulation of the phase specific strains relies on the n?® only, there are no additional
contributions to 2f<t and -2/<L due to the other normal vectors. For the nR* one has

O™ 8V¢'”
afe ae 8
anaZﬁﬁm—Zﬁﬁ Ink +ZhﬂﬁaR(Rﬁ®nRﬁ)s
0
Zhﬁ B. 5;h§a Ra( RS ) B;:{hﬁ P e Ra( R5®nR5)S.

Whereas the explicit dependence on the normal vectors only entails a single contribution for
a =6 resp. a =46, the a®® depend on all n®* simultaneously, such that one has

Ofet _ 18,8  Rapa_ §18( B . .@
onRa %:h o ah %:zéihh (o ) Onfte
a _a _Ra B( B RpB aaRﬂ
+h%c” -a +Zh (a' ‘n )-anRa.

B+R

Using o =} hPe? and exchanging the dummy-indices, this can be rewritten in a more compact

form as 5 D
fel 1 a . 4Ra B B _ . RpB . a
Sy o =h*(c“-0)-a +5§{h ((0' o)n ) TR (7.179)

There is again no reason for the second contribution to drop out. Unless one decides to ne-

glect this contribution for 81mp11c1ty, the required contributions through 2 can be recovered,

nRa

similarly to those due to W through a linearization of the system (7.176).
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The Model by Tschukin ([74])

A quite different extension of the two-phase models from Section 7.2.2 is proposed by Tschukin
in [74]. In contrast to the work by Schneider, the model in [74] is a priori not based upon a
prefixed expression of the strains and stresses in each phase but instead obtained through a
generalization of the expression (7.151) of the elastic free energy density. He suggests replacing
the first part in Equation (7.151) through a summation over the analogous expression over all
phases and, in analogy to the treatment of the surface energy contributions through a summation
over all phase-pairings in Section 6.1, replacing the last term through a summation over all

.. . . .. =af FyleY Saf 1
two-phase pairings. More precisely, using the same definitions S,,,, = S,,,, = (C ) where

nn
éii =N: (h"‘CB +hPC*): N, he introduces the expression®’

N
fa(®, V€)= % Zl(za:(e—%a) - ;ﬁZ [=]°° :SZi:ﬂzﬂ“ﬁhﬁw))h”‘w) (7.180)

for the elastic free energy density. The average (effective) stress o is then derived from Equation
(7.180) in accordance to Equation (7.70) as o := gzl, which, together with

0 o 0 - @ ~a o
EHEH B:a(cﬁz(e—e )—C :(e—e )):C’B—C
leads to the expression
5 e N, o 1 «@ & a «
a% )y (2 -5 2 (€7-e): 80 (=] ﬂh%))h (¢) (7.181)
€ a=1 B+a

generalizing the one in Equation (7.149) from the two-phase case.

Remark 159. A clear advantages as compared to the model by [63], [61] is that it is obvious from
equations (7.180) and (7.181) that there is no “preferential” or reference phase. In addition, the
stress tensor will, by its very definition in Equation (7.181), satisfy the consistency condition
(7.70). o

In constrast to the model by Schneider, Tschukin avoids the issue of defining phase-specific
strains and stresses. In particular, the free energy density being based upon considering a sum
over essentially “independent” two-phase interactions, it is not at all clear a priori how his model
can be extended to situations (such as viscoelastic or plastic problems), where one would require
a consistent (i.e. independent of the phase-pairing) definition of these phase-inherent quantities.
Simply defining similar to the discussion in the two-phase case in Section 7.2.3 the jump vector
a? for a given phase-pairing through (a*’ ® naﬂ)s = S‘ii (= - 25) = —S'Zi ([Z]%, or, in a
simpler form similar to Lemma 9, through

a®? = (n?.C"" 2P (27 - 2%) - nP) = ~(n . €% n2P) T ([B]°F 0P, (7.182)

with €*7 = nfc™ + hO‘CB, it turns out that it is in fact possible to obtain the stress-strain
relationship above based upon consistently defined phase-specific stresses o and strains €®
given by

“=e- ) hﬁ(a"ﬁ®naﬁ)s and o%=C": (e -€"). (7.183)

B+a

97Note that the additional factor % in front of the last term is due to each phase-pairing appearing twice in
this generalization and can be eliminated by including each pairing only once by e.g. instead summing over all

1<a<pB<N.
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. =af Ba
In fact, using Sep, = S,
rewritten as

i C S TSI O (9) - L S T €SS () (9)

a=1 fB+a

and [£]*# = -[2]7?, the second term in Equation (7.181) can be

N —

N s
=Y Y CY:8,  [Z]*R (0)h (9),

thus leading to the alternative expression

o et i (za res (Y s [[z]]aﬁhﬁw)))ha((p). (7.184)

de 4 Ba

for the effective stress. As X% =C%: (e - éo‘), this is the same as

B+a

co (e— > h(a*® @ n?) - E"‘)h‘“(q&),

B+«

ic (e—e (X s ﬂzﬂ“ﬂh%)))h“(@
2

and thus a weighted average of the phase-specific stresses defined as in Equation (7.183). Furhter-
more, € and the € also satisfy the averaging condition € = 3, €*h*(¢), since

N
g *(¢) = Zeh“(cb)— Z > (a*Pen”) h* ()" (¢)

a=1 B+«

and the last term vanishes due to

N N
=2 X (a7 en) h (S)h (@) = X Y Snn (37 -5 (¢)h7 ()

a=1 B+a a=1 B+a

N
XX 820 300 ()P (¢) - Z S S0 SOh ()P (¢)
a=1 o a=1B+a

and thus N
> > (a*? en) h* ()P () = 0.
a=1 fB+a

The model in [74] therefore avoids two of the major drawbacks of the model in [63], namely the
dependence on a reference phase and the inconsistency between o and 2L . Unfortunately, it
has other issues within multiphase regions. Firstly, since the calculation of the jump-vectors a®?
is such that it would only enforce the normal continuity of the stresses if o and 3 where the
only phases present, there will generally be no phase-pairing for which the phase-specific stresses
defined in Equation (7.183) will actually satisfy this continuity condition in multiphase regions.
Secondly, and this is probably the more problematic point, the definition of f.; in Equation
(7.180) is much less natural than it may seem at first sight. More precisely, with

e~

M=

™
H#
Q

(2 -2):8h  [B1Ph* (d) 1P ()

N
iZB R >hﬂ<¢>+72162 27 : 8 [S1°°R7 ($)h7 (9)
1 a, goph afpo B8
=5 2 2 BN Snn [BIR (@) (¢)

Q

I
—_
™
+*
Q
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fer can be written as

1 N

Ja(®.9.€) = 5 3. (2“ H(e-e)+ 3 (35, Hzﬂaﬁh"(w))h“w)-

B+a

Together the definition of the a®? and the € in Equation (7.183), this further simplifies to

N
fei(@,V,€) = % Z_:l 2%(€): (e"(d, V. €) —€*)n (), (7.185)

and thus a free energy density where one half of the expression is based on the supposedly bad
approximation X% =C%: (e - EO‘) instead of o corresponding to the “correct” strains e*.

One particularly problematic point with this definition is that, whereas the weighted average
% Ya (e"‘ - %a) :CY: (e“ - é”‘)ha(d)) is necessarily non-negative regardless of the precise choice
of the €*, this need not be the case for the expression in Equation (7.185), and it can in fact be
observed numerically that defining f.; as in [74] may indeed lead to locally negative free energy
densities.

The last expression in Equation (7.185) also allows for a somewhat simpler derivation of the
correct driving force contributions (in [74] based on the n®”? defined in terms of the gradients of
¢ only)

of. 1N OhB
8(;5;_5;( (e-&) - Z(aﬁa®nﬁa) .c%:(a’ ®nﬁ6) (hé)Q)% (7.186)

5+

as in [74], which, while correct, requires a somewhat heavy formalism due to the use of the
pseudo-inverses in Equation (7.180). A partial differentiation with respect to ¢* while holding
the normal vectors fixed first leads to

afel 1 8. ah 1 8 ﬂ 86
8¢a nag ZE ( )8(;50‘ 2 %h ) 8¢a naﬁ
where, by Equation (7.183),
el 85 86 on® 5 da? BS
S ® AL Y .
967 oo ;}(a n )58¢>0‘ 5% (8¢>a e BT )5

By a partial differentiation of the defining Equation (7.182) for the jump vectors and the defini-
tion of Cﬁé, it is easily seen that

daP?
foloss

e ) (0 (e ) )

noB

Further expanding the term )L (eﬂ - €) using e’ =e- Y643 (aﬁ‘s ® nﬂ‘s)sh‘s, it follows that

Ofe|  _Llsgs. (.00
590 bnes 2 5% (€€ )50
1 on® 1 oh
-z 8. nb Bé 6 ;] BSY . B85
2 2526#3( " ) dp> 2 25:5#3 ( ) lok
1 Br5(B B 85 B85 _gs\-1 ( _ps (Oh Oh” s\ s\ gs
+§Zﬁj(§3hh(2 n).(n%.c ( (555€"* 545€") )-a
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Rewriting the last line as

EZ S A2 ). (n? e nf) (nﬁé Wik .nﬁé) .aﬂéai‘s
27 575 Do
s
LSS (S ) (€ ) () a2 O
2°F 58 Do
§
LSS (P n) (050 ) (n®-(n°C” +n7C® - n7C) - ) .aPs
2 5¢ﬁ 8¢a
B
12 S PR (2P - n) . (n”? .e”. nﬁ‘s)’1 . (nﬁ‘S -(hc? + nPe’ - n’cP) ~n66) a5
275 575 Do
1 6> s 00 1 5(B . B0 . 55 O0°
Q%Zh( )a 8¢a+2§5¢5h(2 n )a Py
_1 S Y (P 0. (nf. 7 .nﬁé)‘l : (nﬁa hBed . nﬁa) : aﬁaaié
2°F 58 Do
B
21 S Y RSP 0 (08P ) (nﬁé heeh. nm) -a‘”a—ha
2°F 578 0¢
allows canceling the middle row, leaving
Ofel 8. (c_2h ohP
— E :
(9(]50‘ naB ; ( )6¢a
1 _3s -1 Oh?
z RSB . PO . (nP%.C%0 . B9 (nfBo. nBed . nbf%). af? L
ST T ) 0 ) (o) o
1 TS R(SF 0 (n 8P ) (n5‘5 , hécﬁ.nﬁé) L
275 525 Do

Finally, exchanging dummy-indices and making use of n?® = -n% and a?’ = a®?, the last two
rows can further be summarized to

5 B 5 Bs AP syl B8 16,8 553}1’8
_7;&2611((2 -5%).n#) (n." )" (n¥ 1P ) a S0

which, since a? = (n'@‘; e’ nﬂ5)71 . ((25 - 25) . nw), leads to the relatively simple final
expresssion

6fel
Ere

1 -8 8}1 1 F) 2 BS BS B B35 B85 8}1[3
= — E — - — E E h . .CF . . -
5 : (6 € )8¢)@ 5 : éiﬁ( ) a (TL n ) a 6¢0¢

naﬁ

which amounts to the same as the one in Equation (7.186) by the subsymmetries of ch.

For the remaining contributions arising from the dependence on the m®?, it is convenient to
explicitly make use of n®# = —n”® in order to reduce f.; to a function of e.g. the (n*?),<s only.
Doing so and with a®® = a®®, it follows that

Ofei _ DL 86 RO .
onob 2Z Z

(e— > h"( an ®n5")s)

n+d

da*P
app « B af ayfB a B af
—ihh(z -35%).a —§hh((2 -5%)m )'anaﬁ
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Since da®? is, for fixed ¢, characterized in terms of dn®? as

(no‘ﬁ ¢ naﬁ) -da®? = (= - Eﬁ) -dn®? - (dno‘ﬁ ¢ naﬁ) -a®P - (no‘ﬁ ¢’ -dno‘ﬁ) -a®?

3

one has
2o _58).n) . da®? =((2° - 28) . n8). (n®#.C*" . nos !
(( )
((E”‘ —Eﬂ) ~dn®f - (dno‘ﬁ oéaﬂ-naﬁ)-a(w - (n‘w .c* -dnaﬁ)-aaﬁ)

—a*? (27 - 27)-dn®? - 2((a* @ n?) ;€7 -0 - dn??,

S

where use was made of the symmetries of ™’ Combining this with the previous expression for

aé{ilﬂ , one therefore has
;ZZZB = —hahﬂ((ﬁo‘ -%%).a% - (a*? @) . C*" . aaﬁ), (7.187)

which is a slightly simpler version of expressions in [74] since it avoids the use of the derivative
of the projector A/ onto the normal subspace of symmetric second-order tensors.

Remark 160. Summarizing the discussion of the three models considered here, each has its own
advantages and disadvantages. Whereas the model in [62] has the mathematically most pleasant
properties and in particular satisfies the desired jump conditions between all phase-pairings, this
can only be achieved through a very significant geometrical simplification of using a common
normal vector for all phase-pairings. The models in [63] and [74] do not make this assumption,
but are therefore not generally able to satisfy all jump conditions simultaneously except for in
the two-phase regions.

Whereas the model in [63] has the advantage of enforcing the jump conditions on both the strains
and stresses at least with respect to the reference phase R, the use of such a preferential phase
is clearly an undesirable feature. In constrast, the model in [74] does not rely on a reference
phase, but will generally not satisfy any jump conditions on either the stresses or strains within
multiphase regions.

From an energetic point of view, both models have some deficiencies when more than two phases
are present at a given point. Whereas the small-deformation analogon of the model in [63] is
seemingly based on the very natural definition f.; as a weighted average of the elastic free energy
densities fS(e“) evaluated in the respective phase-specific strain and thus in particular satisfies

o = 2L it does generally not satisfy o = %

D s . In contrast, the effective stress in [74] satisfies
this relation by construction, but in the form in Equation (7.180) does not allow for such an
easy interpretation in terms of phase-specific free energy densities. Even though it was seen in
Equation (7.185) that one can artificially rewrite f.; in such a form, the resulting expression is
quite unsatisfactory as it is based on a mixture of a Voigt-Taylor-type stress prediction and a
more quantitative prediction of the strains and does in particular not satisfy o® = %‘Z‘.

This should not be misinterpreted as saying that these are bad models, as both achieve a fairly
reasonable extension of the very satisfactory two-phase model to within the highly difficult
multiphase. Nevertheless, their drawbacks have to be kept in mind when choosing between them
for a particular application, and will be inhereted from any extension to more complex physical

situtations. o
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7.2.5 Chemo-Elasticity

A more complex situation arises when there is a coupling between the both chemical and elastic
influences and the evolution of a microstructure. Such a situation can arise in a diffusion process
under a simultaneous elastic deformations if the elastic free energy density depends not only
upon the total strain and a phasedependent eigenstrain, but in addition on the concentration
itself, for example if the eigenstrains and/or the stiffness tensors have an additional dependence
upon the concentration vector. In the bulk phases, this leads to a total free energy densities
depending both on the “purely” chemical part f5 (¢*) as well as an additional elastic contribution
(e, €%), ie.

f(e™,€%) = fen(e) + fa(e™, e) = fon (™) + %(ea —€%(c)):C%(c™): (" ~ €(c)). (7.188)

For constructing a phasefield model based on these free energy densities, one again has to choose
how this definition should be extended to within the diffuse interface region, where several phases
coexist. Assuming as before that one wishes to formulate the model purely in terms of the average
concentration ¢ and strain €, assumed to satisfy

N N
c=Y c*h*(¢) ande=Y eh*(e), (7.189)
a=1 a=1

an interpolation of the phase-specific energies f*(c“,€®) in Equation (7.188) of the form

N
f(@.c €)= Z:lfa(caaea)ha(cb) (7.190)

requires an appropriate additional set of conditions for the determination of the phase-specific
quantities (¢, €“)1<q<n In terms of ¢, ¢ and e.

Probably the simplest approach is to combine the assumption ¢* = ¢, = 1,..., N, with one
of the classical mechanical models, i.e. the Voigt-Talyor or Reuss-Sachs appraoch. In the former
case, the assumption of the equality of all strains €* = €,a =1, ..., N leads to the total free energy

density
N

[(6r6,6) = fn(9,0) + 3 (5 (€ (@) C7(€) s (e~ () )1 (&)

a=1
The major advantage of this model lies in its particularly simple form, as, assuming the individual
parts are explicit in ¢, it results in the formula

N
o= (g.c0)= 3 (C(e): (e~ () )1 (9)

a=1
for the average stress and
8 8 c N « ~a 8~a 1 ~a ~a 8Ca @
wi= L (pe.0)= gjw,cw;(—(c (e):(e=&"(e))): G + 5 (=& (@):((e-&"(0)): 55 ))h (9)
———
“ihen(©) =ipei(e€)

for the chemical potential, both of which are “fully explicit” in ¢ and e.

In the latter case, the situation is - similarly to before - slightly more complex due to the
appearence of the derivative of an inverse matrix. As for Equation (7.82), the assumption of
equal stresses 0 = o Va leads to the total free energy density

N

[(@re:€) = fon(,0) + 5 (e~ &(6,0): Crs (0, 0): (e~ &), (€)= ¥ & (@) (9)

a=1
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-1
with Crs(¢,c) = ( vV 8%e) h"(¢)) . From this, the stress calculation is in fact even slightly
simpler than for the Voigt-Talyer model as it now only involves the averaged eigenstrain é(¢, ¢) =
Sa-1 €7 ()R (¢), o

el ~
o= ¥(¢7 c, 6) = CRS(d)a C) : (6 - 6(¢7 C))
The definition of Crs(¢, ¢) in terms of the inverse of the interpolated compliances gives rise to

the same minor complication already encountered in the calculation of the drivingforce for the
Reuss-Sachs model as

a(9.,) = L2 (6,c,0) = ~Cns(9,): (e~ &(e)): 5 (9,) 1 (e (0, c)):((e—é(c)):aaﬁ‘gf”c)).

By the same argument as for Equation (7.84) with ¢ taking the role of ¢, this can again be
replaced by a fully explicit expression in terms of the stresses and the derivatives of the S(c)
leading to

Ha(dc.) = o (d.c.€): (giw,c) Lo(peo (2 asa(c)ha(qs))).

a=1 dc

It is clear that, while this model is simple, it will inherit the same drawbacks already discussed
in the chemical and mechanical case above. As a natural extension of the discussion in Section 7.1,
one could instead consider a “grandchem”-type approach with the phase-specific concentrations
c® fixed through equality chemical potentials, i.e.

a=1 2

N
f(p.c.e)=3] ( en(€®) + 1(6“ —€%(c)):C(e): (e - E“(C“)))ha(¢)

with (¢®)1<a<n fixed by either the equality up to a phase-specific multiplier A%e of the chemical
potentials
_0fe
~ Oeo

.86& l(ea_Ea(ca));((ea—éa(ca)):%C:) (7.191)

o T 4
e~ 2 c

(C(e™): (er-&(c™))

or the equality of the 1 when using a reduced formulation, where the first purely chemical
distribution will be designated by u$, and the second one by n2;. The complexity of such a
model depends heavily upon the particular mechanical model this is combined with.

The Voigt-Taylor Case

The simplest situation arises if the € are, as in the Voigt-Taylor model, all assumed to the be
equal to the average strain €. Even though the determination of the mechanical stress does then
require the knowledge of the ¢%, the only unknown parameter for the evaluation of the chemical
potentials are the ¢,

0 1

p® = pd, - (C ()i (e-&(c™))): et (e E(e): ((e-&(c)):

oCc” )
Oce /'
One can therefore proceed in a two-step fashion by first solving for the ¢* as in Section 7.1, the

only difference being that the expressions for the phase-specific chemical potentials become some-
what more complex due to the additional - but known as a function of ¢® - elastic contributions.
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More precisely, with

N - ¢ 9 Qe 1 oce
M,X“ :(—a’a(ca,egl):(aza-ca)-i-(Ggl:( 'Ca):egl))'xa

oc® dc® 2 dc®

o 0%e” e ayy (90" 4 o€,

e '(a(ca)Z"(C X))~ (G X) e ¢
1, ,o0%¢cr av) . a IC* N a). (O€ .
5 el'(a(ca)g'(c ®X ))'eel_((f)ca ¢ )-eel)-(@'x )7

or, using o0 o -

o a _ oo € 7 al. o

S det =€ (G de”) + ( o - de ):es (7.192)

for replacing the derivative of the stress w.r.t. ¢®, one obtains the formula

62 é’f _lea 820a O)): e _ g 32 «
a( )2 (C )_2 el ® (a( )2 (C )) el (8( )2 (C ))
ac” 0e” oc“ 9™
—((8ca -xa):egl):(aia()—((aca 'Ca>:€?z):(@-xa) (7.193)
Oe”

+(@'Xa):ca:(@ ¢%)

for characterizing the second derivative of the mechanical contribution to the free energy density
with respect to the phase-specific concentration.
Once the ¢® have been determined, the evaluation of the stress o is then straightforward.

Remark 161. This can nevertheless exacerbate the issues already discussed in Remark 104 when
considering the ¢ as functions of the chemical potential, since any additional contribution further
decreases the likelyhood of being able to perform the conversion from (u,€) to ¢ explicitly. <

In terms of the driving force 2L for the phasefield equation, it is clear that, due to the choice

Bc/J”‘
€’ = €, this approach entails very little changes with respect to the previous considerations and

one has

Of _ < a _BY.pB . (o 2B on’
aw‘ﬁ;( 1 (c) + = (e e):CP:(e- &) - uc)a¢a

The Reuss-Sachs Case

In contrast (unless is no dependence on ¢ in f5), using a Reuss-Sachs-type approach already
entails some notable complications, since the defining requirement o® = o for some o on the
phase-specific stresses o is now fixed in terms of system depending on two primal unknowns

(€%, ¢%) and one dual one in terms of o,

0% =C(c"): (e* -€*(c")) lo. (7.194)

One can therefore not proceed in a sequential fashion as in the Voigt-Taylor case and instead
has to consider the full coupled chemo-mechanical system simultaneously.

Considering for simplicity an a priori reduced formulation and reusing the notation P, for
the indices of those phases with h*(¢) > 0, the basic structure of a Newton-step on the full
coupled system is of the form

_a -1
diag(%)aspp ( : ) ] ( diag(?f‘:) P o ) _
-1 € aePp (5ca)as (- )ae
((hll w wNI) 0 0 ° [( FLPP;]_[( i PP;]
I ) ] ( = ( s

- 5e?) (-o )
. @ 5 do™ B ( «eP, aeP.
( dlag(%)as”))p 0 ) d‘ag(ﬁ)aspp ( : P P
o (o]

Te
(n'r — wNI) o
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98 coupled by two very sparse

i.e. a system consisting of two generalized saddle-point problems

off-diagonal blocks.

In addition to the part - a fi)Z expressed in Equation (7.193), from Equation (7.191), a variation

de® of the phase-specifc strain leads to the variation

oug, Oe” ac” Jo®
el . de® = —(CY(c®):de®): —— +de®: (&% : — a.

pen €7 = (€M) ) Fn et (el o) =4 G

(7.195)

of the elastic contribution to the chemical potential, whereas, by the phase-specific stress-strain

relationship, one trivially has %‘ZZ =C“.

As both diagonal subproblems are themselves highly sparse with a known block-diagonal
substructure in the “primal” part, it is natural to try to make use of this knowledge by using a
block-factorization based approach. There are three relatively obvious choices for doing so.
The first two are to start either analogously to the purely chemical or the purely mechanical
case’ ie. by performing a block-elimination step either in terms of the inverse of the full
chemical or mechanical saddle-point problems. The principle advantage of this approach is that,
from an implementation point of view, this semi-sequential treatment allows maintaining at
least some of the modularity from the simpler setting whithout an explicit coupling between
the chemical and mechanical parts. Its major disadvantage is that since both system containg a
coupling between all phases due to the sum-constraint on the ¢ resp. the €, the first elimination
leads to a loss of the remaining block-diagonal structure in the respective other subblock. More
precisely, eliminating ((e"‘)app7 o') in terms of ((éa)a'pp, ﬂ) leads in particular to the subblock

diag ((89%) acP, being replaced by a fully filled matrix, whereas eliminating ((éo‘)app, ;1) in terms

of ((Ga)a'pp, ) has the same effect on the previously block-diagonal part dlag( Sea )%P .
P
This is avoided by the third approach, which consists in eliminating all primal unknowns in

terms of the dual ones, i.e. by performing a block-elimination based on the subblocks

(£ ENE (2

o ey’ \ 0t )\ G G J\ o ) L oot

for each phase for determining (&O‘7 eo‘) as functions of ft and o, and thus reducing the problem
to the one of solving a coupled Schur-complement equation for (f,0). A clear advantage of such
a factorization is that it makes the highest use of the underlying sparsity pattern. A potential
drawback from an implementation point of view is that it is the “most explicitly coupled” of the

three approaches above, and therefore, while likely the most efficient choice, the one which is
the trickiest with respect to code-reusability.

In combination with the Reuss-Sachs model, the dependence of both ¢® and €’ on ¢ leads
to the same two contributions as before, i.e. —-c? from the chemical part and —o: €” from the
chemical part,

on?

- a B B. B B
- BZ:( h(c)+ (e—e)C (e-€”)- ,uc—ae)8¢a

3¢

Remark 162. From similar calculations as before, it also follows that the important properties
n = % and o = % still hold with o and p as defined above, despite the dependence of the

98The more standard saddle-point structure could again be recovered by “undoing” the division by A% in the
upper lines of each of the subblocks.

99The procedure outlined above essentially being a nonlinear (in the ¢®) variation of the latter approach which
does, after performing the linearization in the dc®, reduce to the same resulting set of equations.
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phase-specific quantities on both ¢ and €. For the chemical potential, this follows from

of of* 0c* Of* 0e“ oc® Oe”

- = c— = :— A" = A\e) — +o:— |h®

e %:(aca dc | e de )(9) §(<“+ ¢ et e ()
combined with e- 83% = 8(gza) = g—i =0 as well as, after extracting the phase-independent terms
out of the sums, ), %h“ = % and Y, %ha = % = 0. The calculation for the stresses is
completely analogous. <

Remark 163. As the “mechanical” subsystem is linear in both the €* and o, yet another alter-
native for solving this system is to proceed in the same manner as for the original description of
the Reuss-Sachs model and eliminate the the € as functions of the ¢ and o before performing
the linearization. This first leads to

€*(c”, o) =8%(c") 0 +€%(c%),
and, combining this with the sum-constraint on the €, to the Schur-complement system

N
€= Z € (c*,0)h% (o) = S(gi), (ca)lsagN) o+ E((,‘b, (ca)lsasN)

a=1

for o, where é(qb, (ca)lgagN) =Y, €7 (c*)h*(¢). It follows that

(b, (¢*)1casn, €) = (¢, (€*)1cazn €) = Crs(P, (¢¥)1<acn): (6 - &(o, (ca)ISasN))

and thus
ea - éOt(coz) = 6::[(¢7 (Ca)lSOéSNa 6) = Sa(ca) : G(¢7 (ca)ISaSNa 6)7

the only difference to the purely mechanical case being that o now in addition depends on all

the (co‘)lmS N Reinserting these expressions into Equation (7.191) leads to
« « (0% e (67 « ~x (63 aéa 1 « ~Q (67 « ~Q (67 aca
n® =i (e) = (C7(e) (€7 ~€(e")) 5 g + 5 (e — & () (" -e(e) 5 )

«a « a 0"
:Il’ch(c ) - U(¢7 (C )léozSNa 6) : @

1 (o3 (N (07 . [ o, (07 . aca
+ 5(5 (c*):o(o,(c )1SasN7€)) : (S (c*):o(9,(c )1So¢£N»€)) oy ),
and thus a system in the c® alone.
A subsequent linearization for dealing with the nonlinearity in ¢ will then leads to essentially
the same system as obtained above by linearization first and then performing a block-elimination
of the mechanical quantities in terms of ¢* and f.
o

The Jump-Condition Based Formulation

Finally, if there are notable differences in the mechanical behavior of the different phases, it may
be beneficial to complement the conditions on the chemical potentials with a mechanical model
as in Section 7.2.2 or 7.2.4.

210



The Two-Phase Case In the two-phase case, the simplest choice is to, as in Equation (7.88),
impose €' (€,a) = € - h?(¢)(a®n)s and €*(€,a) = € + h' (¢)(a ®n)g, and to fix a through the
additional condition

Ty i= [[o_a(ca76a)]]12 ‘n = (0’2(02,62) —0’1(01761)) -n ; 0. (7196)

Since the €™ are are both given in terms of a simple explicit expression in terms of € and a,
it is clearly convenient to rewrite the system consisting of Equation (7.196) and the equality of
the (reduced) chemical potentials as functions of (¢, 1) and a instead of the €* themselves. A
Newton-step on this system consists in solving

~1 ~1

?)Zl 02 -I 88’22 oc! !
o % g o o¢? i’
e Pe . - , 7.197
I KT o 0 m e (7.197)
(% %2 0) 5= oa To
C C a

and thus a relatively simple addition to the purely chemical problem!%®. In addition, from

Equation (7.195) together with the expressions for ! and €2, it follows immediately that the

88” are characterized by
a

o' _ 00" @ a)m) opt (o a) n)

da oe' da oe’ ’
whereas the remaining new entries are given by
ory 8(0’1(c1, a) n) ory 8(0’2(02, a) n)

= — d =+
Pre Pr e & 0

as well as the matrix 5
To
T =ne (R (0)C () +h (9)C* () m
a

already used in Section 7.2.2 in a non-incremental form in a.

Remark 164. It can be noted that this matrix is, after “undoing” the various divisions by the
h-functions (i.e. after a multiplication of the first two rows with k' and h? respectively and
the fourth one by h'h? symmetric, as is to be expected from the variational characterization
underlying the equality of the chemical potentials as in [25] (see Section 7.1) and the continuity
condition on the stresses as proposed in [51] (see Section 7.2.2). o

Even though the coupling of the local chemical and mechanical equilibrium conditions now
implicitly defines ¢ and the € as functions of the four given parameters (¢, c, €,n), the usual
calculations show that this does not really affect the previous contributions in the separate
chemical and mechnical case. Firstly, for the driving force, one has
o0 o od o o,
dp* G 0cP 0¢p>  0eP  Dp>

OF B8 .8
ENACED

last term consists as in Section 7.2.2 of two contributions, one given by the explicit dependence
of the definitions of €! — h?(¢p)(a®n)s and €+ h'(p)(a®n)s on ¢ and the other one due to

The summation over the first term in the second sum leads as previously to Y5 —p - c? a(};ﬁ The

1003ome points regarding potential solution strategies will be discussed in relation with the multiphase formu-
lation.
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the implicit dependence of a on ¢. The latter one cancels as the vanishing of the normal stress

jump ensures that ), ﬁ hﬁ 0, whereas the first one results in
hlol: (a@n)g(—8 )+ hie?: (a®n)s—— s
foloss 0o
Using (a®n)s = € —€*, b +h? = 0 and g;a = —%, this expression can, as in Section 7.2.2, be

rewritten into a more pleasant form as } 3 -0 : €’ 21 leaving the final expression

a¢>w
B, T Y YL

The remaining contribution to the phasefield equation through % can also directly be taken

from Equation (7.99), since, even though the ¢* now also depend on n, one has

off  oac’ . 5\ Oc” ac’ I(Xsc’n?) dec
= A ey S iy YC R S s AT AP Y
Z dch 8n z (e °) on H %: on H on B on
Finally, making use of the analogous arguments (and in particular g—i =0), one can further verify
that pu and o continue to satisfy u = % and o = %.

The Multiphase Case Extending the two-phase model above to a multiphase setting is again
a highly non-trivial task as it inherits the same difficulties already encountered in the purely
mechanical setting in Section 7.2.4 and will only be discussed for the two models in [62] and [63].
The simplest to extend is the one based on a common normal vector as the model was seen to
essentially preserve the pleasant mathematical properties from the two-phase case. Using the
jump-vector based reformulation with €* = € - (aa ®n) > the system to be solved is obtained by
complementing the chemical conditions with the equality of the phase-specific normal stresses

c%(c*,e*) n=n- (Co‘(ca) : (e - (ao‘ ®n)S - E“(co‘))) lon

with the yet to be determined total normal stress o -n. For the application of the basic Newton-
scheme, it is again convenient to explicitly make use of the expressions for the € in terms of the
jump-vectors. In the simpler reduced form, this leads to the system

Pxes -I
diag(%)ad?p ( i ) (diag(gﬂ%) P 0)
1 a)acPy (527, (-5%),0e
[, GI) (i 2) Qg o
( diag ( ( "))uepp 1)) ) diag ( ( "))ugpp ( —EI ) ( 54(:1,67;}7 ) ( . aePp )
% o (n'r . WNI) °
where, from Equation (7.195) and de® = —(dao‘ ®n)g, one has g’;a = —ag;” and rga =

o-n-o0%-n, while rq = Zgzl a®h®(¢) is the error in the sum-constraint on the average of the
jump-vectors.

Remark 165. This system clearly has the same basic structure as the one in the Reuss-Sachs
case with the a® replacing the €* and in particular the sum-constraint )., a®h® = 0 replacing
Yo €h® = €. Even though it is in principle somewhat easier to solve due to the smaller number
of unknowns in the a® and o - n as compared to the full values of €* and o, the considerations
underlying its solution are essentially the same as for the Reuss-Sachs based model. o
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The driving force follows by combining the standard argument for the chemical part with the
arguments preceding Equations (7.170) and (7.171)1°! to be given by

B
&2@!“1’?(@6)=§(f5—u~cﬁ+(aﬁ-n)~aﬁ)$, (7.198)
or, using €’ = € - (aﬁ ®n)s, by
Ofe N OhP
3;;5n:ﬁ;(fﬁ(eﬂ)-u'cﬁ—a:eﬁ)ad)a. (7.199)

The differentiation with respect to n leads to the same result as in Equation (7.172), since,
despite the additional dependence of the ¢ on m, their total contributions drop out again due
to the relation satisfied with respect to the chemical potential. Finally, 4 and o as obtained in
the solution of the local quasi-equilibrium conditions above still satisfy, despite the additional
implicit dependencies, u = % and o = %102.

The natural extension of the model by Schneider [61] is obtained by simply admitting an

additional dependence on the ¢® in the normal continuity conditions
[[UaﬂRa "I’LRQ _ (GQ(CQ,GQ) —O'R(CR,El)) .nRa ; 0

with respect to the reference phase combined with the previous definition of the phase-specific
strains €" = - Y 5. (a™” ®nR5)Shﬁ(¢)) and € = e®+ (aR"‘®nRa)S, a # R in Equation (7.174).
In terms of a Newton-step for the ¢® and a®“, one has, from Equation (7.195), to consider the
additional increments

Oul R ,RB
> Bl 5a™ < - 3 5ol pf L:) (7.200)
AR da AR de
in the chemical potential for the reference phase, and
ou® a Rp a . Ra
Zﬁ.gaRﬁz_ZgaRﬁ.hﬂa(a n )+5GRQ.M
B+#R 8aRﬂ B+#R 8Ca 36“
(% -nhv) (o -nfh) (7.201)
:5aR"‘-(1—h“)7a— z 6aRB-h57a
Oe BiR.o Oe
for a # R, as well as the increments
(o - Ra o R ., Ra
(Jac:l ) g 0o ﬁc: ) 5ek (7.202)

in the normal stress jumps due to the changes in the concentration, whereas the expression for
O(O'a—O'R)”nRa

Y peR T gaRE -6a®? is, by linearity in the a®’ and Equation (7.176) given by

(nRe- (1 -n™)e” +hoet) -nfe)) el - Y hP(nfe (€ - €M) -n)-6a™. (7.203)
B+R,«

1017 e, essentially a combination of the common normal stress for all phases and the constraint equation
Yaa“h® =0.
102For example for p, the potentially problematic new contribution could arise from the dependency of a® on c.

: a.(0a” a _ . . 8a%1a _ 9Xya%h?
Since ¥, o ( Be; ®n)h® =(on)- L, e h® = Se:

= 0 by the constraint )., a®h® = 0, this dependency
drops out.
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The total system therefore has a quite different structure from the one based on using a common
normal vector. In particular, it consists of a fully filled (1,2) and (2,2)-block by Equations
(7.201) and (7.203). For this reason, the only sparsity pattern which can be made use of lies
in the chemical subblock, i.e. two reasonable alternatives to solving the full system is to either
perform a block-elimination on the concentration increments in terms of the jump-vectors and
the chemical potential or a full block-elimination on the chemical quantities in terms of the
jump-vectors.

The driving force calculation is, except for the standard additional term —pu - c? essentially
the same as the one for Equations (7.170) and (7.171), leading to

OhP HaRs
a¢a|”"‘ﬁf(¢’e) Z( ﬁ“’:eﬁ)%+ > 1((a” - o) -n"7). 00

B+R

(7.204)

nos

As before, there is a remalnlng dependence on the 2 For a full evaluation, one therefore

a¢>a :

has to obtain the 22

s from a linearization of the local equilibrium conditions!®3. The non-

6¢>‘¥
variational structure of the equilibrium conditions with respect to the a is also the reason why,
similarly to the relation o = ag"l not holding within multiphase regions, the “chemical potential”

obtained from the solution of the local conditions above does not actually satisfy p = 8f 104

As both points lead to notable complications and there is already a variational consmtency in
terms of o and , the pragmatic choice is again to ignore this difficulty within the multiphase

reg10n8105

103 At least assuming that the reference phase does not change as there will usually not be differentiability at
these points. Differentiating the equilibrium conditions [LB = @ for all 8 together with the sum-constraint on the
é® and (a"" - a'R) -nRB = 0 for all B+ R with respect to ¢ with the normal vectors kept fixed one obtains

op’ oef . P aaR5| A | 'S (0 @ ntt) h?
9EP 9¢® Inap T 9aRs ppo P T ggamF T aeﬂ & S 9
as well as Y3 hB g;a | wp = -5 c? 0 ¢a from the chemical part which needs to be combined with the conditions
do R . nRb gk N 9o B - nkP &b 3(oP - oF) . nRB gaRd
geR g Inas 98l g lneB Lo daR? g Inas
_ (8oﬁ~nRﬁ_8a’R~nRﬁ):Z( ®nR6) Oh®
O€P Ol Sh 5 o

for all 8+ R.

If not based on an interpolation function satisfying 2 6¢a =0 if h9(¢) = 0, there is a slight additional complication
here as compared to the original solution procedure for the local equilibrium conditions, since, even though the
coupling in the unknowns is still only through those phases with hﬁ(d)) > 0, this is not true for the right-hand
sides.

104Tnstead, one has
0 oc® 0e*
of _ D(p+A%e)—h*+Y 0% : —h".
de 5 de 5 de
While the first term again simplifies to p, the second one maintains a dependence of the jump vectors on the
total concentration through

SN C o e e D W C s e R DR C AT E C+Zh( i) 22
a B+R a*xR B+R axR
HalP
= Z ha((ao‘—a)~nR°‘)~ .
a+R oe

105Recall that within two-phase regions, there is no such issue.
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Remark 166. One can in principle also construct a chemo-mechanical extension of the model by
Tschukin by e.g. simply adding a concentration dependence in his expression

) 2(c"): (e~ €%(c")) - ;ﬁz [Z1°7(c*,¢”): S (e, e”) : [B]*P (e, )17 (@) |n*(9)

M=

1
2

[e3%

for the mechanical free energy density'®® with the ¢® determined based on the usual chemical
equilibrium condition and then defining o = % as in [74].

As one of the motivations of the expressions in [74] seems to have been to obtain a fairly explicit
expression of the underlying free energy in terms of the parameters (¢, Vo, €), this is somewhat
contrary in spirit as the ¢® would then be defined implicitly as ¢® = ¢“(¢, V@, ¢, €) and has not

been investigated in more detail'?”. o

106 A5 discussed previously, the term in the double-summation could also be rewritten as
_ -1
(IZ1°7 (e, ¢”) - noP) - (no? . €% (e, e?) - n?) - ([B]* (e, %) - noF)

for avoiding the use of the pseudo-inverse Sii

1071t may be interesting to do so though. In this regard, it should be noted that this implicit dependence is,
again by the variational characterization of the ¢, not really problematic here. In particular, the basic form of
the expression for the final stress in Equation (7.181) would be maintained, since, despite the a priori additional

appearance of the terms 68‘:/; . 6(3“: , these would again drop out in the sum making use of the equality of the
chemical pontials and Y, ¢*h® = 1. For similar reasons, most of the description in Section 7.2.4 is expected to

carry over without major modifications.
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Chapter 8

Summary

The focus of this thesis has been on some primarily practical implications of different constraints
arising in phasefield based models.
Chapter 6 discussed several consequences of the Gibbs-Simplex constraint on the phasefield
values. Even though the constraint itself is relatively simple, it has far-reaching numerical
consequences. One of these was studied in detail in terms of the spatial discretization for a
simple but prototypical two-phase problem, illustrating some interesting relations between the
numerical interface width as compared to the parameter € and the associated discrete energetics.
The central point of Section 6.3 is, besides a short summary of some by now mostly standard
background such as the LROP approach from [40], the description of a simple local projection
algorithm in combination with the mobility-matrix based dynamics as in [68]. Even though
similar algorithms are likely known in the quadratic programming literature, the author is not
aware of any specific source with an explicit description adapted to the particular nature of M*.
In constrast, Chapter 7 considers coupled problems with “internal” phase-specific variables
in a chemical, mechanical and chemo-mechanical setting. Subsections 7.1.2 and 7.1.3 are essen-
tially introductory in nature, adding some additional details to the very elegant description of
the quantitative free energy model as described in [25]. This is then compared in Subsection
7.1.4 with the now more commonly used description in [56] and [19]. This discussion is in a
sense continued in Sections 7.1.5 and 7.1.5, where some practical implications of the choice of
“primary” unknown in terms of the concentration or the chemical potential are discussed. In
particular, it was argued that, while the latter description can be highly efficient for particularly
simple free energy densities, the former approach should be preferred in the general case. Finally,
Subsection 7.1.6 considered an extension of the model to a non-isothermal situation, illustrating,
among other things, the pleasant interplay of the variational definitions on two classical thermo-
dynamic relations.
A closely related modeling approach in the mechanical case is discussed in Section 7.2. As the
conditions fixing the phase-specific quantities is more complex in this case, various different for-
mulations have been suggested in the literature even in the two-phase case. Some advantages and
disadvantages of these formulations as well as their links are summarized in Subsections 7.2.2
and 7.2.3 as a basis for the analysis of some of the difficulties encountered by three extensions
to the multiphase setting by Schneider and Tschukin in [63], [62] and [74]. As a final topic,
Subsection 7.2.5 outlined several practical and theoretical implications obtained by coupling the
chemical model from Section 7.1 with the various mechanical models.

IThere are also surprisingly few explicit descriptions of the Euclidian projection onto the Gibbs-simplex as
many algorithms are instead designed to handle weighted projections subject to general equality and inequality
constraints. Nevertheless, it is clear that the weight being given by the identity, the equality constraint by e-¢p = 1
and the inequality constraints by ¢ > 0 allows for some significant simplifications as compared to the general
case.
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The central aspect of Chapter 7 is not the descriptions of the various models themselves,

which are for the most part either well-known or relatively straightforward extensions of already
known approaches, but to sensitize to and analyze some of the issues which can arise due to
the introduction of more complex models, in particular in the presence of additional “internal”
unknowns in terms of phasespecific quantities. Since the advantages of such models for the ap-
proximation quality of the related sharp interface modes even in the presence of artificially large
interfaces are by now clearly recognized, it is to be expected that their use will become even more
widespread in the years to come. As seen on the chemical and mechanical examples considered
in Sections 7.1 and 7.2, there are some pitfalls when trying to combine such approaches with the
very common two-step formalism for the derivation of new phasefield models in the literature.
On the one hand, the discussion of the multiphase mechanical model in [63] illustrated that
independently postulating a phasefield functional and a set of equations to be satisfied by an
additional set of unknowns besides the phasefield itself entails the risk of introducing an incom-
patibility with the standard variational approach. Even though this is not necessarily a problem
in itself as the resulting model may still deliver very accurate results, one has to be careful about
invoking an intuitively very pleasant but ultimately nonexistent energy minimization principle
for its justification.
On the other hand, Chapter 7 also highlighted potential fallacies arising from the derivation of
the drivingforces for the phasefield equation through a purely formal partial differentiation of
a given functional with respect to ¢, in particular also in combination with potential changes
of primary unknowns. The questions raised by an interdependence between various unknowns
and equations are of course well-understood and have mostly been answered a long time ago.
Unfortunately, the fact that this allow to justify such a procedure for many of the earlier and
simpler models, this seems to have lead to a fairly widespread misconception in the more ap-
plied phasefield community that this is simply “what needs to be done” in order to minimize
or maximize the underlying functional. One of the purposes of the discussion of the models is
therefore also to stress the importance of underlying variational principles or the lack thereof and
the additional drivingforce contributions arising due to both local constraints imposed on the
phasespecific quantities and global constraints imposed e.g. through a global mass-conservation
principle. It is the author’s hope that the detailed consideration of some of these issues in the
very applied context of Chapter 7 may help to clear up some a priori confusing but ultimately
clear-cut questions, in particular for young researches newly discovering the fascinating domain
of phasefield modeling.
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Appendix A

Calculation of the Discrete
One-Dimensional Phasefield Energy
and Interface Width

This section will provide some more details on the calculations underlying the one-dimensional
discrete profile in subsection 6.2.3, and in particular the expressions (repeated here for conve-
nience)

4~ ey 1 kN . 4~ kN m2e?
E(N)=—N —cot (— =—I|N t(— —-1 Al
() w2 T (Am)22co ( 2 )sinr) 7T26( + cot 2 ) 4(Ax)? (A-1)
for the total energy,
N 8 (1 5 (kN 1 kN
7; Ew((bl) = E’y Z(l —cot (7))]\]4’ 5COt(7)COt(K) (A2)
for the total contribution by the bulk potential in Equation (6.42) and
Nl 8 (1 5 (kN 1 kN, 1
=y (14 cot? (Z2) )NV + = cot (2 A3
& Ui 4( +eot” (5 ) +y ot (5 )Sin(fi) ’ (A.3)

for the total contribution by the gradient energy in Equation (6.43) as well as the actual number
of interface points from Equation (6.47),

2 m2e2
N=N.. =|Ztan™?! ,’—1 ) Ad
min K tan ( 4( ﬁ ZL’)2 ) ( )

A.1 A Quick Recap of the First-Order Analysis

As seen in Subsection 6.2.3, fixing for convenience ¢ = 0 as the last bulk-point on the left and
¢n =1 as the first bulk-point on the right, the discrete first-order optimality condition (6.31)
within the interface (i.e. at all points 1 < ¢ < N -1 for which the strict inequality 0 < ¢; < 1
holds) together with imposing the conditions ¢y = 0 and ¢n = 1 at the transition to the bulk
implies

¢; = % - %cos(m') + %cot (%) sin(k1) (A.5)
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with k determined by

2
_ 8(Ax) _1_1

4Ax
2 - 2(7

me

Sin(ﬁ):\/l_( 8(Am)2)2 \/8(Aaz) (8(Ax)2)2:8(m)2 e (A7)

22 m2e? m2e? m2e? 4(Ax)?

)’ (A.6)

cos(k) = =y

Remark 167. Note that up to this point, this is simply a consequence of the linear difference
equation satisfied wihin the interface and the choice of an (in total) increasing profile going from
0 on the left to 1 on the right and will up to this point work for an arbitrary integer N > 0. In
order to select the correct N, one still needs take both the underlying demand of a minmimization
of the total energy AzE(N) = YN (ea; + %wl)Ax and the constraints 0 < ¢; < 1 on the profile
into account. o

The positivity constraint ¢; > 0 leads, within the relevant range!, to the restriction

N < Nyas = F] (A.8)
K

on the total number of points, whereas the sign-constraint on the multipliers pu* for the box-
constraint 0 < ¢; < 1 lead to the lower bound

N> Ny = E - 1} (A.9)

Comparing the bounds it is obvious that this leaves two potential choices for N. Determining
the optimal profile is therefore not possible based on the first-order necessary condition alone
and requires a more detailed energetic analysis, which is of an inherent interest anyway.

A.2 The Discrete Energetic Analysis

Determining the total energy starting from a given sinusoidal profile is essentially a matter
of a simple integration. The only difficulty is that, unlike in the continous case, the correct
interpretation of this integration here is actually a summation over a set of discrete sinusoidal
values. While this generally leads to - provided one is even able to do this analytically - very
cumbersome expressions, it can be achieved in a very elegant fashion in the solenoidal case by
the use of Lagrange’s trigonometric identities

& A cos(AMIN=-1))

Z; sin( A7) =5 cot(g) - T 2en(s) (A.10)
= sin (\(V - 1

2, cos(¥) :_;+gsi(n(A)2)- (A.11)

In fact, a simple differentiation (based on a finite-dimensional vector of ¢-values) shows that
the first-order optimality condition as in Equation (6.38) corresponds to the minimization of the
discrete energy function (the fixed factor Ax essentially being irrelevant for the minimizer, but
of course important from a physical point of view)

Di = Di—1\2 Dir1 — PiN2 16Ax
“ae ) )

“im1y2, M””Nf@(l 6))

N
AzE(N) :Axe;);(( 2@(1 ®i)

& (i
=eAzx ; ( s

1By periodicity, significantly larger choices of N would in principle also be possible, but would be related to
transitions involving several sinusoidals, which is obviously energetically unfavorable.
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where the contributions from all ¢ < 0 and ¢ > N vanish due to both the zero gradients and the
vanishing of the w-term at ¢ € {0,1}.

Based on the variational character of the phasefield Equation (6.31) within the interface, it turns
out that the total energy is significantly easier to evaluate than the bulk potential or gradient
energy contributions themselves. In fact, since

N ¢z ¢z 1 ¢z+1 d)z
S (Al M(; sy, Y iy
_ 1 g IQSL ¢z ¢z+1 d)z ¢N ¢N 1 ¢1_¢0
pvi® v z B0 ) g (PN P
TS it — 205 + ¢ ON — PN-1 $1 - do
; T (e ¢i+ﬂ(7Ax ¢N‘7Ax o),

the total energy can equivalently be rewritten as

N @is1 = 20 + b —ON- - 16N1
E(N) :6( _ ; QSI(A?:);%@ n E(WTZM¢N B ¢1Ax¢o¢ )) Z (1 - 61)
= i1~ 2¢i + ¢i-1 16 1 - ¢N- -
_ ZZ ( Piv1 (Ai);ﬂﬁ 1 +E(1_¢i))¢i+efx(¢l\[ Ai]\r Loy — ¢1Ax¢o¢0)
1=t Dir1 — 20 + i 16
B n (2 )
=0 for 1<i<N-1
+}N_1E¢_+67(¢N_¢N—1¢ B ¢1—¢0¢ )
2 & w2 Az Az N Az 0
8 1 N — N1 $1 — Po
—; E¢i+€fx( A éN - Az ¢0)-
(A.12)
With ¢; = 2 — £ cos(ki) + ¢z sin(ki) where
1 N
Cg i= §cot(%) (A.13)

and Lagrange’s trigonometric identities in Equation (A.10), this can be “integrated” due to

i | . o - 1 sin(k(N-3)) 1 .
; (i—icos(m)szm(nl)) = 7—7(—§+T(g)2)+62(500t(5)_

2

cos (K(N - 3 ))
2sin(5)

and therefore leads to

8 |N-1 1, 1 sin(s(N-3)) 1 ko cos(k(N-1))
EN) =25 7_5(_5+T(g))+02(500t(§)_T(g))
1 —ON_ _
+€Ax(¢N AiN Lo — ¢1AT/¢0¢0).

Combined with the choice of orientation for the interface here, i.e. ¢g =0 and ¢ =1, one further
has

N —dn-1=(1- cos(n))(%) + sin(n)(%sin(nN) +eo cos(nN))
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and thus

g S |Not L 1 sin(eN-5))

2| 2 2% 2 2sin(%) 272 2sin(%)
1
(A E ( (1-cos(k)) + sin(ﬁ)(§ sin(kN) + co COS(KN))).
Based on the half-angle formula
6y 1+cos(h)
t(=)=—F—"7+=+- A4
«© ( 2 ) sin(0) ( )

for the cosine, it follows that ¢y = %, where x is independent of N. Combining this with

the addition formulae
sin (k(2N - 1)) =sin(2x6N) cos(k) — cos(26N) sin(k), (A.15)
cos (k(2N - 1)) =cos(26N) cos(k) +sin(2&N) sin(k), (A.16)

for the sine and cosine, one obtains

s :i N-1_ 1( - % + %(Sin(HN)COt(g) - COS(HN)))

+ 02(% cot(g) - %(COS(HN) cot(g) + SiIl(lﬁ:N)))

(Am)Q ( (1-cos(k)) - sin(n)(% sin(kN) + co cos(nN))),

A significant simplification can be obtained due to ¢z sin(kN) = (1 +cos(xN)) and therefore,

cos(kN) + (1 - sin?(kN))
2sin(kN)

1
cocos(kN) = =c2- 3 sin(kN)

from which it follows that

_ %( - % + 1(5111(/@N) cot( ) - cos(nN))) + cz(% cot(g) - %( cos(kN) cot(g) + Sin(K‘,N)))

i 1(sin(nN) +2¢o cos(kN)) cot(f) += cos(/-@N) + 102 cot(E) - 162 sin(kN)
i - *(SIII(I{N) +2(co - 1sm(mN)))cot(;) +—cos(kN) + 02 cot( ) - 7(1 +cos(kN)) =0.
Further making use of

1 1 1
5 sin(kN) + cg cos(kN) = 5 sin(kN) + ¢o - 5 sin(kN) = ¢o

in the last term, the remaining expression

5:% N-1)+ (Az )2( (1- COS(H))-FCQSiH(Ii))

o€

then solely depends on the “width” of the interface and an additional term arising at the transition
to the bulk. As @(1 - cos(k)) = -3-, this reduces to

4 € . 4 e 1
E=— N+ ——cosin(k) = e +W§

(Bn)? COt(%)SiD(H), (A.17)
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2
or, inserting the expression sin(x) = 8(#%?2) \/ 4&2;2)2 -1 from Equation (A.7), to

8 m2e2 4 4 kN m2e2

4
S:EN+C2T 4(A7x)2—1:EN+ECOt(7) 74(Ax)2_
With cot (g) = 4(”;;) > — 1, one then finally obtains to the expression
4 K 4 kN K
g:E(N+202C0t(§)):E(N+C0t(7)co‘c(§)) (A.18)

in Equation (6.46).

The evaluation of the individual contributions through the gradient- and bulk energy contri-
butions is unfortunately a little more tedious than that of the total energy as one cannot directly
make use of the equation itself to eliminate the quadratic terms in ¢ as in Equation (A.12).
Starting with the somewhat simpler bulk-potential term, one has to evaluate

N-1
Az Z L _16A$ > (% - %cos(m) +eo Sln(m))(1 -(- %cos(m) +eo sm(m)))
i=1
16Az2 31 1 : N2
- ; 1 (5 cos(ki) — co sin(ki))
= N-1
:g > i - (i cos? (ki) — o sin(ki) cos(ki) + c3 sin2(m‘)).
™ 4=

The quadratic terms in the sinusoidal function can be eliminated using the basic identities
sin(0) cos(f) = 5 sin(26), sin?(0) = 1_%5(29) and cos?(0) = H%S(%), leading to

16Az N2 1 (1 1+ cos(2ki)

1 1 S(2K1
sz Wi = > yia *7—§CQSIH(2I€Z)+ 2M)

™ 3 4 2 2
8Az I 1 1 . . .
- ; (1 -c3)- (Z — ¢3) cos(2ki) + o sin(2ki).

This is now in a form where Equation (A.10) can be applied, resulting (with A = 2x) in

AIZ% SAJJ(( 2)(N-1)- ( 2)(_1+sin(n(2N— 1)))+CQ(;COt(H)—COS(H(ZN_ 1)))

YT e 2 2sin(k) 2sin(k)

Using the addition formulae (A.15) this can further be expanded to

sz —wi = 86((2—63)(1\7—1)-#(6%—%)(—%+%Sin(QﬂN)COt(KJ)—%COS(Q/QN))

+ cz(% cot(k) — % cos(26N) cot(k) - % SiH(QI{N)))7

or, with the double angle fomulae

sin(26N) = 2sin(kN) cos(kN) and  cos(2.N) = cos*(kN) - sin?(kN), (A.19)
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to
Az’ %wi —i((% cg)(N D+= (02 - i)( —1+2sin(kN) cos(kN) cot(r) — cos? (kN ) + sin2(/<;N))
(cot(m) (cos?(kN) —sin?(kN)) cot(k) - 2sin(kN) COS(F&N)))

( i (N—1)+( i)(sin(f@’N)cos(nN) cot(m)—cos2(/iN))

+ cz( sin?(kN) cot(k) — sin(kN) cos(/iN)))

Making further progress now requires reintroducing the definition %cot (%) of cy. First, the
half-angle formula (A.14) allows modifying the last term to

e sin?(kN) cot(k) - sin(kN) COS(FLN))) = %(1 +cos(kN)) (sin(kN) cot(k) - COS(HN))).
It further implies on the one hand that
cosin?(kN) = % sin(kN) + % sin(kN) cos(kN)

and on the other hand that

2 11 1+cos(/-zN) 1 2c+2c5c08(kN) —sin(kN) _ 2¢2 +2(c2 - gsin(kN)) - sin(kN)

1 2% sin(kN) 4 4sin(kN) - 4sin(kN)
_4co-2sin(kN) e 1

4sin(kN)  sin(kN) 2

and thus the two additional relations

(c3 - i) sin(kN) = co — %sin(/ﬁN)

(c3- i) sin(kN) cos(kN) = ¢ cos(kN) - % sin(kN) cos(kN).
Combining these observations, one obtains

Az’ %w, :%((i - c%)(N -1+ (cg - i)(sin(fd\/') cos(kN) cot(k) — COS2(I€N))

+ca((sin (k) cot() - sin(kN) cos(kN) ) )

(G- ANV -1 (G- 1) eos’(6)

+ (eycos(kN) - %sin(ﬁN) cos(kIN)) cot(x)

~ ey sin(kN) cos(kN) + (% sin(kN) + %Sin(mN) cos(kN) ) cot(r))
:%((i SN -1) - (&~ i) cos2 (kN + ¢ cos(N) cot (k)

—cosin(kN) cos(kN) + % sin(kN) cot(n)).

Again based on the half-angle formula (A.14), it further follows that ¢z cos(kN) = ¢z - 5 sin(kN)
and replacing cos?(kN) with 1 - sin?(kN) leads to the major simplification,

Az, %wi = %((i - c%)N + (cg - i) sin?(kN) + ¢ cot(k) — casin(kN) COS(/-@N)),
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and then finally with
1 1 1
G Z) sin?(kN) - c2 sin(kN) cos(kN) = (c2 - B sin(kN))sin(kN) - (2 - 3 sin(kN)sin(kN) =0

to the expression

sz “w; = 72 ((i -c3)N +c2 COt(H)) (A.20)
for the contributions by the bulk—potentlal already given in Equation (6.42) resp. (A.2).
The energetic contribution of the gradient energy density term in Equation (A.3) resp. (6.43)
can in principle be recovered by a similarly tedious calculation using a slight variation of the
arguments above, but, as one already disposes of an epression for the total energy and the contri-
bution by the bulk-potential, simply by taking the difference between the expression in Equation
(A.1) and Equation (A.2).

Based on the expression for the total energy in Equation (A.1), it is now an easy matter to
determine the value of N with the lowest interface energy. Taking the difference between the
energies for two successive values of N shows that

E(N+1)- E(N)—— (ca(N +1) = co(N)) sin(k),

(A )?
where ¢z (N) is defined in Equation (A.13). Based on

co(N+1)-co(N) = %(cot(w) —cot(ﬂ))

2 2
and (N) )
r(N +1 cot (&) cot(£) -1
cot( ( 5 )): 27]\, . =
cot( 5 )+cot(2)
one has

cot (%) cot(5) -1

eV =) = amy ) T ) v ()

and therefore

E(N+1)-&(N) = sin(k). (A.21)

me 2(A0)? gin? (5 (ot (25 + cot(5))

This expression is initially decreasing for small N and will eventually start increasing as N passes
the optimal value of N whose zero, treating N as continuous, would be achieved 2 for (see the
discussion preceding Equation (6.40) for details on the elimination of the tan™!)

m2e

2
Ncon =—t -t A ~No
te ( 4(Ax)?

-1)= g 1 (A.22)

2

2While this can be shown more rigorously treating N as continuous and considering {(;)Né , the monotonicity is
intuitively obvious as very thin interfaces will spread due to the very high gradient energy density whereas very
broad interfaces will contract due to the high bulk energy density. Treating N as continuous, both the actual

zero of the difference and the sign of the second derivative can be found by using tangent half-angle substitution

t = tan ( ”2N ) and basic trigonometric identities to be given by t = 4 / ﬁ — 1, and therefore the expression in

Equation (A.22). Since the correct “guess” is already available, this calculation is skipped here for shortness.
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In fact, using Equations (A.6) and (A.7) as well as £N.ont = ™ — K, one has

K,Ncont) _1-cos(kNcont) 1-cos(m—k) 1+cos(k) 1- 4(Az)? 4(Am)2( el 1)

.2
sin (= 2 2 2 T2z w2 \4(Az)?

1

1+cos(k m2e . KENcont N _ e B
and cot(g) = ;n(é)) = \/4(2;)2 -1 and by Equation (A.22) cot ( N2 ) = ,/4(2;)2 -1 . It

follows that the denominator in the second term in Equation (A.21) reduces to

4(Ax)?, w2 w262 o w2e2
2 (4(Az)2 B 1)(\J NS +\} 4(Ax)? 1)

Combining this with Equation (A.7), one obtains

8(Ax)? T

4 € m2e? 4(Ax)?
g(Ncont+1)_E(Ncont) :T_ 1
2(Ax)?2 )? T2e m2e o€
e 2O (im0 (Vi 1 Ve 1)
4
T2e _
e (e G )

From the global point of view, it follows that the optimal N for enforcing a transition region
compatible with the first-order necessary condition is given by [ Neont | = [ ~1] if Z is not integer
since the lower choice | N.opn:| is still in the region where the energy is smaller when adding an
additional point. In contrast, if T is integer, the energies for both N = [ Neont] and N = [Neon |
coincide, meaning that from a discrete perspective (in V), the choice is indeterminate since both
are energetically optimal.

A.3 The Local Analysis and the Second-Order Conditions

While the analysis in the previous section was primarily concerned with the analysis of the en-
ergetics in terms of the discrete parameter N, this does not exclude the possibility of several
local minima for two successive values of N. This section is therefore more focused on the local
stability in terms of continuous variations of the ¢;.

As recalled in Section A.1, the two values N,,;, := [% - 11 and Nyez = [g] together with the
profile in Equation (A.5) define two admissible solutions to the first-order necessary condition
for a local minimizer of the phasefield equation. While it was seen in the previous section that
the lower choice N = Ny,;,, usually is the one with the lower total energy (unless = is integer, in
which case both energies are equal), this does neither imply that the second choice N = N, a4
is not a local minimizer nor, without further argument, that the profile for N = N,,;, is in fact
also a local minimizer and not just a critical point of the energy £. Investigating this question
requires including second-order information. Even though the question of second-order neces-
sary and sufficient conditions for equality- and inequality-constrained problems is a well-studied
one (see e.g. [13] and [46]), due to the fact that the energy &£ is a quadratic form in ¢ and
that the bound-constraint 0 < ¢; < 1 is the only relevant restriction on ¢ it seems preferable to
argue directly on the equation itself instead of using theorems primarily aimed at more difficult
settings. The following argument is essentially a slight variation and extension of the proof of
the closely related Theorem 16.4 in [54] for quadratic programming problems with linear side

constraints in order to avoid the convexity assumption on the energy in that theorem?.

3As there is a large body of (primarily algorithmic) literature on such indefinite quadratic programming
problems, one could certainly also find theorems specifically adapted to this situation. Since the argument below
is quite instructive for the particular problem considered here, in particular for T integer, no particular effort
has been made though for finding a specific reference where the required conclusions are stated in a simple and

explicit form.
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As the phasefield energy £ is quadratic in ¢, the quadratic expansion

E(D+56) = E(9) + E'(8) 60 + ;56-E"($) -0 (4.23)

is exact around any given value of ¢ and for any direction d¢p. £'(@) is precisely the left-hand
side of by Equation (6.38), such that, if the ¢-profile solves the first-order necessary condition,
one has

Gir1 = 20; + Pi1

AORIIDN LIy

16 -
* 2 (1=200)000 = X (i — )66

together with the complementarity conditions p; > 0, u; =0 if ¢; > 0 resp. uf >0, pf =0 if
¢; = 1. From this, £(¢ + d¢) in any such point can be rewritten as

E(6+56)=E(@)+ Y (1 -~ u)id: + 556 (€"(#)56), (A.24)

i
where E"(¢) =: A is the (constant) matrix characterized by the homogeneous form

Vis1 =20 + i 32

(A9)i = —2ye (Ax)? m2e

Vi (A.25)

In order to show that a given phasefield profile satisfying the FONC is indeed a local minimizer
(not necessarily strict), what needs to be shown is that

E(+1d) - £(8) =t (7 - pi )i+ Lid- (£(¢)d) 20 (A.26)

for all admissible directions d and ¢ > 0 sufficiently small. A first important observation is that, if
any multiplier pF is strictly positive (i.e. the constraint is strongly active), it suffices to consider
directions d such that d; = 0 for any such i. In fact, assuming e.g. p; >0, the complementarity
condition enforces that ¢; = 0 and thus the only admissible directions are such that d; > 0.
Similarly, d; is necessarily non-positive if 4] > 0. From this, it follows that (,ui_ - pf)d; >0, and,
if an entry d; for any strongly active constraint is non-zero, will actually be strictly positive.
Combined with the quadratic term being O(#?), any such direction leads to a strict increase in
the energy for sufficiently small ¢ > 0, regardless of the values of the remaining d;, j # ¢.

The only admissible directions in which the energy could potentially locally decrease are thus
the ones which can vary freely if 0 < ¢; < 1 and, if there are weakly active constraint with ¢; =0
and p; =0 or ¢; =1 and uf = 0, the respective sign-restriction at these points. In addition, since
the linear term Y, (,ui‘ — pi)d; vanishes for all such directions, one has

E(p+td)-E(p) =td- (£"(¢)d), (A.27)

i.e. the sign of the energy difference depends only upon that of the quadratic term in d.
All constraints in the bulk regions i < 0 and ¢ > N are strictly active (with the multiplier taking
the value %) Furthermore, from the derivation of the lower bound on N in Equation (6.40),
the multipliers pg resp. pj at the outermost points are strictly positive provided N > = -1 and
only become zero if N =7 —1. One therefore has to distinguish two cases:
1. If % is not an integer, both by Ny,in and Nyq. are strictly larger than = —1 and all active
constraints are strongly active. From this, it follows that it suffices to focus on variations
within the inner interface region, i.e. the interval 1 < ¢ < N —1, with all relevant search

directions d satisfying d; = 0, for ¢ < 0 and ¢ > N and d; arbitrary for 1 <i < N -1. In
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combination with Equation (A.27), this reduces the question of being a local minimizer
to the subblock of the matrix A = £”(¢) corresponding to values 1 < i < N — 1 being
positive (semi-)definite, resp. by Equation (A.25), to all eigenvalues of the linear difference

equation
Yir1 =20+ i 32 ‘
2ye—————"— — —1); ,1<i<N-1
7 (Ax)? WQE’W% ’ ’
subject to the homogeneous Dirichlet boundary condition ¢y = ¥n = 0 being non-negative.
It is well-known that the eigenfunctions for such an operator are given by ; = csin (%ﬂz), 1<
1< N with 1 <k <N -1. Using bm(%’“(z + 1)) = sin(%ﬂi) cos(%) + cos(%ﬂi) sin(%”), it
is easy to see that, for each k, the corresponding eigenvalue A\ is given by
1-cos (k& 32
wmane o oeE) 2
(Azx) m2e
Since 0 < %ﬂ <7 for 1 <k < N -1 and the cosine is decreasing on this interval, the
1-cos( = 2
lowest eigenvalue is given by 4’)/6%()?) - %7 = (gle)z (1 - cos (%) - 8(77%? ), which is
non-negative if
™ 8(Ax)?
cos(—)<1- =cos(k).
(N ) m2e2 ()

U

On the relevant domain, cos ( N) is monotonically decreasing with N, from which it follows
that Ay > 0if § > s ie. if N <Z. Since % was assumed non-integer, this inequality is
strictly satisfied for N = Nyip = [T — 1], whereas it is strictly violated for N = Ny = [ ].
It follows that the profile for N = N,,;,, is a strict local (and actually also global under the
“constraint” of having an actual interface by the analysis in the last section) minimizer of
£. In contrast, the profile obtained for N = N,,,4, is not a local minimizer since adding an
aribtrarily small multiple of the first eigenfunction to the profile - and thus in particular
breaking its symmetry - will lead to a strict decrease of the energy.

. If  is integer, the situation is somewhat more complex but also considerable more inter-

esting. In this case, the two possible choices for N are given by Ny = [Z~1] =T -1 and
s s

Noaw = [E] == For the latter choice, both relevant multipliers pg and p}, are strictly

positive with a value given, by Equation (6.39) combined with cot (g) = 0 and equation
(A.6) by
2
cos(k)-1 16 I T 8

€

S o= + = Y€ + = Y€ =+ = s
Ho=Hn =7 (Az)? n2e2 ' = (Ax)? m2e2 ) p2e2)

i.e. a value which corresponds precisely to half the for the multipliers in the bulk. As
the constraints are therefore strictly active, one can apply the same analysis as for the
previous case to conclude that the profile for N = N, 4. is in fact a local minimum, but
with the smallest eigenvalue of the corresponding eigenvalue problem being zero due to
cos (%) = cos(k).

In contrast, for the choice N = 5 —1, g = p5y = 0. This implies that the values ¢ and ¢
can also be varied without a first-order increase in the energy, but the entries dy and dy of
any admissible direction do have to satisfy a sign-restriction in order to remain compatible
with the box-constraints. Here it is convenient to separately consider two types of search
directions.

e The first one is formed by those directions for which at most one of the outermost
interface points ¢y or ¢ would move away from the respective constraint, i.e. di-
rections with either dy > 0 and dy =0 or dy = 0 and dy < 0. These directions are a
subset of all the directions d for which at most Nyin +1 = Nypae = = values are free
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to vary, i.e. of those directions where either dy = dy+1 =0 but d;, 1 <i < N can be
chosen freely or where d;, 0 <i < N—1 can be chosen freely but d_; = dy = 0. This “re-
laxed” problem is easily seen to reduce precisely to the eigenvalue analysis performed
for N = N4, and it follows that, except for those directions generated by negative
multiples of sin(N7r i) (compatible with dy = 0 and dy,,,, = dn,,.,-1 < 0) or posi-
tive multiples of sin (" (i — 1)) (compatible with do > 0 and d;,,,,+1 = dn;,,,, = 0)
of the eigenfunction sin( N z) resp. its translate lead to a strict increase in the
energy. As these particular eigenfunctions leave the energy invariant, it follows that

d- (5"(¢)d) >0 for all such directions.

It remains to verify that it is not possible to decrease the energy by choosing a direction
with both dp > 0 and dy;,,,, <0 corresponding to a simultaneous expansion of the inner
interface in two directions. This cannot be verified using the same arguement, as fixing
only d; =0 for ¢ < -1 and & > Np,in + 1 = Ny, would lead to an eigenvalue problem
on a domain which is “broader” than the maximal stable number of points given by
Ny and would actually allow for an eigenfunction sin (ﬁ(w 1)), -1<4< Npaz
with a negative eigenvalue. Here the constaints on dy and dy;,,,,, are decisive, as these
essentially exclude this type of direction since it either has to increase or decrease
both ¢y and ¢y and is therefore always incompatible with the one of the sign
restriction.

More precisely, from the analysis for N = Ny,4., the function d; = sin( N,:az i), 0<
i < Ny is an eigenfunction with eigenvalue 0 for the restriction of the operator
E" (@) to the range of indices 1 < i < Ny — 1. In contrast, when broadening the
region of interest by increasing the inner interval under consideration to 0 <i < Np,qz
and extending this function (still denoted by d) with d_; = 0, this function is not an
eigenfunction anymore, but satisfies (similarly to the homogeneous form of Equation

(6.39) defining py)

mazx

max
s

min

" r _
(5 (¢))d)i,1sistw—1 =0 and ( )
. - A.28
” . _ 1 _ sin ( Nmaz )
(g (¢)d)i,1si§Nmm—1 - 276(Am)2 =2e (Az)2

i.e. the homogeneous difference operator applied to this extension of the eigenfunction
still leaves the previous (for N = N,,;;,) interior of the interface unaffected, but leads
a positive contribution to the cell i = 0. An arbitrary search direction d = (d;)o<i<n.
can be decomposed as

min

dy,.. - AN, Wie_g
d; =d; — — ],:[mm d; +— fmm di = d; - %di’
sin (mNmin) S (mNm"") Sm(N’"‘” )
=:d’
where use was made of Sln(ﬁNmzn) = Sin(ﬁ(]\[mar - 1)) = sin (7T - N7:a.z) =

s

sin ( N ) and where d’Nmm =0 by the choice of prefactor for d.

Since dy

min

such direction d as the sum of one vector d’ with dy =0, df = do + csin (=) >
dn

% of the extension of the eigenvector d.

s s
SN\ v ——
Nmaa

is negative by assumption and sin (ﬁ) is positive, this decomposes any

dop > 0 and a positive multiple ¢ = -
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From Equation (A.28), it further follows that

(5"(¢)d) - (5”(¢)d’) and

1<i<Nmin

(NL) (A.29)
(Az)?

1<i<Nmin
(5"(¢)d) (6”(¢)d ) + 2vece

since d does not affect the results of the operator for any index i > 0. Taking the
scalar product with d, one has

d-(£"(¢)d) =do(£"(9)d) + i di(€"(¢)d).

sin( :M) Nmin "
T)+ ) di(€"($)d').

:do((é’"(cﬁ)d')o + 2vec
sin ( )

ZQ’YEC(TW)’”dO +d-(E"(p)d') > d- (E"(¢p)d').

>0

Again with Equation (A.29), d- (8"(¢)d') can be expanded in a similar fashion using
the symmetry of £"(¢) as

Numin

d-(£"(9)d) =(€"(¢)d)-d' = (£"(¢)d) dy+ ), ("(¢)d) d

i=1

~((e"(@)d'), + Q%CSin((AA;g‘;” ) )y + Nil (e" (@) di.

The term 2760%% is again strictly positive, such that d- (5 " (¢)d) can finally

be esimated from below as d - (5"(¢)d) >d - (E"(p)d ) Since the last entry of d’
is in addition zero by construction, the sign of this term in fact only depdends on
the sign of this quadratic form restricted to the subvector (d')0<i<N ~_,,le. on
vectors which have at most one additional non-zero entry as compared to the original
innner transition region. This is precisely the question already investigated in the
previous point, finally showing that the “standard” profile with N = N, is also a

local (non-strict) minimum.
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